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Abstract -

The need to reduce CO, emissions from concrete leads to
increasingly complex mix designs involving e.g. CO; reduced
cements, recycled materials, and various chemical additives.
This complexity results in a larger sensitivity of the concrete
to unpredictable fluctuations in both, the base material prop-
erties and in boundary conditions such as temperature and
humidity during the production process. Digital sensor sys-
tems and quality control schemes are considered as key to
counteract this problem by enabling an automated produc-
tion control. As contribution towards this goal, this paper
investigates the research question whether Computer Vision
can be used for the predictive characterisation of raw ma-
terials (here: of concrete aggregates) and of the fresh con-
crete quality during the mixing process. In particular, we
propose the usage of imaging sensors for the observation of
both, aggregate material and the flow behaviour of fresh con-
crete during the mixing process, and present deep learning
methods for the prediction of granulometric and rheological
properties from the image observations, respectively. Incor-
porating such systems into the concrete production process
enables the facilitation of a digital control loop for ready-
mixed concrete production by allowing an in-line reaction to

raw material fluctuations and to deviations of the concrete
from the target properties.

Keywords -
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1 Introduction

Concrete, which is the most used (building) mate-
rial worldwide, contributes approximately 8% to the
global CO;-emissions. The urgent need to reduce CO;-
emissions of the concrete production results in increas-
ingly complex concrete mixtures: Historically, being a
3-component-material (cement, water, and aggregates),
modern recipes contain a large variety of different compo-
nents, including e.g. CO, reduced cements (with various
sub-components), recycled aggregates, and various chem-
ical additives (super-plasticiser, flow-retarder, etc.) [1].
However, the growing complexity of the concrete mixtures
results in a strongly increased sensitivity of the concrete
properties to unpredictable fluctuations in the raw mate-
rials and the production processes, leading to diminished
robustness of the concrete, to difficulties in reaching the
desired concrete quality and ultimately, to higher rejection
rates. These challenges are extended by the fact that until
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Figure 1. High-level overview on the proposed con-
crete production control scheme using computer vi-

sion based methods for the in-line characterisation
of raw materials and fresh concrete quality.

today, the mixture design of the concrete and its produc-
tion are mostly empirically driven, leading to additional
difficulties due to the lack of experience with such new and
complex concrete compositions. As a result, the extensive
use of new, environmentally and resource-friendly build-
ing materials is hampered by the inability of controlling
and guaranteeing the desired concrete properties during
the production process.

In the authors’ opinion, a digital mapping of the essen-
tial process steps within the concrete production chain is
key for a transition towards a more sustainable high quality
concrete construction industry [2]. While in many man-
ufacturing industries, digitisation and automation have
enabled a strong increase in productivity over the last
decades, the developments in the construction industry
stagnated during this period, resulting in the construction
industry - and here, especially the concrete sector - to be
one of the least digitised industries of the global economy
[3]. In the context of the topic addressed by this paper, the
lack of digitisation and automation is for instance reflected
in the conventional, batch-based, and manual methods that
are currently still used as standard for the characterisa-
tion of raw materials (e.g. manual sieving for estimating
the particle size distribution of aggregates) and the qual-
ity control of the concrete production (e.g. slump flow or
rheometer tests for determining fresh concrete properties).
In order to overcome current limitations and to enable an
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automated and improved concrete production, this paper
presents computer vision based methods for an in-line
monitoring of the raw materials used for concrete produc-
tion as well as for an in-line quality control of the fresh
concrete properties during the mixing process (cf. Fig[I).
Given real-time information about the raw material charac-
teristics before mixing (pre-production) allows to account
for deviations from the expected properties by adapting
the mix design accordingly, while real-time information
on the fresh concrete properties (during production) al-
lows for taking measures to assure that the target quality
is reached. In particular, to investigate the suitability of
imaging systems for the characterisation of building ma-
terials, we make the following contributions in this paper:

* We propose a Vision Transformer (ViT) based
method for the visual granulometry of concrete ag-
gregates from image observations.

* We present a Convolutional Neural Network (CNN)
based approach for the prediction of fresh concrete
properties from images acquired during the mixing
process of the concrete and mix design information.

* In the experimental part of this paper, we demon-
strate and evaluate the performance of the proposed
methods on challenging real-world data sets.

2 Background

2.1 Raw material characterisation

The size distribution (formally known as grading curve)
of the aggregates used for concrete production significantly
influences many important concrete properties including
e.g. the consistency, workability, and segregation tendency
of the concrete in the fresh state as well as the compres-
sive strength and the durability in the hardened state [4].
As a consequence, the size distribution of the aggregates
has to be considered during mix design (typically by con-
sidering the aggregates’ k-value), since it affects the water
demand and the amount of required super-plasticizer of the
concrete composition. In practice, however, the size distri-
bution is usually determined on a low-frequency basis by
mechanical sieving of small sample batches of aggregates
(a few kilograms), which are considered as representative
for large amounts (a few tons). As a consequence, devi-
ations of the actual material used for concrete production
from the test sample cannot be accounted for.

A camera based sensor setup, observing the material
while being transported over the conveyor belt into the
mixer, and algorithms that are able to predict the size dis-
tribution from the image observations allow to consider
the actual aggregate grading curves in the mix design for
the production of each concrete batch. In the literature, the
derivation of size distributions from images of aggregate

is often approached in a two-step procedure. In this con-
text, the first step consists of a segmentation of individual
particles, e.g. based on grayscale thresholding, edge de-
tection, or watershed transformations in early approaches
[5416], while modern procedures apply deep learning based
methods for instance segmentation or panoptic segmenta-
tion of aggregate particles [7, [8]. In a second step, the
particle size distribution is derived from the segmentation
results. However, this procedure suffers from partial oc-
clusions and an often insufficient spatial image resolution,
and needs an explicit conversion from the two-dimensional
segmentations to volumetric entities [3]], introducing inac-
curacies for the task of estimating size distributions.

In contrast to the described object-based procedure, sta-
tistical approaches avoid the explicit detection and mod-
elling of individual instances by relying on global image
statistics in order to predict the size distribution directly
from the raw image. In this context, Olivier et al. [9] and
Coenen et al. [10] propose to learn a CNN in order to
distinguish different predefined particle size distributions.
However, in this way, only a classification of a discrete
set of grading curves is possible. In order to overcome
this limitation, CNN based approaches for the prediction
of the continuous percentiles defining the size distribution
were presented in [[11]. While the latter approaches used
CNN-architectures, recently the application of transformer
based models for vision tasks has shown great potential and
encouraging results [[12]. Since it was shown in the litera-
ture, that Vision Transformers (ViT) perform equal to and
even outperform CNN-based methods for the task of grad-
ing curve prediction [13]], we follow the recent success of
transformer-based models and choose a ViT approach for
the determination of concrete aggregate size distributions.

2.2 Fresh concrete characterisation

In current practice, the quality inspection of fresh con-
crete is mainly conducted offline, i.e. after the mixing and
production process, using empirical test methods based on
small batch samples taken from the concrete. One of these
methods is, for example, the slump flow test [[14]]. This test
involves applying a force to a fresh concrete sample and
measuring how much it spreads. The manually measured
slump flow diameter ¢ is an indicator of the consistency
of the fresh concrete. However, the manual measurement
entails a higher degree of inaccuracy due to possible hu-
man error. Furthermore, at this stage of the production
process, only very limited control of the concrete proper-
ties remains possible. For this reason, an inline quality
assessment during the mixing process is desirable, since it
enables a real-time reaction on potential deviations from
the target properties. Besides, caused by the hydration
process of concrete, its properties can change significantly
between the time of mixing and the time of the actual
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placement of the concrete. Therefore, it is also striven for
a prediction of the concrete properties at the time of place-
ment by modelling the time-dependent behaviour of the
concrete. In addition to the consistency, the fresh concrete
can also be characterised by its rheological parameters,
namely the plastic viscosity u and the yield stress 1o of
a Bingham model which is typically used to describe the
non-Newtonian properties of fresh concrete. Founded on
fluid dynamic laws, these properties determine the flow
behaviour of the fluid under specific boundary conditions,
e.g. during a mixing process. For the prediction of fresh
concrete properties, two central procedures can be found
in the literature. One approach is to make use of the infor-
mation of the mix design on the basis of which machine
learning methods are trained to predict the target param-
eters. In [15], the information from the mix design is
additionally extended by temporal information to enable
a time-dependent prediction. Although these approaches
are promising, they heavily depend on the quality of the
information from the mix design which, however, are of-
ten subject to larger inaccuracies, e.g. caused by unknown
fluctuations in the raw material properties. The second ap-
proach is to use sensor observations of the fresh concrete,
e.g. in the form of image observations, and to establish
deep learning methods to predict the fresh concrete prop-
erties on the basis of the observed data. In this context,
[[L6] used a camera setup to observe the concrete flow at
the outlet of a mixing truck and a CNN-based method was
proposed to learn a mapping between the sequential im-
age data and the fresh concrete’s rheological properties.
However, compared to channel flow, a significantly more
complex behaviour is expected for the dynamic flow of the
concrete during mixing. In [17], a method for predicting
the rheology of Bingham fluids from stereo-images and
3D surface reconstructions of the material during the mix-
ing procedure was presented. In [18], a similar approach
using a CNN and a long-short-term memory network has
been proposed. Although these approaches are not prone
to possible uncertainties in the mix design, they do not
take into account the time dependency of the properties.
In this paper, we extend the CNN-based method of [17]]
and propose a novel procedure for time-dependent fresh
concrete characterisation during the mixing process based
on stereo-camera observations, temporal information, and
mix design. Investigations whether the deployment of ViT-
based models instead of a CNN architecture can improve
the performance are planned in future work.

3 Methodology

3.1 Image-based granulometry

Given a three-channel (RGB) image / depicting con-
crete aggregates, we aim at automatically deriving the
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grading curve G = [py, p2,...,pn]. Per definition, the
grading curve is a histogram in which grain size inter-
vals (bins) are represented on the abscissa (x-axis) and
the quantity proportion is shown on the ordinate (y-axis).
Consequently, G is parameterised by a vector whose el-
ements p; correspond to the histogram percentiles of
each grain size interval j = [1...N]. In this repre-
sentation, each percentile is a continuous variable with
{p; € R |0 < p; < 1} under the constraint 3, p; = 1
As a result, mapping the image I to the grading curve G
corresponds to a constrained multi-regression problem of
the individual percentiles p ;, in which the determined per-
centiles must sum up to 1. In order to tackle this problem,
we make use of a Vision Transformer (ViT) based archi-
tecture [12] acting as mapping function f : I — G. As
is shown in Fig. 2| the ViT takes a single image as input
and decomposes it into a sequence of n non-overlapping
image patches x; € R”*" which are transformed into 1D
tokens z; € R? of length d using a linear projection E.
The sequence of tokens z0 € R"*1*4 with
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= [ZCIS7EZI7EZ2,"',EZH] +p (1)

then serves as input to a transformer encoder architecture
[19]. Asindicated in Eq.m alearnable classification token
Zcls 18 prepended to the sequence, whose representation at
the final layer of the encoder is used as input embedding
for the output layer.
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Figure 2. Structure of the ViT (adapted from [12])

Furthermore, a learnable position embedding p € R"*¢
is added to the tokens (cf. Eq. |1) in order to retain po-
sitional information throughout the permutation invariant
self-attention operations of the encoder. The tokens are
passed through the transformer encoder which consists
of a stack of / = 1...L residual layers, each comprising
Multi-Head Self-Attention (MSA) [19], layer normalisa-
tion (LN), and Multi-Layer Perceptron (MLP) blocks. The
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output of the last layer of the transformer encoder is de-
noted as embedding z" = [ X, X1, X2, ..., X,,], where n
is the total number of patch tokens and X5 and X1, ..., Xj,
correspond to the embedded class token and patch tokens,
respectively. Finally, a MLP head H is used on top of the
transformer encoder and typically produces the prediction
output based on the final encoded class token embedding
X.s. We make use of the softmax-function as final activa-
tion in H, returning j = 1...N output values representing
the size distribution G which consequently comply with
the constraint }, p; = 1. For training, the loss for image /
can be written as

Lys=D (H(Xcls)’ Yy ) > (2)

where H(X_) is the output of the final prediction head for
the class embedding X, Y7 is the reference for image 7,
and D (-, ) isadistance function. In this work, we apply the
Kullback-Leibler divergence Dy as measure for D(-, )
which computes the similarity between the predicted and
the reference grading curves according to

N
Pj

Dxr = ij - log (7)
= Pj

where p; and p; are the reference and the predicted per-
centiles of the size distribution, respectively.

3

3.2 Image-based fresh concrete characterisation

Until today, existing test methods for the determination
of fresh concrete properties are exclusively applicable in
post-production. As a result of the inability to estimate
the fresh concrete properties already during the produc-
tion process, an adaptation and adjustment of the concrete
in case of deviations from the desired properties is not pos-
sible in current practice. To overcome this limitation, in
the paper we present an image based method for the inline
prediction of fresh concrete quality during the production,
i.e. during the mixing process in this paper. In addition
to the flow behaviour, which contains valuable informa-
tion about the rheological properties, previous studies have
shown that the 3D surface carries ancillary information
able to support the task of rheological characterisation
[17]. For this reason, we propose a stereo-camera setup
observing the flow behaviour of the concrete during mix-
ing, allowing to reconstruct the 3D surface of the concrete
via dense stereo-matching and triangulation. More specif-
ically, we compute a digital elevation model (DEM) D
together with an orthophoto O for each stereo image pair.
Both entities D and O are used as input to a Convolutional
Neural Network (CNN) with the goal to predict a state
vector C = [4, 19, u] representing the fresh concrete char-
acteristics, namely the slump flow diameter ¢ (defining
the concrete consistency), and the Bingham parameters

70 and u, describing the rheological properties. As ad-
ditional input information, we introduce the composition
data of the mix design m, consisting of information about
the water-cement ratio, the grading curve, the paste con-
tent, the additive content and the time difference between
the start of the mixing process and the image acquisition,
and append it to the latent feature embedding produced by
the CNN in a late-fusion manner. A high-level overview
on the procedure is shown in Fig.[3] Since deeper networks
tend to overfit, the CNN consists of only 7 convolutional
layers. Each layer has a kernel size of 5x5 and a stride of 2,
followed by a batch normalisation and a Rectified Linear
Unit (ReLU) activation function. The convolutional layers
are followed by three fully connected (FC) layers, each
with a leaky ReLLU activation function using a slope of
0.2. O and D are passed through the convolutional layers,
producing the flattened feature embedding zp,p. By con-
catenating zp,p, the mixture design information m, and
the time epoch A, we obtain the feature vector F, which
is used as input for the FC layers. Here, A; represents the
temporal difference between the acquisition time of the
input image pair and the point in time where the consis-
tency is to be determined. As a consequence, the target
state vector C becomes time-dependent, and therefore, the
FC-layers finally map the feature vector to the three time-
dependent output parameters 0x,, 70,a, and ya, .

Zo,p—> zo D Sp
Conv. ¢
™ layers j A — Iayers TO At
.‘k m — m
Feature Target state
D vector F vector C

Figure 3. Architectural structure of the CNN.

For optimising the network weights w the Mean Square
Error (MSE) is used as loss function, which is iteratively
minimised during training. In this context, the loss is
computed for a mini-batch consisting of N samples, each
associated with the state vector C containing the k = 1...K
target parameters y*, where K = 3 and N = 32 in this pa-
per. For loss calculation, the squared differences between
the reference values y* and the predicted values $* are
determined and averaged over all parameters and samples
in a batch, such that

K N
N- KZZ(Yﬁ_yn

k=1 n=1

“4)

Lvse(w) =

To prevent over-fitting, weight decay is used during train-
ing. This method penalises large weights by a factor A (in
this paper 4 = 0.001) and leads to an additional term in
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the final loss function

L(w) = Lysp(w) + 4 - Zaﬂ. (5)

4 [Experiments

4.1 Image-based granulometry

Test setting: For the experimental evaluation of the
proposed method for particle size distribution estimation,
we make use of the publicly available Deep Granulometry
data sef] The data set consists of images showing
concrete aggregate particles and reference data of the
particle size distribution (grading curves) associated to
each image. The data consists of two independent sets
of images, the Coarse Aggregate Data (D .oyse) and the
Fine Aggregate Data (D+fpe). Both contain approximately
1700 images associated to one of 34 different particle
size distributions. While the data in D.oase Shows
aggregates with particle sizes ranging from 0.1 to 32
mm and provides reference percentiles for N = 9 bins
with upper bounds of 0.25, 0.5, 1, 2, 4, 8, 16, 32.5, 63
[mm], the Dgpe data contain fine material with grain
sizes between 0 and 2 mm and with references for N = 6
bins, namely 0.063, 0.125, 0.25, 0.5, 1.0, 2.0 [mm]. We
train networks for each set of images (fine and coarse)
individually. Due to computational reasons we do not
make use of the full image resolution in which the data
is provided but we downsample the images to a size of
512x704 [px] for the D oase data, corresponding to a
ground sampling distance (GSD) of 0.5 mm, and to a
size of 480x480 [px] for the Dg,e data, corresponding
to a GSD of 0.1 mm. We adapt the hybrid ViT-Base
architecture according to the definition in [12], i.e. we
feed the image to a convolutional module and form the
input sequence for the transformer based on the resulting
feature maps (cf. [[L3] for details). For the architecture of
the transformer encoder, we chose L = 12 layers, each
comprising 12 multi-head-self-attention (MSA) modules.
For evaluation, we split the data sets into two subsets and
perform a two-fold crossvalidation. In order to reduce
overfitting effects, we make use of random geometric and
radiometric image augmentations during training.

Results: In order to assess the performance of the pre-
dicted particle size distributions, we compute the mean
absolute error &, over the individual percentiles p; of the
different bins. Furthermore, for testing the grading curve
predictions as a whole, we compute the average e of the
discrete Hellinger distances Dy € [0, 1], used as measure
of the similarity between the reference grading curves G

Thttps://doi.org/10.25835/61y9peiq
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and the predicted grading curves G, with

DH(G,G)=% WP -VE? ©
J

Here, values close to 0 represent highly similar distribu-
tions and values close to 1 highly different distributions.
For concrete mix design, often the k-value of the aggre-
gates, which is computed as the sum of the percentiles of
the cumulative grading curve representation, and which
represents a measure for the granularity of the aggregate,
is used to adjust the water content of the composition. We
therefore also compute the k-value from the predicted size
distributions, compare it to the reference values, and re-
port the mean absolute error € yape. Tab. E] contains the
results for the described metrics on both data sets. As
is visible from the table, the percentile-wise predictions
lead to an average error of &£, = 4.21% on the fine ag-
gregate data, and to only 1.57% on the coarse aggregate
data. As a consequence, also the values for the average
Hellinger distance and the average errors of the k-values
are comparably smaller on the D¢oqarse data.

In order to gain more detailed insights into the distribu-
tion of the respective errors, Fig. ] shows the cumulative
histogram of the absolute percentile errors (Fig.|4a)) as well
as a plot of the reference k-values vs. predicted k-values
on the fine (Fig. b) and the coarse (Fig. data sets.
Regarding the percentile-wise prediction errors it can be
seen from Fig. [4a] that approx. 90% of all values of the
fine aggregate data are predicted with an error of less than
10%, and nearly 100% of all values on the coarse aggre-
gate data. W.r.t. the resulting k-values, the most important
indicator for the concrete production, it can be seen that
the predicted values show some fluctuations but, on aver-
age, are very close to the reference values, demonstrating
a highly promising suitability of the proposed method for
a future implementation in practice.

Table 1. Quantitative results of the image based gran-
ulometry on the two data sets Dcoarse and Dipe.

’ ‘ &p [%]

E€H Ek-value
Dine 4.21 0.127  0.187
D coarse 1.57 0.071  0.145

4.2 Image-based fresh concrete characterisation

Test setting: For training and testing of the method
proposed for the determination of fresh concrete prop-
erties, we acquired an extensive data set using a similar
setup as Ponick et al. [17]. More specifically, we de-
signed a surrogate-mixing system consisting of a linear
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Figure 4. Performance results for the predictions of the aggregate particle size distributions.

mixing geometry in form of a channel, which is filled
with fresh concrete and in which a single mixing paddle
moves back and forth along a linear trajectory in order to
simulate a simplified mixing process of a concrete mixer.
During movement of the paddle, a stereo camera setup
(2xGrasshopper 3 USB cameras with a focal length of 8
mm) is used to observe the motion behaviour of the con-
crete by acquiring images of size 1920x1200 [px]. Fig.
shows the schematic test setup.

Section of generated

orthophoto and DEM LED panel

Figure 5. Top view on the surrogate mixing system
used for generating the fresh concrete mixing data.

For the experiments in this paper, a total of 45 concretes
with different mix compositions were selected. In particu-
lar, we generated different mixture designs by varying the
parameters of water-cement ratio, paste content, grading
curve, cement type, sand-lime powder content and addi-
tive content. In order to generate reference values for the
resulting fresh concrete properties, independent measure-
ments were conducted in coordination with the image data
acquisition of the mixing behaviour. The slump flow di-
ameter § was determined from the slump flow test [14]],
yield stress 7y and viscosity u were determined using an
eBT-V rheometer from Schleibinger. The first slump flow
test for each concrete was made directly after finishing the
mixing process. The slump test and the rheometer mea-

surement are independent of each other and were repeated
several times at intervals of about 30 minutes in order to
account for the time-dependent properties of the concrete.

Regarding image acquisition, 14 runs were recorded for
each concrete, respectively, where one run corresponds to
six back-and-forth movements of the mixing paddle. In
run 1-7, the paddle moved with a velocity of 200 “* and
images were recorded with 30 frames per second (fps).
In run 8-14, the velocity was set to 450 m—y’" while the
frame rate was increased to 60 fps. To account for effects
of different mixing velocities and frame rates, we include
both information in m. A number of 1300 image pairs
were captured during each run. For the generation of O
and D, only the image pairs in which the paddle was visible
in both images were used, resulting in a total amount of
approx. 314k images in the data set. Note, that due to the
dynamic nature of the scene, the images must be captured
strictly at the same time for a valid generation of O and D
from the stereo-pairs. To verify the synchronisation of the
cameras, a LED panel with 20 LEDs was used, allowing
to generate time stamps for each image at millisecond
intervals. By assuming that the concrete properties remain
constant during the relatively short time period of one run
(approx. 44 and 22 sec), we associate each image pair
within one run with the time stamp of the central image pair
of the run. Consequently, A; represents the time difference
between the associated time stamp of the image pair and
the point in time of the respective reference measurement.

Training: Since the three reference values for the
multi-task output of the CNN are generated by two
independent measurements, we created multiple reference
combinations for each set of inputs O and D during
training. For this purpose, we computed all possible
reference combinations for each concrete and randomly
assigned all entities O and D of a concrete to one of
these combinations. As a consequence, A; consists of
two values, one for ¢ and one for 79 and y, respectively.
Training was performed by applying a five-fold cross-
validation. The 45 concretes were divided into 5 sets of 9
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concretes each. First, we sorted the concretes according
to the length of the first slump flow diameter 6; and
formed 3 groups (with the 15 longest ¢, the 15 central
01 and the 15 smallest &1, respectively). Subsequently,
three concretes of each group were randomly assigned
to one of the 5 sets to ensure a balanced distribution
of the concretes. In each cross-validation step, one of
the sets was used as the test set. The validation set,
consisting of 5 concretes, was formed randomly from
the concretes of the other sets, again by taking ¢; into
account. The remaining 31 concretes form the training set.

Results: After training, the network is evaluated on the
test sets. In order to assess the performance of the network,
the absolute and relative error of the predicted parameters
are determined for each pair of O and D in the test set.
Subsequently, we compute the mean absolute deviation
£abs and the mean relative deviation &,..; for each parame-
ter. The results are shown in Tab.|2| The results improve if
the predictions of the same label combination (and differ-
ent inputs) in a run are averaged beforehand and then &,
and &, are calculated (on average approx. 41 predictions
were averaged). These results are shown in brackets. With
6.1% of relative error for the prediction of the slump flow
diameter, the results are already in a very promising range,
especially considering that the slump flow test, which is
used as reference method, is a manual measure associated
with a considerable uncertainty. Compared to the slump
flow, the results obtained for the yield stress and the vis-
cosity are distinctly less precise. The reason for this is
probably that the rheometer measurements are actually in-
tended for a testing directly after the mixing process, as the
concrete is more fluid at this point. With increasing time
and increasing viscosity, the uncertainty of the rheometer
measurements increases.

Table 2. Performance metrics of the CNN for the
prediction of fresh concrete properties.

[

Eabs ‘

Erel
s | 6.4% (6.1%) 2.8 cm (2.7 cm)
70,8, | 28.3% (26.9%) 53.6 Pa (50.6 Pa)
pa, | 43.8% (42.4%) 18.5 Pa-s (17.8 Pas)

By using the time difference as input, the CNN also
implicitly learns a time-dependent prediction model for
the fresh concrete properties. This enables the prediction
of the properties of the concrete at the time of placement
during the mixing process (provided the time between
mixing and placement is known). Fig. [6] shows examples
of the temporal predictions for the slump flow diameter.
On the y-axis the consistency parameters are plotted and
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the x-axis represents the time difference A; between the
time of image acquisition and the time at which the target
parameters are to be determined. For the reference values,
the precision 2.46 cm of the slump test is given as error
bar [14]. Since some reference measurements were taken
before the image acquisition, the x-axis in the figures starts
with a negative value. The results show that the network is
able to learn the time-dependent behaviour of the concrete
consistency represented by the slump flow diameter.
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Figure 6. Three examples for the prediction of the
time-dependent behaviour of the slump flow 6.

5 Conclusion

In this paper, we presented computer vision based meth-
ods for the characterisation of concrete aggregate and fresh
concrete from image sequences acquired during the mix-
ing process. The results obtained on challenging data sets
demonstrate a promising performance for both, predict-
ing the precise particle size distribution of fine and coarse
aggregate particles, and deriving relevant fresh concrete
properties. In the future, we aim at applying both methods
under real-world conditions within a concrete production
facility in order to integrate these methods into a control
loop for the concrete production. In particular, strategies
for an in-line adaptation of the mix design and countermea-
sures for a control of the fresh concrete properties during
mixing will be developed on the basis of the approaches
proposed in this paper.
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