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Abstract – 

Conceptual cost estimation plays an important 

role in construction projects since it is the basis for 

stakeholders to produce financial plans (e.g., 

establishing project budgets). The current practice, 

heavily dependent on cost engineers' subjective 

judgment and manual work, tends to be error-prone 

and labor-intensive. In response, this paper 

introduces a Graph Neural Network (GNN) approach 

to accurate and efficient conceptual cost estimation. 

Firstly, cost factors impacting construction costs, as 

well as their relationships, are identified based on 

literature review to form a graph representation. 

Afterwards, a GNN model is deployed to predict the 

construction cost. A real-world dataset from school 

projects is used for validation. The results show that 

the proposed approach achieved high accuracy, 

demonstrating the potential of graph neural networks 

in conceptual cost estimation.    
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1 Introduction 

Conceptual cost estimation predicts the construction 

cost at the early stages of the project (e.g., conceptual 

design, budget setup) [1]. The estimation result is vital 

for the success of the project since stakeholders rely on it 

to set project budgets and make cost management plans 

before and during construction [2]. However, design 

information at project early stages is limited and full of 

uncertainties, which leads to low level of confidence on 

the estimation [3]. Traditional methods are heavily 

dependent on the experience and subjective assessments 

of cost engineers [4]. Such subjective evaluations, 

however, can vary and be unreliable, often resulting in 

inaccurate estimations and potential financial losses in 

the project [5]. Moreover, the dependence on the 

expertise of cost engineers makes the estimation process 

laborious and time-consuming, which is problematic for 

construction projects that typically operate on tight 

timelines [6]. 

To this end, deep learning, as a data-driven approach, 

presents an appealing alternative. It refines its accuracy 

autonomously by learning from historical data, and has 

demonstrated its reliability in data analysis and 

prediction within the construction sector [7]. Yet, 

standard deep learning models fall short in expressing the 

nuances of construction cost estimation. Specifically, 

construction projects exhibit intricate interrelations 

among cost factors (e.g., influence of contract type on 

project duration), highlighting their complex 

dependencies [8]. Traditional deep learning models, 

which typically use isolated factors to form tabular inputs, 

fail to account for these real-world characteristics of 

construction cost factors [9], missing out on capturing the 

interactive effects crucial for accurate construction cost 

estimation. 

Graph deep learning, a branch of deep learning adept 

at representing intricate interrelations among input 

variables, offers a solution for encapsulating the 

complexity of construction cost factors. In this method, 

data is represented in a graph format where the edges in 

the graph provide linkage between the nodes, thereby 

depicting the impact relationships between them [9]. A 

number of studies have recognized the effectiveness of 

graph deep learning in representing input data in an 

expressive way for accurate predictions in the 

construction domain [10]. Nevertheless, its application in 

construction cost estimation is still in its infancy. 

Thus, this research targets at developing a graph deep 

learning-based approach for accurate and efficient 

conceptual cost estimation for construction projects. A 

graph representation that integrates various construction 

cost factors and their relationships will be established, 

enabling expressive input data modeling. Then, a Graph 

Neural Network (GNN) will be developed and deployed 

using the graph representation to conduct data-driven 

conceptual cost estimation.  
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2 Related Work 

Numerous studies have been conducted for accurate 

and efficient conceptual cost estimation. Early research 

leveraged statistical models to fit historical project data. 

For instance, Williams employed a univariate linear 

regression model to predict construction costs of 

highway projects [11]. In contrast, Stoy et al. used 

regression analysis with various factors (e.g., floor height, 

project type) to estimate construction costs for residential 

buildings [12]. The traditional statistical models have 

highlighted the dependency between the construction 

costs and their influential factors. However, they can be 

complex to implement and may lack robustness to 

intricate nonlinearity [13]. 

As a result, researchers began exploring the use of 

machine learning, known for its automatic pattern 

recognition and good prediction capabilities, to facilitate 

conceptual cost estimation. Fang et al. developed a 

Support Vector Machine (SVM) model with design 

information as the inputs to predict construction costs of 

building projects [14]. Based on the gradient boosting 

model, Chakraborty et al. used information structure and 

material design for construction cost estimation at the 

value engineering stage [15]. Although the majority of 

studies using conventional machine learning models for 

conceptual cost estimation yielded credible outcomes, 

they encounter limitations associated with shallow 

learning [16]. This limits their ability to discern more 

intricate patterns that could enhance estimation accuracy. 

To address the limitations of traditional machine 

learning models, deep learning, a branch of machine 

learning renowned for its advanced capability to 

autonomously extract features and provide state-of-the-

art accuracy, has been investigated in recent years. 

Saeidloua and Ghadiminia implemented a Deep Neural 

Network (DNN) to estimate construction costs of 

buildings and found that DNN outperformed traditional 

machine learning models, such as SVM, in terms of 

estimation accuracy [17]. Similarly, Kim and Cha 

applied a DNN model to predict construction costs of 

data-scarce renovation projects, with the consideration of 

probability distributions of cost factors [18]. The deep 

learning methods have advanced conceptual cost 

estimation models regarding accuracy and efficiency. 

However, they rely on structured tabular inputs and tend 

to overlook the intricate relationships between cost 

factors in construction projects, which can lead to 

unreliability in real-world applications [9]. Therefore, to 

bridge the research gap, this paper introduces a graph 

deep learning approach, including a graph representation 

for modeling interrelated cost factors, and a GNN model 

for accurate conceptual cost estimation in a data-driven 

manner.   

3 Proposed Method  

Figure 1 provides an overview of the proposed graph 

neural network-based approach. Firstly, a thorough 

literature review is undertaken to identify factors 

influencing construction costs and their relationships. 

The identified results are validated by professionals 

specializing in construction cost estimation. 

Subsequently, a graph representation is established to 

effectively express the cost factors and relationships. A 

GNN model is then developed to conduct model training 

based on the formulated graph data representation. With 

the trained GNN model, the construction cost is predicted 

in an end-to-end manner. The main focus of this research 

is building projects, given their applicability to a diverse 

range of stakeholders, including public/private 

developers and contractors of various sizes. Detailed 

explanations of the proposed method are presented in 

subsequent subsections. 

 

Figure 1. Overview of the proposed GNN-based 

approach 

3.1 Graph Formulation 

A comprehensive review of existing literature on 

construction cost estimation was carried out to pinpoint 

various factors that influence the construction costs, 

along with how these factors interrelate. Professionals in 

construction cost estimation then validated the findings. 

For inclusion in the graph deep learning model, these 

factors should meet specific criteria relevant to the focus 
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and approach of this research, as follows: 

• The factors should be those influencing the overall 

construction cost, rather than cost indices or unit 

rates.  

• The factors should be relevant and easily obtainable 

in conceptual cost estimation (i.e., project early 

stages).  

• The factors should be quantifiable for inputting into 

deep learning models. 

Table 1 Description of the cost factors 

Cost factor Description 

Design 

information 

Construction 

floor area 

Construction floor 

area. A numerical 

variable in 𝑚2. 

Building 

height 

Height of the 

building. A 

numerical variable 

in 𝑚. 

Soil 

condition 

Geology condition 

type based on the 

geological map. A 

categorical 

variable. 

Project 

characteristics 

Project type 

Project type. A 

categorical 

variable. 

Project 

duration 

Planned duration of 

the construction 

works. A numerical 

variable in 𝑚𝑜𝑛𝑡ℎ. 

Project 

location 

Location of the 

project by region. 

A categorical 

variable. 

Contract type 

Contract type. A 

categorical 

variable. 

Figure 2 displays the identified cost factors and their 

relationships, with Table 1 providing the descriptions of 

the factors. As shown in Figure 2, there are three levels 

of the identified hierarchy of cost factors. The first level 

is the target of the estimation, i.e., the construction cost. 

The second level represents the influential aspects. The 

third level consists of specific cost factors in each aspect. 

In general, design information and project characteristics 

are two major aspects that impact construction costs. The 

design information aspect refers to construction floor 

area [19], building height [20], and soil condition [21]. 

As for the project characteristics aspect, it covers project 

type [1], project duration [1], project location [22], and 

contract type [23].  

Moreover, there are relationships between these cost 

factors. The dotted lines among the specific cost factors 

represent their impact relationships. In terms of design 

information, the soil condition plays a pivotal role in 

determining the building height [24]. Besides, there is a 

notable relationship between the height of a building and 

its construction floor area, since taller buildings may 

have larger floor areas, and vice versa. Regarding project 

characteristics, the project type has impacts on the choice 

of contract type [8]. Furthermore, both the contract type 

and project location can influence the duration of the 

project [25]. In addition, the project location often 

decides the soil condition according to geological maps.  

Drawing from the identified cost factors and the 

relationships between them, Figure 3 illustrated the 

formulated graph representation. The nodes in the graph 

denote the identified cost factors, while the arrows 

describe the impact relationships between them (i.e., the 

dotted lines shown in Figure 2). The unidirectional 

arrows represent the certain impact from one factor to the 

other, while the bidirectional arrows denote the fuzzy 

interactions between two factors. Consequently, the 

graph representation encapsulates the cost factors and 

their correlations. This forms the foundational input for 

the GNN model in the next step. 

 

Figure 2. The identified cost factors and their 

relationships  

 

Figure 3. The formulated graph representation  
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3.2 Graph Neural Network Development 

After establishing the graph representation of cost 

factors, a GNN model is developed to take the formulated 

graph as the input, utilize the graph structure in the model 

learning, and predict the construction cost. Figure 4 

describes the architecture of the GNN model.  

 

Figure 4. The developed GNN model  

As shown in Figure 4, the developed model features 

graph convolutional layers to take advantage of the input 

graph structure in the neural network model training. The 

graph convolutional layer is a core component of Graph 

Convolutional Network (GCN), which is a mainstream 

GNN model and has demonstrated state-of-the-art 

accuracy performance in various graph-based prediction 

applications [26]. The graph convolution mechanism 

utilizes the graph structure to capture both node features 

and their topological relationships [26]. Equation (1) 

describes the operation in a graph convolutional layer as 

follows: 

𝐻(𝑙+1) = 𝜎(𝐷̂−
1
2𝐴̂𝐷̂−

1
2𝐻(𝑙)𝑊(𝑙)) 

(1) 

Where: 

• 𝐻(𝑙)  stands for the node feature matrix at the 𝑙𝑡ℎ 

layer. 

• 𝐴̂ = 𝐴 + 𝐼  denotes the adjacency matrix of the 

graph, 𝐴, with added self-connections represented 

by the identity matrix 𝐼. 

• 𝐷̂ is the diagonal degree matrix of 𝐴̂ 

• 𝑊(𝑙)  means the trainable weight matrix at the 𝑙𝑡ℎ 

layer. 

• 𝜎 is the non-linear activation function 

Firstly, each node aggregates features from its 

neighbors, which learns contextual information in the 

graph. This is achieved by the multiplication of the 

adjacency matrix with the node feature matrix. The 

symmetric normalization, applied via 𝐷̂−
1

2𝐴̂𝐷̂−
1

2 , 

considers different node degrees to ensure balanced 

influences from each node's neighbors. Then, a linear 

transformation is performed for the aggregated features 

through the trainable weight matrix. By doing so, the 

features are projected to a higher-level feature space, 

which facilitates the learning of complex patterns in the 

graph. Afterwards, a non-linear activation function, such 

as Rectified Linear Unit (ReLU), is used to introduce 

non-linearity in the neural network model for capturing 

more complex data patterns. Multiple graph 

convolutional layers are stacked as the essential parts of 

the developed GNN model. An average graph readout 

operation is conducted to compile the features of all the 

nodes into a single feature vector as a graph-level 

representation. The operation is defined in Equation (2), 

where 𝑁 is the number of nodes in the graph, ℎ𝑖 stands 

for the feature vector of node 𝑖, and ℎ𝐺 denotes the graph 

readout feature vector to represent the entire graph. After 

producing the graph-level representation, fully connected 

layers are integrated to output the predicted construction 

costs.  

ℎ𝐺 =
1

𝑁
∑ ℎ𝑖

𝑁

𝑖=1
 

 (2) 

Upon training the developed GNN model, a 

prediction model is established for conceptual cost 

estimation. The trained model can autonomously 

generate construction cost predictions for new projects 

that have the same graph input information. Such an end-

to-end process helps to reduce the need for manual labor. 
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4 Experiments and Results  

4.1 Experimental Design 

The proposed method was implemented on a personal 

computer equipped with the Windows 10 operating 

system, an Intel(R) Core(TM) i7-11700KF @ 3.60GHz 

processor, an NVIDIA GTX 3060Ti GPU, and 32GB of 

RAM. The experiments were conducted with the Python 

3.9.7 [27] programming language. PyTorch 1.10.2 [28] 

and scikit-learn 1.0.2 [29] libraries are adopted as the 

development platforms.  

This study employs a dataset from school 

construction projects for validation. The dataset is from 

the Development Bureau of the Government of the Hong 

Kong Special Administrative Region, an authoritative 

organization overseeing building and infrastructure 

projects in Hong Kong. The dataset encompasses 50 

school projects in Hong Kong, including their actual 

construction costs and the cost factor values required for 

the graph representation described in Section 3.1. The 

project scope includes various school types: primary, 

secondary, secondary-cum-primary, and special schools. 

Secondary-cum-primary schools offer continuous 

education from primary through secondary levels, while 

special schools cater to students with physical or 

intellectual disabilities. 

The dataset undergoes min-max normalization as part 

of its preprocessing, a technique aimed at enhancing 

model performance and expediting convergence speed 

[30]. It is randomly split into training and testing sets in 

an 8:2 ratio. The training set is used to develop and train 

the GNN model as detailed in Section 3.2. For the 

training process, Adam optimizer, which is recognized 

for its superior performance over other common 

optimizers such as SGDNesterov and RMSprop [31], is 

used for model optimization. After training, the model is 

evaluated using the testing set to assess the model's 

prediction accuracy. 

4.2 Model Prediction Results 

Regarding the model evaluation, the widely used 

metric for regression problems, Mean Absolute 

Percentage Error (MAPE), is adopted to assess the 

performance of the model in predicting construction 

costs. MAPE is a straightforward and scale-invariant 

metric that measures the discrepancy between predicted 

and actual values. The calculation is defined in Equation 

(3), where 𝑛 represents the total number of projects being 

tested, 𝐴𝑖  and 𝑃𝑖  denote the actual and predicted 

construction costs, respectively. The MAPE indicates the 

percentage variance between predicted and actual costs, 

with a range from 0% to 100%.  A low MAPE value 

means that the prediction is close to the actual cost. 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝐴𝑖 − 𝑃𝑖

𝐴𝑖

|
𝑛

𝑖=1
  (3) 

Table 2 summarizes the prediction accuracy results of 

the developed GNN model and the comparison with 

common statistical, machine learning, and deep learning 

models in previous literature on conceptual cost 

estimation. The 5-fold cross-validation is conducted to 

thoroughly evaluate the performance of the GNN and 

other baseline models. The dataset is split into 5 folds, 

each of them is used for validation iteratively. The final 

performance is obtained by averaging the 5-fold cross-

validation results to reduce the risk of overfitting in a 

relatively small dataset and provide a more reliable 

performance comparison.  

The developed GNN model demonstrated superior 

accuracy in predicting construction costs when measured 

against other typical baseline models. More specifically, 

it achieved better accuracy results than the typical 

statistical model, Least Absolute Shrinkage and Selection 

Operator (LASSO), highlighting its enhanced 

performance over traditional statistical techniques. A 

comparison between the GNN model and a conventional 

machine learning model, Support Vector Regression 

(SVR), was conducted, and the results showed the 

advantage of the GNN model in improving the prediction 

accuracy. Both the DNN and GNN models belong to 

deep learning methods. The DNN refers to an artificial 

neural network with an input layer (i.e., the features), 

hidden layers, and an output layer (i.e., predicted cost). 

For a fair comparison, the DNN adopts the same number 

of hidden layers (i.e., 5) as the GNN. The grid search is 

used to decide other optimal hyperparameters (e.g., 

learning rate, batch size) for the DNN and GNN, 

respectively. The performance comparison between the 

formulated graph representation incorporating 

interrelationships in the GNN and normal flat tabular 

inputs in the DNN verifies whether the graph 

representation is more effective or not. The higher 

accuracy provided by the GNN model highlights the 

superiority of the proposed approach compared with 

typical deep learning models that adopt tabular input 

formats. This indicates the importance of considering the 

relationships between cost factors within the deep 

learning model. 

Table 2. Prediction performance of the developed GNN 

model and its comparison with other baseline models 

 LASSO SVR DNN The GNN 

model 

MAPE 25.5% 21.0% 22.4% 15.2% 

5 Conclusions 

Conceptual cost estimation is pivotal in establishing 
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the financial scale for ensuring the success of the project. 

This study introduces a graph neural network approach to 

predict construction costs accurately and efficiently. The 

contributions are twofold. Firstly, an expressive graph 

representation is established for cost data modeling based 

on identification of cost factors and their complex 

relationships. Secondly, a novel GNN-based deep 

learning model is developed to predict construction costs, 

which demonstrates the effectiveness and potential of 

graph deep learning in conceptual cost estimation.  

Of note is that while the proposed GNN-based 

method is more complex than simple techniques (e.g., 

regression, decision tress), the complexity is a response 

to the intricate nature of construction cost estimation 

where multiple cost factors are interrelated. Simple 

models fail to capture these interactions, which can lead 

to significant errors, as shown in the results. We argue 

that the proposed GNN-based approach provides a 

structured and systematic method for encapsulating the 

complex relationships while maintaining operational 

simplicity. The model's input requirements and the 

process flow remain straightforward in an end-to-end 

manner. In addition, the ability to handle non-structured 

data allows the proposed method to handle irregularities 

and maintain performance where simpler models might 

falter. 

Although the outcomes of this study are promising, 

several limitations exist. The formulated graph 

representation reflects the impact relationships among 

the specific cost factors, but does not comprehensively 

capture the hierarchical relationships in the identified 

two-level cost factor hierarchy shown in Figure 2. In the 

future, such relationships can be incorporated for more 

expressive modeling of cost factors. Besides, the black-

box nature of the neural networks raises concerns on the 

explainability of the cost estimation results. Future 

research is suggested to investigate and integrate 

advanced explainable artificial intelligence (XAI) 

techniques to reveal the hidden cost patterns learnt by the 

model to facilitate a trustable and reliable decision-

making process.   
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