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Abstract 

Solution of resource leveling problem is conducted with meta-heuristic algorithms, mathematical 

programming, and branch and bound algorithms. However, none of the algorithms can guarantee 

providing the exact solution of the problem when the number of activities is more than 60. In this study, 

solution of resource leveling with complete evaluation is implemented and successful results are 

obtained. The automated complete evaluation process requires automated formation of activity-on-arc 

type project network; detection of parallel paths and float durations of the activities; formation of 

schedule combinations by considering the paths and float durations. Activity-on-arc type diagram is 

formed by implementing the connection of each predecessor with dummy activities and deleting the 

unnecessary dummies by complete analysis of the network. Activity-on-arc diagram requires less logical 

checks than activity-on-node type diagram to detect activity clashes due to activity delays. Each path of 

the network and the critical paths are detected by chaining the nodes of the diagram. The noncritical 

activities are delayed by nested for loops which are generated automatically according to the number of 

noncritical activities and the total float durations of the activities. The automated for loops scan the whole 

search domain of the problem and provide the guaranteed optimum solution. The memory requirement 

of complete evaluation is within one megabyte since each variable is integer and the whole parameters 

can be stored at the buffer memory of the central processing unit. This property significantly shortens 

the computational time for one schedule evaluation compared with population based meta-heuristic 

algorithms are the buffer memory cannot be adequate and random access memory, which has longer 

access time, is utilized. Consequently, the complete evaluation process is completed within shorter 

computation time even tough more schedule evaluations are executed. Moreover, complete evaluation 

guarantees obtaining the best solution since it evaluates all of the feasible solutions.  
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1. Introduction 

1.1. Resource Levelling 

Preliminary construction schedule which is formed by the early start times of the activities may not 

provide a proper resource allocation. The initial resource distribution may fluctuate and have high peak 

resource demand which increases the construction cost. More appropriate resource distribution is 

searched by delaying the noncritical activities without causing elongation in the project completion time. 

Aforementioned endeavour is called resource levelling. Proper resource distribution prevents the hiring 

and firing of workers on a short-term basis, ensuring stable employment and assisting in distinguishing 

and retaining proper workers [1]. It also provides suitable working conditions for the proper learning 

curves of construction workers and prevents low resource demands [2]. Furthermore, it prevents idle 

workers [3], unproductive and overcrowded labour at the construction site [4], and decreases 

management overhead of the resource profile [5]. The cited factors have made research on obtaining 

the optimum solution of the resource levelling problem to become an important field of study in 

construction management and industrial engineering. 
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1.2. Literature review on the solution of resource levelling problem  

Solution of the resource levelling problem is mainly done by heuristic algorithms, meta-heuristic 

algorithms, and mathematical programming methods.  

Harris presented the well-known heuristic rule, Packing Method (PACK) [6]. Packing method is 

enhanced by introducing modified minimum moment method [7]. Gordon and Tulip proposed heuristic 

rules for resource levelling [8]. Hiyassat modified the minimum moment to reduce the computational 

demand [9, 10]. A hyper-heuristic method, containing several heuristic rules for the solution of combined 

resource allocation and levelling problem is developed [11]. Better results with heuristic network analysis 

algorithms are obtained [12]. Heuristic methods are based on certain rules or sets of constant algorithms 

aiming to obtain a reasonable solution. For this reason, they provide proper solutions for only particular 

problems and heuristic algorithms cannot guarantee obtaining global optimum for every project.  

Mathematical Integer Programming is also utilized however; the whole 60 Activity sets problems had 

not been solved in 2015 almost 30 years after the formation of the hypothetic problems [13]. Branch-

price-and-cut algorithm is implemented to solve resource levelling problem [13]. The initial attempts to 

overcome this difficulty included developing heuristic rules to narrow the search domain. A heuristic 

approach which focuses on the high peak regions to prevent excessive increase in the number of 

variables is utilized to solve RLP by Linear Programming (LP) [14].  

Karaa and Nasr proposed a linear-programming based resource-leveling algorithm, which provides the 

least leasing cost [15]. Takamoto et al. implemented quadratic programming approach [16]. RLP is also 

solved by integer-linear programming [17, 18]. Mixed-integer programming is also implemented [19-22]. 

Rieck et al. obtained exact solutions up to 50-Activity projects [19]. Branch-and-bound algorithm is also 

employed for the solution of RLP [23-26]. Bandelloni et al. developed a non-serial dynamic programming 

algorithm [27]. However, RLP is NP-hard and the increment of the number of variables causes significant 

expansion of the search domain [19, 28]. The number of feasible solutions that a serial path produces 

is computed by Eq. 1 [29]. The factorial relationship causes tremendous expansion of the search domain 

when the number of activities of a serial path increases. 
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In Eq. 1 m is the number of activities, and n is the total float duration. Exact solution of large projects is 

not feasible due to high memory allocation and long computation time; therefore exact algorithms can 

present optimum solution for small and medium-size projects. 

Memory and CPU demands of meta-heuristic algorithms are reasonable for optimum or near-optimum 

solutions for large problems. Consequently, meta-heuristic algorithms are also utilized for the optimum 

or near-optimum solution of the RLP. Simulated Annealing (SA) [30]; Genetic Algorithm (GA) [31]; 

Differential Evolution [32]; Memetic Algorithm [33] are applied for the solution of RLP. Ant Colony 

Optimization (ACO) is implemented [34]. Modified symbiotic organisms search algorithm provided the 

best solution among JADE, SaDE, SOS, and RLDE meta-heuristic algorithms [35]. The test problem 

was 42-Activity single-resource project adapted from [36] whose global optimum is not known. GA is 

implemented to optimize resource levelling of a 7-activity linear project in which two activities have float 

durations [37]. The search domain was stated as 3000 while, GA executed 50,000 schedule runs.  

1.3. Research goals and objections 

Literature review revealed that successes of heuristic algorithms are problem specific. Exact algorithms 

are not suitable for the large construction projects since they can guarantee obtaining global optimum 

at most 50 activity problems due to computational demand and memory allocation problems [19]. 

Therefore, complete evaluation is implemented for the solution of RLP with 5-Activity multi-resource 

levelling problem [38]. Search domain is computed as 8 for the problem. Erzurum and Bettemir solved 

RLP by complete enumeration [29, 39]. 

Complete enumeration has a potential to be a solution alternative of the resource levelling problem as 

the aforementioned technique can guarantee obtaining the optimum solution and pareto front solution 
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set. Moreover, it does not require generation of a population so that the whole variables can be stored 

at the buffer memory of the CPU. This avoids memory transfer between the RAM and CPU and the 

computations are completed in a shorter time period. However, complete enumeration requires 

determination of the search domain of the problem which is a time consuming and tedious task 

especially for complex network diagrams. Moreover, drawing the network diagram and detecting the 

paths of the network as well as preparation of for loops to scan all the feasible schedule alternative 

cause difficulties for the implementation of the complete enumeration. 

This study aims to develop algorithms and software which can form Activity-on-Arrow (AoA) type 

network diagram, detect each path in the diagram, construct nested for loops for the delay of each 

noncritical activity, and provide the optimum solution of the resource levelling problem. 

2. Methodology 

The automated formation of activity-on-arrow diagram, detection of each path of the network and 

automated construction of nested for loops are explained in this section. 

2.1. Automated formation of AoA diagram 

Formation of AoA diagram by considering the logical relationships between the activities is performed 

by the principles proposed by [2]. The adapted method is briefly explained in bullet point form. 

1. Detect the activities with no predecessor activity and draw them on the left side. 

2. Detect the activities with no successor activity and draw them on the right side. 

3. Draw the remaining activities at the middle portion. 

4. Add start event and end event nodes to the all of the activities. 

5. Activity relationships are shown by only dummy activities. Draw dummy activities to represent 

activity relationships. 

6. Examine all of the dummy activities and detect their necessity. 

a. If no activity other than a dummy activity starts from the start event, then that dummy 

is unnecessary and the dummy activity is terminated, terminating the start event. 

b. If no other activity is connected to the end event of a dummy activity, then that dummy 

activity is unnecessary. The dummy activity is terminated, terminating the end event. 

c. Determine the end events of activities that do not have a successor activity. If there is 

more than one end event, merge the end events so that the one with the highest 

event ID number is retained. 

The listed items are coded in C++ programming software which can form AoA diagram. The network 

diagram is only form and it is not drawn since visual programming functions were not utilized. The start 

and end nodes of the activities and the dummy activities are listed. 

2.2. Detection of the paths of the network 

In order to detect the existing paths of the network containing critical and noncritical activities is 

conducted by the developed algorithm which is presented as bullet point form. 

1. Identify activities with starting event number of zero. Record all identified activities as the first 

activity in a separate path. Set the activity index values of all paths equal to one. 

2. Write the end event ID numbers of the activities to the (index +1) element of the path index. 

Increment the index value by one. 

3. Find the activities that have the same starting index number as the ending index number of 

the last added activities in the activity list for all the incomplete paths registered in the path 

directory. 
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a. If there is one activity match: This means the path is straight. Add the end event of the 

matching activity to the list as an (index + 1st) element of the corresponding path. 

b. If there are more than one activity match: This situation indicates that the path has 

forked.  

c. Increase the number of paths by the number of forking paths. Copy the path by the 

number of forking paths. Add the ending indices of the matching activities to the 

(index +1st) element of the path. Increase the index value by one. 

4. Repeat item 3 until the end event ID number of the final activity is equal to the finish event ID. 

Presented algorithm is suitable for the AoA type networks. The formed path chain includes the ID 

numbers of the event starting from the start event and ending at the final event. The paths also include 

the dummy activities if they exist. The paths are necessary to detect the interactions between the 

noncritical activities that affect each other due to the activity delay durations.  

2.3. Formation of automated nested loops 

Complete enumeration is based on the visiting all of the feasible scheduling combinations which are 

obtained by delaying the noncritical activities. In order to try all of the possible schedule combination 

each noncritical activity should be delayed from zero to its total float value. Number of noncritical activity 

is not a constant parameter, therefore a predefined number of nested for loops cannot be used for a 

solution. A recursive function is written in C++ which forms for loops and this function is recalled 

recursively until the “for loops” of the all noncritical activities are called. The important steps of the 

recursive “for loop” algorithm is presented in terms of bullet point form. 

1. Determine the EET and LET time interval values of non-critical activities. 

2. Values determined in the first list item will be used for the initial value and the stopping value 

of the for loop. 

3. Create for loops as many times as the number of non-critical activities. 

a. The loop counter assigns how many days the non-critical activity is delayed. 

b. Determine the finish time of the latest completed activity among the predecessor 

activities. 

c. If the start time of the corresponding activity is earlier than the time detected in item 

3.b, the loop counter is set so that the start day of the activity is not later than the 

specified predecessor end day. 

d. The start and end times of all activities are determined according to the values 

assigned within the “for loop”. 

e. Daily resource distribution is computed. 

f. Implement the resource distribution metric and increment the evaluation counter. 

Update the current best solution if a better solution is obtained. 

g. Continue “for loop” until the stopping criteria of the all loops are met 

Given algorithms are programmed in C++ language and they are implemented on resource levelling 

problems derived from the literature.  

3. Case Study Problems 

The proposed algorithms are tested on two resource levelling problems derived from the literature.  

3.1. Case study problem 1 

In Table 1 activity and predecessor list of the first problem is given. 
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Table 1. First case study problem [17]. 

Activity Predecessor Duration Resource 

A - 2 10 

B A 3 6 

C - 1 2 

D A 1 4 

E C, D 1 2 

 

First test problem consists of five activities. The attributes given in Table 1 are written to a text file which 

is read by the developed software. The first case study problem is relatively easy as it has only 11 

feasible schedule alternatives. The formation of AoA diagram, paths, and complete enumeration are 

completed in 0.063 seconds. The best solution is obtained as 428 when minimum moment resource 

distribution metric is implemented. 

In order to test the success of the proposed method the same problem is solved by Genetic Algorithm 

with 50 schedule evaluations. The optimization process is repeated 10 times and in the average 431.2 

objective function value is obtained. The optimization process is performed by conducting 250 schedule 

evaluations and 429.6 is obtained which is worse than the result obtained by complete evaluation.  

3.2. Case study problem 2 

Second case study problem consists of nine activities which end up with 272 feasible schedule 

evaluations. The attributes of the project is given in Table 2. The formation of AoA diagram, paths, and 

complete enumeration are completed in 0.406 seconds. The best solution is obtained as 2700 when 

minimum moment resource distribution metric is implemented. 

Table 2. Second case study problem [34]. 

Activity Predecessor Duration Resource 

A - 7 5 

B - 3 6 

C A, B 7 7 

D A 5 8 

E A 4 6 

F C, D 2 2 

G D 3 4 

H D, E 6 3 

I F, G, H 5 4 

 

The same problem is solved by GA by repeating the optimization process 10 times with 150 schedule 

evaluations at each trial. The average of the optimization process is obtained as 2704. The same 

problem is solved by 500 schedule evaluation and the average of the obtained results is 2702.8. The 

complete enumeration provided better results with less schedule enumeration for small problems.  

4. Discussion of Results 

Solution of resource levelling problem by complete enumeration technique provided better results than 

Genetic Algorithm in shorter computation time. Minimum Moment (MM) metric is utilized in order to 

evaluate the resource distribution. MM may provide the same penalty value for different resource 

distribution and causes several global optimum solutions [40]. Even though the aforementioned 

situation, GA could not find the optimum solution.  

The reason of this outcome is due to the population based nature of the meta-heuristic algorithm. 

Formation of population requires larger memory requirement than the complete enumeration which 

increases the amount of data transfer between the CPU and the RAM so it slows down the execution of 

the computation. Moreover, cache memory of the CPU is accessed faster than RAM and data transfer 
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significantly slows down if the data is stored on RAM instead of cache memory of the CPU. Therefore, 

one schedule evaluation is executed in a shorter time with complete enumeration. 

The developed software forms the AoA diagram automatically. Moreover, the developed algorithm 

successfully scanned the whole search domain with recursive for loops. The aforementioned automation 

significantly reduces the human endeavour to detect the paths and the boundaries of the loops. The 

obtained solutions are compared with the hand solutions and manual search domain computations and 

checked that both the obtained solutions and the visited search domains are correct. However, the 

utilized test problems are not complex enough to prove the success of the developed solution this is 

because the test problems are small thus the search domain is not large enough; activities of the test 

problem have at most two predecessors and complex activity relations do not exist. In order to achieve 

a complete validation of the developed algorithms larger projects with more complex activity 

relationships should be tested. 

Computation time of the complete enumeration process can be shortened by parallel computing. The 

enumeration process can be divided into smaller but equal sized portions by analysing the paths of the 

network. The divided portions can be solved at different cores of the CPU and important time savings 

can be obtained. Moreover, preparation of the resource histogram can be modified in order to reduce 

the computational demand. In complete enumeration, “for loop” increments the delay duration of an 

activity by one day at each loop. This situation only changes position of one activity. Consequently, 

instead of preparation of the whole resource diagram from the beginning, only the days that the delayed 

activity had left and had arrived can be considered to calculate the objective function. The 

aforementioned modification can reduce the computation time significantly in long projects.  
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