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ABSTRACT 

Appropriate selection of a formwork system is a crucial factor in successfully completing any high-rise building 

construction project. However, in practice, the selection of an appropriate formwork system has depended mainly on the 

intuitive and subjective opinion of practitioners with restricted experience. Therefore, in this study, a decision support 

model using AdaBoost is proposed to select a formwork system suitable for the construction site conditions. To validate 

the proposed model, the selection models AdaBoost and ANN were both applied to actual case data of high-rise building 

construction in Korea. The AdaBoost model showed slightly better accuracy than that of the ANN model. The AdaBoost 

model can assist engineers to determine the appropriate formwork system at the inception of future projects. 
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1. INTRODUCTION 

In high-rise building construction, appropriate 

selection of the formwork system is a crucial factor 

for successful project completion with reinforced 

concrete (RC) structures. Formwork operations 

account for a large portion of the cost of the building 

structure, representing 40∼60% of the cost of the 

concrete framework and 10% of the total building 

cost [1]. Moreover, formwork has an important role 

in the cycle times per floor in the building 

construction project. Therefore, the selection of an 

appropriate formwork system not only affects the 

entire construction duration and cost, but also affects 

subsequent construction activities such as electrical, 

mechanical, and finishing work [2]. However, in 

practice, the selection of the appropriate formwork 

system has depended mainly on the subjective and 

intuitive opinions of practitioners with restricted 

experience, even though construction methods have 

diversified as technologies have improved [2]. 

Artificial intelligence (AI) techniques have been 

used to assist in selecting formwork systems. Expert 

systems [3] and Artificial Neural Networks (ANNs) 

[2, 4] have been used because of the complexity of 

selecting formwork systems, which is influenced by 

various factors. Expert systems are a popular 

technique in construction engineering and 

management, but they have disadvantages such as 

the lack of self-learning and a time-consuming rule 

acquisition process [5]. ANNs are good at function 

approximation, forecasting, classification, and 

optimization tasks. However, this approach is a 

black-box technique and many neural network 

algorithms require large amounts of training data 

and training cycles because the determination of 

various parameters associated with training 

algorithms is not straightforward [6]. 

Among recent AI theories, the AdaBoost (Adaptive 

Boosting) algorithm, which was introduced by 

Freund and Schapire (1999) [7], has become an 

important tool in machine learning and predicting 

models. AdaBoost provides an effective learning 

algorithm and strong bounds on generalization 

performance [8, 9]. In classification problems, 

AdaBoost is fast, simple and easy to program, and 

has no parameters to tune (except for the number of 

rounds T) [7-9]. Although AdaBoost has been 

actively utilized in other domains with these 

advantages, AdaBoost has not yet been studied for 

selecting formwork systems in the construction field. 

Therefore, we propose a decision support model 

using AdaBoost to select a formwork system that 

will be suitable for construction site conditions. In 

the next section, current techniques for selecting 

formwork systems in Korea are reviewed. Section 3 

briefly describes the AdaBoost algorithm. The case 

study performed to verify the AdaBoost model for 

selecting formwork systems by applying it to real 

case data is described in Section 4. Section 5 shows 

the results and discussion of the application. Finally, 

conclusions and suggestions for further studies are 

presented in Section 6. 

2. SELECTION OF FORMWORK SYSTEMS 

IN KOREA 

Recent developments in formwork technologies 

have resulted in a number of highly specialized 

formwork systems that are already in use. Kim’s 

study in 2007 [10] showed that there are main five 

types of horizontal formwork systems used in 61 

construction sites in Korea, as shown in Figure 1. In 

recent years, aluminum forms have been most 

preferred by contractors. Formwork in Korea 

remains strongly labor intensive. 

The process of selecting a formwork system is shown 

in Figure 2 [11]. In this process, the general 

contractor’s planning engineers encounter the problem 

of having to choose from among various formwork 

systems, considering many factors relating to the site. It 

is very difficult to select an appropriate formwork 

system, even for very experienced practitioners. It is 

therefore necessary to support their decision making for 

proper formwork system selection. 
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Figure 1. Horizontal Formwork Systems in Korea 

 

Figure 2. Formwork Selection Process 

There have been many studies of supporting the 

engineer making decisions on selecting a formwork 

system using AI techniques, such as expert systems 

and ANN. However, AdaBoost has seldom been 

introduced in the construction domain, although it 

has been actively utilized in classification problems 

in other domains, such as face detection, recognition 

of character, bankruptcy forecasting, credit scoring 

and so on. Therefore, this study applies AdaBoost 

and examines its applicability in selecting a 

formwork system in the construction domain. 

3. ADABOOST 

AdaBoost, which is introduced by Freund and 

Shapire in 1995 [12], makes maximum use of a 

classifier by improving its accuracy. It is a simple 

learning algorithm that builds a strong classifier 

from a small set of efficient but weak classifiers, as 

shown in Figure 3. The idea is to choose the weak 

classifiers in such a way that when combined they 

perform much better. In the result, the final strong 

classifier builds a model that is able to predict the 

class of a new observation given a data set. 

 

Figure 3. A Simple Example Showing how AdaBoost 

Constructs a Strong Classifier from a Set of Weak 

Classifiers 

AdaBoost in this study is much the same as the 

boosting algorithm proposed by Viola and Jones 

(2001) [13]. In their algorithm, AdaBoost was used 

to select features and to train the classifier. 

AdaBoost can be used to boost the classification 

performance of a simple learning algorithm by 

combining collections of weak classifiers to form a 

stronger classifier. In the language of boosting 

algorithms, the simple learning algorithm is called a 

weak learner, which selects a small, efficient set of 

weak classifiers with the lowest classification error 

from a large number of potential features. The weak 

learner does not classify the training data well with 
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even the best classification function. To boost the 

weak learner, it is called on to solve a sequence of 

learning problems. After the first round of learning, 

the examples are reweighted to emphasize those that 

were incorrectly classified by the previous weak 

classifier. The final strong classifier takes a 

weighted combination of the weak classifiers which 

determine the optimal threshold classification 

function for each feature. The algorithm for 

AdaBoost is shown in Figure 4 [13]. 

 

Figure 4. AdaBoost Algorithm (Viola and Jones, 2001) 

4. APPLICATION 

4.1. Data Collection 

In this study, factors for selecting a horizontal 

formwork system were determined by reviewing the 

previous research [1, 14] and interviewing engineers 

experienced in formwork in Korea. As a result, 6 

factors for selecting the slab formwork system were 

determined, and are shown in Table 1. In the 

algorithm in Figure 4, each of the site conditions, 

such as number of floors, area of typical floor, 

height of typical floor, and structural type, belongs 

to an xi of the training set, and the result showing 

whether the input data are the target (i.e., the right 

formwork system) or not is labelled yi. 

Data for 61 cases from 11 major general contractors 

were collected from high-rise building construction 

projects in Korea. Projects were limited to RC 

residential buildings that were higher than 30 stories. 

The result of selecting the formwork system was 

representatively classified into four form types: 

wood form, aluminum form, sky deck, and table 

form, which were generally used in these sites. The 

61 cases were randomly divided into 41 training sets 

and 20 test sets. 

Table 1. Variables for Input and Output 

 Description 
Type of 

variable 
Remarks 

In-

put 

Typical 

number of 

floors 

Numeric 

(Stories) 

Max. = 52, 

Min. = 30 

 

Typical 

height of 

floor 

Numeric 

(m) 

Max. = 3.7, 

Min. = 2.6 

 

Typical 

area of 

floor 

Numeric 

(m
2
) 

Max. = 3342, 

Min. = 347 

 

Average 

cycle time 

per floor 

Numeric 

(day) 

Max. = 8, 

Min. = 3 

 
Floor plan 

shape 
Nominal 

Tetragonal = 1, 

Others = 2 

 
Structural 

type 
Nominal 

Wall type = 1, 

Rigid frame = 2, 

Flat plate slab = 3 

Out-

put 

Horizontal 

form 
Nominal 

Wood form = 1, 

Aluminum form = 

2, Sky deck = 3, 

Table form = 4 

4.2. Applying AdaBoost to Selecting a 

Formwork System 

The AdaBoost model for selecting formwork 

systems was tested by applying it to real cases of 

high-rise building projects. AdaBoost is generally 

used with two-class problems with outcomes such as 

win or lose. The genuine AdaBoost therefore 

required some modification to be extended to 

multiclass cases. In this study, the strong classifiers 

for each formwork system were combined for 

multiclassification by computing an AdaBoost 

model using the C++ language. In the model, one 
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formwork system which gets the highest score from 

each strong classifier is recommended. 

To verify the performance of the proposed model, 

the same cases were applied to the ANN model to 

compare the results. NeuroShell 2 Release 4.0 was 

used to develop the NN models in this study. To 

construct models with either AdaBoost or ANN, 

optimal parameters must be determined beforehand: 

the number of weak classifiers (T) for AdaBoost, 

and the number of hidden neurons, the momentum, 

and a learning rate for ANN. We determined these 

values from repeated experiments. To evaluate the 

performance of both models for formwork system 

selection, fivefold cross-validation was performed. 

5. RESULTS AND DISCUSSION 

The results from 20 test data sets using AdaBoost 

and ANN are summarized in Table 2. The AdaBoost 

model’s overall average accuracy was 76.8%, with a 

minimum of 74% and a maximum of 79%. When 

the number of weak classifiers (T) was 10, the 

accuracy was highest at 79%. In this study, 

alterations of the T value affected the average 

accuracy. The ANN model showed an average 

accuracy of 69% with the same data sets. 

Table 2. Comparison of Accuracy of AdaBoost and 

ANN 

AdaBoost (%) 

(T: Number of weak 

classifiers) 
Experiment 

 

ANN 

5 10 15 20 30 

Fold 1 60 75 80 75 75 75 

Fold 2 70 75 80 80 75 75 

Fold 3 75 75 80 70 75 70 

Fold 4 65 80 75 70 75 80 

Fold 5 75 85 80 75 80 85 

Mean of 

accuracy 
69 78 79 74 76 77 

The results show that the AdaBoost model is more 

accurate than the ANN model for this task. However, 

the gap of accuracies between the two models is very 

slight. It was therefore difficult to conclude that the 

AdaBoost model is better than the ANN model in 

selecting formwork systems. The main advantage of 

AdaBoost is that it was simple and easy to construct 

compared with the ANN models, because AdaBoost 

has only one parameter (T). 

These results reveal that the AdaBoost algorithm, 

which is a new AI approach in construction, is 

potentially useful for formwork system selection. 

The decision support model using AdaBoost 

developed in this study can assist engineers to avoid 

serious mistakes in selecting an optimum formwork 

system in the inception of a high-rise building 

project. 

6. CONCLUSION 

We have proposed a decision support model using 

the AdaBoost algorithm to select formwork systems 

that will be suitable for construction site conditions. 

To verify the performance of the proposed model, 

the study compared two different learning 

algorithms, AdaBoost and ANN, which are both 

attracting attention with high performance in various 

classification problems. In both models, actual case 

data of horizontal formwork systems in high-rise 

building construction in Korea were used for 

fivefold cross-validation. Both models gave good 

results in the selection of a formwork system. With 

its single parameter, AdaBoost was easier to use in 

constructing the model than ANN. AdaBoost models 

can assist engineers to determine the appropriate 

formwork system at the early stage of future 

projects. 

In this study, only the basic applicability of 

AdaBoost has been examined. Therefore, detailed 

further studies, such as statistical verification for the 

factors considered in selecting formwork systems, is 

necessary for practical application. 
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