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Abstract  

Cost contingency is typically defined as an amount added to the base cost estimate to cover uncertainty 

and risk exposure. Contingency is included in the client’s project budget. To decide on the contingency 

amount, clients refer to experience (recorded in a manner specific to the business entity) and analysis 

of risk related with a project (initial – based on information available at the moment of defining the 

budget). The literature argues that progress in data analysis techniques will enhance predictive powers 

of cost planners. However, the plausibility of predictions depends on the reliability of input, and the 

accuracy is the effect of a particular project team’s ability to react to an individual combination of 

“problems” encountered in the course of works under constraints of a particular contract. This paper 

investigates into recent developments in contingency planning focusing on the assumptions behind the 

tools and methods. On the basis of a sample of recent research papers (2021-2025) the authors 

conclude there is no paradigm shift in the general approach to risk-aware budgeting of projects. 

However, the analyses behind this process have a great potential of being integrated and accelerated 

with machine learning and artificial intelligence.  
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1. Introduction 

A considerable fraction of the rich body of literature on project risk management is devoted to a practical 

problem of defining the amount of funds to be set aside to enable the project team to react to uncertain 

conditions and events capable of affecting the project objectives. This amount is often referred to as 

cost contingency [1], though the nomenclature is non-uniform and thus confusing [2], [3]  (Fig.1). 

 

Fig. 1. Meaning of “contingency” 

Some use this notion to describe a cost reserve only for identifiable/partly identifiable risks; thus a 

separate reserve (frequently referred to as management reserve or cost uplift) is advised to be kept 

outside the project budget to handle emergent risks and/or risks outside the defined scope [4], [5], [6]. 

In some sources (e.g. [1]) contingency stands for a reserve for the unidentified risks only, whereas the 

residual risks (i.e. identified and accepted after deciding on threat mitigation/ opportunity exploitation 



 

 

measures) have their separate risk budget. Nevertheless, the sum of a risk-free cost estimate and 

reserves/contingencies is considered the amount of money reasonable to be spent on the project – with 

the acceptably low chance that the actual cost becomes higher. The purpose of contingency is in fact 

twofold. First, it is to keep the project viable if reality deviates from assumptions. Second, it helps set a 

realistic target to motivate the project team to actively search for solutions that keep the project on the 

budgetary track: the contingency is a buffer – a limited buffer – which must be used sparingly (approach 

adopted, among others, in Prince2: using tolerances rather than contingencies [7]). 

From the point of the project owner, it necessary to decide if the project is worth proceeding with. If the 

contingency proves too low, the feasibility of the project may be compromised half way through 

implementation. If too large, it keeps the estimate on the safe side, but may lead to rejecting the project 

as too costly. If the decision to proceed is taken anyway and a too generous contingency amount 

becomes an element of the authorized budget, the cost/value management discipline may suffer.  

Evidence-based methods that give at least some insight into the likelihood that a particular contingency 

will suffice and/or plausibly justify the scale of contingency are preferred over deterministic one-point 

estimates provided by expert judgment predefined official rate [8]. The methods, though frequently 

classified according to mathematical tools they rest upon [9], [10], [11], can be roughly divided into two 

groups [3], [12], [13]:  

• based on observing performance of previously completed projects assuming that the project in 

question is not coming from a completely different class of ventures, i.e. it is likely to follow patterns 

observed with previous projects (“outside view”) 

• based on the analysis of individual risks related with the project in question (“inside view”), which 

involves defining these risks and assessing their impact on the project outcomes; these can naturally 

deal only with identified risks, but inevitably draw from experience with previous projects to list risks, 

and estimate likelihood and impact. 

The purpose of this paper is to browse (and not to systematically review) recent publications on the topic 

of setting (not managing) the client’s contingency budgets in construction projects. The focus is on Web 

of Science-listed publications from an arbitrarily selected short period of 2021-2025, in search of fresh 

assumptions, procedures, tools and methods that help quantify cost uncertainties.  

2. Methodology 

A quick search in the Web os Science, conducted in April 2025 with the search phrase: TS=("cost 

contingency" AND “construction"), limited to the papers published between 2021 and 2025, returned 19 

publications.  

Table 1. Initial sample of papers, WOS, 2021-2025 

Source Type Topic 

[2], [3], [14] Systematic reviews  Understanding, aspects, and methods of cost 
contingency planning and management 

[15], [16] Original model (inside view) Modified Monte Carlo simulation 

[8] Case study (arbitrary uplift) Official method of estimating contingencies 

[17] 

[18] 

Factors related with cost overrun 
(outside view) 

Project features, risks and causes for overrun (survey) 

As above, but document analysis, plus scale of overrun  

[19] 

[20] 

[21] 

[22] 

Original model (outside view) 

 

 

CART model 

Statistical regression 

ML model to scale cost contingency (outside view) 

Point estimate based on statistics from other projects and 
estimated cost escalation of key materials 

[23] Original model (mixed view) Project complexity measure & risk analysis based on 
adjustable rules to support experts in generating risk 
ratings; elicits contingency uplift (%); 

Three papers were excluded due to no access to the full text, 2 due to the focus on contingency 

management and not scaling, and 1 for being a position paper on heuristics using contingency scaling 



 

 

as an example of the class of problems. The composition of this small sample is described in Table 1. 

Further publications on the topics found interesting were searched within their references and citations. 

3. Findings and discussion 

3.1. “Outside view”- based methods of contingency scaling: assumptions and input 

Instead of relying solely on the analysis of particular risks, whose list is naturally incomplete at the 

moment of deciding on the scale of contingency in the budget, one can refer to statistical distributions 

of actual cost deviations observed in a reasonably sized sample of “similar” completed projects. 

Assuming that a new project belongs to a population of projects represented by this sample, inferences 

on the probability of its actual cost overrun can be made based on the distribution of such overruns 

observed in the sample and help scale the sufficient cost reserve. This simple approach, referred to as 

Reference Class Forecasting (RCF) is argued to eliminate bias and strategic misrepresentation that 

lead to serious underestimation of cost [2], [3], [14]. The method was intended for big public 

infrastructure projects to improve the reliability of estimates at early stages of project development [12]. 

Though the rationale behind RCF has been strongly criticized [24], [25], [26], it has attracted 

a considerable degree of interest in both research and practitioner communities [27], [28]. It has been 

included in the official project estimating guidelines by a number of public agencies worldwide (e.g. [29], 

[30]) as an approach complementary to quantitative risk analysis, and is reported to perform 

satisfactorily [31], [32].  

Regression models (parametric and non-parametric) that relate the scale of cost deviation from the risk-

free baseline with project characteristics (especially of quantitative character) are an option to RCF with 

no need to divide the sample of reference records into small sub-samples. The results of the classic 

multiple regression [20] would be the easiest to interpret (relative importance of predictors, prediction 

intervals). More advanced algorithms might offer better fit by capturing complex non-linear relationships 

among large number of project features and the scale of cost overrun (SVM, regression trees, random 

forests, ANN, algorithm ensembles [11], [19], [21], [33], [34], [35] and deep learning [36].  

Nevertheless, the methods of inferring about the future case on the basis of previous cases’ data share 

certain drawbacks. The first is the problem of input consistency and availability. The understanding of 

what is included in the baseline estimate (the initial risk-free estimate) is likely to differ case by case (the 

moment of creating the estimate vs. available input), and the baseline itself may be subject to error [37]. 

Similarly, the interpretation of the outturn cost is unequivocal, as the moment of its definition, treatment 

of variations, escalation, values in dispute, or late claims can be differently treated in the cases on which 

the predictive model has been built. This problem is considered reduced if all cases in the reference 

class / sample used for building the regression model come from the same organization with clear cost 

planning and reporting standards (this is the case with public agencies that included these methods into 

their cost management procedures [29], [30]).  

However, the datasets should be not only large enough and consistent, but also recent. As the Fourth 

Industrial Revolution is making its way into construction, utilization of data changes. Novel (more flexible 

and collaborative) project procurement methods are developed, and the approach to risk distribution 

changes, the “similarity” of new projects to these completed in the past is not certain. No paper from the 

analyzed sample referred directly to this fact.  

Second, results will strongly depend on the set of project features used to define the reference class 

(RCF) or the set of predictors (regression models). Arbitrary selection of a small number of features 

defining “what is being built”, under what contract type etc. may result in poor quality of estimates [38]. 

The features correlated with the scale of the cost overrun can be found using analytical methods: some 

rely on classic correlation ([29], [30]). A broad selection of classification and regression algorithms can 

easily deal with finding relationships between historic data, but the most influential features discovered 

in the analysis of a particular sample of cases may be a) uncertain at the point of estimating the 

contingency for a new case, b) less influential with other samples – judging by a surprising variety of 

predictor sets used in cost prediction models, some of them being root causes of overrun, some risk 

factors, and some – project features not clearly related with risks [11], [17], [33], [34], [35], [36]. 



 

 

Confidence with results depends on confidence with the input, regardless of the advancement of data 

processing methods [39]. 

Third, the contingency uplift to the base estimate defined on the basis of statistical distribution depends 

on the “risk appetite” of the decision-makers (assumed probability of the project’s cost not exceeding 

the uplifted estimate) – and the “rules of thumb” of setting them seem to be used most frequently.  

3.2. “Inside view”- based methods of contingency scaling: assumptions and input 

Quantitative risk analysis (QRA) consists in translating the probability and impact of particular risks on 

the selected measures of project outcomes. By definition, its methods tackle risks that have been 

identified at the moment, and they lead to defining the “risk budget” part of the contingency (Fig. 1). 

The most prominent representant of methods used in QRA is currently Monte Carlo simulation. Available 

software using the idea of Monte Carlo simulation helps analyze the combined effects of variability risks 

(expressed by probability distributions, usually of durations and costs of particular project tasks) and 

event risks (expressed in terms of probability of occurrence and impact on particular tasks or groups of 

tasks) modeled as stochastic branches [1]. Variability risks’ distribution types are usually set arbitrarily 

(triangular, normal, beta, lognormal, …) and their parameters come from expert judgement sometimes 

supported by evidence from previous projects. As for stochastic risks, their occurrence is typically 

modeled using Bernoulli distribution. The impact of stochastic risks is set as a fixed value or percentage 

change of cost/duration, but bespoke models allow to describe it as probability distribution [15].  

The simulation model is run multiple times, each time using a different set of inputs generated from the 

chosen distributions. The results form an experimental distribution of the project outcome (cost), thus 

the amount corresponding to the cost contingency is the difference between the selected percentile of 

this distribution and the baseline estimate. 

However, sometimes the planners may be incapable of directly expressing risks in terms of probability 

and impact. This might be the case with epistemic (ambiguity) risks [1]: they can be perceived, but their 

probability and impact can be assessed only in some verbal scale (as “big” or “small”). Semantic scales 

are nevertheless possible to be translated into ranges of values (for instance, a “small” probability would 

be between 0 and 5%), though this is somehow arbitrary. Curto et al. [15], [16] adopted this approach 

assuming that probability of occurrence and impact of epistemic risks can be represented by uniform 

distributions and this way included them in their Monte Carlo simulation-based model. 

3.3. Mixed models 

These models draw from observations from previous projects helping the decision-makers analyze 

current projects and scale contingencies while drawing, in parallel, cost deviation logic discovered in 

past cases and analysis of features of the project in question. Where there are no grounds to express 

them as probabilities (e.g. no statistical data available), fuzzy sets can be used to capture the scale of 

risks, and causal relationships between the risk factors and the project outcomes replace statistical 

relationships [23], [40], [41], [42].  

An example is an expert system proposed by Dikmen et al. [23] that helps elicit verbal measures of 

scale of predefined risk types in a particular project. The scale of risk is defined by rules combining 

presence/partial presence/absence of particular project complexity features and influencing factors. The 

rules have been elicited from the analysis of a sample of completed projects and expert judgments. The 

decision-maker then estimates the cost impacts of risks, and the tool calculates cost contingency based 

on these cost values. This element is not clearly described, but the authors require that users specify 

the background information when assigning a cost to risk factors, as the cost impact of project risks 

depends on factors such as assumptions on controllability and contract conditions. 

4. Conclusions 

The issue of scaling cost reserves is a frequent research topic, and no reality-proof method of dealing 

with inherent uncertainty has been proposed so far. Nevertheless, all current methods are based on 

experience gained from previous projects to: 



 

 

• define what amount of reserve proved sufficient for projects belonging to a particular category of 

projects (assuming that there should be some patterns between the type of a project and the set of 

events and conditions likely to have an impact on it, and the ability of project teams to deal with 

them), 

• learn on the selection, likelihood and impact of uncertain events or conditions that affect projects, as 

well as efficacy of the measures adopted to deal with risks and issues. 

The actual cost performance of the project is less a result of a lucky guess of a cost figure at the outset 

than the effect of the project team’s skills and open-mindedness in managing risks (anticipating new 

threats and opportunities, quickly inventing problem solutions using no more funds the budget can bear). 

Thus, the way to make projects more predictable may be not in improving prediction methods, but in 

investing in engineering skills of project participants, improving information flows, and shaping project 

organizations in a way that, in the face of the unexpected, promotes looking for solutions rather than for 

someone to blame. 
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