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ABSTRACT

A gantry type robot is being developed for performing masonry tasks, a traditional and extensive activity. For this, vision is considered to be the prime sensor mechanism for inspection and guidance. A CAD model of the block component has been investigated for use in the design, vision and planning tasks. Free of the restraints of the manual process, the block material itself is a matter of some sophistication in form and function. The presentation, transfer, bonding and incorporation of the block material necessitates a well structured, goal driven approach to the planning problem. A simple expert system shell environment provides a useful means for investigating the knowledge base for this.

1. Introduction

This paper records the progress of an interdisciplinary study in the application of advanced robotics to masonry tasking. The areas reported in this paper relate to considerations of the robot configuration, block design, vision sensing, and planning and knowledge representation.

2. Robot Configuration

A number of conceptual robots have been reported [1,2,3] in the area of masonry and surface finishing. In addition, there have been several attempts to automate brickwork construction on a mechanical basis, the brick laying machine designed and built by the Laing Technology Group (1970's) being one of the more successful. Recognizing the variations inherent in the material and construction, a flexible robot system, composing advanced sensing and task planning capability is clearly indicated.

Figure 1 illustrates the robot layout that has been adopted in order to study the detailed tasks. The manipulator arm is based on a cartesian coordinate system, with pitch, roll and yaw wrist articulation of the end effector, providing a manipulative capacity of about 20 kg. Material supply and rejection areas are provided in addition to the construction zone. Apart from general sensor requirements, defects, inspection and survey necessitate the use of vision. In its overall cycle, the robot will collect supply material from the area denoted 'good', discard this to the area denoted 'bad' on failure of quality check or locate the unit in a number of set piece constructions.

3. Block Design

In considering the type of unit to be used with the robot there are three strategies under consideration (i) the use of conventional bricks or blocks, (ii) adopting a normal block style of unit, but in a larger size, and (iii)
the design of special units having characteristics which take into account the handling capabilities of the robot.

The first of these, whilst implying that the method of construction does not influence normal design considerations, clearly does not take account of the capability of handling larger and heavier units than can be used with traditional techniques. This is clearly inefficient from the robotics viewpoint. A natural extension of this is merely to increase the unit size so that the weight is in line with the capacity of the robot and the number of operations is minimised. However, special jointing considerations may then be important, the building layout will be subject to modular constraints and there will be a need for more than one single type of unit if other than infill panels are to be constructed.

If special units of a totally unconventional design are considered then such possibilities exist as a double skin unit, insulated and tied, for cavity construction, simple projections and indentations to aid location and ensure specified tolerances are met and features which enable the requirements of jointing to be taken into account. There are a number of constraints which must be taken into account, principally the mass of unit which can be handled and its implications for size, minimising the number of types of unit required, jointing considerations and aesthetics.

The capability of the robot could be most effectively utilised for internal infill panels which would then be plastered so that aesthetic considerations associated with very large units would not arise. To utilise fully the potential of the robot for external wall building, a major departure from conventional unit design is necessary. In both cases there is the consideration of the type of material from which such units might be made and the limitations which this would impose.

Three main types of jointing have been employed or proposed. These are (i) dipping the units in adhesive to coat two faces of the unit, (ii) spreading the adhesive along the bed joint as an automatic operation prior to laying the course of units and (iii) laying the blocks dry with subsequent strengthening [4]. However, the last option would necessitate close size tolerances and therefore tend to be more expensive than wet bonded blocks, where small corrections can be accommodated in the adhesive bed.

Having regard to the likely size of unit, the most effective jointing technique seems to be spreading of the bed joint for a complete course and simultaneous filling of vertical joints. For this, the end faces of the units would need to be specially shaped so that there is an acceptable cavity width formed between units, but narrowing to a conventional width at the edges.

4. Vision Tasks

4.1 The need for a CAD model

Wall blocks are 3-D objects, therefore sophisticated vision processing is required to cope with viewing the blocks at different orientations. The system under development is based on the use of a CAD model which is a perfect geometric description of the block. From the CAD model, the position of each physical feature (edge, corner etc.) can be determined in 3-D space. This information can be used in many ways to drive the vision tasks, namely recognition and inspection.
shows various views of a simple CAD model of a conventional building block. Note that this is an edge based representation (no surface features are shown and no shading has been used). Hidden line removal has been used to display only those features visible from a particular viewpoint.

4.2 The Vision Task

The use of vision for blocklaying by robot is essential if the robot is to cope with the variable environment. Variations in the location of the supply material and its size tolerances are examples of this. A robot preprogrammed to grab blocks from a particular position and then place them, cannot take account of these variations and so requires feedback for guidance. Vision is the most effective method to implement this. In addition, each block requires inspection before use to detect cracks, chipped corners, geometric variation and damaged edges. Inspection is also a task that is well suited to vision.

4.3 The need for Recognition

Recognition is needed to determine the position or pose of the block in the image. In other words the 6 degrees of freedom (translations $x, y, z$ and rotations roll, pitch, yaw) are determined which enable the model to be transformed into image space. This requires the spatial correspondence of the features to be determined for any viewpoint from the CAD model and compared with those extracted from the image. This application will extend the methods of Lowe [5] and Stockman [6]. The position of a block is detected if features from the model match those of the image.

The problem with this hypothesis and test strategy is that it can be slow as all possible viewpoints of the block need to be compared with the image to find the correct one. To reduce this search space a number of techniques are used. Perceptual groups are determined from the model and matched with those in the image. A perceptual group is a collection of features that can only occur for a particular viewpoint (or small number of viewpoints) of the block. For blocks pairs of parallel lines and vertices are good perceptual groups. In figure 3 perceptual groups can be easily identified by the reader.

An example of initial processing is shown in figure 4. Edge detection initially isolates edges from the image (a), after which straight edges are detected (b) using a line and arc detection algorithm [7]. The straight edges of each block are detected, from which the positions of the vertices can be determined. Note the incomplete feature extraction and the presence of other artefacts in the image. These are caused by the edge detection process that assumes that an edge is produced by a change in image intensity. This generally occurs at edges and shadow boundaries.

4.4 The Inspection Task

The CAD model is used in inspection to guide the search for potential defects on the blocks. Recognition has determined the model to image mapping, so that the position of each visible model feature is known in the image. A damaged edge is detected by searching in the region the edge is expected to be in the image [8]. Edge points must lie close to or on the expected edge position for the block to be good. Similar methods are used for chipped corners and geometric variations. Cracks require a different method. The presence of a crack in the face of a block will manifest itself as an edge where one is not expected.
To inspect all surfaces of a block, manipulation by the robot is used so that each face can be successively seen by the inspection camera. As the gripper of the robot obscures at least two of the faces, the block has to be placed on the ground and re-grabbed by the robot. For regular blocks this is a simplified process.

4.5 Block Placement and Pickup

Recognition (and hence pose determination) is necessary to guide the robot into the correct position to pick up each block and to place it in the wall. Ideally the configuration and position of the pallet should be known. However, in practice neither of these constraints will be realised. The pallets will be positioned only approximately in the correct position and the configuration of bricks will also vary. Assuming the blocks are stacked on a pallet, the image of the pallet requires examination to determine the positions of the blocks. Then the robot can be guided, via planning, to the next available block that can be picked up. Planning is necessary for this so the robot grabs the top block and is not obstructed by other blocks. Once the block has been picked up and inspected it is positioned in the wall. Again, ideally, the positions of the blocks already placed in the wall will be known. However, in practice variation in the positions will occur because of a number of factors, for example settlement and inaccuracy in positioning.


5.1 Skills In Traditional Bricklaying

Prior to considering the provisions for intelligence in the automation of masonry tasks, a study was made of personnel engaged in the traditional bricklaying activity. Comparing expert and novice activity, the significant skill differentials, those which directly influence the quality of the product were observed in the areas of (i) setting out and survey, (ii) providing appropriate mortar mix, (iii) proportioning and distributing the mortar mix, (iv) bedding down bricks, (v) planning spacing, (vi) opportune and appropriate surveying, (vii) selecting and executing remedial measures and (viii) cleaning and finishing joints.

Survey and remedial activities are the most significant factors affecting productivity. Whereas the expert spends 10%-15% of his time on items (i), (vi) and (vii), the novice correspondingly spends 65%-80%. The final appearance is closely linked to skill levels in (iii) and (viii), the finishing element requiring considerable skill. Apart from these differential skills, there are general skill requirements for rejection of defective material, and handling and placement of the units. However, it is apparent that the most fundamental components of the expertise are the ability to execute timely, appropriate and effective remedial measures, and to sustain a relevant dynamic plan for the project. This has lead to the development of provisions for intelligent planning.

5.2 Goal Driven Planning.

An incomplete object-oriented representation, previously applied to piping construction [9], is illustrated in figure 5. for the wall construction project. In this there are three main knowledge types, process, object and causal. Appropriate representation for these are procedural representations, frames and production rules. For the purposes of investigating the planning provisions, the LEONARDO expert system shell environment (Creative Logic
LTD., SLOUGH, ENGLAND) HAS BEEN EMPLOYED. PARTICULAR MERITS OF THIS
INEXPENSIVE SOFTWARE ARE ITS HIGH LEVEL USER INTERFACE AND THE EASE OF
LINKING EXTERNAL UTILITIES SUCH AS LOW LEVEL C CODE FOR SENSORY PROCESSING.

EACH OBJECT OWNS A FRAME [10] WHICH COMPRISSES PROTECTED SLOTS, DEFAULT SLOTS
AND OPTIONAL SLOTS, THE OBJECT ATTRIBUTES COVERING ALSO PROPERTIES AND
RELATIONSHIPS. CLASS OBJECTS ARE APPARENT WITH MEMBER SLOTS: WHICH ARE
INHERITED WITH VALUES, IF APPROPRIATE, BY MEMBER OBJECTS. INDIVIDUAL UNITS
(BLOCKS), FOR EXAMPLE, ARE MEMBERS OF THE CLASS 'UNIT' THUS THEY INHERIT
ATTRIBUTES SUCH AS 'UNIT_LOCATION: OF CURRENT_UNIT', AND 'UNIT_FUNCTION: OF
CURRENT_UNIT' WHICH ARE SUBSEQUENTLY INSTANTIATED. IN THE CASE OF PROCESS
KNOWLEDGE, THIS IS OPERATED BY PROCEDURAL REPRESENTATIONS (INTERNAL AND
EXTERNAL) ACCESSED AT VARIOUS SLOTS. CAUSAL KNOWLEDGE IN THE FORM OF 'IF <
ANTECEDENT> THEN <CONSEQUENT>', IS SET IN A MAIN RULE SET AND THE RULESET:
SLOTS OF FRAMES. BY THIS MEANS A READILY COMPREHENSIBLE GOAL AND SUB-GOAL
STRUCTURE IS ACHIEVED. THE FOLLOWING IS A TYPICAL PROVISION FOR THIS:

RULE: USE VALID BLOCK
IF THE UNIT_SELECTION IS COMPLETE
AND THE UNIT_INSPECTION IS COMPLETE
AND QUALITY_CHECK IS PASS
THEN THE ROBOT_ACTIVITY IS AN ASSEMBLY_TASK

IN THIS, UNIT_SELECTION, UNIT_INSPECTION AND QUALITY_CHECK ARE ALL SUB-
GOALS WHICH ARE INSTANTIATED IN THEIR OWN FRAMES DURING THE INFERENCE
PROCESS. BY EXAMPLE, THE INCOMPLETE FRAME OF THE OBJECT QUALITY_CHECK IS AS
FOLLOWS:

NAME: QUALITY_CHECK
TYPE: TEXT
VALUE: UNKNOWN
DEFAULTVALUE: FAIL

........VARIOUS SLOTS........

RULESET:

........VARIOUS RULES........

RULE: SATISFACTORY BLOCK
IF UNIT_QUALITY: OF CURRENT_UNIT OVERLAPS QA_FACTS: OF WALL_DESIGN
AND THE CHECK_LIST EXCLUDES FAILURE
THEN QUALITY_CHECK IS PASS

........VARIOUS RULES........

THE RULE SET IN THIS FRAME, WHICH ALSO RELIES ON VARIOUS PROCEDURES, IS USED
TO TEST THE CLAUSE 'QUALITY_CHECK IS PASS' IN THE ANTECEDENT OF THE 'USE
VALID BLOCK' RULE OF THE MAIN RULE SET. FOR THE CONSEQUENCE TO BE TRUE IE
'ROBOT_ACTIVITY IS AN ASSEMBLY_TASK', THE CLAUSES RELATING TO
'UNIT_SELECTION' AND 'UNIT_INSPECTION' MUST ALSO BE TRUE.

AT RUN TIME, 'WHY' AND 'EXPLANATION' ACCESS IS AVAILABLE, AND ON TERMINATION
ACCESS BY 'HOW'. A GRAPHICAL PROCESSOR IS CURRENTLY BEING LINKED TO
THE SYSTEM FOR SIMULATION STUDIES. THE CAD BLOCK DESCRIPTION WILL BE USED IN
PLANNING THE ASSEMBLY TASK, BECAUSE GEOMETRIC REASONING IS ESSENTIAL IN
THIS.
6. Conclusions

It is apparent that vision will be a prime sensor, with a CAD model of the block unit utilized for inspection and guidance tasks. In addition, the CAD model will facilitate studies in block design, analysis and task planning. A preprogrammed device is thought unsuited, as tasks are complicated by general variability and the possibility of unplanned events. To this end, a knowledge based, goal driven, intelligent planning facility has been modelled using an expert system shell.
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NOT TO SCALE
MANIPULATOR CAN WORK ANYWHERE ARROWS ARE SHOWN AND CAN ROTATE THROUGH 270°
WITHIN A WORKING ENVELOPE OF 5m x 3m x 3m HIGH

![Diagram of robot support framework and working envelope.]

ROBOT SUPPORT FRAMEWORK
CAN BE MODIFIED AND EXTENDED

![Diagram of robot support framework.]

LAYOUT OF WORKING ENVELOPE

ROBOT IS ABLE TO HANDLE UP TO 20kg WORK LOAD AND THE CONTROL SYSTEM CAN HAVE SIX PERIPHERAL DEVICES CONNECTED TO IT (EXPANDABLE).
THE SYSTEM IS DRIVEN BY AN IBM PC COMPATIBLE

Figure 1
General Arrangement of the Proposed Gantry Robot

![Diagram of various views of CAD block model.]

Figure 2
Various Views of CAD Block Model

![Diagram of a randomly orientated group of blocks.]

Figure 3
A Randomly Orientated Group of Blocks
Figure 4
Initial Processing for Block Edge Detection

Figure 5
Object - Orientated Representation of the Wall Project