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Abstract –  

Images acquired by UAV can be analyzed for 

resource management on construction sites. 

However, analyzing the construction site images 

acquired by UAV is difficult due to the 

characteristics of UAV images and construction site 

images. This paper proposes an image augmentation 

method to improve the performance of an object 

detection model for construction site images 

acquired by UAV. The method consists of three 

techniques: intensity variation, image smoothing, 

and scale transformation. Experimental results show 

that the method can improve the performance of the 

detection model (Faster R-CNN) by achieving a 

recall and a precision of 53.08% and 66.76%, 

respectively. With future studies, the method is 

expected to contribute to UAV-based resource 

management on construction sites. 
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1 Introduction 

Previous studies have been conducted to analyze the 

images acquired by Unmanned Aerial Vehicle (UAV) 

for on-site construction management [1,2]. UAV is 

advantageous in acquiring images on a wide area in a 

short time, unlike closed-circuit television (CCTV). The 

use of UAV is more effective in large-scale construction 

sites where daily monitoring is difficult to perform. For 

generating managerial information on construction sites, 

it is necessary to recognize construction resources such 

as workers, construction equipment, and materials. The 
information on construction resources can be used for 

safety assessment, productivity analysis, and material 

tracking. 

The object detection methods using image 

processing and machine learning algorithms have been 

proposed for construction resources [3-5]. Although 

previous studies have shown excellent performance in 
resource detection on construction sites, it is difficult to 

directly apply them to analyzing construction site 

images acquired by UAV, as shown in Figure 1. First, 

the quality of the images varies due to the diverse 

conditions such as the flight situation of UAV, external 

illuminations, and weather conditions. Second, vibration 

in UAVs makes the acquisition of blurred images 

frequent. Third, the same object is recognized as a 

different size based on the UAV position. 

Image detection models should be trained from 

datasets with a large number of labeled data for 

improving their generalization capability. In general, a 
dataset composed of construction site images acquired 

by UAV is extremely inconsistent because it has both 

characteristics of construction site images and UAV 

images. Therefore, the dataset requires a large number 

of labeled data reflecting various situations. However, 

the publicly available image data in the construction 

industry are scarce, unlike datasets consisting of 

millions of images with labels, i.e., ImageNet Large 

Scale Visual Detection Challenge (ILSVRC) dataset [6], 

COCO dataset [7], and Open Images dataset [8]. Kim et 

al. [3] released the dataset of 2,920 construction 
equipment images including dump truck, excavator, 

loader, mixer truck, and roller; however, its size is not 

big enough compared to the datasets in computer vision 

domain. Furthermore, it is difficult to find publically 

available datasets of construction site images acquired 

by UAV.  

We propose an image augmentation method that 

increases the number of training images while 

preserving the labels of construction site images 

acquired by UAV. For solving the aforementioned 

challenges regarding the UAV images, three image 

augmentation techniques (intensity variation, image 
smoothing, and scale transformation) are applied to each 
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training image. Our datasets consist of 10 classes: 

workers, four types of materials (tarpaulin, rebar, H-

beam, concrete pipe), and five types of equipment 

(drilling equipment, crane truck, excavator, concrete 
truck, and dump truck). The faster region-based 

convolutional neural network (Faster R-CNN) proposed 

by Ren et al. [9] is used for construction resource 

detection. To validate the effectiveness of the proposed 

method, we compare the detection performances 

between the Faster R-CNN trained with the 593 images 

and the network trained with the augmented 11,800 

images. The experimental results show that the 

proposed method is effective in augmenting the training 

dataset for significantly improved detection results in 

the UAV images. 

2 Related Works 

Many researchers have proposed vision-based object 

detection methods for construction resources such as 

workers, materials, equipment, and buildings at 

construction sites. Golparvar-Fard et al. [10] presented a 

computer vision-based method for equipment action 

detection. A Support Vector Machine (SVM) classifier 
used in the method recognized and localized equipment 

actions using the features of Histogram of Oriented 

Gradients (HOG). Park and Brilakis [11] proposed a 

detection method for construction workers in video 

frames. They used background subtraction to detect 

moving objects and used HOG features and an SVM 

classifier to extract objects like human-shape and used a 

hue, saturation, and value (HSV) color histogram and k-

Nearest Neighbors (k-NN) to detect workers. Kim and 

Chi [4] presented a method for tracking construction 
equipment using functional integration of a detector and 

a tracker. They focused on solving the problem that the 

target equipment could be occluded due to its dynamic 

movements and site conditions. Hamledari et al. [12] 

suggested a computer vision-based algorithm for 

detecting the components of an interior partition. The 

partition including studs, electrical outlets, insulation, 

and three states for drywall sheets (installed, plastered, 

and painted) was detected by using image processing 

and machine-learning algorithms such as Otsu algorithm, 

k-mean clustering, and SVM. Kim et al. [13] proposed a 
data-driven scene parsing method to recognize the 

whole area of construction site images. The methods 

classified not only the construction resources such as 

workers, equipment, material, and structures, but also 

the background such as ground, sky, and tree.  

The object detection methods using a convolutional 

neural network (CNN) have shown promising 

performances in computer vision tasks. These methods 

use the feature-maps extracted from the convolutional 

layer for finding candidate regions in which objects may 

exist. Girshick et al. [14] proposed the regions with 

convolutional neural network (R-CNN), which was 
known for the first attempt at implementing a CNN for 

object detection. In this network, the candidate regions 

extracted by using a selective search method [15] was 

input into the pre-trained AlexNet [16]. Girshick [17] 

Figure 1. Examples of construction site images acquired by UAV 
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proposed Fast R-CNN to directly input the target image 

into the pre-trained AlexNet, unlike R-CNN. However, 

two networks (R-CNN, Fast R-CNN) took tens of 

seconds for processing an image because these networks 

used the selective search method to exhaustively 
generate bounding boxes regardless of aspect ratio and 

scale. To solve this problem, Ren et al. [9] proposed 

Faster R-CNN to perform the region proposal by adding 

a region proposal network (RPN) instead of using 

selective search methods. The RPN moved nine 

different size sliding windows on the feature-map 

obtained from the CNN and generated several bounding 

boxes with the expectation values indicating the 

probability that an object exists. This attempt has led 

Faster R-CNN to achieve promising performance in 

object detection.  

CNN has been recently used successfully in 
construction resource detection. Kim et al. [3] proposed 

a method to detect construction site equipment using a 

region-based fully convolutional network (R-FCN). The 

R-FCN showed outstanding performance, achieving 

96.33% mean average precision in identifying 

construction equipment. Kim et al. [18] proposed an 

integrated method of simulation and CNN-based 

monitoring for an earthmoving process in a tunnel. The 

CNN was successfully used for detection of excavator 

and dump truck with a 99.09% average precision. 

3 Image Augmentation Method with 

Faster R-CNN 

An UAV-based resource management strategy on 

construction sites can be developed using a CNN, which 
has shown outstanding performances in object detection. 

Although UAV can efficiently acquire a large amount of 

data, the quality of construction site images acquired by 

UAV varies greatly depending on UAV flight situations 

and outdoor environments. Furthermore, it is difficult to 

obtain a sufficient number of labeled images due to the 

lack of publically available dataset in the construction 

industry. In this context, image augmentation techniques 

are required to generate training images with preserving 

label information.  

In this paper, we address three variables of 

construction site images acquired by UAV. The first 
variable is illumination changes due to ambient light 

exposure. The time of day, weather condition, and light 

exposure can affect the intensity of images. The second 

Figure 2. Overview of the image augmentation method 
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variable is image quality change due to the vibration of 

UAV. Unlike other image collection devices such as 

CCTV, hand-held camera, and smartphone camera, 

UAV is likely to generate blurred images due to its 

continuous moving. The third variable is scale change in 

images due to the difference in flight height of UAV. 

The same visual data can be recorded as different sizes 

in different images depending on the distance between 

the construction site and the UAV. 

 Considering the three variables, we apply three 

image augmentation techniques: intensity variation, 
image smoothing, and scale transformation. Intensity 

variation is a technique to add or subtract the same 

value to all pixel in original images. Image smoothing is 

a technique to generate blurred images by applying a 

Gaussian filter to original images. In the case of the two 

techniques, we use the same label information as that of 

original images because the position of objects in 

augmented images does not change. Scale 

transformation is a technique to generate images using 

2D scale transformation while preserving the aspect 

ratio of original images. In the case of third technique, 

the label information indicating the bounding box 
coordinates of objects are adjusted in accordance with 

the scale change of images. The following image 

augmentation techniques allow generating a sufficient 

number of training images in reflecting the 

characteristics of the construction site image acquired 

by the UAV. Figure 2 shows the framework of the 

proposed method.  

4 Experimental Study 

The effectiveness of the proposed methodology was 

validated through experiments. All experiments were 

conducted on the Ubuntu 16.04 operating system with 

GTX 1080 Ti GPU and an Intel Core i7-7700 processor, 

using the Python programming language and 

Tensorflow. The experimental dataset consists of 703 

images collected at five construction sites. Among them, 

593 were used as training images, and the remaining 

110 were used as test images. We defined the 

construction resources as the 10 classes. The proposed 

method was used to generate 11,860 additional training 

images based on the 593 original images. Table 1 shows 

the parameters of three techniques. Figure 3 shows 

examples of the prediction results, and Table 2 

summarizes a comparison of the performances. Because 
both methods learned the same network (Faster R-CNN), 

the computational speed at which the network processes 

images and detects construction resources is the same. 

The experimental results show that the image 

augmentation method improve the detection accuracy of 

the Faster R-CNN on construction site resources. 

 Table 1. The parameters of three techniques  

Technique Parameters 

Intensity variation 
(adding value) 

-60, -30, 0, 30, 60 

Image smoothing 
(σ value of Gaussian filter) 

0, 1 

Scale 

transformation 

(scale factor) 

0.8, 1.0 

Table 2. Result evaluation on the dataset and 

computational speed 

Method Precision Recall 

Faster R-CNN trained 

with 593 images 
39.10% 68.65% 

 

Faster R-CNN trained 

with 11,860 augmented 

images 

53.08% 66.76% 

Figure 3. Comparison of construction resource detection results using Faster R-CNN: (a) a detection result 

without our method; (b) a detection result with our method 
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5 Conclusion 

This paper proposes an image augmentation method 

for UAV-based resource management on construction 

sites. The proposed method consists of three image 

augmentation techniques: intensity variation, image 

smoothing, and scale transformation. Faster R-CNN, 

one of the CNNs achieving promising results in object 
detection, was used for validating the method. Of the 

703 construction site images acquired by UAV, 593 

were used to train Faster R-CNN, and the remaining 110 

were used to test the network. The Faster R-CNN 

trained with 11,860 training images augmented by the 

method showed a recall of 53.08% and a precision of 

66.76%, which is superior to the performances of the 

trained network without this method. However, this 

study has the following limitations. First, it is difficult 

to improve the ability to detect new objects in terms of 

shape or color, which do not exist in the training dataset. 
Second, since contextual information between objects 

and backgrounds are not generated, it is difficult to 

successfully detect objects in the images having a 

different context from training dataset. Future 

researches are needed to improve the detection 

performance for practical implications in construction 

sites. 
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