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Abstract – 

In the construction industry, continuous 

monitoring of actions performed by construction 

machinery is a critical task in order to achieve 

improved productivity and efficiency. However, 

measuring and recording each individual 

construction machinery’s actions is both time 

consuming and expensive if conducted manually by 

humans. Therefore, automatic action recognition of 

construction machinery is highly desirable. Inspired 

by the success of Deep Learning approaches for 

human action recognition, there has been an 

increased number of studies dealing with action 

recognition of construction machinery using Deep 

Learning. However, those approaches require large 

amounts of training data, which is difficult to obtain 

since construction machinery are usually located in 

the field. Therefore, this paper proposes a method for 

action recognition of construction machinery using 

only training data generated from a simulator, which 

is much easier to obtain than actual training data. In 

order to bridge the feature domain gap between 

simulator-generated data and actual field data, a 

video filter was used. Experiments using a model of 

an excavator, one of the most commonly used 

construction machinery, showed the potential of our 

proposed method. 
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1 Introduction 

In the construction industry, expenses related to 

heavy equipment, such as construction machinery, 

Figure 1. Simulator environment used in our proposed 

method (Vortex Studio [2]) 

occupy large portions of the overall budget. Improving 

productivity and efficiency at construction sites is an 

important issue, and therefore, particular care has been 

attributed to the monitoring of such construction 

machinery. By obtaining and maintaining the time and 

costs required to complete a task, a more efficient 

construction plan can be made [1]. Traditionally, 

monitoring, consisting of recognizing and recording the 

actions performed by construction machinery, was 

conducted manually by the site manager’s observations 

at the construction site [3]. This involved high costs and 

time. Therefore, automatic action recognition of 

construction machinery is highly desirable.  

Previous works dealing with the action recognition of 

construction machinery either employed added sensors 

onboard the machinery, such as GPS [4], or employed 

sensors positioned on the construction sites, such as 

cameras [5]. Approaches using cameras, which consist in 

placing several cameras in the construction site and 

recording the machinery at work, are especially 

appealing since they do not require modifications on the 
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construction machinery. Furthermore, inspired by the 

success of Deep Learning methods for Computer Vision-

based approaches to human action recognition [6][7], 

several works have also managed remarkable results for 

the action recognition of construction machinery using 

Computer Vision and Deep Learning [8][9].  

However, one of the major practical drawback of 

Deep Learning approaches is that a large amount of 

training data is required. Obtaining large amounts of 

training data is a tedious task. This was alleviated in some 

part for human action recognition thanks to the advent of 

the Internet and open-access data but it is not the case 

regarding specific targets such as construction machinery, 

which comes in a plethora of shapes and forms. High 

costs, in logistics, in manpower and in time, can be 

reasonably expected in order to obtain the training data 

appropriate for action recognition of construction 

machinery.  

On the other hand, generating such training data 

using a simulator, illustrated in Figure 1, is comparatively 

easier: only a human operator to control the virtual 

construction machinery and a computer to run the 

simulator is needed. Therefore, the objective of the 

present paper is to conduct action recognition of 

construction machinery using Deep Learning based on 

training data obtained from a simulator.  

Since the simulator differs too much from real 

construction sites to allow directly learning the features 

required for action recognition, a video filter is 

introduced in order to force a common ground between 

the data generated in the simulator and the data collected 

in actual construction sites. 

2 Action Recognition of Construction 

Machinery based on Simulated 

Training Data 

2.1 Concept 

Training a model using training data generated from 

a simulator is not effective for action recognition of 

construction machinery at actual construction sites. This 

is because the training data would not be appropriate for 

the task at hand. This would be akin to train a model to 

distinguish pictures of dogs and cats and then testing it 

on pictures of cows. More generally, the features that 

could be extracted by the model from the feature space 

defined by the training data generated from the simulator 

do not match the features contained in the data collected 

at actual construction sites. Simply put, the construction 

machinery in the simulator does not look like real 

construction machinery. 

 

 

 
Figure 2. Overview of proposed method. 

 

 

In such situation, a couple of options can be 

considered. Increasing the amount of training data, in a 

Big Data fashion, or a Data Augmentation approach 

could be considered. This would allow to expand the area 

of the feature space covered by the training data and 

hopefully encompass the desired portion of the feature 

space. However, in our case, this would have little hope 

to succeed since no matter the amount of additional 

training data generated from the simulator, the training 

data would still differ from the data collected at actual 

construction sites. Another option would be to attempt to 

bias the training data towards data collected at actual 

construction sites. To do so, domain adaption methods, 

i.e., using unlabeled data collected at actual construction 

sites in the training, or improvements to the simulator to 

match more closely actual construction sites can be 

considered. However, the former usually involves strong 

priors and expensive field data collection and the latter 

involves tedious software development. 

The concept of the proposed method in this paper is 

a different approach: since the learning is hindered by a 

mismatch between the training data and the data collected 

at actual construction sites, the idea is to transform both 

of them into a third feature domain, which would be 

neither the feature domain of the simulator-generated 

training data nor of the data collected at actual 

construction sites. The introduction of a third feature 

domain would allow to bypass the previously mentioned 

issues related to trying to skew one domain towards 

another since the destination domain would be set 

independently of the available data. 

An overview of the proposed method is shown in 

Figure 2. First, training data for action recognition of 

construction machinery is generated using a simulator. 

Then, both the training data generated from a simulator 

and the  are transformed using a video filter. After this, 

the model for action recognition is trained on the 

transformed simulator training data and finally tested on 

the transformed data collected at construction sites. 
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Figure 3. Learning model used in our proposed 

method consisting of a CNN coupled with LSTM. 

2.2 Training Data Generating using a 

Simulator  

The most ideal training data for construction 

machinery action recognition is the data collected at 

actual construction sites, i.e., labeled data of the 

construction machinery working at the actual 

construction site. However, it is practically difficult to 

collect and label a large amount of data at the actual 

construction site. Therefore, in this study, Vortex Studio 

[2], which is a real-time simulator for mechanical system 

operation, is used to generate training data. A model of 

an excavator, one of the most commonly used 

construction machinery, is considered as shown in Figure 

1. 

In this study, RGB video data is used as input data, 

i.e., video of the construction machinery working.

However, it is known that RGB data is easily affected by

the background and camera viewpoint. Therefore, a

background was created with only soil around the

excavator. Moreover, the training data was generated

from multiple camera viewpoints.

Concretely, to generate the training data, the camera 

viewpoint was first fixed while the excavator was moving 

in Vortex Studio and the excavator operation was 

conducted by human using a controller. The process was 

repeated several times with different camera viewpoints 

and different actions to generate training data. 

2.3 Transformation to third Feature Domain 

using a Filter 

In this study, the training data, generated from a 

simulator, differs from the data collected at actual 

construction sites. There is therefore a domain gap 

between the data used to train the model and the data used 

to test the model: the model trained in one domain cannot 

accurately conduct inference on the other domain. The 

concept of the proposed method is to match those two 

data on an independent third domain, where both would 

be similar.  

The most obvious disparity between the data 

generated from a simulator and the data collected at 

construction sites is their appearance: they simply do not 

look alike and are easily differentiable. The differences 

Figure 4. Examples of excavator action classes:     

(a) Digging; (b) Piling; (c) Turning

mainly lie in color and texture: the simulator environment 

noticeably lacks the color modulations and textured 

appearance of surfaces compared to the real world. In 

order to erase those differences and basically make both 

the data generated from a simulator and the data collected 

at construction sites similar, an edge video filter is used. 

This edge filter is applied to both the training data 

generated from a simulator and the data collected at 

construction sites.  

2.4 Action Recognition Learning Model 

For action recognition, Deep Learning approaches 

such as using Convolutional Neural Network (CNN) and 

Long Short Term Memory (LSTM) [10] or a method 

using 3D CNN [11] has been recently used, and these 

methods using deep learning have higher accuracy of 

action recognition than other methods.  

In this study, CNN and LSTM are used as network 

framework. CNN is a network which middle layer is 

composed of convolutional layer and pooling layer and 

extracts a feature map containing spatial information. 

LSTM is a network suitable for time sequence data and 

capable of learning long-term dependency. Therefore, by 

using CNN and LSTM, it becomes possible to recognize 

the motion of the construction machinery that considers 

spatial information and temporal information at the same 

time.  

The proposed network architecture is shown in 

Figure 3. First, from each training data video sample, 

recorded at 30 fps, each frame of RGB data is extracted. 

Next, the extracted RGB data is resized to a size of 

298×298×3. Resized RGB data is inputted to the CNN 

and features are extracted. The CNN network used in this 

study uses a trained model called Inception V3 [12] pre-

trained on over 1 million images. After that, the result of 

feature extraction from Inception V3 is inputted into 

LSTM. LSTM consists of three layers and classifies 

action labels in the softmax layer. 
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3 Experiments 

In experiments, an excavator was selected as target 

for action recognition since it is one of the most 

commonly used construction machinery. Furthermore, 

action recognition was narrowed down to 3 action 

classes: digging, piling, and turning. 

Training data was generated from four viewpoints 

using Vortex Studio simulator according to the procedure 

in Section 2.2. As a result, about 60 videos segments at 

1920×1080 resolution and 30fps were generated for each 

action class. The average video duration is 7s, with the 

shortest being 4s and the longest being 13s.  

The CNN and LSTM network in this study for action 

recognition was trained for 150 epochs using a batch size 

of 32 with the Adam optimizer. 

Two test datasets were considered. The first test 

dataset was generated from the simulator with the same 

procedure as for the training data for the purpose of 

providing a baseline in ideal learning conditions. We 

generated about 20 video segments for each action class. 

The second test dataset corresponds to actual data 

collected at construction sites, i.e., real world test data. 

However, since we were unfortunately not able to gain 

access to actual construction sites, we opted instead to 

use a remotely controlled scale model excavator. At that 

time, we created a background environment similar to the 

simulation environment, then filmed the excavator work 

from four different angles and generated about 20 video 

segments for each action class. 

Regarding the edge video filter, the sketch filter of 

the open source video editing software Shotcut [13] was 

used.  

The following experiments were conducted: 

• (A1) CNN+LSTM trained on simulator-generated

training data and tested on simulator-generated test data. 

• (B1) The proposed method trained on simulator-

generated training data and tested on simulator-generated 

test data. 

• (A2) CNN+LSTM trained on simulator-generated

training data and tested on real world test data. 

• (B2) The proposed method trained on simulator-

generated training data and tested on real world test data. 

The performance was evaluated by calculating the 

classification accuracy defined as the ratio of the number 

of correctly classified samples 𝑛correct  over the total

number of samples in the test dataset 𝑁samples.

accuracy =  
𝑛correct

𝑁samples

∗ 100 (1) 

Figure 5. Effects of applying a video filter: both the 

data generated from a simulator (a) and real world data 

(b) have their differences suppressed.

Figure 6. Average testing performance over 3 training 

runs of (A1) CNN+LSTM on simulator testing data, (B1) 

proposed method on simulator testing data, (A2) 

CNN+LSTM on real world test data and (B2) proposed 

method on real world test data. 3 action classes were 

considered. Error bars correspond to one standard 

deviation. 

4 Results and Discussions 

Figure 5 shows the simulator-generated data and the 

real world data along with the output after applying the 

filter. It can be noticed that most apparent features 

enabling differentiation have been successfully 

suppressed and that both data look very similar. 

 Results regarding action recognition performance 

are reported on Figure 6. 

 In experiments (A1) and (B1), when the training data 

and the test data are both generated from the simulator, it 

can be seen that both the proposed method and 

CNN+LSTM have high performance, exceeding 90%. 

This indicates that learning was successful. The proposed 

method achieved a slightly better performance at 92.3% 

accuracy. This is due to the fact that in our proposed 

method, the model learns on the training data on which 

the video filter was applied: this is simpler than learning 

directly from RGB.  

In experiments (A2) and (B2), both CNN+LSTM and 

the proposed method were trained on the simulator-

generated training data but testing was conducted with 

real world test data. It can be first noticed that both suffer 
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drop in performance. CNN+LSTM’s accuracy dropped 

from 90.3% to 32.8%. Since 3 action classes were 

considered in our experiments, this is equivalent to 

random classification and it can be concluded that 

learning an appropriate model has failed. This illustrates 

the previously mentioned need for training data matching 

test data for successful learning of classification features 

in Section 2.1. On the other hand, the proposed method 

obtained an average performance of 53.7%. While there 

is still a performance drop, the proposed method 

managed to significantly perform better than a random 

classifier. This indicates that the introduction of a video 

filter allowed a performance gain of over 20%. This 

likely points out that the filter was successful in matching 

the simulator training data and real world data onto a 

similar domain.  

5 Conclusion 

A method to conduct action recognition of 

construction machinery from simulator-generated 

training data using a video filter was proposed. The 

differences between simulator data and real world data 

which prevented learning a successful model were 

suppressed by the use of a filter and allowed an accuracy 

increase of over 20%, effectively allowing the model to 

learn features for classification and not fail into a random 

classifier. 

 Experiments reported in this paper are still 

preliminary and served to demonstrate the potential of 

shifting the learning problem into a third domain. In the 

future, we plan investigate the effects of training data size 

and search for more suited filters for action recognition 

in order to improve performance. Incorporating the filter 

into the learning process, to learn a filter optimized for 

action recognition in parallel to the action recognition 

itself, is also considered. 
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