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Abstract— Automation within the range of handling and
assembly applications requires qualified solutions due tohe
complex technological processes. The long-term goals ardet
reduction of cycle time and an increase of the process quajit

They can be achieved by innovative concepts which are based

on parallel kinematics, realizing higher speeds and accelations
with constant accuracy compared to conventional serial robt
structures. High accelerations are equivalent to high fores in the
starting and deceleration phase of the trajectory. The vibations
of the robot structure induced thereby and the following deaying
procedure are unwanted and time-consuming in handling and
assembly applications, in particular during accurate plaement
of components. In the context of German DFG Collaborative
Research Center 562 'Robotic Systems for Handling and Assem
bly’ a parallel robot with two degrees of freedom, made of CFRP
components, was built-up at the Institute of Composite Stratures
and Adaptive Systems, DLR, Germany. The specialty of this root
is the integrated vibration suppression introduced by actve rods,
that are driven by piezoceramic stacks. These active rods ar
addressed by a robust controller, which generates the suitde
control variable using measurements of the oscillations ofhe
effector. The robot is not a time-invariant system and theréore
its vibration characteristics changes depending on the pdtson,
the loading condition and the way the robot was assembled. Hse
facts make high demands on the robust controller, which must
output suitable signals to the actuators for the suppressio of
vibrations in each condition, without becoming unstable.

In this article the parallel robot and its components are
presented. A special focus is put on the design of the robust
controller for vibration suppression. Furthermore, the strategies
used for the employment of the control in the entire work spae
of the robot are shown. A further topic is the system identifiation
of the plant, which must be accomplished fast and reliably wh a
variant system like this. Finally the effectiveness of the ancepts
and procedures presented here is shown with experimental da

Index Terms— Adaptive Systems, Adaptronic, Parallel Robot,
Robust Control, Robust-Gain-Scheduling, Smart Structures

|I. INTRODUCTION

Fig. 1. Test Platform Parallel Robot\FE-BAR

an improvement of the productivity has to be obtained by
new robot systems. Parallel structures represent a pnognisi
alternative. They have a small ratio between moved robosmas
and payload. The vibrations of such light structures which
inevitably arise with high accelerations, have a reduotibiie
process quality as consequence. For avoidance of unwanted
oscillations the field of adaptive systems is a key technol-
ogy. Adaptive systems use structure-integrated actuatods
sensors for the control of vibrations of the whole structure
Especially during the so-called Pick-and-Place operatiam
which components are placed fast and accurate, smart system
are an ideal technology for reduction of decaying proceslure

HE industrial robot is the central element of a flexibl@f the structure. o
aligned assembly. The innovation potential of classical, In order to extend the application area of parallel robots,

serial robots for handling and assembly is nearly exhaus

fygpdamental investigations regarding new structural epis;

[1]. The use of more efficient drives in combination with link @dapted mechanical components and adaptive systems are

of higher stiffness increases the moved robot mass, whiefrried out together with TU Braunschweig in the context of
requires again an increase of the drive power. Therefofg® Collaborative Research Center (SFB) 562: 'Robot System

conventional robot systems cannot satisfy the demands

fgh Handling and Assembly’. Within the range of adaptive

further increase of speed and accuracy any longer. Tha¥stems for parallel robots, specific active componentsigiso
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for describing the vibration behavior of the structure and
new approaches for structural control are developed. This
article presents the results which were worked out withi th

Collaborative Research Center 562 in the field of adaptive
systems.
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Fig. 4. Control Architecture of WE-BAR [3]

the correct processing of all realtime tasks, makes message
channels available and administers shared memory regions.

Fig. 2. CFRP Panel L .
Within the tasks called by MIRPA-X once in the control cycle

Belt for Prestressing  Actuator/Sensor the controller computation takes place. The systemcycle is
\ given by the Firewire clock and amounts to presently 2.67.kHz
w/ Within each cycle data are read from the bus, processed by
Connacor Rod Mechanism for Prestressing the realtime tasks and sent back as control variables oeer th
bus to the nodes.
[1l. CONTROL
Fig. 3. Principle Active Rod A. Objectives and Strategy

The goal of the adaptive systems is the reduction of
unwanted vibrations of the structure. For this high-dyrami
parallel robot for handling and assembly, the performance

The present test platform for adaptive systems in the Skfiterion is the fast and accurate placement of components i
is FIVE-BAR, a planar parallel robot (2 DOF), s. Fig. 1Pick-and-Place operations. In order to fulfill this critariat
The specialty of this robot is the integration of adaptiveajectories with high brake acceleration, the structaaaitrol
components from the beginning of the design phase. This wawist shorten the duration of the decaying process of the
the efficient integration of the components was possible. effector significantly.

The RAVE-BAR consists of two cranks and two active rods. Tests with FvE-BAR showed that the mode shapes, which
The cranks consist of two CFRP panels each, s. Fig. 2, whiate excited by disturbances, are mainly formed perperaficul
are connected with a cylinder and a spacer made of aluminiuim.the working plane of the robot (z-direction). This has the
The core components of the structure are the active rodscensequence that the disturbances shift the effector alexes
Fig. 3, which are built up of a piezo stack and a unidirectionalusively in z-direction and move it out of the desired piosit
CFRP rod and linked up on pressure over a belt. The pMfth the acceleration sensor, already mentioned above, it i
loading is needed, since the piezo stacks can only be oplergtessible to measure the influence of the disturbances Wjirect
in the compressive stress domain. Additionally, a ceraayied at the effector. Therefore, the acceleration in z-directias
of the stack was electrically separated from the othersderor selected as controlled variabje Measurements showed that
to serve as a sensor layer for the measurement of interafter position-controlled moves withw/s lateral accelerations
forces. The actuator operates at a voltage of 0 to 1000 V. of up to 3 m/s* arise.

The structure is driven by two direct drives. The effectar fo The actuators to be controlled are the piezo stacks, ineorpo
the attachment of the tool fitting is at the joint between the t rated into the active rods. The stacks generate a longaldin
active rods. At the effector a three-axis acceleration@eiss expansion of the rods, up @ um in the unloaded case (free
positioned for measuring the oscillations of the structure stroke) [5]. A set-up of the rods in one plane would have the

The control architecture is a proprietary development ef titonsequence that oscillations out of the plane would not be
SFB [2]. An overview is given in Fig. 4. The interaction withcontrollable by longitudinal expansions of the rods. Tfenme
sensors and actuators over A/D and D/A converters is rehliztae location of the rods is shifted in z-direction 8ymm. The
by task specific nodes. A node consists of a DSP board wjtlkezo stacks are driven by a high voltage amplifier around a
Tl C6711 processor, an /O board and a Firewire board. Theean voltage ob00 V. The input signal to the amplifier is
FIVE-BAR has two such nodes, one for the direct-drive contraimplified by the factor 200. The inputs of the two amplifiers
and one for the structural control. The nodes are connecte@ at the same time the control variablesand u, of the
with the control computer over the Firewire bus. On the agintrcontrol loop.
computer the realtime processing system QNX is used [4].The robot structure is a time-variant system with respect to
The middleware MIRPA-X, developed in the SFB, provide#s vibration behavior. Different influences like the pasit

Il. CONFIGURATION
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Fig. 6. Former Control Synthesis Process

Fig. 5. Used Workspace ofI¥e-BAR with Regions and Working Points QNX

System Excitation
Recording System Answer

within the workspace and the mass at the effector lead to

changes of the dynamic behavior during the runtime of the Signal Processing
robot. These boundary conditions have crucial influence on

the requirements to the structural control. Therefore trdrol System Identification
must

Controller Synthesis

« have good performance,
« stabilize the control system, Control Loop
« be robust against position changes of the effector, Tmplementation
« be robust against mass changes of the structure
in the entire workspace. In order to reduce these high requifid- 7. New Control Synthesis Process
ments and increase the performance, a certain foreknowledg
can already be used in the synthesis of the controller. The
position of the effector in the workspace is known by means 8gfety reasons a new synthesis is inevitable. In this articl
the position control of the direct-drives. Instead of a colier @ procedure is presented that enables a fast redesign of the
design for the entire workspace, an ideal controller forheagontrollers on the target system (QNX).
position can be synthesized with the help of this knowledge, The design of a controller is carried out with a plant that
at least theoretically. The position is the only value, whian Wwas identified by measurements. With the help of the two
be evaluated in this kind, since no information about thesmagctuators the structure was excited to oscillations, whiehe
configuration is present at runtime. For purely practicaboms sensed with the acceleration sensor. In this way two freguen
the workspace is divided into a small, finite number of regionresponses (FRF) were measured between the actuator wltage
Each region contains an operating point in which a contradle 1 andus and the acceleration of the effector in z-directipn
designed. With FVE-BAR there are seven regions at present, $hey were described by means of a system identification by a
Fig. 5. The operating points are distributed in regularatises state-space model [6], [7]. In practice the analytic foratioin
over the workspace. The controller selected depends on efethe plant proved to be less practicable, since a controlle
endpoint of the trajectory. The operating point closesthi tdesign on this basis presupposes an exact knowledge of the
endpoint decides about which controller is selected. Fisr timodels parameters. To determine the models parameters mea-
reason each region has the shape of a Voronoi-polygon.swrements must be done likewise. Besides, their identiicat
order to be able to formulate demands on the robustness of i&ggomes more difficult.
control system during the synthesis proceds, controllers  The former procedure of control synthesis process is repre-
are used exclusively. The method used here is called Robisgtnted in Fig. 6. The measurement and the computation of the
Gain-Scheduling. FRF were carried out with a FFT Analyzer. Export and import
A large problem, which emerges again and again in adaptifikers enabled further processing of the data on a Windows PC
systems, is the sensitivity of the vibration behavior of asing Matlab. With the help of a system identification toalbo
structure in relation to structural changes and the nepessthe FRF could be identified in form of a state-space model.
redesign of the controller. As an example of changesite+ Based on this model, the controller was designed with amothe
BAR the disassembly of the CFRP structure from the diredbolbox. Export routines transformed the designed coletrol
drives for maintenance purposes or tests can be mentionath C source code, which has been transferred afterwards to
After such an disassembly and assembly cycle the vibratittre actual QNX control computer. Due to the use of three
behavior of the structure changed, so that eigenfrequendilifferent systems, FFT Analyzer, Windows PC and QNX,
shifted or changed their amplitudes and even new ones arcaed the export and import procedures this method is time
Therefore it cannot be guaranteed that controllers, dedigrconsuming. The problem of the sensitivity, mentioned above
before, are still stable and possess sufficient performdrae can only be solved conditionally. After any disassembly and
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assembly of the structure all devices must be on site and ttantrol cycle of 222.22 Hz. The number of samples with this

entire synthesis procedure must be repeated. cycle should be 4096, which would have a sweep time from
The procedure could substantially be simplified by thepp. 18.4 s as consequence. Therefore the number of samples

implementation of all modules on the QNX computer, s. Figvhich have to be recorded is #996=49152.

7. Porting important modules such as system identificationFor the avoidance of aliasing effects the signal is filtered

and controller synthesis, former only possible under Matlawith a zero phase filter before sampling it down. This filter

to C source code, succeeded by the help of the Subroutamnsists of two filter procedures with a Butterworth filter of

Library in System and Control Theory (SLICOT) [8], [9]fourth order with a cut-off frequency of 111.1Hz. The first

from the NICONET Society. With the centralization of theprocedure is a usual filtering of a time signal [12]. For the

entire controller development chain on the QNX computer, second procedure the data filtered before are flipped in its

is now possible to shorten the development time drastidgally temporal order and filtered again. The result is a filtered

relation to the old procedure. Reaction to short term chaofe time signal which amplitude is reduced toward the cut-off

the structure and to the problem of sensitivity can be cdrriérequency, but which phase remains unchanged. This way in-

out faster in this way. Furthermore the two other systemand output signals are sampled down.

FFT Analyzer and Windows PC, will be redundant and do

not have to be pres_en_t anymore. In the foIIowi_ng _sectiorB;' System Identification

the development chain is presented and the applicationeof th

SLICOT routines is explained. For system identification the measured signalsandy are

available in the time domain. Since a controller is insthile
o each operating point, an identification must be done in each
B. Realization one also. An identification consists of the call of two SLICOT
On the QNX control computer the control of the structureoutines. The routind BO1AD composes a block Hankel
is implemented as a process with two threads, the MainThreadtrix of the measured signals, executes a QR decomposition
and the RealtimeThread. The RealtimeThread, explained &er these and returns the upper triangular fadtoThe second
lier, is called in the system cycle by 2.67kHz by MIRPAroutine, | BO1BD, uses this matrix and computes the state-
X. It is implemented as finite state machine, which controlpace model of the system by subspace identification methods
the system or records data for the system identificatiofl3]. The two routines have been enclosed in an own C
depending upon the mode of operation. The eigenfrequdnanction, which requires the data and the order of the sysi&m
cies which should be controlled lie in the range from O tparameters. The identified system must run through a gtabili
100 Hz, therefore the control of the structure runs only wittest, since a stable solution for all orders does not exist.
222.22Hz. This frequency scaling by the factor 12 is done inIn practice it was shown, that a good correlation of the
the RealtimeThread. The anti-aliasing filters on the stmatt identified system and the measured data can be obtained, if
control node were adjusted due to the control cycle to a ctie identification is done with a higher order than required.
off frequency of 100 Hz. The MainThread makes a commarTtherefore the identification of IFE-BAR starts at order 28
line menu for settings of the control process available.rOvand checks the stability of the system found. If it is unstabl
this menu the entire controller development is operated. then the order is decreased by two and the identification is
The use of SLICOT under QNX has the difficulty that altepeated. If even for the minimum order of 14 no stable system
SLICOT routines are implemented in FORTRAN77, but nean be found, then the algorithm terminates and it should be
compiler under QNX is available. The LAPACK and BLASmeasured again. The minimum order of 14 is an empirical
routines needed by SLICOT are written in FORTRAN7Yalue for AVE-BAR, which can deviate with other structures.
likewise, but a translation for C exists [10]. Only remedy i#f the identification was already successful before reaghin
the use of the FORTRAN to C converte2c [11]. In thisway minimum order, then afterwards a reduction of the system
the most important routines for this project could be tratesl to minimum order follows. The reduction is done with the

into C and made usable under QNX. SLICOT functionABO9MD which uses a Balance & Truncate
algorithm [14]. The result of the system identification is a
C. Signal Processing discrete SISO state-space model

For the identification of the plant the structure is excited
with the actuators and the system answer is measured by the G =
three-axis acceleration sensor at the effector. In theeptes - gg,p Qg,p
development status only a single-input-single-outpuS(3|
system can be identified, therefore actuatok:) (s selected
as plant input. The excitation signal must excite the enti
spectrum which has to be identified. In practice the exoitati .
with a sweep sine from 0 to 100Hz worked satisfactorilfg- Control Synthesis
To improve the quality of the signal, the acceleration of the Control loops of adaptive systems likelVE-BAR, are
effector in z-direction ) is recorded with 2.67 kHz systemmostly disturbance rejections. Their goal is the reductibn
cycle. Speeding the system identification up, the record#w influence of the disturbances on the controlled variable
signal is sampled down by means of own routines to the case of FvE-BAR the unwanted vibrations are caused by

1)

with 14 states and a cycle time of 222.22 Hz for each operating
Peoint .
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Fig. 9. Robust Controller Framework
A frequently used method for the constraint of the control

variableu is the inclusion of the transfer functioR.S into
acceleration procedures of the robot, like the deceleraiio the controller synthesis. If one regards (5), tHEnalready
the end of a trajectory. Regarding the control loop in Figontains the termk S. The plantG is to be regarded as a
8, it is apparent that the magnitude of the transfer functidarther weighting of this value. Their influence on the cohtr
S G from the disturbancé to the controlled variablg must variable should be examined depending on the control system
be as small as possible, in order to obtain a good disturbarceirastic reduction of the magnitude @S outside of the
rejection. For the mathematical formulation of this regment bandwidth of the controller is important, in order to avdig t
the’H, norm is very suitable, since it is equal to the maximurexcitation of higher harmonics, the so-called spilloveeet
peak of the curve of the largest singular value of a transferThe inverse of the weighting functions describe the desired
function. TheH., controller is based on the minimization ofsingular value function of the weighted transfer functions
this norm [15]. In the general Robust Controller Frameworkhe inverse weighting functiond” —* andw;1 are diagonal
in Fig. 9 it is the task of thé{ controller to tune thé{.c matrices with low-passes of first order with the continuous
norm of the transfer functio o from the inputw to the description

outputz to less or equal one: €s+ awy

W=
1T, lle <1 @) T

as diagonal elements. The function (6) has the pleasant char
Scteristic that the upper and lower bouadand ¢ and the

(6)

To formulate the control objectives for this framework, on
avails weighting function$ -and W' _ -and completes the ., frequencyw, can be found directly in the formal

. " g . .
control loop to the weighting scheme in Fig. 10. In ordef, esentation, s. Fig. 11. The design of the controlleegak
to ensure the robustness of the control loop in relation B?ace in the z-domain, so that the weighting functiohisnust

modeling errors i_n form of ml_JItipIicative ur_lcertaintiesthe be discretised before. First of al has been transformed into
output of G, one includes besidé G alsoT into the control state-space representation [16].

synthesis. The transfer functidh_ “is now:

w

_awg/g 1
T, -tw, scw | 3) W= | (7)
= 2w =t ===——3sg Wy/e (1—“/8) ‘ 1/5
Where
S =[E +QE]_1 (4) With the help of the Tustin transformation, which represent
. o - - T a bilinear transformation, the system (7) is discretised at
is the sensitivity of the system and sampling timeT".
T =GRS (5) 2e—awgT 2
- - 2et+awy, T ‘ 2etawy T
the transfer function from to y. W= 2w, T(s—a) wyT+2 (8)
B e(2etawyT) | 2e+awyT

In the case of VE-BAR only a SISO system is controlled and

thus (8) with the appropriate parameters correspondsthjirec
U=z, to the weighting functionsigsg and@t. Their state-space
representation for all operating poiniseads

=

ll‘g ls
=)\
I
5
IR

)

Fig. 10. Weighting Scheme
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TABLE ||
w, z DIMENSIONS OFWEIGHTING SCHEME P IN (13)
W, Swup
|
w [y [ 7t | s [ 1ng [[ 7y | 7 | 1
Nnt
= O & \% 2
nng
y
=wu Ty
Fig. 12. Transformed Weighting Scheme without Controller
TABLE | Here the index was left out due to lack of space. The controlle
DIMENSIONS OF SYSTEMS synthesis is carried out by the SLICOT functi8B10DD for
each operating point after delivery of the systém and
States Outputs | _ Inputs a~ value. Beginning with a of 100 this is decreased in up
g, fing "y Ttu to five iteration steps during successful synthesis.
W oow Mins M M Thep SISO controllers, which are currently used favE-
w,. Tt Ty Ny BAR, have the ordef,,, + n,s + nn:, Which corresponds to
P Nng + Mons + Nt 2n,, 204 + ny the one of P . The order of the plant is always reduced
— ek t0 14 and the"two weighting functions have in each case the
order one, which corresponds to a controller order of 16.
and The storage of the controllers at run-time takes place in an
B own state-space model class. For permanent storage on hard
W, = =t L =P | (10) disk an own file data base is used.

=tp | =tp

The composition of the Robust Controller Framework, §. Results

Fig. 9, is carried out by removing the controll& from the  The integrated controller synthesis, presented in thisleyt

weighting scheme in Fig. 10 and relocate the scheme. TReémplemented and executable on the QNX computer. In many

new scheme in Fig. 12 matches the bldék in the Robust practical tests the operability was proven.

Controller Framework, which is built up'in the following. The following diagrams are results of a system identifigatio

From Fig. 12 two equations for the outputsande can be and a controller synthesis done with that system. The Fig.

derived. 13 shows the result of the system identification of the plant
: = @ (E Qd—i_ﬂ) (11) G in form of a Bode diagram. The broken line shoyvs the

= \—sy measured frequency response of the real plant, which was
e = Ww,—z (12) computed from the time signal under Matlab withe. The

By additive and multiplicative combinations of the stafmee continuous line shows the frequency response of the system
mzndelsG W andIeV from (1), (9) and (10) the System|dent|f|ed under QNX. The correlation in amplitude and phase
p |s et together is very good. The drift, which can be recognized in the phase

response, is a result of the anti-aliasing filters adjusieddut-
off frequency of 100Hz. A crucial advantage to the former

:_“:1‘ 0 0 B 0 0 procedure, which measured the plants characteristic with a
=t =t FFT Analyzer, is that these filters are identified directly by
0 A 0 0 B, 0 identifying the plant. Former, the filters were added before
0 BC A 0 BD B the controller synthesis in Matlab, in order to model theggha
—i=—=___—4 —4== =4 response correctly.
0 Qggs gg 0 QQQS Qg The controller designed under QNX is exported to Matlab
L C, —qus —gq D, —qus —Qq ) for analysis. With the state-space model of the plant the

— wu

(IS I

(13) disturbance rejectioy G could be computed. Together with
With the system in- and output = is linked as follows. the open loop syste_rﬁT and the inverse weighting function
o w ! used in the synthesis, its singular values are represented
Wr in F|g 14. In this design nearly only the first eigenfrequenc
[ ] =L Waq (14) is suppressed. It can be recognized tHat ' serves as an
£ upper bound ofS G . Except for the right goundary region,
The dimensions of the individual systems and the completss is fulfilled everywhere.
systemP ~can be found in Table I. The internal dimensions A measure for the disturbance rejection is the sensitislity
of the state- -space model in (13) are represented in Table The sensitivity of the control loop is represented in Fig. 15
Such a weighting scheme is built up for each operating pointin this diagram it can be directly read off, that the maximum
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suppression is -16dB and emerges at a frequency of 12 Hz.

The entire process of the measurement, signal processing,
identification, controller synthesis and installationtsasnly
approx. 25s on the QNX system, a PC with 2.4 GHz CPU
and 512MB RAM. The measurement already takes 19 s.
The identification, controller synthesis and installatame at
present still called by hand over the command line and need
the remaining 6 s.

IV. CONCLUSION

In this article the method of Robust-Gain-Scheduling for
robust H., control of an adaptive system was presented.
In order to improve the performance, the knowledge of the
position of the effector was used and the workspace was
divided according to a Voronoi diagram. The very time-
consuming, former procedure for controller synthesis doul
be replaced by a newer and faster one. By the employment
of the SLICOT library it is now possible to run the entire
synthesis process on the realtime computer and thus toeshort
its execution time to 25 s at present. With the help of this
procedure one can react fast and without use of additional
hardware to the sensitivity of the system to be controlled,
e.g. after disassembly and assembling. Regarding industri
applications it is very suitable for practical use of stoat
control.

Future work will make the procedure more robust and more
automated. The parameter setting of the weighting funstion
and a more exact analysis of the robustness of the contml loo
are two of these upcoming topics.
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