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DATA COMMUNICATION MANAGER FOR AN INTELLIGENT EXCAVATION SYSTEM

ABSTRACT

Intelligent Excavation System (IES) has been cameid to be one of the desirable solutions to
improve the productivity, quality and safety of tharrent earthwork processes. IES is composed ridus
hardware and software modules including task plafm@rk command generator), local and global work
environment sensors, GPS and other sensors toradbai excavator’s status, robotic controller alegteonic
valves, and the manipulator (excavator). A dataroomication manager was required to coordinate itireab
or data-flow in between these modules considering operational status of IES such as; excavation
start/completion, truck detection, terrain modedlaie, emergency stop, local sensing, GPS/motiososetata
handling, and so on. This paper presents the mudefanctions of this data communication manageteAf
every possible operational status of IES operatiaa identified, a protocol of each communicatioocess in
the form of string-type was made. The component&8fare connected with either wired or wirelestsvoek.
Therefore, they can communicate with the managéngusocket (TCP/IP) communication. The data
communication manager is also capable of accessingb-based project management information system,
which constantly updates the performance of ex@avabbot to online database.
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INTRODUCTION

Various types of intelligent earthmoving systemwehdeen evolved to replace the skills of the
equipment operators as well as the knowledge apédrgége of construction planners. The degree afraation
of these systems varies from a simple type of aatmm such as laser leveling to autonomous syst&ims.
key technologies to improve productivity, qualiBnd safety of the current earthmoving operationcijty
involves ICT (Information and Communication Tectowl) and robotics technology including GPS, GIS,
laser-based 3D work site modeling, equipment sansdreless communication for remote control arabtic
control of actuators.

An automated excavating robot called Intelligent&ation System has been developed that utilized
such technologies (Seo et al. 2011). This automexedvation system is composed various sub-systems
sub-modules within sub-systems. These sub-systemddscommunicate with each other at right timimgl a
sequence considering the robot’s operation. Thiepdeals with the data communication manager dedig
for effective management of signal and/or data betwthese modules.

IESMODULES

IES is an autonomous excavation robot with varibasdware including sensors, controllers and
corresponding software to deal with the hardwatES. is composed of three sub-systems as shovablis 1.
The first sub-system of the IES is “Work Environrh&ensing and Task Planning System.” It modelsnibiek
environment by sensing of the entire site as wellttee changes in the local area close to the adpegrat



excavator. The excavation “Task Planner (TP)” thesates task plans that can be communicated wih th
machine. The second sub-system is “Intelligent Ramntrol System” for robotic and/or autonomoustoain

of the excavator. This robotic technology receittes task plans from the TP and then creates théimac
control commands for the actuators of the roboticagator based on the optimal path of the manipulat
(bucket and arm) considering the interaction betwie soil and the bucket. The third sub-systenisidin,
“Excavator Hardware System” is in charge of theal@wment of the robot body and hardware components.
The development of electro-hydraulic valves for éhectronic control of the robotic excavator is iremary
focus of this sub-system.
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Figure 1. Sub-systems of IES

Each sub-system is composed of various modulesa&tmmomous or remote operation of IES, a
wireless communication system was also developaicdn deal with the long range communication megui
for the typically wide area of earthmoving sitesnadl as the cooperation with other equipment watttie site.
The signal and data produced by the various modifl&sS is coordinated by Data Communication Mamage
(DCM). The fundamental function of DCM is to idewgtiall possible processes and/or sequences of IES
operation along with the types of data and/or dignaduced by the modules depending on the prosegse
operator interface of DCM was also developed téafyntte operational status of IES modules to therapor in
the remotely located control station. Table 1 shtivesmodules of IES that are manage by DCM. Eactiuteo
has functions, input/output and major processes.

The scope of DCM is as follows. DCM was designedtfi® communication within the first sub-
system and between the first and the second suérsy3he communication within and between the sgcon
and third sub-systems are taken care of by “Taskddament System” (TMS). Therefore, the first sustey
and the other sub-systems are connected by DCM k&l



Table 1 — IES Modules

Module  Functions Input Tools Process Output
Global Digitalize job site - LiDAR, Align point clouds into Global
Modeller in 3D terrain model Target, unified model (Chae et terrain
(GM) Vehicle, al. 2011) model
Computer
World Create/ Update Point Cloud, Computer, Align local model into Actual job
Modeller complete 3D terrain Local Model Terrain current world model  site model
(WM) model and in real- modeling  (Kwon et al. In press)
time program
Task Generate Global model Computer, Terrain/Cell division, Task plan
Planner excavation task Site condition Task Path and Excavation (Where to
(TP) plan Spec. of planning plan generation move and
construction program (Seo et al. 2011; Kim excavate
equipment et al. 2012) and its
sequence)
Local Modeling GPS data Laser Local modeling and Local terrain
Modeller excavated area, scanner, detecting (Yu et al. model,
(LM) Detect dump truck Wireless 2011) Location of
Network truck and
obstacles
Task Communication DGPS, Posture Server, Receive GPS, IMU Position,
Manage with excavator and data Wireless sensor data, Send task Roll, Pitch
ment managing data from network plan to excavator, Yaw,
System  sensors (GPS, IDM (CAN, Traction control (Im et Velocity of
(TMS) etc.) SCl) al. 2011) caterpillar
Data Coordinate the Signal/Data Server Socket Signal/data
Commu signal or data-flow from Clients communication, transfer
nication respond each process
manager according to the
(DCM) protocol

DATA COMMUNICATION MANAGER
| ES Environment

Figure 2 shows the concept of the operation of [BE& excavator robot has LM which senses and
models the robot's surrounding area as the exaavaiperation goes on. GM is composed of LIiDAR and
equipped on a vehicle for terrain modeling of theole site. TMS, WM, TP, and DCM, are located witthie
control station. The control station has movabkfptm considering the wide area of earthmoving. dit is
equipped with two high powered computers. One @ipied by DCM, TP, and WM and the other is occupied
by TMS. DCM acts as a software agency to deal thithvarious communications between the modules. Fil
Transfer Protocol (FTP) was the communication prot@f DCM. DCM treats other modules as clientshwit
client connection function. The relationship betweCM and other modules is similar to server-client
relationship. Therefore, each module equipped WitP/IP based socket communication has access to DCM
as client.
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Figure 3 — System communication environment betveednsystems
| ES Communication Protocol

In order for the modules to communicate each othere-defined protocol was required to encode
and decode a message. Also, the type of ‘Methaalllshbe determined for the communication. In thiglg, a
string-type method was adopted due to its simplieitd it has the protocol containing the followfogr
information; 1) Sender, 2) Process ID, 3) Lengtletwdracter in data, 4) Data. For example, when Bst®&ls
a differential value of cylinder length, rotatioagtee, and RPM value to DCM, the message would be a
shown in figure 4.
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Figure 4 — Protocol description in IES



In this case, differential value of cylinder lengthmm — 65536 mm), rotation degree of upper body
(0 — 360 degree), and RPM of engine (0 — 9999 nperg the data, and each field of data was sepabgted
comma. The data has corresponding header indicaginder, process ID, data length as shown in figuiiehe
message is sent to DCM, and DCM sends this mes$sage, each data would be used to represent a 3D
excavator model in virtual environment on the sereETP. The rest of the data communication in IES
operation is processed with this manner.

DCM Interface

An operator interface of DCM, shown in Figure 5svwaeveloped to notify the operational status of
IES modules. It is composed of four windows showihgData transmitted to DCM (GPS data, Roll, Ritch
Yaw of excavator's body data, Cylinder length, félah location, Bucket information), 2) Clients thate
currently connected to DCM, 3) Excavation operastatus, 4) Log window that records the signaldnaitted
to and from DCM and clients. DCM deals with fivecaxation operation steps: 1) Ready, 2) Move, 3)
Excavation, 4) Model update, 5) Emergency StopsTgaper describes the clients and their processis a
communication framework of these five excavati@pst

e
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Figure 5 — DCM Interface

Ready (Preparation)

The connection between all the clients and DCM khbe confirmed at this stage. Therefore, IES is
cannot be started if any missing connection is flodMith the confirmation of all the clients connettto DCM,
the operator is able to send ‘Begin’ signal to tfients. DCM, then, sends the file name of Globad/l
Models to World Modeller (WM). The details of theperation can be found Chae et al. (2011); (Kwaal.€h
press). DCM does not transmit big data files s arrain Models to clients directly. Instead, D@ the
client know the file name and the saved directdrthe required data.

After the world model (terrain model) is completaased on the Global and Local models, DCM let
Task Planner (TP) know the file name of the worlgdel and send signal to start the task planninggz® TP



generates the commands for the movement and thatapeof the robot. TP also collects the data iregiuto
monitor the excavation progress. Since TP has abwigh many other clients, the connection betw&fnand
DCM cannot allow any errors and even delays. Sstead of running DCM and TP on separate computers
with any wired/wireless connection, DCM and TP wargalled and run in a same computer for religbif

the system operation. TP can be ready for workmtenwithin the virtual environment of terrain mddend
updated excavator model after TP receives the itotand orientation information (Roll, Pitch, Yawyf
excavator platform, cylinder data, etc. from TMS.

M ovement

After TP generates the command for the path (mommef the excavator robot, TP sends the
coordinates of the interim and final destinatiomnp®of the path to TMS. TMS, then, sends theda tiathe
second sub-system (Intelligent Robot Control Syjtemcontrol the velocity of two caterpillars magithe
turns and adjusting the velocity of the body of thbot. After the robot reaches the final destomatithe body
is oriented as TP had planned.

Excavation

Excavation is composed of two types of operatigrEdcavate — Dump to adjacent area 2) Excavate
— Dump to Truck. Excavate — Dump to Truck operatoaxplained in this section. Local Modeller sentdee
location of the dump truck, and sends the locaidormation of the dump area of the truck to DCMC,
then, sends this data to TP. TP then combines thmpdarea information and the excavator’'s bucket
information and sends it to TMS through DCM. Th@mbined information is transmitted eventually te th
robot’s control system embedded in the robot thnoliy1S. The robot utilizes electro-hydraulic comvalves
to execute the commands from the robotic contrdkém et al. 2009). The bucket path is calculatgdab
manipulator path generator, and the valve is tlwentrolled to generate the calculated path (Leé. &04.1).

Once the bucket loads the soil, the upper bodyhefrbbot is rotated so that the load could be
dumped to the truck (Figure 6). This operation ooms until 1 cycle of excavation operation is ctetgd.
One cycle of operation is finished when the dummgaspletely filled by the dirt. Local scanning ckec
whether the one cycle of the excavation operasatoimpleted. Based on the decision from the lazahising,

TP either keeps sending excavation signal to camplee cycle or to move to the next cycle.

Figure 6 — Excavation and Loading

Model update

Once one cycle of operation is finished, the rothoical Modeller) sends the completion signal to
DCM. IES is designed to update the local modelgrer cycle of operation, so Local Modeller starts¢an
the terrain around to robot based on the updatekigpm DCM. The newly sensed terrain model isithaved



to the server, and DCM then sends the file nambeipdated local terrain model to World ModelM\).
Figure 7 shows an example of the updated locaitemodel.

Figure 7 — Terrain model of excavated area (2x geeaged in z-direction)
Emergency

Emergency process is initiated when two laser smasanses unexpected moving objects such as
spotter (human worker) and other equipment. Locatiéller installed in the computer inside operatoebin,
then, sends emergency signal to DCM. DCM, thendséiis emergency signal to all the clients immietyja
so that functions of entire modules stop.

TEST

DCM needs to identify the signals from five clierdad respond properly for the next process
required. Dummy clients with same functionalitythe real modules were made for testing purposeséhe
dummy clients were connected to DCM, and the sggnalre sent based on the protocols. Dummy clieets w
developed with VBA environment. In the case of tduanection between DCM and LM is supposed to be
wireless. Instead, a wired connection was usedusecthe test was performed in indoor environmegurg 8
and Figure 9 show DCM interface in operation anchohy clients, respectively.

Among the communication between various clients, stbmmunication between TP and TMS was
carefully tested. The test was carefully inspeaay sudden disconnection or mismatched transmittimdy
receiving signals. Sudden failure of clients or D@/ds also inspected.
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Figure 8 — DCM interface in operation Figure 9 — Dummy clients for DCM test purpose

As expected, the result of communication test bebM®CM and TP was successful, because they
were run within a same server. The wired connedtisiiveen DCM and TMS was tested with random signal
transmission test. More than thirty times of comsi®e random trials were successfully performedhdiligh
the communication test with Local Modeller was sssful within a same server, further test was reduin
order to verify the system performance within wésd environment of real construction site.

CONCLUSIONS

Data Communication Manager (DCM) was developed éamage and control various signal and data
of the sub-systems of Intelligent Excavation Sys{#fS8). Since the autonomous excavator requiresineas
amount of data and complex signal, the role of D@l& essential for IES to be operated properly. fEke
conducted to examine the performance of DCM cordidrthat DCM was robust in terms of reliability. &g
work will focus on confirming the communication dlughout IES based on the actual field test.

ACKNOWLEDGEMENT

This research was supported by a grant from Cartgiru Technology Innovation Program (CTIP)
funded by Ministry of Land, Transportation and Miane Affairs (MLTM) of Korean government.

REFERENCES
Chae, M. J., Lee, G. W., Kim, J. Y., Park, J. Wd &@ho, M. Y. (2011). A 3D surface modeling system f
intelligent excavation systemutomation in Construction, 20 (7), 808- 817. doi:
http://dx.doi.org/10.1016/j.autcon.2011.02.003

Im, S., Choi, S. Y. and Lee, J. B. (2011). Autonaitraction control for the intelligent excavatgstem,
ISARC 2011 (pp. 1440-1444), Seoul, Korea.

Kim, K., Jang, D., Cho, Y. and Jang, J. (2009). &epment of electro-hydraulic control valve forahigent
excavatorl CCAS-SICE (pp. 2212-2216), Fukuoka, Japan.



Kim, S. K., Seo, J. and Russell, J. S. (2012) lligent navigation strategies for an automatedreestk
system Automation in Construction, 21, 132-147. doi: http://dx.doi.org/10.1016/j.aut@@011.05.021

Kwon, S., Lee, M., Lee, M., Lee, S. and Lee, Jpfiess). Development of optimized point cloud maggi
algorithms for accurate processing to create eantksite modelsAutomation in Construction. doi:
http://dx.doi.org/10.1016/j.autcon.2013.01.004

Lee, C. S, Bae, J. H. and Hong, D. H. (2011).uslgton working plan of intelligent excavaté®ARC 2011
(pp. 993-995), Seoul, Korea.

Seo, J., Lee, S., Kim, J. and Kim S. K. (2011) Kiglanner design for an automated excavation system
Automation in Construction, 20 (7): 954-966. doi: http://dx.doi.org/10.1016/j.amtc2011.03.013

Yu, B. I, Yoo, H. S., Kim, Y. S., Seo, J. W. andS. (2011). Application of Appropriate Technokxyto 3D
Local Terrain Modeling in Real-time for IntelligeBikcavating System (IES)SARC 2009 (pp. 357-364),
Texas, USA.



