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Abstract -
Large-scale 3D printing using concrete is a promising tech-

nology in the construction industry. In recent years, with
the introduction of new commercial products and some real-
world building projects, 3D concrete printing is moving from
experimental and lab-scale applications towards regular con-
struction operations in the field. In this paper, a solution for
quality monitoring of 3D concrete printed structures after
printing is shown. The solution is based on the use of multi-
view RGB-D images captured using a low-cost stereo-depth
camera. The objects considered in the paper are 3D printed
using a gantry 3D concrete printer. The object scanning pro-
cess is described. Then the 3D reconstruction of the printed
structure 3D model is explained. Finally, a quality assessment
technique to evaluate the accuracy of the printed structure
is introduced. This technique to quantify the printing error,
compares the reconstructed 3D model of the actual state of
the print and the CAD model used in the printing planning.

Keywords -
3D printing, concrete additive manufacturing, 3D vision,

multi-view reconstruction

1 Introduction
3D concrete printing (3DCP) is a highly growing trend

in the construction field [1]. This is due to the many
advantages of 3DCP in comparison to traditional tech-
niques [2] as it increases construction speed, decreases
material waste, and enhances flexibility to construct com-
plex shapes without the need for specific and expensive
formwork.

On-site, the printing quality is highly dependent on
many factors. The most important of them is the oper-
ator’s experience in setting up the machine and dialing the
right fundamental printing parameters - i.e. the movement
speed and material flow rate, which accurately match the
used material mix and the current environmental condi-
tions such as temperature and humidity. Additionally, the
printing quality can be affected by basic machine accuracy
and fluctuations in the quality of the extruded material and

external factors.
Post-printing quality monitoring is necessary to evaluate
the mechanical characteristics of the print. The presence
of extra material, material leakage, first layers tearing, or
layers closure pattern can affect the object’s geometrical
accuracy.

In literature, many research works have focused on tech-
nological aspects related to the optimization of the printing
process like the construction of the printing machine itself
which could be a gantry system or robotic manipulators.
Other investigated problems are the optimal material mix,
finding printing parameters, and evaluation of mechanical
characteristics of the printed parts at their wet and hard-
ened states. While there is a lack of systematic approaches
that defines the necessary tools and methods to monitor
and evaluate the 3D concrete printed objects.

The goal of this paper is to introduce a methodology for
quality inspection of 3D concrete printed objects. This is
achieved by quantifying the printing error of cured prints
by comparing their reconstructed 3D model ”as-built”
from multi-view RGB-D images against its initial CAD
model ”as-planned” which was used for the generation of
movement commands for the printing process. In figure 1,
an example of the multi-view images of a polygon-shaped
3D concrete printed object are shown. These images are
used to reconstruct the 3D model shown in figure 2 that
could be compared with the object CAD model for error
assessment.

Figure 1. Example of multi-view images

The paper is structured as follows. In Chapter 2, related
work is summarized. In chapter 3, the 3D reconstruction
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Figure 2. Output: 3D model

technique and the 3D model elaboration are described.
In chapter 4, the experimental setup and test results are
shown. In chapter 5 the conclusions are shown.

2 Related work
In the field of 3D concrete printing, few systematic ap-

proaches were proposed for digital quality inspection of
the printed objects. While in the construction field, dig-
ital measurement tools are becoming essential for quality
evaluation. Several techniques [3, 4] were introduced for
quality evaluation based on the use of multi-view images
and point clouds of concrete buildings and roads.

The most used form of digital information is the point
cloud [5], that are used for several purposes such as 3D
model reconstruction, geometry quality inspection, and
construction progress tracking. These point clouds are
mostly captured using laser scanners or being generated
elaborating images or videos of the considered object.
Laser scanner [6] and structured light sensors [7] are the
most used in application requiring accurate measurements.
These sensors present some limitations like high prices and
low portability due to their big size.
Recently, computer vision-based quality monitoring tech-
niques are gaining popularity thanks to the fast develop-
ment of low-cost, accurate, and small vision sensors and
the development of machine learning techniques. These
machine-learning techniques are mostly based on the elab-
oration of color images.
Techniques based on the 3D reconstruction using multi-
view images are commonly used for quality monitoring in
civil infrastructures, for example, roads [4, 8] and building
[3, 9], having big dimensions where low accuracy margin
is acceptable. While for more accurate quality inspection
multi-view solutions based on laser scanners are preferred
[10, 11].

In our previous paper [12], we have discussed two 3D
reconstruction techniques based on the use of multi-view
RGB-D images. These images are captured by a low-cost
stereo depth camera (Realsense D415 camera) attached
to the end-effector of a six-axis collaborative robot. One

of the introduced techniques, odometry-based technique,
does not require previous pose knowledge at each view-
point. It is based on the estimation of the 3D camera pose
capturing each of the RGB-D images. These poses are then
used for the 3D model reconstruction of the covered work-
piece visible in the captured images. In the present work,
a modified version of the odometry-based technique is ap-
plied to reconstruct the 3D model of concrete printed ob-
jects. With respect to the previously introduced work, only
considering workpiece to be placed within the workspace
of a robotic manipulator, in the present work the algorithm
has been modified to be able to deal with bigger objects
(typical of 3D printed concrete structure) and a higher
number of images.
In this paper we propose a quality monitoring technique
based on the comparison between the reconstructed 3D
model of a 3D printed object and its original CAD model.

3 Multi-view 3D reconstruction and 3d
model elaboration

In this section, the approach used for the 3D construc-
tion process of an unknown object is introduced. The
solution is based on matching the RGB-D multi-view im-
ages to estimate the camera pose while capturing every
image. Knowing the pose, color, and depth information
at every viewpoint of the object, it is possible to integrate
all this information to create a 3D model of the object.
This technique was initially introduced for indoor scene
reconstruction as shown in [13]. A variation of the algo-
rithm has been introduced in our previous works [12, 14].
The proposed solution, in the previous papers, is used to
reconstruct the 3D model of a workpiece considered in a
contact-based robotic application. In the current paper,
the algorithm is modified and applied in the field of 3D
concrete printing considering relatively bigger objects that
are scanned in a higher number of multi-view 3D images.
The summary of the proposed approach is shown in figure
3. Step 1 is to capture multi-view RGBD images of the
object. Step 2 is to elaborate the images to relate them
to common reference. Step 3 is to integrate the images
content to reconstruct the 3D model of the object. Step 4
is to extract only the object from the 3D model. Step 5
is to compare the reconstructed 3D model with the CAD
model of the object to determine the printing error. The
steps are described in details as follows.

To capture several images from different perspectives
that cover all the objects or at least the interested area. In
this work, the Realsense D415 [15] which is a low-cost 3D
stereo depth camera is used.
The D415 stereo depth camera captures the RGB-D im-
ages using different sensors. The color image is captured
by an RGB sensor having a resolution of up to 1920 X
1080 pixels and is able to capture up to 30 frames per
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Figure 3. Proposed solution summary

second (fps).
In stereo cameras such as Realsense D415, the depth image
is captured using two sensors, and the depth information
is perceived by comparing the position of the pixels in the
two images. The depth value of each pixel is calculated
using triangulation methods considering the known phys-
ical distance between the two sensors. The depth image
captured has a resolution of up to 1280 X 720 pixels at a
frame rate of up to 90 fps.
Due to the fact that the RGB-D images are captured us-
ing different physical sensors, it is necessary to align the
images. The alignment process consists of changing the
parameters such as dimension and coordinate system ori-
gin of an image (color or depth) to match the other one.
This step is necessary to have both images with the same
dimension and refer to the same coordinate system. In
such a way, a pixel in one image has the same exact posi-
tion in the other image.
The multi-view RGB-D images are captured by a moving
camera. That means that every image is referred to the
camera coordinate system at that moment. The first step
in the developed algorithm is the estimation of the camera
pose of each image using the RGB-D odometry technique
introduced in [16]. Every image is compared to the con-
secutive one to calculate the pose change.
The estimation of the pose change between two images,
consists in the calculation of the homogeneous transfor-
mation matrix. If applied to one image, it matches it to the

other one like it has been captured from the same position
and same camera orientation.
The calculated camera motion matrices, are used to refer
all the images to a common coordinate system. The com-
mon reference frame used is the frame of the first image.
The referring process consists in the use of the camera
motions found for every image to refer the content of the
image to be with respect to the common reference frame.

3.1 Scanning process and 3D model reconstruction

The quality of the reconstructed 3D model is highly
dependent on the input data. The color and depth sensors
are set to the maximum resolution of 1920 X 1080 pixels
and 1280 X 720 pixels respectively.
The depth measurement accuracy is dependent also on the
distance between the observed object and the camera at
the moment of capturing the image. For the resolution
used, the optimal range for depth accuracy is between the
minimum of 450 mm and the maximum of two meters.
This range guarantees the accuracy of the readings with
errors lower than 2% of the total distance between the
object and the camera.

The 3D reconstruction technique used, is based on
matching the images and comparing the overlapped parts
in them. To guarantee that, the frame rate or the number
of images that the camera can capture at every second and
the camera movement have to be related to have the time
necessary to capture the images covering all the parts of
the object without large movement between sequential im-
ages. In this work, the camera is moved manually. Where
the user moves the 3D stereo depth camera around the
object to be scanned and capture RGB-D images of all
the interested areas. The relationship between the cam-
era movement speed and number of the RGB-D images
captured is explained in our previous work [12].

The considered work-pieces in this paper have dimen-
sions between one meter and two meters, in terms of length
and width. The height is lower than 0.5 meters. To recon-
struct the required 3D models, a dataset of 100 RGB-D
images is used. In case of having a data set higher than
the fragment size, the data set is partitioned in patches of
100 RGB-D images or less.

3.2 3D model elaboration and object extraction

The quality evaluation of a 3DCP object, which may
not coincide perfectly with the starting CAD model used
for generating the printing trajectory, could be done using
the explained algorithm for the 3D model reconstruction
of the object in its dry state.
The quality evaluation procedure, consists of the recon-
struction of the 3D model of the observed scene contain-
ing the printed object. The 3D model is then cropped to
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extract only the 3D model of the object. The extracted part
is then compared to the initial CAD model of the object
to evaluate its quality to find the zones having similarities
and zones having printing defects. The process in detail is
explained in the following.

To extract only the object that we are interested in, it is
necessary to make some assumptions about the scanning
and the printing processes. The first assumption is that the
object is positioned, in most of the RGB-D images, in the
center of the covered area. The second assumption is that
the printing process happened over a flat surface.
With the first assumption, the search algorithm could con-
sider only the center of the constructed 3D model of the
scene. That means only a part of the model has to be ana-
lyzed. The second assumption allows us to consider that in
the central area could be found the 3D printed object and
the floor on which it was printed. Searching in the model
for a plane surface (points having the same height and con-
nected together), it is possible to find all points combining
the floor. By removing these points, it is possible to obtain
the points of the object.

3.3 Registration of CAD and scanned point-cloud

To evaluate the reconstructed 3D model accuracy of the
3DCP object, it is compared with the CAD model. The
comparison accuracy depends on the ability to compare an
exact point in the scanned point cloud to the exact relative
point in the 3D model. To guarantee good comparison
accuracy the two point clouds have to be aligned.
Alignment of point clouds, known as the point cloud reg-
istration process, is a well-known problem in computer
vision and is widely used in construction to compare and
inspect buildings, roads, and civil infrastructures using
laser scanners or similar scanning techniques. The 3D
registration process consists of finding the transformation
matrix that if applied to the second model aligns it to the
first one and also refers both of the models with respect to
the same reference coordinate system.

Different registration techniques can be applied that
can be categorized into coarse and fine registrations
[17]. Coarse registration is a feature-based technique that
matches the features in the two point-clouds. The most
used strategies are classified as point-based, line-based,
and surface-based. These methods are very accurate but
highly dependent on the similarities level of the two point-
clouds that is dependent on the sensor noise, scanning
point of view, point-clouds density, and geometrical non-
conformity due to fabrication process accuracy. To guar-
antee high accuracy, complicated feature extraction tools
may be necessary to develop.

Fine registration techniques are based on approximate
iterative processes to find the optimal rigid transforma-
tion matrix between the two point clouds. The most used

technique is Iterative Closest Points ICP [18, 19] and its
variations. These techniques are based on the minimiza-
tion of positional errors of relative point sets selected from
the two point clouds. This implies the necessity for a good
initial guess of the rigid body transformation to avoid local
minimum problems. Elaboration time is dependent on the
point-cloud size.

In the case of 3DCP objects, using the above techniques
leads to registration failure for the following reasons. The
low geometrical conformity of the printed object due to
printing accuracy tolerance. Also difficult to identify fea-
tures like lines or surfaces in the noisy scanned point cloud.
Finally, lack of initial transformation guesses to be used for
ICP techniques as the scanning process is done manually
and the camera origin is not referred to a known reference
frame.
To overcome these limitations, we propose an easy and
fast-to-apply registration technique to align the two point
clouds based on more general features considering the
overall point clouds. These features are the boundary box
and the three-dimensional center of the object. Aligning
these features allows an alignment of the two 3D models.

4 Experimental setup and scanning results
In this section, the introduced 3D reconstruction al-

gorithm is applied to reconstruct the 3D model of a 3D
printed concrete object. The experimental setup used is a
modular gantry system 3D concrete printer. As a first step
of the analysis, the model reconstruction has been tested
with images gathered by manual scanning: a 3D camera is
moved around the object to capture the multi-view RGB-D
images. Scanning results in terms of the reconstructed 3D
models are shown together with an example of accuracy
measurement of the reconstructed 3D model.

4.1 Gantry systems 3D concrete printer

Experiments done in this paper are done in collaboration
with COBOD International A/S. It is a company provid-
ing innovative solutions in the construction field combin-
ing 3D printing and robotics technologies to automate the
construction process. Printing solutions could be based
on the use of robotic manipulators or gantry systems.
The main product is BOD2 shown in figure 4 which is a
modular gantry system that can have different sizes based
on the size and shape of the building needed to construct.
The smallest version BOD2 2-2-2 has a print area of 4.52
x 4.55 x 3.09 m. The biggest is BOD2 5-10-4 which has a
print area of about 12.10 x 24.75 x 8.14 m.

4.2 3D reconstruction results and quality assessment

The 3D concrete printed object conformity with the
design (”as-planned” CAD model) is an essential crite-
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(a) Smallest printer BOD2 2-2-2

(b) Biggest printer BOD2 5-10-4

Figure 4. BOD2 models https://cobod.com/
bod2/

rion for its validation, i.e. are mechanical rigidity and
the possibility of assembling the printed object to other
components highly affected by accurate, conform 3DCP
execution according to the planned geometry. To check the
geometrical conformity, in this section a 3D printed con-
crete object is scanned and the proposed 3D reconstruction
algorithm is used to reconstruct its 3D model that allows
for error quantification.

Using RGB-D odometry technique previously described
in [14], a set of 100 color and depth images, similar to
those shown in figure 1 for the polygon shape object, are
integrated to reconstruct the 3D model shown in figure 2.
The developed 3D reconstruction pipeline is applied also
to scan the ring shaped 3DCP object shown in figure 5.
The ring-shaped object has an outer diameter of 0.8 meters
and a height of 0.1 meters.

3D concrete printing process, similar to small dimen-
sion and traditional PLA 3D printing process, may lead to
geometry deformation related to the first layers adhesion
failure or to the layer closure area. The goal is to quantify
the highlighted errors in correspondence to the layer clo-
sure and first-layer adhesion. The 3D reconstructed model

of the object is shown in the sub-figure 6b.

Figure 5. Ring shaped object

Hausdorff Distance is used to compare the 3D recon-
structed model of the print’s actual result and the ground
truth or the 3D CAD model of the object used to generate
the trajectory of the 3DCP.
Hausdorff distance measures the magnitude of the biggest
printing defect that may cause low resemblance between
the printed object and the CAD model. To calculate Haus-
dorff distance it is necessary to calculate all the distances
between relative points in the two point-clouds and find
the maximum of them.
To calculate the Hausdorff Distance Meshlab [20] is used.
Meshlab is an open-source 3D model elaboration soft-
ware. It allows us to calculate, between two aligned and
down-sampled point clouds, maximum distance (Haus-
dorff distance), minimum distance, distance mean value,
and Root Mean Square error.
The two 3D models of the ring shaped object are shown
in figure 6. The sub-figure 6a represents the CAD model
or the ground truth to which the reconstructed 3D model
shown in the sub-figure 6b is compared.

Comparison results are shown in the figure 7. The Haus-
dorff algorithm is applied over a total of 159039 relative
points. The error is represented as a color-map. Lower
values of errors, distances between relative points in the
two 3D models, are represented in orange color. Points
where higher error occurs are represented slight green
while the maximum error is represented by a blue color.
For better understanding of the error measurement results,
on the left side of the figure, a histogram representation is
used to show the quantity of points having different error
values. Most of points, especially the points that are part
of the upper surface are having the lowest error values.
Considering all points, error mean value of 0.0057 meters
and error Root Mean Square of 0.0073 meters are ob-
tained. The printing defect in correspondence to the layer
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(a) CAD model

(b) Constructed 3D model

Figure 6. Comparison between CAD model and out-
put 3D model of the actual print
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Figure 7. Hausdorff distance comparison applied to
the ring case

closure is where the maximum error is obtained. Error
value is 0.039 meters. A higher error values are obtained
in correspondence to the first layer adhesion failure.

5 conclusion
In this paper, a vision-based approach for the quality

monitoring of 3D printed concrete objects is proposed.
The solution consists of the use of a low-cost stereo-depth
camera to capture multi-view images to reconstruct its 3D
model. To quantify the accuracy of the printed object,
the 3D reconstructed model ”as-built” is compared to its
”as-planned” CAD model. The developed algorithm for
the 3D reconstruction works in two configurations. In
the first configuration, the 3D camera is moved manually
around the object. This configuration could be used for
either onsite or offsite quality monitoring since the cam-
era is manually moved between viewpoints. The second
configuration for automatic scanning is mostly used for
onsite quality monitoring where the camera is attached to
the printer and moved around it to scan the object with-
out the need to move the object from its printing position.
The viewpoint in this latter case is generated automatically
knowing the position of the printed object. To quantify the
accuracy, the reconstructed 3D model and the initial CAD
model are compared using the Hausdorff Distance func-
tion. Future work is to exploit quality monitoring results to
highlight the defects of the 3D printed concrete object and
to generate instructions to adjust them, e.g. by controlling
the printer to fix-up gaps with additional material or to di-
rect workers to surface finishing and grinding operations
where over-extrusion or extra material is present.
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