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Abstract -
The Retrieval-Augmented Generation (RAG) framework

has gained attention as a fast and cost-effective method for en-
hancing the performance of large language models (LLMs).
However, its performance remains limited in minority lan-
guages such as Korean, and this issue is exacerbated in spe-
cialized fields like construction. To address these limitations,
this study proposes a dataset construction method that allows
low-cost fine-tuning of embedding models originally trained
on English-based data. By applying this method in the con-
struction domain, we achieved a top-1 document retrieval
accuracy of 58.65%, surpassing the performance of a com-
mercial embedding model provided by OpenAI. We further
analyzed how improvements in the embedding model influ-
ence the overall RAG pipeline and present both a dataset
creation approach and an appropriate evaluation strategy
for testing RAG’s performance. Our findings suggest that
this method can significantly enhance technical efficiency by
providing a foundation for diverse language users to effec-
tively utilize RAG in the construction domain.
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1 Introduction
Efforts to enhance productivity across various fields,

including the construction industry, are continuously ad-
vancing. Successful examples include the application of
deep learning models for optimizing schedules in large-
scale construction projects [1] and detecting pavement
cracks [2]. However, applying pretrained models to spe-
cialized domains such as construction requires domain
adaptation through fine-tuning, which demands signifi-
cant costs and resources [3, 4]. This is considered a major
issue in utilizing deep learning technologies in the con-
struction industry and is one of the challenges that must
be addressed.

To mitigate this issue, many attempts have been made
to adopt RAG [5]. RAG allows LLMs to generate an-
swers by retrieving relevant information from external

databases instead of relying solely on internally stored
knowledge. This approach reduces the need for costly
LLM fine-tuning. However, the embedding models and
LLMs, which are core components of RAG, demonstrate
high performance only in English or general-purpose lan-
guage contexts [6, 7]. Their performance drops signifi-
cantly in low-resource languages such as Korean or spe-
cialized domains like construction. Among these compo-
nents, embedding models play a critical role in external
database generation and retrieval. When domain adapta-
tion is not applied, embedding models exhibit low retrieval
accuracy, which negatively impacts the performance of
the entire RAG pipeline, as confirmed through our exper-
iments.

To address this challenge, we constructed a fine-tuning
dataset specialized for the Korean construction domain
and fine-tuned the embedding model to improve RAG per-
formance, as shown in Figure 1. Publicly available con-
struction standards were utilized to extract high-quality
sentences, and we proposed a method to generate fine-
tuning datasets using LLMs at a low cost. This approach
enabled the creation of high-quality fine-tuning datasets
for under $10. Using this dataset, we trained a small em-
bedding model that outperformed OpenAI’s commercial
embedding model, ”text-embedding-3-large” [8]. Our fi-
nal approach achieved a top-1 document retrieval accuracy
of 58.65%. This demonstrates that the proposed method
makes LLMs and RAG more accessible and practical for
low-resource construction domains.

2 Related Work

The development of LLMs has brought significant ad-
vancements across various fields [9]. However, as the size
of these models increases, training costs rise substantially
[10], and limitations such as hallucination remain preva-
lent [11]. To address these challenges, RAG has been intro-
duced [12]. RAG enhances LLM responses by retrieving
relevant information from external databases rather than
relying solely on internal knowledge. This approach is
particularly effective for tasks requiring domain-specific
knowledge or up-to-date information [13].
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Figure 1. Workflow of embedding model fine-tuning and RAG pipeline construction. This figure illustrates the
process of generating a fine-tuning dataset for the embedding model and integrating the fine-tuned model into
the RAG pipeline for improved retrieval performance.

The performance of RAG heavily depends on the qual-
ity of its Retriever, which retrieves relevant external data.
Dense retrieval methods, in particular, rely on embedding
models to convert text into high-dimensional vectors and
measure semantic similarity between queries and docu-
ments [14]. These embedding models are critical to the
effectiveness of the RAG pipeline, as their ability to cap-
ture semantic meaning, contextual relationships, and syn-
tactic nuances directly impacts retrieval accuracy. Earlier
embedding techniques, such as Latent Semantic Analysis
(LSA) [15] and Latent Dirichlet Allocation (LDA) [16],
have been superseded by methods like Word2Vec [17]
and Transformer-based architectures, including BERT [6].
Today, advanced embedding models are available as com-
mercial APIs, such as OpenAI’s high-performance models
[8].

Recently, LLMs have also been applied in the construc-
tion industry. Examples include waste recognition [18],
project schedule management [19], and generating cap-
tions for site images to monitor progress [20]. However,
these applications remain in the early stages and primar-
ily rely on general-purpose language processing capabil-
ities. Discussions about embedding models tailored to
construction-specific tasks are rare. To improve RAG per-
formance in low-resource languages and specialized do-
mains, embedding models fine-tuned on domain-specific
data are essential.

Fine-tuning pre-trained models for specific tasks has be-
come a common approach for achieving high performance
in domain-specific applications [21]. In the construction
domain, fine-tuning has been successfully applied to tasks
such as automated compliance checking of building codes

[22], pavement defect detection [23], and construction
management system development [24]. However, con-
structing high-quality training datasets for fine-tuning in
low-resource languages or niche domains is often costly,
as it requires expert annotations [25].

Several methods have been proposed to address these
challenges and improve the efficiency of dataset genera-
tion. One approach involves using LLMs, such as GPT-3
[26], to generate synthetic datasets automatically, which is
particularly useful in low-resource language settings [27].
Another method is pseudo-labeling, where unlabeled data
is annotated using pre-trained models, effectively expand-
ing the dataset size and diversity [28]. Finally, small cu-
rated datasets have been shown to yield high performance
with minimal data, as demonstrated by LIMA [29].

In this study, we propose an automatic dataset genera-
tion method using LLMs to improve RAG performance in
the Korean construction domain. This approach enables
the cost-effective creation of high-quality datasets while
enhancing the efficiency of domain-specific embedding
models.

3 Methodology
3.1 Dataset Generation

This study proposes a cost-efficient dataset generation
method aimed at reducing the costs of data creation while
improving the quality and applicability of the datasets to
RAG systems. Figure 2 illustrates the proposed dataset
generation pipeline.

To construct the training dataset, we first collected high-
quality sentences written in Korean and relevant to the con-
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Table 1. Training dataset structure for fine-tuning. This table presents the composition of the training dataset,
where each original sentence S1 is paired with three corresponding sentences S2 representing Entailment, Neutral,
and Contradiction relationships.

S1 S2 Entailment S2 Neutral S2 Contradiction
The manufacturer specializes in
producing materials specified in the
design documents. They evaluate
production records, supply perfor-
mance, and cases of product defects
to select a suitable manufacturer.

They select manufac-
turers with a proven
track record of high
quality and consistently
reliable deliveries.

They seek manufac-
turers with high pro-
duction capacity, re-
liable supply perfor-
mance, and competitive
pricing.

The manufacturer only
uses material types
specified in the design
documents, and no
quality issues occur.

The concrete for the wall section
is poured so that each part always
maintains almost the same height.

The height is consis-
tently maintained when
pouring concrete for the
wall section.

When pouring concrete
for the wall section,
they aim to keep the
height uniform for each
layer.

While pouring concrete
for the wall section,
some areas were made
lower than others.

The allowable deviation of the tar-
get air content must be within
±1.5%.

The target air content
must have an allow-
able deviation within
±1.5%.

The allowable deviation
of the target air con-
tent should be main-
tained within ±1.5%.

The allowable deviation
of the target air content
may be ±2.0%.

Figure 2. Process of training and test dataset generation. This figure visually represents the sequential generation
of training and test datasets using an LLM. The training dataset is constructed to fine-tune the embedding model,
while the test dataset is generated to evaluate retrieval performance.
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struction domain. Publicly available construction speci-
fication documents were identified as appropriate sources
for this purpose. Many non-English-speaking countries,
including Korea, Japan, China, Vietnam, and France,
maintain construction specifications in their native lan-
guages, which align well with the objectives of this study.
Specifically, we extracted 8,499 sentences from the Ko-
rean Construction Specifications. Each of these sentences,
referred to as S1, was expanded into three additional sen-
tences, S2, representing entailment (positive), neutral, and
contradiction (negative) relationships. This resulted in a
total of 8,499 S1 - S2 pairs. The resulting dataset, named
Ko Con NLI (Korea Construction Natural Language In-
ference), was generated using GPT-4o API with a simple
data generation prompt. The entire process of generating
all 8,499 pairs through the GPT-4o API incurred a total
cost of less than $10.

The final datasets are summarized as follows. The train-
ing dataset consists of 8,499 S1 - S2 pairs, generated from
Korean construction documents, with all data used for
training to maximize performance. Validation was per-
formed by observing improvements in Retriever perfor-
mance based on the embedding model’s vector database.
Examples of the datasets are provided in Table 1.

3.2 Embedding Model Fine-tuning

To fine-tune the embedding model, this study employed
Multiple Negative Ranking Loss (MNRL), which is widely
recognized for its effectiveness in retrieval-based tasks.

The MNRL loss function is defined as follows:

𝐽MNRL (𝜃) = − 1
𝑁

𝑁∑︁
𝑖=1

log
exp (𝜎 ( 𝑓𝜃 (𝑥𝑖), 𝑓𝜃 (𝑦𝑖)))∑𝑁
𝑗=1 exp

(
𝜎
(
𝑓𝜃 (𝑥𝑖), 𝑓𝜃 (𝑦 𝑗 )

) )
(1)

where 𝑁 is the batch size, 𝑓𝜃 is the sentence encoder
function mapping sentences to the embedding space, and
𝜎 is a similarity function, such as cosine similarity. 𝑥𝑖
represents the anchor sentence in the 𝑖-th pair, 𝑦𝑖 is its
corresponding positive sentence, and 𝑦 𝑗 includes all sen-
tences in the batch, including those treated as negative
samples.

MNRL optimizes retrieval performance by increasing
similarity between positive pairs while minimizing simi-
larity with negative samples, as formulated in Equation 1.

4 Experiment
4.1 Experiment Setup

This study aimed to improve the performance of RAG
systems in the Korean construction domain by fine-tuning
embedding models and comparing the performance of the
fine-tuned models with baseline models. The dataset used
for fine-tuning was the Ko Con NLI dataset, which was

generated by extracting sentences from the Korean Con-
struction Specifications using LLMs, as described earlier.
This dataset consists of sentence pairs representing pos-
itive, neutral, and negative relationships and was specif-
ically designed to be suitable for embedding model fine-
tuning.

The baseline model selected for comparison was Ope-
nAI’s ”text-embedding-3-large” model, a widely recog-
nized embedding model known for its excellent perfor-
mance across multiple languages and domains. This
model is commercially available. For fine-tuning, the
KLUE-RoBERTa-base model[30], pre-trained on the
KLUE dataset, was used. Two experimental setups were
considered:

1. Using the pre-trained KLUE-RoBERTa-base model
without fine-tuning.

2. Fine-tuning the KLUE-RoBERTa-base model using
MNRL.

All experiments were conducted on an NVIDIA
GeForce RTX 4090 GPU using CUDA 12.2 and PyTorch.
The AdamW optimizer was used with a learning rate set
to 2 × 10−5. Model performance was quantitatively mea-
sured by creating a vector database (VDB) and evaluating
retrieval accuracy.

The retrieval process works by utilizing a test dataset
consisting of pairs of documents and corresponding ques-
tions based on each document, ensuring that each docu-
ment has a correct question. All documents are embedded
to create a VDB, and when a query is given, it is embedded
as well to retrieve the most similar document. Retrieval
accuracy is evaluated by checking whether the retrieved
document matches the correct document, and several met-
rics were applied to verify the accuracy of the proposed
method.

4.2 Experiment Results

As shown in Table 2, the KLUE-RoBERTa-base model
achieved a low Hit Rate @1 of 12.40% without fine-tuning.
However, fine-tuning the model using MNRL significantly
improved the Hit Rate @1 to 58.65%, demonstrating the
effectiveness of the fine-tuning approach.

Notably, this result surpasses OpenAI’s ”text-
embedding-3-large” model, which achieved a Hit Rate @1
of 52.67%, by approximately 6 percentage points, despite
being a lightweight model trained on a dataset generated
with less than $10 in GPT-4o API costs. This demon-
strates that even in low-resource language environments,
high-quality domain-specific documents can be leveraged
to develop cost-effective and efficient embedding models
that rival large-scale commercial models.
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Table 2. Retrieval performance comparison of fine-tuned and baseline models.
Models Learning Method Hit Rate @1 (%) nDCG@5 MRR@5
KLUE-RoBERTa-base None 12.40 0.1983 0.1766
KLUE-RoBERTa-base MNRL 58.65 0.6904 0.6621
OpenAI None 52.67 0.6784 0.6349

The effectiveness of this approach stems from two
key factors: (1) the structured dataset generation pro-
cess and (2) the use of MNRL. Unlike manually curated
datasets, which often include precise similarity scores or
fine-grained semantic relationships between sentences, the
dataset generated using GPT only provides categorical la-
bels—such as Entailment (positive), Neutral, and Contra-
diction (negative)—without explicit numerical similarity
scores. MNRL is well-suited for both cases, as it effec-
tively optimizes the ranking of positive and negative sam-
ples regardless of whether explicit similarity scores are
available. This characteristic makes MNRL particularly
effective for training on automatically generated datasets,
where manually assigned scores are not available.

This synergy between the generated dataset and MNRL
loss function proved to be highly effective, enabling the
fine-tuned model to achieve superior retrieval accuracy in
the Korean construction domain. These findings suggest
that even in specialized technical fields and low-resource
languages, it is possible to construct lightweight yet high-
performance embedding models using carefully curated
domain data and appropriate training techniques.

The improvements in retrieval accuracy directly en-
hance the quality of final RAG-generated responses. Since
RAG relies on retrieving relevant documents before gen-
erating answers, higher retrieval accuracy ensures that the
language model is provided with more contextually rel-
evant information. This reduces the risk of hallucina-
tions, where the model generates inaccurate or mislead-
ing responses due to incorrect retrieval. As a result, the
fine-tuned embedding model not only improves document
retrieval efficiency but also significantly enhances the reli-
ability and factual consistency of the generated responses
in knowledge-intensive applications.

5 Conclusion, Limitations & Future Work

This study proposed a methodology to enhance the re-
trieval and answer generation performance of RAG sys-
tems in low-resource language environments, focusing on
the Korean construction domain. By utilizing publicly
available construction standards and LLMs, a domain-
specific dataset was generated at a minimal cost of less
than $10. This dataset enabled the fine-tuning of the
KLUE-RoBERTa-base model, significantly improving re-

trieval performance. Specifically, the Hit Rate @1 of
the untrained model, which was only 12.40%, increased
to 58.65% after fine-tuning with MNRL. Furthermore,
the fine-tuned model demonstrated approximately 6%
higher retrieval performance compared to OpenAI’s ”text-
embedding-3-large” model.

Despite its promising results, this study has several lim-
itations, which open avenues for future research. While
the study focused on improving the retrieval performance
of the RAG pipeline, it did not include a demonstration of
final answer generation using LLMs. Although it is widely
understood that retrieval performance significantly affects
final answer quality, further research is needed to explore
the extent of improvement in answer generation perfor-
mance. Additionally, since the LLM in the RAG pipeline
was not fine-tuned, there remain many unexplored areas
regarding the level of quality that can be achieved in gen-
erating answers based on retrieved documents. Without
LLM fine-tuning, the study could not determine the pre-
cise impact on answer generation quality.

This study relied on publicly available construction stan-
dards to generate high-quality datasets. However, in do-
mains where domain-specific documents are scarce or un-
available, applying this methodology may present chal-
lenges. Future research should focus on developing gener-
alized data generation techniques that can adapt to domains
lacking structured or standardized documents. Further-
more, while the study focused on the Korean construction
domain, the applicability of the proposed approach to other
languages and technical fields remains untested.

Beyond the Korean construction domain, the proposed
approach can be extended to other low-resource languages
and specialized technical fields. Many languages, such as
Vietnamese, Thai, and Arabic, face similar challenges in
adapting retrieval models due to the lack of high-quality
domain-specific training data. Leveraging publicly avail-
able documents and generative models enables low-cost
fine-tuning for these languages. Furthermore, this method-
ology can be applied to various technical domains, includ-
ing healthcare, legal systems, and engineering, where pre-
cise retrieval and accurate knowledge synthesis are critical.
Future research can investigate domain-specific optimiza-
tions and cross-lingual adaptability to improve retrieval-
based applications in low-resource settings.

Future research should validate this framework’s scal-
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Table 3. Retrieval Accuracy Metrics
Metric Description
Hit Rate @1 Measures whether the correct document appears as the top retrieved result.
nDCG@5 Normalized Discounted Cumulative Gain; evaluates ranking quality by considering

both relevance and position in the top 5 results.
MRR@5 Mean Reciprocal Rank; calculates the inverse rank of the first correct document within

the top 5 retrieved results.

ability across other low-resource languages and special-
ized fields, including healthcare, legal, and educational
domains.

By addressing these limitations, future research can fur-
ther enhance the applicability, scalability, and robustness
of RAG systems in low-resource environments, ultimately
expanding their utility across a broader range of domains
and languages.
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