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Abstract — 1 Introduction
This paper presents an initial proof-of-concept ) )
implementation of a comprehensively intelligent The present paper promoteBesign-to-Robotic-

built-environment based on mutually informing Production and -Operation (D2RP&O) [1] strategies
Design-to-Robotic-Production and -Operation and methods as drivers .of highly sophisticateabient .
(D2RP&O) strategies and methods developed at INtelligence (Aml) solutions, and demonstrates its
Delft University of Technology (TUD). In this Ccompetence in this endeavor by presenting and
implementation, D2RP is expressed via deliberately describing a corresponding high-resolution intelfige

differentiated and function-specialized components, implementation. Two principal and innovative
while D2RO expressions subsume an extended functionalities are described in this implementafithe
Ambient Intelligence (Aml) enabled by a Cyber- first pertaining to computatl_onal mtelhgeqce ws_hrlhe
Physical System (CPS). This CPS, in turn, is built on seco_nd to architectural variables / considerati(sese
a heterogeneous, scalable, self-healing, and paitja ~ S€ction 2). _ o _
meshed Wireless Sensor and Actuator Network With respect to the first functionality, Blachine
(WSAN) whose nodes may be clustered dynamically Learning (ML) subsystem is integrated in the proposed
ad hoc to respond to varying computational needs. system-grchnecture in ord_er to en_albiemn Activity
Two principal and innovative functionalities are ~ Recognition (HAR) mechanisms. With respect to HAL,
demonstrated in this implementation: (1) cost- ML methods have typically used gyroscopic data
effective yet robust Human Activity Recognition collected via portable dey|ces (e.g., smartphoeé&s)
(HAR) via Support Vector Machine (SVM) and k- [2, 3] or via sensor-qumn [4]. The ML subsystem
Nearest Neighbor (k-NN) classification models, and consists of two classﬁmatlon mechanlsms developed
(2) appropriate corresponding reactions that based on polynomial programming Siipport Vector
promote the occupant’s spatial experience and well- Machine (SVM) and kNearest Neighbor (k-NN)
being via continuous regulation of illumination with ~ classifiers. These SVM arldNN models are built on a
respect to colors and intensities to correspond to dynamically clustered set of high-performance nddes
engaged activities. the localizedWireless Sensor and Actuator Network
The present implementation attempts to provide (WSAN). Cloud-based SVM ankiNN counterparts are
a fundamentally different approach to intelligent generate.d as alternatives to the Iocahzgd mecntnm§
built-environments, and to promote a highly for contingency measures (see Section 3.1). With
sophisticated  alternative to existing intelligent eSpect to the second functionality, an interactive
solutions whose disconnection between architectural @daptive illumination system capable of identifyimgd

considerations and computational services limits Mitigating—via said ML mechanisms—fatigue via
their operational scope and impact. regulation of colors and corresponding intensities

proposed (see Section 3.2).
Keywords — The comprehensive character of the intelligence

Design-to-Robotic-Production and -Operation, imbued in said implementation supervenes on the

Cyber-Physical Systems, Adaptive Architecture, mutually corresponding and informing relationship
Wireless Sensor Networks, Ambient Intelligence. between computational mechanisms and architectural

considerations.
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2 Concept and Approach

The present implementation continues to build o
the adaptive mechanisms and system-architectu
previously outlined and developed by the authors’]5
(see Figure 1). With respect to intelligence in Ibodt-
environment, it revisit®rotospace 4.0's [8—10] system
of function-specific differentiated components. e
occasion of the international conferer@ame Set and sy :

Match 3 (GSM3) [11] held at theFaculty of = e
Architecture and the Built-Environment, Delft L i
University of Technology (TUD) (9"-11" of November,

2016), a fragment oProtospace 4.0 was rebuilt as a
responsive stage, and a purpose-built interact&®-L .0
based illumination system was integrated into it
architecture (see Figure 5). This illumination syst
serves as a subsystem of the present system-atahite

With respect to computational intelligence, an ML
framework is deployed as a subsystem to enable co
effective yet robust HAR mechanisms via establishe/( /

y

Ty,

(2) Asus Tinker x2 (1) Intel Joule x2

b

classifications models—i.e., SVM andk-NN. A
smartphone as well as thregght Blue Beans™ (LBBS)
were used to gather gyroscopic and accelerometar d ||
from the user via theOpen Sound Control (OSC)

protocol. The generated dataset was used to tnain t
SVM and k-NN models, one via local clusters using
open-source and purpose-writtdython scripts, and

another via an external computer—simulating clouc
based analytics services—using third-party proariet

software. The principal intention was to imbue the
proposed system with both localized as well as wel
based analysis mechanisms in order to ascertain N
robustness and resilience in case either mechani
failed. A secondary intention was (a) to demonstral
that open-source solutions could be as effectivih@se 3.
rendered by proprietary software while reducingtgos 6) LE » i (7)LBBs 12,3
and (b) to illustrate how purpose-written scripts : il | esoBsves
integrated more seamlessly and efficiently (in trwf ;

(5) SeedS. BBG
<«

(g £id ® z ©949) | 481N/

(8) Cloud ;
storage (Plotly) :
& 1

analytics
(Matlab)

(10) Fitbit servers,

interoperability) than did proprietary software. optional
The integration of both built-environment as wedl a S’:;:‘cphvfge

computational intelligences instantiates &igh- Ml L8 Fibi charg
| Sy

. . . . ethernet / usb
resolution intelligence environment capable of
translating sensed data into informed and correlate:énacken-o: S mpiexec -f machinefile -n 12 python ./hel
active, reactive, and interactive responses pertite ™7 *° Preec e
the activities engaged by the user. The SYM NN 1.0 15 seccees \STohs hackenco:
mechanisms are trained to identify certain dataeshs This is process g on hacken-0.
corresponding to a variety of activities, and te dsis .. 1* P 2/ N

o . L ) I process 1ing on hackem-2.
prediction power to dynamically mitigate fatigueth®  this is process 11/1 1ing on hackem-2.
user via an active and adaptive regulation of coford ~ This is process &/1 on hacken-2.
intensities (see Section 3.2.2). Moreover, thearsie 7.7 1% 7° N
stage is also imbued with predetermined behaviorrais is process ng on hacken-1.
patterns such as pulsating when idle, tracing patti3is is process 7/12, running on hacken-1.
correlating different colors to identified body tsfvia

Microsof® Kinect™ V2) of up to six different Figure 1. Top: Heterogeneous system-
individuals (see Section 3.2.1). architecture with three dynamad hoc clusters.

Bottom: Runtime processes distribution.

> 2-4G/GSM
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3 Methodology and Implementation 3.1.1 Dynamic Clustering mechanism

The development of the detailed implementation The system’'s clustering mechanism uses the
consists of three parts: (1) the design and devedop Message Passing Interface (MPI) standard viaviPI for
of cost-effective HAR system (see Section 3.1),alvhi Python (mpidpy) [17] (see Figure 1Bottom). The
involved the development of (1a) a dynanei¢ hoc ~ System’'s ecosystem consists of nine types of
heterogeneous clustering system (see Section 3as.1)development platformsvlicrocontroller Units (MCUSs),
well as (1b) data-gathering and -parsing scriptsMa ~ and proprietary trackers: (1) Iriteoule™, (2) Asu$
training and testing purposes (see Section 3.12 }he  Tinkerboard™, (3) Raspberfy Pi 3" and (4)Pi Zero
design and installation of the LED-based illumioati W", (5) SeedStudfb BeagleBone Green™ (BBG), (6)
subsystem and its corresponding electronic setep (sPunch Through Bean+™ and (7) LBB, (8) Fitbit
Section 3.2); (3) the integration of the previouwmtp Charge HR™, and (9) Arduin8 UNO™ (see Figure 1).
into a unified closed-loop system architecture. Tir Sets of items 1, 2, 3, and 5 may be dynamically

and second parts were developed in parallel anddesclustered ad hoc via WiFi for high-performance
as working subsystems before integration. information processing, and are connected to teeafe

the network via WiFi, ZigBee, BLE wireless
3.1 Development of a cost-effectiveHuman communic?tion grotochols an/du_sig th§| calse ;f4a”
S . instance of item 3—Ethernet cables. Itemg,4,
Activity Recognition (HAR) system and 9 are considered as low-computatémd devices
Due to their evolving and resilient characters, Mlmeshed into the WSAN via ZigBee, with 6 serving as
classifiers have been implemented in a variety abuter for 7 via BLE. Since there is a direct tielaship
applications built on WSANs [12]. HAR, as one suctbetween computational power vs. energy-consumption,
application, has successfully exploited said cfessiin  end device androuter nodes are concerned exclusively
the last five years (see, for example, [13-15]pwHEver, with sensor-data gathering and relaying with midima
due to the cost-effective and low energy-consumpticinformation processing. Depending on the task, sode
character typical of WSAN nodes, computationaéxchange data via pertinent protocols and freqesnci
processing with respect to feature extraction hesnb
considerably limited [16]. To overcome this limitat,
the present implementation is capable of instangatd As detailed in Section 2 and Section 3.1, two ML
hoc clusters consisting of a variety of high-perform@n mechanisms are integrated into the present
nodes. Furthermore, several clusters may be ifiatadt implementation: (1) a localizedd hoc cluster system
simultaneously in order to enable parallel highbased on open-source and purpose-writfython
performance information processing activities. scripts, and (2) a simulated cloud-based analytics
Another way to overcome this limitation is to avoidservice using MathWorRs MATLAB™. In both
it altogether by outsourcing all high-performancanechanisms SVM ani-NN classification models are
information processing to cloud-based ML servieeg.( generated.
Googl®  CloudPlatform™,  Amazo®  Machine In the localized mechanism, a script basegdSC
Learning™, Microsoff Azure™, etc.). But there are a is first written to receive OSC data from any devimd
number of limitations with this approach. The firahd application capable of broadcasting in said prdtoco
perhaps the most salient, is the cost incurred byhile all the WiFi-enabled nodes in the system’s
including proprietary services in any proposedVSAN have the capacity to receive this data-stragmi
intelligent built-environment solution. A secondty® only one of the nodes of the cluster instantiated t
less important limitation may be the impact to theenerate classification models stores it locallyd an
solution’s resilience. That is to say, should shidlt- streams it to a cloud-based data visualization iserv
environment lose access to the Internet, it wowdd ki.e., Plotly™). Should the receiving node fail, another
incapable of generating classification models. high-performance node will replace it automatically
The present implementation proposes the integrati@ince the proposed solution uses a smartphonehaeel t
of both cloud-based as well as localized ML capésl |LBBs for data redundancy, resolution, and validatio
in order to ascertain robustness and resiliencehe script in question proceeds to parse and toceethe
Whenever possible, ML processes are locally angbise in the received multi-sensor data in order to
dynamically executed viad hoc node-clustering. But generate a robust and unified dataset. At thistgbie
should this prove impossible either due to failare dataset is processed through two ML scripts based o
unavailability of proper resources, cloud-based Miscikit-learn [18, 19], one for SVM and another fitiNN
services are used. classification models (see Figure 2).

3.1.2 Machine Learning (ML) mechanisms
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Python - 170309_0SC_Receivingpy:11 B

T Y S T T

. w - T “e iy
0scserver: Nocallbackerror on request from wlan-145-94-193-95.wlan. tudelft.nl:57413;
oscserver: NocallbackError on request from wlan-145-94-193-95.wlan, tudelft.nl:57413;
oscserver: NocallbackError on reauest from wlan-145-94-193-95.wlan, tudelft,nl;57413:

‘Incomming: ',
‘Incomming: ',
‘Incomming: ',
Incomming: ',
Incomming: ',
'Incomming: ',

‘gyro*,
‘gyro*,
‘gyro*,
‘gyro*,
‘gyro*,
‘gyro’,

43.07444381713867,
45.65897750854492,
48.21730422973633,

37.977203369140625, 38.794212341308594, -39.04884719848633)
39.989688873291016, 39.23163604736328,
38.33226776123047,
38.3862190246582,
38.584774017333984,
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-38.36187744140625)
-38.94113540649414)
-40.794822692871094)
-38.4265785217285186)
-40.27413558959961)

05CServer: NotallbackError on request from wlan-145-94-183-85.wlan. tudelft.nl:57413:
oscserver: NocallbackError on request from wlan-145-94-193-9S.wlan. tudelft.nl:S7413:
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© Run

Jusr/local/lib/python2.7/dist-packages/sklears
g: This module was deprecated in version 0.18
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0.957142857143
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of the new CV iterators are differe
oved in 0.20.
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0.978571428571

IProjects/17

Comn

It may be observed that the most successful
classification model generated by MATLABs based
on cubic SVM with a prediction success rate of 97.6%,
which is higher than the rate corresponding to the
localized and open-source SVM result (i.e., 95. 784
it may also be noted that the localized and opemeso
k-NN success rate is higher than any of téIN
models generated by MATLAB(i.e., 97.8% vs. 95.9%,
93.5%, 88.1%, and 93.5%). It may not be inferreanfr
this that the localized is superior to the projarigt nor
vice versa. It may be considered, however, that the
localized and open-source mechanism vyields
comparably robust results as that of the propryetere
within the scope of the present implementation.

Having generated two sets of classification models
via localized and cloud-based means, the ones tivith

Figure 2: Top: OSC-data receiving and parsing.
Bottom: 95.7% prediction success with respect to
HAR via SVM (left) vs. 97.85% viak-NN

(right).

most successful prediction rate are used at runtivitb
precedence given to the localized mechanism—if and
only if said mechanism fails or has unavailable
resources are cloud-based ML models be used. The

It should be noted that each time a clas&‘,ificatioﬂuration of said runtime may be determined by theru

model is generated, regardless of whether it idoa ut it should be as brief as practicable in ordgrthe
open-source or proprietary means, its resultingataset to be updated with new data. For examipte, t

prediction success rate will vary. For the purpasidse  USer may decide to schedule the generation of a new
present discussion, the success rate generathd ingt UPdated model every 24 hours and only during sleep

sample run is used. That is to say, the succes®fahe periods. This way the user would wake up to updated

localized SVM mechanism was 95.7% while that of thélnd relatively' more attuned - models every day.
k-NN mechanism 97.85%. Furthermore, via this incrementally updating preces

In the proprietary cloud-based mechanism sJassification models may be trained to detect @nd/
simulated by a computer external to the system redict new activities or patterns in a gradual nean

WSAN and running MATLAE", the same datasets arethereby fengbling the intelligent built-environmetat
processed through sevei@lassification Learners (see ©VOIVe with its user.

Figure 3). .

_ 3.2 Development of the architecture-
Data Browser \r . . .
— embedded interactive /  adaptive
= illumination subsystem
Linear SVM 90.8% . . .
i As detailed in Section 2, a fragment Rifotospace
Quadratic SVM 96.3% 4.0 was repurposed to conform a responsive stageeon th
fsvm occasion of th&SM3 conference. 16 differentiated and
e VM 918%  function-specific components, vizprotoCELLs [10],
SVM ; P ;
Y i are assemb_led to conform sf':ud stage while integyai
5 custom-designed and -built interactive / adapti#DLE
Medium Gaussian SVM 96.3% based illumination system. The indented bordersagh
VM _ component were lined with LED-strips, which enabled
Sl pathan sy Hdx individual color control. In conjunction, these erded
e sqw  borders create a continuous indented seam betwken a
Vil components, which is covered with translucent nater
Medium KNN 93.5% in order to enable diffusion of color and intensitihe
KNN combination between this translucent cover with two
Eomes i #1%  separate individually controlled LED-strips enablbe
e w5 instantiation of multiple color gradients and irities

(see Figure 4).
Figure 3: Sample MATLAB'-generated ML

models with corresponding success rate.
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knows his/her time is up when the first type of
interaction ceases and the stage defaults baclsitigke
color (see Figure Sop image 5).

Figure 4: Top: Singl@rotoCELLSs (Left); testing N @
Perspex® over LED1 (Right). Bottom: Generated
color gradient (Left); Acrylic connections & two
LED-strips within the seam of twprotoCELLs
(Right).

The system-architecture of the interactive / adapti
illumination system involves 12 Arduifio UNO™
MCUs that are physically connected to a computar v
USB hubs. In the implemented revision, this compute
is replaced by an IntgDoule™ (see Figure 1), thereby
integrating the stage and its responsive illumoratnto
the system-architecture ecosystem of the prese
implementation. As a stand-alone system, the simge
configured to behave in particular and predeterhine
patterns. As a subsystem of a more sophisticat
system-architecture, it is now imbued with ML
capabilities for non-predetermined actions, readtjo
and interactions.

© (4)

3.2.1 Predetermined Scenarios

There are three predetermined scenarios: (
Pulsating, (2) Lecture, and (3) Break, all of whiate
described as follows:

In the first scenario, as soon as the illuminatio
system is powered, the stage slowly pulsates in o
color—i.e., oscillates between intensities of a sal
color. This creates an effect viscerally reminiscefa
beating heart, tacitly suggesting that the stagalige”.
The intention of this scenario is to instigate et and
curiosity in the users, inviting them to engagehwiit
(see Figure 5Top image 2).

In the second scenario, two different types o
interaction are envisioned during the conferenc
presentations. The first involves the stage’s ieact
towards the movements of the speaker, where by
stepping on or touching one or multiple components Figure 5: Top: images (1) 3D model with lights
he/she instigates a gradual shift from the inital off. (2) Pulsating; (3) Activation of discrete
passive colors toactive colors for a certain period of components; (4) Leaving a trace; (5) Manual
time_, after Whichactiv_e colors WOU|d default back to override; (6) individual activity detection
passve ones (s_ee I_:lgure 5['(_)p images 3, 4)_' Th? correlated with color. Bottom: Implemented
second interaction inverts this causal relationstup fragment.
have the stage influence the speaker—i.e., thekepea
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In the third scenario, the stage invites interactiouser's behavior as a consequence of lighting
from the audience in-between lectures by allowhent  conditions—both in terms of colors and intensitigke-
to “paint the stage” via body gestures. That isthis system can learn to identify which combinations of
mode, the stage tracks body parts of up to sisolors and intensities ameliorate or exacerbateisee's
individuals and instantiates corresponding colanges fatigue. Having made this identification, the
across the components, hence correlating certailumination system continuously seeks to improkie t
movements or body parts with certain colors (seeifei state of the user by regulating the experiencehef t
5, Top image 6). ambiance. Unlike predetermined scenarios, the syste

Finally, it should be noted that in addition t@$lke is not programmed to associate a given color with a
three automated cause-and-effect scenarios, the given human state or action—nor vice versa—buterath
illumination system is also designed with a manughe ML mechanisms establish such correlations as
override control. A proprietary fee-based Appde processed via HAR. More specifically, the localized
iOS™ application, viz., TouchOSC™ (by Hexler NN classification model is capable of learning tedict
Limited®) is used to develop customized control screenghich colors and intensities are conducive to mood
to provide override capabilities to the illuminatio amelioration / fatigue mitigation and to promoterth
system (see Figure 6). Such colors and intensities may change over tirse, a
saturations in the frequency of particular colorsl a
intensities over short periods of time could adtual
. instigate an adverse effect. The ML mechanisms,
lecturs Re however, can account for this change as they evolve
accordingly.

Like the OSC-enabled manual override provided in
the predetermined scenarios, the present scenkido a
integrates acorrection mechanism based on human
intervention. However, unlike the manual overritteg
correction mechanism is used to provide feedback—i.e.,
to “teach”—the system when a prediction is inactara
This fact is then considered in the next iterataina
new and updated classification model. Tdwerection
mechanism is implemented via a free and open-source
OSC i0S' application, viz., Control (by Charlie
Roberts) (see Figure 7).

RGB active

RGB count

Figure 6: iIOS OSC ApplicationsTouchOSC
(proprietary).

3.2.2 Non-predetermined Scenario

The ML-driven HAR mechanism implemented in{iies
the present system (see Section 3.1.2), in congmct
with an adaptation of the human state estimation
mechanism developed by Nakaaaal. [20], is used to
detect general fatigue in the user. By learningnftbe

Figure 7: iOS OSC Application€ontrol (open-
source).
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4  Conclusions and Future Work

will continue to be a core interest in subsequeatkw

. For example, present work is being conducted (A) to
The present paper attempts to promote a highfyegrate Amazdhis Alexa Voice Service™ into the
sophisticated intelligent built-environment framewo ecosystem of the intelligent built-environment; &)
based on D2RP&O principles and methodologies. {t implement LoORaWAN as &ow Power Wide Area
does so by presenting an implementation whel@enyork (LPWAN) protocol in order to extend

sophisticated intelligence is imbued both in phgkis

interactions between high-resolution intelligenasltb

well ‘as computational terms. It promotes higheanyironments, whether these be private or public.

resolution computational intelligence by integrgtivL
mechanisms for HAR via a subsystem of dynaadc
hoc clustering.
intelligence in terms of the built-environment by
demonstrating how an interactive / adaptive illuation
system can learn—via the detailed ML mechanisms—
reduce user-fatigue via the promotion of certaiforso
and intensities and the mitigation of others. Hinaby

It also promotes high-resolutionAcknowledgements

This paper has profited from the contribution of
yperbody researchers and students involved in the
escribed project.
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