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Abstract -

This research presents a novel method for a data flow that
synchronizes building information with the robot map and
updates building components to their ''as-built" states, in or-
der to facilitate an on-site mobile construction process. Our
experiments showcase mobile mapping and localization of a
robotic platform featuring segmentation, plane association
and quantitative evaluation of deviations. For the users of
the on-site mobile robotic system, we present a suitable inter-
face that allows for task level commanding and the selection
of target and reference building components (i.e. walls, floor,
ceiling). Additionally, this interface seamlessly integrates
the online workflow between building construction and the
robot map, updating the target building components to their
"as-built" states in real time and providing a visual rep-
resentation of additional task-specific attributes for building
components in the robot map, in addition to geometries. This
is presented as a first step toward integrating users of the sys-
tem into the proposed robotic workflow to develop decision-
making strategies for fitting building tasks to local references
on-site.
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1 Introduction

Robotic technologies are widely applied in the off-site
prefabrication of building components, where the strength
of high-tech assembly lines can yield their full potentials:
robots and work-pieces are in fixed locations with con-
stant conditions, and building components can be mass-
produced without the need to dynamically adapt the pro-
cess. However, the majority of building tasks are executed
directly on construction sites. In contrast to off-site pre-
fabrication, on-site building construction often deals with
dynamically changing conditions of large scale building
components in spatially complex and cluttered environ-
ments. Furthermore, on-site work inherently generates
deviations from the "as-planned", which is the state of the
design as it should be. This requires craftsmen to register
the differences and adapt the building tasks according to
the "as-built" condition, which is the state of the construc-
tion as itis [1].

To facilitate an on-site construction cycle in an unbro-
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Figure 1. Robot trajectory representing the building
task, generated on selected target geometry.

ken digital chain, a mobile construction robot must be
able to understand the context within which it is work-
ing: it must localize itself via a robot map, both globally
and locally, in reference to the already built components
and the task being executed. In addition, it must be able
to detect and understand any divergences between “as-
planned”, and ““as-built” conditions. To achieve this in
an on-site robotic construction process, a key challenge
is linking the building information to the mobile robot’s
internal representation of the world (referred to as a robot
map) and perception of its surroundings, using on-board
sensing. This information is often represented as point
clouds where the underlying geometric relationships are
unknown. Such linkages between the building information
and the mobile robot allow to cope with any divergences
and the associated inaccuracies of the building materials
and components, and to apply decision-making strategies
while executing building tasks. To facilitate this link, there
must be a flow of data between the complex building in-
formation and the construction robot.

In this paper we present:

* An online digital workflow between the building
model and robot perception
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e A suitable interface that allows the users of the on-
site mobile robotic system to fit building tasks to local
references on-site

* Real-time adaptation of the building components (i.e.
walls) with respect to measured "as-built" state

2 State of the Art

Recent developments indicate an increased use of mo-
bile robots on jobsites to monitor, track progress!, or reg-
ister differences?. Still, the problem of how to manage
the flow of data between mobile robots that build and
the complex building information is an emerging topic.
Early automation attempts in the 1990s sought to replace
manual processes with robotic building technologies in
the construction sector, and resulted in early-stage mobile
construction robots such as [2, 3, 4, 5], all of which lacked
the hardware ability to interface to the complex building
information. An early attempt to have a mobile construc-
tion robot with a limited interface using integrated sensing
abilities, for localizing itself with respect to the building
components for executing building tasks on-site is exem-
plified in [6]], but still not enabling real-time adaptation of
building components.

A large amount of research is dedicated to auto-
mated modelling of "as-built" states of building compo-
nents [7, 8], and localizing camera and laser sensors in
a Building Information Model (BIM) as well as tracking
construction progress [9, 10, 11, 12, 13, 8]. While these
works show an integration of BIM with static and mobile
sensing, the assumption is that the "as-built" status reflects
the "as-planned" status and the problem of progress track-
ing is then defined as detecting the presence or absence of
discrete building components. In this paper, we address
the challenge of having an online data flow for an on-site
mobile construction process by detecting and communi-
cating metric deviations, such as walls being placed sev-
eral cm differently than "as-planned". Detection of such
metric deviations enable the adaptation of building models
beyond mere presence or absence of building components.

Current research in the field, such as [14, 15], has put
forward novel approaches for software interfaces that fa-
cilitate the adaption of "as-planned" building information
in an on-site mobile construction process. In the case
of [14], for the task of automated brick-laying, the planned
geometries of two pillars are fitted to the robot map, and
their as-built location is extracted to generate the robot
tasks for fabricating a brick wall between them in a mobile
robotic construction process. In the case of [15], a sim-
ilar approach is implemented locally. By tracking visual
features of the geometry that is being built, each discrete

'https://www.doxel.ai/
2https://www.scaledrobotics.com/

steel member is registered with stereo vision and locally
corrected, all facilitated by the interface between the robot
perception and the building information during the exe-
cution of the building task. These works demonstrated
the feasibility and necessity of deviation measurements to
adapt and execute construction tasks online, but they were
limited to specific pre-programmed geometries and tasks.

It has not been demonstrated so far to establish an online
data flow for an integrated robotic construction process and
a flexible work area selection directly on job sites, local-
izing the construction robot both globally and locally in
reference to the already built components (local references
such as walls, floor, ceiling). With this research, we pro-
pose the online deployment of the building model into the
robotic construction process, aiming to introduce a real-
time method to plan a robotic workflow by fitting building
tasks to local, selected references on-site, via a suitable
interface.
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Figure 2. Overall workflow.

3 Method

Towards a generalized workflow, our method considers
an abstraction where a building task is executed (i.e. as a
robot trajectory) on a selected target geometry. To execute
such a task, the robot requires poses of the trajectory in a
local coordinate frame, which we anchor at given reference
geometries. In this section, we describe a method that can
execute such a task although the location and orientation
of the target mesh faces (belonging to a target geometry),
with respect to the reference mesh faces (belonging to
reference geometries), may diverge from the "as-planned"
state.

The procedure for the proposed method consists of the
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Figure 3. The procedure for the proposed method.

following steps (Figure 3): Firstly, the mesh data struc-
ture representing the building components is generated
from the “as-planned” 2D/3D building information, as
described in subsection 3.1. Secondly, the user selects
the target geometry and the references by clicking on the
control points for bounding the areas of interest, and the
program executes necessary steps to find the target and ref-
erence mesh faces that contain all given points as vertices.
This is then included in the mesh data structure via label-
ing the target mesh faces as "selected" and the reference
mesh faces as "reference", as described in subsection 3.2.
Following this, the mesh data structure containing the user
input is serialized and published as a message in the ROS
environment running the robot controller. Next, the robot
is localized and the ICP algorithm is executed on-site, as
described in subsection 3.3, using local references (coined
selective ICP) [16]. The calculated transformation is pub-
lished back and imported into the building model. As
described in subsection 3.4, the transformation is applied
to the target geometry and the building model is updated
locally in the design environment. Finally, the robot tra-
jectory representing the building task is generated on the
"as-built" target wall. These steps are also shown in an
accompanying video3.

3.1 Building Model Data Structure

A schematic overview of the data representation com-
municated to the robot is shown in Figure 4. This

3https://youtu.be/pudhb_nZNUw
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Figure 4. Data representation communicated be-
tween the building model and the robot.

data representation is initially generated from the "as-
planned" 2D/3D building information, using the open-
source, Python-based computational framework COM-
PAS# and visualised in 3D modeling software Rhino (Fig-
ure 2). It contains the mesh data structure of the COMPAS
framework that allows for storing and adapting geometry
and topology, aiming to represent the continuously chang-
ing building information and the robot trajectory (repre-
senting the building task) in relation to target geometries,
i.e selected faces of the target wall. Like this, robot trajec-
tory planning and generation from the design environment
is aligned with the "as-built" state and the robot map (Fig-
ure 1). The communication between the robot controller
- running in a ROS?> environment - and the Python-based

4https://github.com/compas-dev/compas
Shttps://www.ros.org/
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design environment is established using the ROS Bridge
library roslibpy®. Additionally, the kinematic model of the
mobile robot is visualized in the design environment using
the COMPAS FAB package of the COMPAS framework.
This allows users to visualize the current robot state and
task status in relation to the building model in the later
stages of the process as well (such as i.e. feedback- based
plaster spraying - that comes after Step 8 of the procedure
shown in Figure 3) - which is not included within the scope
of this paper.

3.2 Building Model as User Interface

The building model described in 3.1 - with the necessary
abstraction level - is used directly on-site for task level
commanding and for the selection of the target geometries
and the necessary references, which are the relevant faces
of the neighboring meshes, constraining the work area for
the building task in the X, y and z axes. Firstly, the user
selects the target geometry by clicking on the control points
(located on the corners of the geometries) for bounding
the area of interest (Figure 1), and the program executes
necessary steps to find the target mesh faces that contain
all given points as vertices. The same steps are repeated
for the selection of the references. Next, the selected
vertices are labeled in the mesh data structure, which is
then serialised and communicated to the robot.

3.3 Robot Localization

The robot localizes against the building model using
measurements from the 3D LiDAR described in subsec-
tion 4.1. In this way, the user provides an initial coarse
alignment during robot start-up. The robot subsequently
aligns the LiDAR scan with a sampled point cloud from the
mesh as described in [17], using the Iterative Closest Point
(ICP) algorithm [18]. To increase accuracy and overcome
ambiguities, the alignment is constrained to a few refer-
ence mesh faces [16]. Here, these reference mesh faces are
selected through the interface described in subsection 3.2
and communicated to the robot as described in subsection
3.1. Consequently, all LiDAR scans are aligned to the se-
lected reference frame when measurements on the target
mesh faces are extracted.

3.4 Adapting the Building Model to As-Built

When the robot is localized, deviations between "as-
planned" and "as-built" can be measured on the target
geometry. Candidate planes from the LiDAR scan are
extracted in order to find the plane associated to the target
geometry. Given measured distances d;; between points i
on the candidate plane ¢ and the target plane #, we associate

Shttps://github.com/gramaziokohler/roslibpy

Figure 5. Mobile robotic platform used in our exper-
iments, here with an additional arm mounted.

planes by:

1
argmin A; mind;; + A — Z dit + (1 =21 — ) rot(c, t)
c i N -

where A1, A are tuning weights. The geometric transfor-
mation between "as-planned” and "as-built" can then be
found as the translation between the plane centroids and
rotation rot(c, ) between the face normals of the target
geometry. As the current sensor setup does not allow the
measuring of points over the whole height of the building
components (i.e. walls), the z coordinate of the centroid
cannot be estimated and therefore the z translation is not
considered in the experiments. Upon detection of the geo-
metric transformation, it is applied to the target geometry
and the building model is updated locally.

4 Experiments

Experiments are presented in three subsections. The
first subsection describes the robotic platform; the second
subsection showcases the online selection of references
and the work area and the third section focuses on the
deviation detection and update of the target geometries lo-
cally in the building model. All experiments are conducted
at a parking garage, which is set up as a mock construction
scene at ETH Zurich.

4.1 Robotic Platform

The experiments are conducted on our open-source
robotic platform?” that consists of a wheeled base with
LiDAR and IMU sensors, as shown in Figure 5. The plat-
form’s capabilities of high-accuracy manipulation [17] and

7https://github.com/ethz-asl/eth_supermegabot
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Figure 6. Top row: Online selection of references and work area. Bottom row: Robot map and perception.

localization in cluttered environments [16] were validated
in earlier works. Since no manipulation for the execution
of the building task is tested within the scope of this paper,
the robotic arm was not mounted on the mobile platform
in our experiments.

The LiDAR sensor used has an accuracy of 2cm, 16
beams, and an opening angle of 30°, leading to height
measurements on target walls of approximately 1 m. The
scope of this work is therefore not a precise deviation anal-
ysis or sensing benchmark, which is out of the capabilities
of the used sensors, but the demonstration of an integrated
online workflow. The demonstrated workflow is not spe-
cific to the sensors used here, and can in fact be applied to
any robotic platform that has the capability to localize in a
robot map and to measure spatial information on selected
geometries.

4.2 Online Selection of References and Work Area

In the first set of experiments, steps 1-4 of the procedure
shown in Figure 3 are tested in order to showcase the initial
steps of the online data flow proposed for synchronizing
building information and the robot map. Initially, for the
first work area shown in Figure 6, relevant references X,
Y, and Z are selected, where X refers to the reference
constraining the work area in the x-axis, and Y and Z,
refer to the ones constraining the work area in the y and
z axes. Without the need to reload a new building model
to the robot off-site, the references are shifted on-site (as
described in subsection 3.2) to the ones shown in Figure 6,
at 8s. This successfully demonstrates a flexible, online
method for work area selection to execute a building task
(i.e. plaster spraying), for which fitting to relevant and
local references on-site is crucial.

1512

4.3 Deviation Detection and Update

In the second set of experiments, steps 1-8 of the pro-
cedure shown in Figure 3 are tested in order to showcase
the update of building components to their as-built states
for tolerance handling to facilitate an on-site construction
process. For a selected set of target geometries shown in
Figure 7, Walls 1-3, the same set of references X, Y, and
Z (shown in Figure 7) are selected as described in subsec-
tion 3.2, constraining the work areas in X, y, and z axes to
execute the selective ICP algorithm on-site. Robot trajec-
tories are then generated on updated target geometries.

Table 1. Geometric transformations calculated for
the target geometries, resulting from deviation de-
tection: Translation of the mesh face centroid and
rotation of the mesh face normal

Target X Translation Y Translation Rotation

Walll -30+11lmm -23+34mm 1.1+1.4°

Wall 2 —-13+t1mm -109+1mm 2.0=+14°

Wall3 -5+ 50mm 36+42mm 09=+0.1°
S Results

In all conducted experiments, the robot correctly associ-
ated its measurements to the selected target geometry and
was able to provide associated sensor readings in the form
of a point cloud, in addition to a parametric analysis of
the deviation. This is important, as it allowed for updating
the target geometry and for adapting the robot trajectory,
representing the building task. The geometric transforma-
tions calculated for each target geometry are presented in
Table 1.

Within the scope of this paper, the experiments focused
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Figure 7. Deviation detection on selected target ge-
ometries, Walls 1-3, and generation of robot trajec-
tories on updated target geometries.

on demonstrating the online workflow of the robotic con-
struction system. In order to assess achievable degrees of
precision, tests will be performed with higher-quality sen-
sors on the robotic platform, and results will be compared
to a ground truth site survey derived from measurements
with a tripod system.

6 Conclusion and Outlook

In this paper, we present the first implementation steps
of a novel method for an online data flow to synchro-
nize building information with the robot map for facilitat-
ing an on-site construction process in an unbroken digi-

tal chain. This is established via linking the generation
of robot trajectories, representing the building tasks, to
the “as-built” states of selected building components di-
rectly on-site. Within the experiments presented in this
paper, this is achieved by updating the target geometries
in the building model, via the selective ICP algorithm
executed directly on-site. Online deployment of the build-
ing model as an interface for including human actors into
the robotic construction process is also tested, introduc-
ing a flexible method to plan a robotic workflow by fitting
building tasks to local references on-site. However, these
experiments do not extend to the actual execution of the
tasks, which involve i.e. feedback-based plaster spraying,
grinding, chiseling, etc. For these steps, in-process robot
trajectory adaptation will be established with continuous
process control, using visual feedback for acquisition of
the current state of target geometries i.e. spraying, chisel-
ing, and grinding surfaces. The overarching goal of this
research is the development of a digital toolbox, so that
the compatibility of the proposed workflow can be tested
on different mobile robotic platforms deployed for on-site
construction.

Within the scope of the experiments presented in this
paper, the proposed method facilitated the digitization of
crucial task information, i.e. selection of relevant ref-
erences for building tasks for importation back into the
building model and robot map. In further development,
we will explore methods of dispatching task-specific in-
structions via different types of interfaces and experiment
with on-site robotic workflows based on human collabo-
ration and aim to further leverage the strengths of both
humans and robots, enhancing the capabilities of digital
construction processes.
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