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Abstract -
This paper presents a feasibility study of surface geometry

(SG) evaluation and material classification (MC) for robotic
spraying. We propose two complementary approaches using
point clouds and intensity data provided by a state-of-the-art
industrial time-of-flight (ToF) depth camera. The SG evalu-
ation is based on geometric feature computation within local
neighbourhoods, which are then used within a supervised
classification. The results of this approach are SG classes
according to the level of geometric variability of the surface,
displayed as SGmaps. For MC, active reflectance estimation
is investigated and exploited to derive features related to the
reflectance and diffusive properties of each material for clas-
sification. The result of both approaches can be prospectively
used as feedback in digital fabrication for in-line adaptation
of the process to improve control of relevant geometrical and
material properties.
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1 Introduction
Assuring the required geometric quality of digitally fab-

ricated structures is of high importance not only after but
also during the construction process. Recent rapid growth
of interest in robotically assisted construction [1] has also
boosted the use of sensing technologies to acquire process-
relevant information. These works showcased the poten-
tial of various sensors in digital fabrication processes and
demonstrated ways in which accurately measured 3D in-
formation and object parameters extracted from such in-
formation can be used for in-line process improvement via
feedback control [2, 3]. In order to extract the relevant
information for construction processes, appropriate pro-
cessing algorithms and interpretation of the 3D data need
to be employed.
In this contribution we focus on the concept develop-

ment and feasibility study of algorithms for surface ge-
ometry (SG) evaluation and material classification (MC)
for robotic spraying applications. The goal is to address
the possibility of replacing the manual and subjective SG

evaluation andMCprocesses, currently relying on experts,
with novel sensing technology and data analysis. A state-
of-the-art industrial depth camera was chosen for data ac-
quisition within this investigation. This sensor technology
offers a good trade-off between in-line process acquisition
capacity, sufficiently high accuracy and resolution, and
areal coverage on the object of interest. It provides not
only geometric information of the acquired scene in the
form of 3D point clouds (PCs), but also the underlying
raw data related to the measured distances and intensities.
These data types have potential for extracting various rel-
evant parameters of the observed object by employing a
single sensor solution.
SG of structures produced with spraying is important

not only for visual and design considerations, but also
from a structural viewpoint. The acquired PC data follows
the SG of the captured object and implicitly contains its
geometric properties. To exploit these geometric proper-
ties, i.e. features, it is necessary to carry out a 3D analysis
within local neighbourhoods. To achieve this, a process-
ing scheme of four main steps is proposed in this paper: (i)
separation of the acquired SG to spatial frequency compo-
nents, (ii) neighbourhood selection, (iii) feature computa-
tion, and (iv) supervised classification. The outcome of
this approach are geometry classes according to the level
of geometric variability of the surface for different spatial
frequencies, displayed as SG maps.
Obtaining adequate information of the early hydration

state or local coverage and volume of each sprayedmaterial
(e.g. concrete, plaster finish, or paint) requires classifying
the materials within the observed scene. This is critical for
closed-loop control of the spraying process, such that com-
plete coverage of the surface per material can be ensured.
In this context we explore MC exploiting the observations
provided by a time-of-flight (ToF) depth camera related
to material-specific reflectance properties. The observed
differences on repeatable features for the materials used in
this initial investigation (i.e. wood, cardboard, metal, and
plastic) are then used for developing a simple classifier
based on a k-nearest neighbour (kNN) algorithm.
The contributions of this study are twofold. On the one

hand, the SG evaluation algorithm can be used within the
geometric feedback system of the fabrication in order to
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adapt the process accordingly. Chosen SG class ought to
be considered as a goal SG, while others indicate areas
that need further surface treatment, i.e. either adding
additional geometry variation or applyingmorematerial to
smooth out the dominant SG features. On the other hand,
the MC approach can be used within a process of early
concrete hydration by distinguishing different states of the
concrete and their associated reflectances to automatically
regulate the time-window between consecutively sprayed
layers.
To introduce this study, a brief overview of the working

principle of ToF depth cameras and a basic performance
assessment of the one used within this work is given in
Section 2. The specific SG evaluation (Section 3) and
MC (Section 4) approach is then detailed, including an
overview of processing steps, used experimental setups,
and datasets. The results of the two discussed concepts
are then given and interpreted in Section 5, and the general
conclusion and outlook of the investigation are summa-
rized in Section 6.

2 ToF camera
2.1 Measurement Principle

Depth cameras produce 2Ddepth images of a scene rely-
ing on various measurement principles, such as stereo tri-
angulation, structured light, or ToF approaches [4]. With
the increase in sensor resolution, the latter have gained at-
tention in recent years for being able to operate over larger
ranges with accuracy levels more independent of the scene
geometry and background illumination. The most estab-
lished technique to implement ToF cameras is based on
measuring the accumulated phase of an intensity modu-
lated optical signal illuminating the scene and detected
independently on each pixel. The illumination is typically
produced by one or several near-infrared LEDs driven by a
radio-frequency (RF) carrier. The detected signal on each
pixel, associated to the illumination signal back-reflected
on the corresponding patch of the scene, is demodulated
at device level by a dedicated 2D array that computes the
correlation of the received signal with an internal reference
derived directly from the driver of the emitted modulation.
Simplifying the modulation to one sinusoidal component,
this correlation c (τ) can be written as

c (τ) = a · cos(τ + φ) + b, (1)

where τ is the correlation lag, a the optical intensity at
the modulation frequency, φ the phase shift proportional
to the propagation delay—and therefore to the range of
interest—and b the illumination bias. This correlation is
typically computed for four lags regularly spaced with π

2
rad, so that the obtained correlation samples Ai are

Ai = c
(
i ·
π

2

)
, with i = 0, · · · , 3. (2)

The distance-dependent phase can be directly calculated
from this correlation samples as

φ = arctan
(

A3 − A1
A0 − A2

)
(3)

which, considering a sufficiently well-known value of the
modulation frequency fm and assuming a sufficiently ac-
curate approximation for the propagation speed c of the
optical signal under typical operation meteorological con-
ditions, can be used to estimate the distance of interest for
the given pixel as

d̂ =
c

4π fm
(φ − φ0) (4)

where φ0 accounts for the systematic delay offset in the
correlation process with respect to the mechanical zero of
the camera, which should be compensated by calibration.
As any phase-based measurement system, these observa-
tions are ambiguous beyond one modulation wavelength.
This ambiguity is practically solved by performing quasi-
simultaneous measurements at several fm and combining
them to resolve a larger unambiguous range. Once com-
puted for each pixel of the depth image, the estimated
distances can be used to generate a 3D PC by means of
perspective projection [5].

In addition to the accumulated phase, the optical inten-
sity a can also be computed from the correlation samples
as

a =
1
2

√
(A3 − A1)

2 + (A0 − A2)
2, (5)

being typically used to augment the generated PCs with
intensity values. These intensities are proportional to the
amplitude of the detected modulated signal, hence inde-
pendent of the ambient illumination. Given a sufficiently
stable illumination and detection efficiency, the measured
intensities can be processed considering the spatial distri-
bution of the illumination signal and radiometric attenua-
tion with distance and viewing angle, what enables deriv-
ing observations proportional to the material reflectance
independently on its position on the scene. By includ-
ing a prior calibration of scale using a known reflectance
standard, these compensated intensities can be in turn ex-
tended to absolute reflectance estimations for each point
on the scene. Note that such estimations would correspond
to the reflectance of the illuminated patch of surface as-
sociated to each pixel at the specific angle of incidence
(AOI) defined by its relative orientation with respect to the
camera.

2.2 Performance Evaluation

An evaluation of the performance using a state-of-the-
art ToF camera Helios Lucid [6], has been carried out. The
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camera operates based on the measurement principle de-
scribed in Section 2.1, and its most relevant specifications
are given in 2.2. This camera provides both raw correla-
tion samples as directly computed on each pixel according
to (2), and on-device pre-processed PC data after averag-
ing multiple frames, correcting of systematic errors, and
spatial data smoothing to reduce noise. The ToF sensor
used in the camera allows users to access raw data for four
modulation frequencies fM (25 MHz, 50 MHz, 75 MHz,
and 100 MHz), however for the processed PC dataset,
only 75 MHz and 100 MHz are employed as indicated in
Table 2.2.

Table 1. Selected relevant properties of Helios Lucid
depth camera, see [6] for more.

Property Value
Resolution 640 pix x 480 pix

FoV 59◦ x 45◦

Mode 1.5 m (75 MHz and 100 MHz)
6 m (100 MHz)

Precision <1.6 mm @ 1 m

Accuracy ± 5 mm (1.5 m mode)
± 10 mm (6 m mode)

Illumination 850 nm (VCSEL laser diodes)

Practical limitations on the achievable accuracy of ToF
depth cameras are mainly related to sources of variability
for the systematic deviations, such as changes of the op-
erating conditions, namely environment temperature, or
multipath effects on the scene [5]. Performance assess-
ment procedures of commercial depth cameras primarily
addressing those limitations are presented in [7, 4]. Some
of these error sources can be mitigated to a large degree by
calibration and others further reduced by a careful design
of the acquisition conditions and geometry when allowed
by the application. Additionally, depth precision is domi-
nated by the signal quality at the sensor level, proportional
to the detected optical power and therefore defined mostly
by the distance and relative orientation between the sen-
sor and the scene patch, and the reflectance properties of
the latter. Precision can only be improved under certain
acquisition conditions at the expense of dynamic perfor-
mance for the given application, by averaging over several
measurements of an unchanged scene.
Before using our camera for the data acquisition of our

proposed application, We have performed a basic perfor-
mance assessment to gain a better understanding of the
expected data quality and practical limitations. This as-
sessment has specifically addressed stability and noise fig-
ure, warm-up effect, and intensity-related depth errors.
The stability and noise characteristics of the raw data

were evaluated by computing the Allan deviation of the

phases calculated according to (3). This computation was
based on a time-series of 8000 samples acquired over two
hours on a static scene composed of a flat white plane at
a distance of about 1 m using the 1.5 m operating mode.
Phase stability was analysed for each of the fM , using val-
ues for a single pixel and is shown in Figure 1. The results
indicate a high long term stability on the evaluated time
scale without significant low-frequency drifts. A linear fit
based on the Allan deviation yields a slope very close to
-1, indicating that the noise background is mostly uncorre-
lated and flat over the evaluated bandwidth—the expected
improve by averaging over several acquisitions is therefore
approximately proportional to the square root of the num-
ber of acquisitions. Computing the distance corresponding
to each phase according to 4, the measured precision (2σ)
for a single acquisition on each frequency on the evalu-
ated conditions are 5.5 mm (25 MHz), 3.3 mm (50 MHz),
2.9 mm (75 MHz) and 2.3 mm (100 MHz). Precision
is expected to increase proportionally to the modulation
frequency due to the reduction of distance sensitivity to
phase errors. This increase is, however, partly limited by
a slight reduction of detected power on faster modulations
more attenuated by the sensor bandwidth.
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Figure 1. Allan deviation of phase observations for
each fM , using a sample of 8000 measurements for
a single pixel.

The internal warm-up of the camera and its impact on
accuracy due to temperature-dependent scale errors was
evaluated to determine empirically the required warm-
up time until reaching optimal performance. Static mea-
surements under similar conditions as described above for
precision were carried out acquiring PCs on a flat white
plane. This process was initiated immediately after the
device was turned on and carried out over three hours with
measurements triggered every 20 s. Each PC was used
to fit a plane, based on which the maximum and average
deviations between the points and the fitted plane were
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computed. To reduce the impact of outliers in the analy-
sis, themaximum deviations were computed as themedian
of the largest 20 deviations. Initial maximum and average
deviations were 14 mm and 6 mm, respectively. The re-
sults indicate the camera performance stabilizes at about
45 minutes after the camera was turned on, i.e. when the
internal camera temperature reaches 36◦C. The maximum
and average deviations then drop and remain constant at
8 mm and 2 mm, respectively.
The evaluation of intensity-related depth errors due to

the spatial inhomogeneity of the illumination pattern were
assessed by acquiring PCs using the 6 m operating mode
on a white flat surface at distances between 30 cm and
120 cm on 10 cm steps. Deviations to a plane fitted to
each PC were computed for each distance. The devia-
tions were grouped in three categories: deviations up to
2 mm, deviations from 2 mm to 4 mm, and deviations
larger than 4 mm. These values were chosen to approxi-
mate the empirically computed precision discussed in the
previous section and its double. The results can be seen in
the Figure 2 (left). The figure also shows the area covered
by the camera at selected distances. An oscillation pat-
ter can be seen within the deviation groups. This pattern
agrees with oscillations observed in the distances com-
puted using the raw phase data at 100 MHz (not shown),
which suggest a residual uncalibrated cyclic error. Based
on the obtained results, it is advised to acquire data at ei-
ther 40 cm or 80 cm, where the deviations are minimum.
Figure 2 (right) shows PCs colored according to the pre-
viously defined deviation categories. The most and least
optimal PCs were chosen for this representation, being
40 cm and 60 cm respectively. The observed errors could
be further mitigated by applying an online compensation
taking into account the measured intensity and distance.
As a simple approach for the data acquisition during the
presented investigation, we have designed our experiment
setup geometry and correspondingly cropped the acquired
data to exclude the areas with highest deviations.

3 Surface Geometry Evaluation
SG captured within the PC can be exploited by local

geometric feature analysis. A proposed scheme of assign-
ing points a class of geometry according to the power of
change is depicted in Figure 3. The input point cloud is first
pre-processed. Then the data is partitioned to three spatial
frequency components, and based on a selected neigh-
bourhood, features are computed for each point within the
dataset. Next a supervised classification is carried out,
outputting the classes for each point which are then spa-
tially filtered. The outcome of this six step processing are
SG classes displayed as SG maps.

In general, the presented approach relies on the input
data used for model training in the classification step. The

(a)

(b)

Figure 2. Deviations grouped in three categories,
displayed in proportions. Red line represents the
area covered by the camera as a function of distance
(left). PCs acquired at 40 cm (a) and 60 cm (b)
colored according to deviation category (right).

observed geometry in the investigated samples is not refer-
enced to a certain absolute definition, but grouped together
according to distinctive SG variations.

3D Point Cloud

Partition to Spatial

Frequency Components

Neighbourhood

Selection

Feature 

Computation

Supervised

Classi!cation

Filtering

Labels and 

Surface Maps

Pre-processing

Figure 3. Proposed processing pipeline for SG eval-
uation.

For the purpose of concept development and evaluation,
concrete samples of various geometries were produced us-
ing mould casting. Six out of seven sample geometries are
shown in Figure 4. These types of geometry were cho-
sen such that they resemble the sprayed surface, since
the actual sprayed surface samples were not yet available
for this investigation. The chosen dataset is however not
completely representative of the sprayed surface and as
mentioned, changing the input dataset would lead to dif-
ferent class definitions. Variations in height components
(based on Reckli GmBh specifications) are from 11 mm
up to 60 mm, therefore covering a wide range of geometric
diversity.
The first step after acquiring the data is to pre-process it,

which includes two operations: data detrending and crop-
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ping. The first operation removes the global linear trend
from the whole PC using principal component analysis
and reorients it according to the first and second greatest
variance of the coordinates. The measured surface might
be oriented and at certain angle with respect to the camera,
leading to wrong assumptions about a certain geometry.
The second operation is to crop the PC and to keep only
the central part, which is less affected by intensity related
errors compared to the edge parts and therefore displaying
higher accuracy (see Section 2.2).

40
 c

m

a)

d)

b)

e)

c)

f )

Figure 4. Concrete samples used within the SG eval-
uation investigation.

3.1 Partition to Spatial Frequency Components

A systematic approach for SG evaluation is adopted
based on an existing method for inspection in surface
metrology [8], which separates the surface into form, wavi-
ness, and roughness components. Typical values for these
three components are within a range frommicrons to a few
mm. We have adapted this concept within our SG evalu-
ation and made it representative of the level of geometric
variations present in our samples that is both relevant for
digital fabrication and observable with the proposed tech-
nology, covering a range from a few mm to several cm.
We established relative terms, which cover the complete
geometric range of the used sample data, namely low-
(LSFG), medium- (MSFG), and high-spatial frequency
geometry (HSFG).
Two approaches of partitioning the SG to components

were employed, making use of either discreet Fourier (FT)
or discreet wavelet transform (WT). Since the PC struc-
ture is a grid, the transformation can be directly applied
to columns and rows of the dataset without any need
for interpolation of points. A spatial profile is treated
as a time series signal where, instead of time, X- or Y-
coordinates are used for rows and columns, respectively. In
the first approach, the frequency threshold values between
the components of the spectrum were determined empir-
ically based on the observed spectrum in the frequency

domain after using the FT. Then Butterworth low-, band-,
and high-pass filters were used to partition the signal into
three components. An empirically optimized order of the
filter was used, which led to more optimal results. In the
second approach, using the WT, a selection of a wavelet
family and a decomposition level had to be made. Coiflet
wavelets and level 5 were empirically selected, since they
showed the most optimal results, after trying out different
parameter options. The first parameter defines the signal
that will be used to convolute the spatial profile, while the
second sets the number of levels (i.e. components) that the
signal gets partitioned to. In our case LSFG corresponds
to level 1, MSFG to levels 2 and 3, and HSFG to levels 4
and 5.
The results of the two approaches applied to a randomly

selected spatial profile from surface sample c) are shown
in Figure 5. The tree SG components, the original SG,
and the reassembled SG are shown. It can be noticed that
the results based on the FT approach cannot be reassem-
bled to the original SG profile, while this is successfully
achieved for the WT. This confirms that Wavelets perform
better on natural signals, i.e. non-stationary signals, as
demonstrated in [9]. The FT approach using Butterworth
filters does not, on the other hand, perform well on sharp
changes in the signal and it tends to smooth over those
features.

Figure 5. Profiles for each of the three surface com-
ponents for surface sample c).

The whole PC can be partitioned to components, once
this approach is applied to the complete dataset, i.e. all
rows and columns. Both approaches are used in this pro-
cessing, namely WT for partitioning to SG components
(see example in Figure 7), and FT for generation of spec-
trograms. Spectrograms are a visual representation of the
spectrum of frequencies of the signal in the time domain,
however here shown for spatial domain. A visualization
for surface sample b) is shown in Figure 6. The visible
information in the spectrograms differs for the dataset ob-
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tained from geometries as shown in Figure 4. It can serve
to provide additional information of the spatial frequency
content of the surface to the user.
The intensity image is obtained by using the same WT

approach partitioned to a high- (HFI) and low-frequency
intensity (LFI). The LFI component is dominated by the
contribution of the camera illumination pattern and is dis-
carded from further analysis. The HFI component, on the
other hand, is influenced by small scale features in the ob-
served surface, and can be therefore used to extract small
scale features.

Figure 6. Spectrograms generated for surface sample
b) in direction of columns and rows.

Only WT results were used in the end for this investiga-
tion, since the results were more optimal compared to the
FT. The FT and its results were only used for generation
of the SG spectrograms.

3.2 Geometric and Intensity Feature Computation

Each surface component dataset is used for extraction
of local geometric features, with features being different
for each of the three components. The selected features
were handpicked in order to capture the informationwithin
the SG components as good as possible. The selection is
shown in Figure 7. More information on geometric fea-
tures that were taken as a starting point in this investigation
and on their properties can be found in [10].

The computation of features is carried out for each point
within the dataset, using its neighbourhood. Within the
implemented algorithm, points are included within a cer-
tain neighbourhood based on either the list of indices of
the kNN of the anchor point or a query of all points with
distances to the anchor point smaller than a given radius.
The results shown in this paper were produced based on
a chosen radius, being 7 cm, 3 cm, and 1 cm, for LSFG,

MSFG, and HSFG, respectively. This makes the classifi-
cation results independent on the distance from which the
acquisition was done.
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Figure 7. Three SG components (left). A list of
features used for computation (right).

The intensity features play a relevant role when analyz-
ing the HSFG component. The goal is to exploit small
scale (i.e. sub-mm) features that cannot be captured by
the geometry of the PC, due to the accuracy limitation
of the used technology. However, the input intensity im-
ages of highly reflecting and absorbing local areas could
cause intensity variations, in this case the intensity varia-
tions would not be related to the geometric but rather to
radiometric features.

3.3 Supervised Classification

Once the features for all points are computed, they are
normalized per feature to a range of [0, 1], such that none
of the feature values dominate on the further processing.
Those values are then usedwithin a process of clustering to
form groups of points that share similar geometric prop-
erties. For this purpose, an agglomerative hierarchical
clustering approach was chosen. The algorithm requires
a user specified number of clusters. This can be chosen
based on a dendrogram, a tree diagram that displays an
arrangement of clusters and the similarity between them.
The number of clusters was selected as 3 for all compo-
nents. Only a random subset of about 10% of points with
their features was used for model training. It is assumed
that the sub-set is sufficiently representative for the whole
dataset, which was validated by the result repeatability
after selecting different random subsets. The rest of the
points is used later on for the evaluation of the model.
Next, the segmentation approach is extended to super-

vised classification using kNN. The algorithm learns the
relationship between the feature value list of each point and
assigned cluster indices. The number of clusters from the
clustering process and the classification process is there-
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fore the same. This classifier can then be applied to another
dataset, to predict the closest class label using kNN.
To derive labeling of points with higher spatial regu-

larity, a median filter is applied to the initial class label
image. This results into smooth labels and surface maps.
Additionally, it is possible to omit patches of areas smaller
than the chosen threshold to decrease granularity, however
this is not implemented in the proposed approach.
Furthermore, an assessment of each of the features

was carried out to understand which have the highest im-
pact on the label outcome. For this the analysis of vari-
ance (ANOVA) statistical test was employed, usually used
within similar classification tasks. Based on the features
and assigned labels, ANOVA assesses how much a class
label is dependent on each particular feature and assigns
each feature a score of relevance. It then ranks the fea-
tures based on the calculated score. The most important
features were intensity range and Z-coordinate range for
HSFG and MSFG, respectively. For LSFG the most im-
portant features were change of curvature, omnivariance,
and sphericity. The results of the labeling are shown in
Section 5.1.
The process of feature computation and classification is

computationally intensive, since a set of feature values has
to be computed for each point. This makes it unsuitable
for a quasi-real-time application. However, this can be
overcome by computing features for a subset of points,
e.g. every 10th point, classifying them, and then using
interpolation of classes on the rest of the points to produce
fully classified maps.

4 Material Classification
We have investigated the MC potential of ToF cameras

in the context of our targeted applications by developing
a MC strategy exploiting active reflectance estimations
derived from the raw correlation data. The goal is to
propose a processing pipeline to derive information of the
reflectance and diffusiveness of the materials in the scene
and use it for in-line classification, and to provide a simple
demonstration of the feasibility of such approach.

4.1 Experiments and Datasets

An experimental setup for material-related data acquisi-
tionwas designedmaking use of the horizontal comparator
bench on our calibration laboratory. The ToF camera was
mounted on a steel pole in front of the bench and the mate-
rial samples were placed on a motorized trolley that moves
automatically between selected positions measured with a
linear Doppler interferometer. This allowed for accurate
control of the relative distance changes between samples
and camera, which were extended to absolute distances by
independently measuring the distance between the camera

and the sample at the starting position of the trolley using
a laser tracker.
Two experimentswere carried out on the described setup

using four material samples, namely wood, plastic, metal,
and cardboard, chosen arbitrarily as a simple subset of
common materials. In the first experiment, each of the
four material samples was placed on the trolley and dis-
placed from 0.57 m to 1.6 m on steps of 3 cm. The scene
on each position was acquired 10 times sequentially to
enable an approximate quantification of measurement dis-
persion. The complete procedure was repeated for three
orientations of the samples (5◦, 25◦, and 35◦) by control-
ling the orientation with a highly repeatable rotation stage.
The values for the distance range and sample orientations
were selected to cover the expected working regions of
the camera for the envisioned applications, providing suf-
ficient resolution while keeping the effort for the exper-
iments low. In the second experiment, all four material
samples were placed on the trolley. The scene contain-
ing all materials was then captured for distances between
0.57 m and 1.07 m on steps of 0.1 m, repeating the process
for the three aforementioned orientations.

4.2 Active reflectance estimation

Our proposal for reflectance-based MC relies on distin-
guishing materials based on their reflectance pattern. This
approach is based on the estimation of a simple model of
the material absolute reflectance as a function of AOI, ob-
tained from calibrated intensity observations of the same
surface patch from different points of view. The features
extracted from such estimation can potentially provide dif-
ferentiation for a large number of materials as long as they
do not showcase both similar absolute reflectance and dif-
fusive behaviour.
Defining in the simplest case a two-parameter re-

flectance model R as a generalized Lambertian scatterer

R (AOI) = R0 · cosn (AOI), (6)

where R0 is the material absolute reflectance on normal
incidence and n defines the patter directivity; materials can
be characterized based on their features R0 and n. These
are obtained from aminimum but sufficient number of two
observations of the same surface patch from different per-
spectives, each observation providing estimations of both
the absolute reflectance and the AOI. The AOI can be esti-
mated from the depth map by analyzing the local region of
the pixel of interest. The absolute reflectance, on the other
hand, can be derived from the intensities calculated from
the correlation raw data by applying adequate distance
and instrumental corrections. The intensity a measured at
pixel px for certain distance d, considering the dominant
sources of variability, can be modeled as

a (d, px) = Kill (d, px) · Kdet (px) · G (d) · R (AOI) , (7)
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where Kill accounts for the spatial distribution of the illu-
mination signal, Kdet represents the detection efficiency
of the corresponding pixel, and G (d) the overall radio-
metric attenuation of detected power with distance. These
three components can be compensated online using fitted
functions or lookup tables obtained by a single calibration
process based on acquisitions of a known geometry (e.g.
a planar target) with homogeneous reflectance properties
over several distances within the range of interest. By
additionally including measurements on a material with
known reflectance such as a calibrated reflectance stan-
dard, the overall scale of the amplitudes can be corrected.
The final compensated amplitude provides an estimation
of the material reflectance R̂ of the surface patch covered
by each pixel independently of distance and viewing angle
from the camera, thus enabling the generation of abso-
lute reflectance images. Combining these images with the
estimated AOI per pixel for pairs of acquisitions allows
deriving and mapping the reflectance features R0 and n for
any part of the surface covered on both acquisitions. These
features can be then used to classify the materials in the
scene by direct comparison with a pre-collected material
database.

We have used the data from the two experiments de-
scribed in Section 4.1 to provide a simple validation of this
approach. The correlation data from the first experiment
was used to compute the optical intensities per modulation
wavelength according to (5). Figure 8 shows an extract of
the computed intensities as a function of the interferomet-
ric reference distance across all the evaluated materials for
the fastest modulation wavelength, with solid lines repre-
senting the average of 10 acquisitions per position while
shaded areas correspond to the dispersion of those acqui-
sitions in ±1 σ. These results are good representatives of
the overall behaviour of the other three fM . The analysis
of the intensity values indicates unreliable intensity obser-
vations due to saturation for some materials at close range.
This is specially critical on the metal sample that show-
cases much higher specular reflectance. This makes the
received intensity very high for the 5◦ orientation, which
saturates the sensor for any distance smaller than approxi-
mately 1.1 m as confirmed by inspection of the underlying
correlation samples. Conversely, the more specular be-
haviour produces very low intensities for the AOIs on the
25◦ and 35◦ orientations. The data derived from saturated
observations was excluded from subsequent analyses.

The intensities obtained in the first experiment have
been used to generate reference data for the classification.
To avoid the need of introducing a reflectance standard,
the classification is carried out using relative reflectance
values normalized to the average amplitude of wood at
5◦. The computed relative reflectances are depicted in
Figure 9 for the three evaluated AOIs, where solid and

Figure 8. Measured intensity at 100 MHz as a func-
tion of reference distance for all materials and AOIs.

shaded areas represent the average and standard deviation
(±1 σ) between all wavelengths. The results show that,
excluding the regions when the sensor is close to satura-
tion due to high material reflectance and short range, the
computed values per material are consistent within a 10%
of variability independently from distance. This indicates
that features derived from these values hold potential to
provide robust classification of the evaluated materials.

Figure 9. Normalized intensities at all fM as a func-
tion of reference distance for all materials and AOIs.

The relative reflectances per AOI computed for each
material, fM , and distance have been used to estimate the
two parameters R0 and n of the simple reflectance model
in (6), which are to be used as reference features for the
classification. Figure 10 shows the resulting features for
all frequencies and distances with their associatedmaterial
class. As seen in the figure, the computed features provide
good separability for the evaluated materials.
The data from the first experiment has been additionally

used to derive the distance correction G (d), and an addi-
tional independent experiment on a planar target at several
distances has been used to compute the illumination distri-
bution Kill (d, px). These corrections are used on a scene
containing all materials from the second experiment to test
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Figure 10. Normalized reflectance features extracted
for four materials for all frequencies and distances.

the MC performance against the reference data. The inter-
mediate steps for these corrections and the classification
results are shown and discussed next in Section 5.2.

5 Results
5.1 Surface Geometry

The results of the SG evaluation are maps colored ac-
cording to the assigned classes. Each class signifies the
level of geometric variability for each of the spatial fre-
quency components LSFG,MSFG, andHSFG (Figure 11).

Level of Geometric Variability:

LowMediumHigh

MSFGLSFG

HSFG

Figure 11. Resulting classified SG map for LSFG,
MSFG, and HSFG components.

The results indicate that the proposed evaluation ap-
proach works well, with clearly classifying the most simi-
lar geometric parts of the datasets in the same class. The
differences between classes are obvious and very distinc-
tive. The level of in-class variation is directly related to
how many classes were chosen in the classification step.
For the given dataset this value has been optimized, to
allow only for minor variations within the classes. The se-
lection of the number of the classes should thus be a data
driven decision. Due to the unavailability of ground truth
data, a plausibility check of the obtained results was done

based on subjective evaluation. This resembles standard
practice, where SG is evaluated by human inspection.
The results are useful within the process of robotic

spraying, where certain classes indicate areas requiring
further surface treatment. If the target SG would be a
class of medium geometric variability, regions showing
high variability imply the need of being filled with more
material around it or removed, while regions showing low
variability require additional texture.

5.2 Material Classification

A scene containing all four materials seen from two dif-
ferent perspectives (5◦ and 25◦ with respect to the camera
axis) has been used to assess theMC performance. The in-
tensities as directly computed from the correlation samples
are shown in Figure 12.a, for wood (W.), cardboard (C.),
plastic (P.), and metal (M.). These intensities were com-
pensated for the impact of distance and illumination spatial
distribution with the corrections calculated as described in
Section 4.2. The illumination distribution can be seen in
Figure 12.c, and the resulting distance- and illumination-
corrected intensities are shown in Figure 12.b. The AOI
across the scene was calculated geometrically, and the
need for calibrating the detection efficiency and overall
scale was overcome by computing reflectances normal-
ized to a patch of the scene known to correspond to wood
on the 5◦ acquisition. The two reflectance features were
then derived from the computed relative reflectances and
compared to the reference data using a kNN classifier. The
final results of the classification per pixel after applying
a median filter can be seen in Figure 12.d. The results
demonstrate high accuracy on the classification of pixels
corresponding to metal, cardboard, and wood. Pixels cor-
responding to plastic get wrongly classified as wood on
certain areas. This is caused by wood and plastic being
relatively close to each other in the feature space as shown
in Figure 11, and suggests the need for a more complex re-
flection model—thus requiring additional viewpoints—to
distinguish materials with similar reflectance properties.

6 Conclusion and Outlook
An exploratory investigation and concept development

for SG evaluation and MC using PCs and optical inten-
sity values acquired with a state-of-the-art depth camera
was carried out. The results for SG evaluation show that
it is possible to classify geometry based on the level of
geometric variability that it exhibits, by 3D feature analy-
sis and supervised classification. The generated SG maps
are easy to interpret, by both human and computer-aided
analysis. Furthermore, the evaluation of the presentedMC
approach on a reduced subset of materials shows success-
ful classification based on an approximated model of their
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Figure 12. Result and intermediate steps for
reflectance-based MC using 100 MHz data at dis-
tance of 1.5 m: a) measured intensities, b) corrected
intensities, c) illumination distribution, and d) clas-
sified pixels, with material initials used for label
names.

diffuse reflectance properties estimated from two view-
points. The proposed method does not require in-situ
calibration and can be easily extended to more complex
reflectance models—hence potentially increasing classi-
fication robustness—by adding measurements from addi-
tional viewpoints.
The ultimate goal of the two proposed approaches is

their in-line application within the robotic spraying pro-
cess, providing feedback regarding geometric andmaterial
properties to adapt the process accordingly. On the one
hand, the SG classes indicate whether further surface treat-
ment in the fabrication process is needed or if the desired
SG is met. On the other hand MC results can provide
information on local coverage and volume of each sprayed
material and also indicate early hydration states of the con-
crete to automatically regulate the time-window between
consecutively sprayed layers.

As a continuation two main further investigations will
be addressed. Firstly, the performance of the SG evalua-
tion and MC approaches should be assessed on surfaces
actually produced within the spraying process. Secondly,
the combination of both approaches for enhanced perfor-
mance should be explored. The latter means that geometry
information (i.e. distances, orientation of the sample, etc.)
should be used directly within the MC process where nec-
essary, and vice-versa. Having MC results as one of the
features within the SG evaluation, the material within the
scene might contain information relevant for the SG clas-
sification.
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