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Abstract – 
This study developed a system that generates 

video from a view following a robot, using 
composition CG of the present position of the robot 
using deliberately delayed video on the robot for 
displaying the current position and orientation of the 
robot. The proposed view generation method 
overcomes the disadvantage of conventional methods 
because it always has a close-up view, and has the 
advantage of the video making it easy to understand 
the area around the robot. In this study, we verified 
the advantage of this method experimentally using a 
crawler carrier and the robot, and addressed some 
problems. 
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1 Introduction 
When a disaster occurs, unmanned construction is 

used for recovery and investigation using a construction 
machine in a safe area. In general remote-control and 
unmanned construction, the pilot controls using the 
subjective view sent to the pilot’s terminal by a camera 
on a construction machine, or a third-person view sent 
by a camera installed in the surroundings. Subjective 
view has the advantage that it can be seen in front of the 
construction machine at all times, and third-person view 
has the advantage that it is easy to determine when the 
construction machine is about to hit obstacles. However, 
subjective view and bird's-eye view videos have parts 
that cannot be seen or are difficult to see. The purpose 
of this research was to develop a system that generates 
video from a view behind the robot by composition CG 
of the present position of the robot, using deliberately 
delayed video from the robot.  

2 Related research 

2.1 Classification and advantage of camera 
view 

In remote control, camera images are used to 
understand the environment of the construction machine. 

Here, we classify the installation positions of the 
cameras and the obtained images, and describe the 
advantages and disadvantages thereof.  

• Subjective view

Generally, the camera is installed in the driver's seat
of the construction machine, and a subjective image is 
taken as if the operator is looking forward from the 
driver's seat. A typical obtained image is shown in 
Figure 1. 

Subjective images are realistic and easy for the 
operator to imagine, and the device is simple and fully 
contained in the construction machine; thus, the usage 
cost is low. However, the general camera can only 
retrieve limited information because its viewing angle is 
narrower than the human viewing angle. Thus, there are 
cases where multiple cameras are installed or a fisheye 
camera with a wider viewing angle is used [1]. 

Figure 1. Example of subjective view 
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• Swingable subjective view  

In a previous study, the attachment of a swing 
mechanism was attached to the camera to allow the 
operator to check the sides and back to overcome the 
narrow viewing angle of subjective images [2]. 
However, it is not possible to change the large view 
such as leaning forward to check the rear like in a 
manned vehicle, and the viewing angle is limited. In 
addition, the swing mechanism is operated separately; 
VR technology can be used to simplify this[3]. 

• Fixed third-person view 

In unmanned construction, the condition of the 
construction site and the positional relationship of the 
construction machine therein are important. Thus, it is 
common to install cameras on pipe scaffolding or 
prefabricated scaffolding for a broad third-person view. 
An image from a typical fixed third-person-view video 
is shown in Figure 2. The third-person-view video may 
have a sensational discrepancy between the operation 
and the movement of the construction machine, because 
it does not always face the same direction as the 
construction machine; therefore, it requires skill to 
operate. For example, the right crawler must be moved 
to turn the construction machine in Figure 2 to the left. 
In addition, when the distance between the camera and 
the construction machine is large, the construction 
machine in the image may appear small, or another 
object may appear between the two, hiding the 
construction machine. Furthermore, the installation cost 
of the camera is high, and installation of the camera 
itself may be impossible immediately after a disaster. 

 
Figure 2. Representative fixed third-person view 

video 

• Third-person view from mobile robotsthird-person 
view 

In some disaster response robots, a rod is extended 
backward on the robot and a camera is installed in a 
high position on the tip of the rod to obtain a third-
person-view video of the robot surroundings. A typical 
image is shown in Figure 3. In this case, the orientation 
of the robot and the position and orientation of the 
camera always match, and it is easy to grasp the 

surroundings subjectively. Toda et al. obtained a bird's-
eye view from the top in real time by mooring a balloon 
on the robot instead of a stick, and looking down at the 
robot from the camera installed on the balloon [4]. 
Nagatani and others also moored a drone on a 
construction machine [5]. These methods increase the 
total height, which includes that of the camera. 
Moreover, they limit the usable environment because it 
is necessary to physically separate the camera from the 
center of the robot. Further, there is the drawback that 
the image is very shaky owing to the effects of rotation, 
vibration, and wind of the construction machine because 
the robot moves away from the center of rotation.  

The technology of artificially generating a bird's-eye 
view image by synthesizing a plurality of camera 
images mounted on a robot on a plane has been applied 
practically by automobile manufacturers. An example of 
the one put into practical use is the around view monitor 
of Nissan Motor Co., Ltd [6]. Sato et al. applied this 
method to unmanned construction equipment [7]. 
Shimizu et al. applied this method and made it possible 
to move the view [8].  

 
Figure 3. Representative moving third-person view 

video 

2.2 Fixed third-person view using past image 
method 

Shiroma et al. saved a still image acquired by a 
camera mounted on a robot, and synthesized a CG that 
matched the position of the robot in the still image in 
the save history to view the robot from the position 
where the still image was acquired; they proposed a 
method to generate an imaginary bird's-eye view [9]. In 
addition, Kinoshita et al. eliminated the narrow viewing 
angle by shooting still images using an omni-directional 
camera [10]. Figure 4 shows the outline and Figure 5 
shows the generated third-person-view image.  

The fixed third-person-view generation method 
using previous images involves obtaining the fixed 
third-person-view view by using previous still images 
captured by the robot. That is, if the only moving object 
in the image is the robot, the still image once taken is 
used as the background, and the moving robot draws the 
CG according to the position and orientation 
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information. This method has the merit that the amount 
of communication and the associated communication 
delay can be reduced because moving image transfer is 
not required.  

In contrast, the image obtained by this method has a 
fixed third-person-view, and thus there is the problem 
that the size of the image decreases as the robot moves 
away. To solve this, it is necessary to retake a still 
image when a certain distance is reached. In addition, 
moving objects such as humans and other robots are 
perceived as stationary, because moving objects other 
than robots are not assumed. 

 
Figure 4.  Overview of past image method 

 
Figure 5.  Third-person view image by past image 

method 

3 Tracking third-person view video 
method 

3.1 Proposal of tracking third-person video 
method 

We extended the idea of the fixed third-person-view 
generation method using past images from an omni-
directional camera developed by Kinoshita et al. We 
used a moving image instead of a still image, and 
intentionally delaying this to create a CG image at the 

robot's current position. We proposed a method of 
generating a moving view in which a camera positioned 
behind a robot is followed by continuous drawing [11]. 
Figure 6 shows the outline. In this paper, this is called a 
tracking bird's-eye view view. In the case of the fixed 
bird's-eye view image described above, the drawing 
position of the robot and its size change. However, in 
this method, it is always drawn in a fixed size in the 
center of the screen; thus, it has the advantage of being 
easily drivable. In contrast, in the proposed method, the 
amount of communication is not reduced because 
moving images are used. Although the moving object is 
reflected, it is a delayed moving image and does not 
correctly reflect the movement of the object. 

 
Figure 6.  Overview of tracking third-person view 

method 

3.2 Generation method of tracking third-
person view video method 

The generation procedure of this method is shown as 
follows.  
1. The robot saves the current time and the position 

and orientation of the robot along with the moving 
image. 

2. A moving image and robot position and orientation 
that meet the conditions are selected. There are two 
possible conditions to select. 
A) Fixed time delay—Selection of the latest 

moving image where the difference between 
the current time and the shooting time of the 
image is more than a certain value. 

B) Fixed distance delay—Selection of the latest 
moving image where the distance between 
the current position and the shooting position 
of the image is a certain distance or more. 

3. The robot sends the current position/orientation of 
the robot, the selected moving image, and the 
position and orientation at the time of image 
capture to the operator terminal. 
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4. The CG reflecting the current position and 
orientation of the robot is superimposed on the 
moving image received by the operator side, and 
displayed on the screen. The current direction of 
the robot is cut from the moving image when 
drawing so that the CG of the robot is always 
centered. 

3.3 System configuration 
Figure 7 shows the system configuration of this 

research. The upper left side of the dotted line shows the 
processing performed by the robot side, and the upper 
right side shows the processing performed by the 
operator side. These are the contents of the software. 
The lower part of the dotted line shows the required 
hardware. The system on the operator side calculates the 
relative position and orientation from the shooting point 
from the current position and orientation received from 
the system on the robot side and the position and 
orientation at the time of shooting the moving image, 
and synthesizes the CG of the robot with the moving 
image. The positional relationship between the self-
position estimation sensor, the omni-directional camera, 
and the robot must be obtained before the experiment. 
The position where CG is combined with the moving 
image is calculated as follows. Figure 8 shows an 
example of robot behavior. Position/posture 𝑃𝑃𝑝𝑝𝑝𝑝  of the 
camera at the time of shooting when the 
position/orientation of the robot center at the time of 
shooting is the origin, position/posture 𝑃𝑃𝑝𝑝𝑝𝑝 of the robot 
center at the time of shooting, sensor position/posture 
𝑃𝑃𝑝𝑝𝑝𝑝 at the time of shooting, current position/posture 𝑃𝑃𝑛𝑛𝑝𝑝 
of the robot center, The current position/orientation 𝑃𝑃𝑛𝑛𝑝𝑝 
of the sensor is defined as follows. 

𝑃𝑃𝑝𝑝𝑝𝑝 = �𝑥𝑥𝑝𝑝𝑝𝑝 ,𝑦𝑦𝑝𝑝𝑝𝑝 , 𝑧𝑧𝑝𝑝𝑝𝑝 ,𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� 
𝑃𝑃𝑝𝑝𝑝𝑝 = �𝑥𝑥𝑝𝑝𝑝𝑝 ,𝑦𝑦𝑝𝑝𝑝𝑝 , 𝑧𝑧𝑝𝑝𝑝𝑝,𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� 
𝑃𝑃𝑝𝑝𝑝𝑝 = �𝑥𝑥𝑝𝑝𝑝𝑝,𝑦𝑦𝑝𝑝𝑝𝑝, 𝑧𝑧𝑝𝑝𝑝𝑝,𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� 
𝑃𝑃𝑛𝑛𝑝𝑝 = (𝑥𝑥𝑛𝑛𝑝𝑝 ,𝑦𝑦𝑛𝑛𝑝𝑝 , 𝑧𝑧𝑛𝑛𝑝𝑝 ,𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛) 
𝑃𝑃𝑛𝑛𝑝𝑝 = (𝑥𝑥𝑛𝑛𝑝𝑝,𝑦𝑦𝑛𝑛𝑝𝑝, 𝑧𝑧𝑛𝑛𝑝𝑝,𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛) 

The relative position of the position and orientation 
of the camera, the position and orientation of the robot 
center, and the position and orientation of the sensor are 
fixed because they are fixed to the robot. Also, 
assuming that the directions of the camera, sensor, and 
robot are the same, the yaw, pitch, and roll values are 
the same. Therefore, the position and orientation 𝑃𝑃𝑝𝑝𝑝𝑝 of 
the sensor viewed from the center of the robot and the 
position and orientation 𝑃𝑃𝑝𝑝𝑝𝑝 of the camera viewed from 
the sensor are defined as follows. 

𝑃𝑃𝑝𝑝𝑝𝑝 = (𝑥𝑥𝑝𝑝𝑝𝑝,𝑦𝑦𝑝𝑝𝑝𝑝, 𝑧𝑧𝑝𝑝𝑝𝑝, 0,0,0) 
𝑃𝑃𝑝𝑝𝑝𝑝 = (𝑥𝑥𝑝𝑝𝑝𝑝 ,𝑦𝑦𝑝𝑝𝑝𝑝 , 𝑧𝑧𝑝𝑝𝑝𝑝 , 0,0,0) 

When the robot moves as shown in Fig. 8, the vector 

from the camera at the time of shooting to the center of 
the robot after the movement is obtained by the 
following procedure. 

1. Obtain the position and orientation of the 
camera during shooting from the position and 
orientation of the sensor during shooting 

𝑃𝑃𝑝𝑝𝑝𝑝 = 𝑃𝑃𝑝𝑝𝑝𝑝 + 𝑃𝑃𝑝𝑝𝑝𝑝 

2. Obtain the coordinates of the current robot 
center from the current sensor position and 
orientation and the sensor position and 
orientation seen from the robot center 

𝑃𝑃𝑛𝑛𝑟𝑟 = 𝑃𝑃𝑛𝑛𝑛𝑛 − 𝑅𝑅𝑦𝑦𝑅𝑅𝑝𝑝𝑅𝑅𝑟𝑟𝑃𝑃𝑟𝑟𝑛𝑛 

 
However, 𝑅𝑅𝑦𝑦𝑅𝑅𝑝𝑝𝑅𝑅𝑟𝑟 is the following formula. 

𝑅𝑅𝑦𝑦

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡cos �𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛 − 𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝� − sin �𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛 − 𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝� 0 0 0 0

sin �𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛 − 𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝� cos �𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛 − 𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝� 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1⎦

⎥
⎥
⎥
⎥
⎥
⎤

 

𝑅𝑅𝑝𝑝

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡ cos �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝� 0 sin �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝� 0 0 0

0 1 0 0 0 0
− sin �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝� 0 cos �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝� 0 0 0

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1⎦

⎤

 

𝑅𝑅𝑟𝑟

=

⎣
⎢
⎢
⎢
⎢
⎡
1 0 0 0 0 0
0 cos�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 − 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� − sin�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 − 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� 0 0 0
0 sin�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 − 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� cos�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 − 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1⎦

⎥
⎥
⎥
⎥
⎤

 

3. Obtain the current position/orientation 𝑃𝑃𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛 of 
the robot center with the position/orientation of 
the camera as the origin 

𝑃𝑃𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛 = 𝑃𝑃𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑝𝑝𝑝𝑝 

1243



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

 
Figure 7.  System Configuration 

 

 

4 Figure 8.  An example of robot 
behavior Experiment of generating a 
third-person view video 

4.1 Video generation experiment using 
construction machinery 

4.1.1 Purpose 

Using the proposed method, we attempted to 
generate a tracking third-person-view image from the 
moving image of the omni-directional camera acquired 
while traveled the crawler carrier equipped with the 
implemented robot side system and the information of 
RTK positioning. 

4.1.2 Data acquisition robot side system 

Figure 9 shows the robot system used to acquire the 
data. The installed camera is the omni-directional 
camera which name is “ RICOH THETA V ”. 

 
Figure 9.  Data acquisition robot side system 

4.1.3 Content 

The robot side system shown in Figure 10 was 
installed in a crawler carrier IC 120 manufactured by 
KATO WORKS. Figure 10 shows the dimensions of the 
crawler carrier, and Figure 11 shows the camera 
installation position. The position of the crawler carrier 
was determined using the data of RTK 
positioning.position In this experiment, only the 
position of the crawler carrier and the moving image of 
the omni-directional camera were acquired during 
operation, and the video was generated offline. The 
condition for moving image selection during image 
generation was the fixed time delay described in 2(a) in 
section 3.2. 

 
Figure 10. IC120 dimensions 

 

 
Figure 11. Camera’s position 

4.1.4 Results and discussion 

The video in Figure 12 was generated offline from 
the data acquired during the experiment. The video is 
available at https://youtu.be/HMjuIucaNg4. The 
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generated image confirms that the rough movement of 
the CG of the construction machine matches the 
movement of the actual construction machine, and that 
the view follows the CG. As a result, we demonstrated 
that it is possible to generate a third-person view image 
from the image of the vehicle-mounted camera. There 
was a problem in that the view sometimes caught up 
with CG when the construction machine speed 
decreased. This is probably because the delay time was 
constant and the distance to the camera changed 
depending on the speed of the crawler carrier. There 
was a further problem that the CG skidded and 
oscillated. It is considered that this is because the 
shooting time of the moving image and the acquisition 
time of the position and orientation were not correctly 
synchronized. 

 
Figure 12. Video generated in an experiment using a 

crawler carrier 

4.2 Video generation experiment using a 
small dolly 

4.2.1 Purpose 

Based on the experiment detailed in the previous 
section, we attempted to solve the problem by 
improving the system. The video was generated in real 
time to check for practical problems. 

4.2.2 Implementation on a robot for running 
experiments 

We implemented the system on Beego, a small 
indoor vehicle shown in Figure 13. The installed camera 
is the omni-directional camera which name is “ RICOH 
THETA S ”.The odometry obtained from the number of 
tire rotations was used to acquire the position and 
orientation of Beego. 

 
Figure 13. Mounted small vehicle 

4.2.3 Content 

We generated a tracking third-person-view image 
with the improved system. In the experiment, the 
vehicle traveled from the position shown in Figure 14 
along a 2-m square perimeter, drawn as a dashed black 
line. The turns were made on the spot or without 
stopping. The image selection condition for moving 
image generation was the constant distance delay (75 
cm) described in Procedure 2(a) in Section 3.2. 

 
Figure 14. Indoor experimental environment 

4.2.4 Results and discussion 

An image from the video generated in real time 
while driving is shown in Figure 15; the video is 
available at https://youtu.be/GBiFHKc6bh0. From the 
generated image shows that the camera position 
changed according to the robot's moving and stopping, 
we confirm that the position change of the camera also 
changed with the speed and stopping of the robot. From 
this, we succeeded in keeping the distance between the 
robot and the camera constant. However, the CG was 
drawn at a different position to the actual position. 
When the CG bent inward from the actual robot position, 
especially when it turned smoothly without stopping, it 
was inflated and drawn outside. A visual check 
confirmed that the actual robot position and the CG 
position were shifted by a maximum of approximately 
106 cm. And, the stop position was offset by about 5 cm 

Robot CG is drawn on the current position of the robot 

Background image is a past picture 
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in the direction of travel. It is considered that this is 
because the operation of the program is slow, and the 
delay of the program is unintentionally added to the 
intentional delay. 

 
Figure 15. Video generated in an experiment using a 

small vehicle 

5 Summary and outlook 
This paper described a method to generate a video 

that follows the robot from the back, using the camera 
on the robot, by intentionally superimposing the CG of 
the robot on the delayed video. We implemented a 
tracking view generation method. We conducted 
experiments using two types of robots—a construction 
machine and a small vehicle—and confirmed the basic 
operation. From the experimental results, we prove that 
the third-person view image can be generated from the 
image of the camera on the robot according to the 
theory, and it was confirmed that the distance between 
the robot and the camera can be fixed. A mounting 
problem caused a phenomenon in which the actual 
position of the robot and the position of the CG caused 
an error and the CG skid. As a result, in addition to the 
intentionally generated delay, there was an unintentional 
delay in the program.  

In the future, we plan to reduce the delay in the 
system to more accurately superimpose CG. In addition, 
we aim to demonstrate the superiority of this research 
by performing a subject experiment using the generated 
tracking bird's-eye-view image and other images. 
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