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DYNAMIC PLANNING OF CONSTRUCTION ACTIVITIESUSING HYBRID SIMULATION
ABSTRACT

Traditional planning methods such as CPM and PERVehbeen useful tools to manage construction
projects. However, the underlying model of theselittonal methods often seems to fail to represeaft
projects as they tend to assume no interrelatipnfietween project components. In reality, project
components have complex dynamic feedback processafuires modeling of inherent uncertainty in the
execution of these projects. Nevertheless, thisadha nature and uncertainty have not been explicitl
addressed by traditional planning methods. Prdgtire can be attributed to poor representatiorthef
inner and outer aspects of operations that areons@ipe for project dynamics. Uncontrollable extdrn
forces are often cited but the real cause may teenal such as the feedback process among compsooient
the project. An alternative perspective is offeirethis paper through system dynamics (SD) thabacts

for the feedback process and discrete event simnléDES) for modeling the uncertainty. The propgbse
method utilizes SD method for modeling project dyies and DES method coupled with CPM network
for operational details and uncertainty, respettivd case study that involves preparing enginagrin
drawings in a design office is used to demonstifateuse of the developed method and to highlight it
capabilities. Modeling the dynamic dimension is ested to enhance planning and scheduling of
construction operations and to provide a betteetstdnding of the impact of various internal anttmal
factors on project schedule and productivity perfance.

KEYWORDS
Dynamic Planning, Discrete Event Simulation, Sysfgynamic, Construction
INTRODUCTION

The increasing scale and complexity of modern eansbn projects make them vulnerable to
poor outcomes due to the heterogeneous natur@g@fcpicomponents. Therefore, there is a need teeadd
the fragmented approach of dealing with issues rofept planning and control. Traditional project
management tools such as CPM-based network and PERide useful support to decision makers, and
have been used since the mid-50's and early 6@svender, those methods suffer from critical limibais
such as accounting for uncertainty in a dynamicahanging project environment. The limitations
associated with CPM have been addressed by McRimarmah Rayvec (1964) and Pritsker et al.
(1989).These tradition methods focus on the detdilhe activity level (activity duration, resouscend
cost) and neglect the interrelationships and dynanaimong these activities. CPM-based network is
constrained by the assumption that neglects thadispf any surrounding factors on the project bieha
and outcomes. The reality is that interrelatiopslkamong project influential elements are more dexnp
than what have been suggested by the traditionddads.

There are two frequently reported observationslanning and execution of construction projects.
The first has to do with uncertainty in time andstcof the components of construction projects. For
instance, the estimation of duration and cost ¢f/ities is performed based on deterministic apphoa
However, in reality, those parameters are uncegath more inclined to follow a probability distrifomn.
In this context, simulation tool such as DES iseefiive for analyzing the stochastic nature of the
parameters involved. DES, however, overlooks théating of the holistic behavior of these parameters
and their impact on obtaining optimal results. Beeond is the existence of a complex dynamics among
the construction project components. The feedbackgss is a resultant of the management decisiwhs a
polices, and their interaction with tactical levafl the project. Failing to establish the links beém
management policies and the activity level can tieglg influence project completion.



This paper presents a scheduling and planning rdettad utilizes a CPM-based network built on
DES environment and integrated with SD mode thatresbes management policies and decisions and
their impact on project successful completion. phper presents a background of the challengeswfet
by a summary of comparison between characterisfi¢se traditional and SD methods. It also presents
case study to provide a proof of concept of thearsh presented in this paper.

BACKGROUND

Several techniques have been developed to helpgbrojanagers to plan and schedule projects,
and make informed decisions. Those techniques @relaped on the assumptions that whereas a project
may unique and not subjected to stochastic and ndignadehavior together. Commonly, the traditional
techniques simply describe the project as top-ttebo hierarchy through decomposition of project
elements into smallest acceptable level where vpmé&kages could be described easily by activities.
Thereafter, cost, duration, and resources are attinmainly from experience as deterministic numbe
Then the project’s job logic is described as a agtwef activities connected based on the work sagee
and logic. The apparent and the purpose of thisga®is to describe the actual project behavioegéed
in reality, it is a predication scenario. One oé tlmain concerns in such static and liner philosophy
addressing the issues of planning and controlliieg, in the ability of the restructured activitie$ the
network from bottom-to-top to behave based on #seimed assumption at the project decompositior stag
Furthermore, management in reality is dynamic asponsive to new changes and information to keep
project on track than adhering to the original plahhose plans are targets or baselines of the geament,
when those targets are endangered, then actiortsiggered to correct the derailing of project beba
from targets. Thus, traditional methods are usebaaglines implemented within a dynamic environment
of causal-effect feedback loops. Such challenges e effectively addressed by alternative approach
based on an integrative simulation environment #wounts for the project dynamics and details at
activity level.

The SD method was introduced by Forrester (196Ihethod for modeling and analyzing the
complex system behavior in industrial managemehé Method has been used in different fields ofadoci
science where the holistic view and the feedbacikcgss are critical in understating the evolutionthaf
system behavior (Abdel-Hamid, 1991; Lee et al. 200&k and Pena-Mora, 2003; Chahal, 2008). The SD
model aims to capture the feedback processes reipporon the system behavior within a predefined
boundary. The management practice to close gapsebat project performance and targets is an
application of one foundation of SD in project mg@ment and control (Lynesi and Ford, 2007). A
common example of project control feedback loopsegated in the planning and control cycle is
demonstrated in Figure 1, (Rodrigues and Bowerg6)Ll9he Figure shows three loops that result ftioen
management decisions and policies. The loops dleddaalancing loopsof negative polarity (-), as
emphasized by the “B”. Thiealancing loopg-) are responsible on making the system mordestahile
reinforcing loops(not shown in the figure) of positive polarity (#y to drive system out of limits. The
polarity of the loops is a resultant of the muitiption of the variables’ signs shown on the arrowdoop
“B1”, when project progress is behind the schedthe, management responds to perceived schedule
slippage by either increasing the resources levektending the project completion time. The decisif
increasing the resources-level option should irerdhe productivity rate. As a result, perceiveagpess
reduces the efforts remaining and eventually brihgsforecasted completion date forward. Alterredjiy
in loop “B3", the strategy to respond to scheduippsge is to adjust the project completion date.
Balancing loops are desired in the project andbéistang them is not easy task for manger, as tiere
continues adverse influences from external vargalde emphasized by rectangular in Figure 1. For
instance, increasing the workforce is expectedntweiase the progress rate. However, on one side, th
decision of increasing the workforce is restriclgdconstrains such as budget limitation, availgbidif
skilled workforce, space limitation, etc., and be bther side, the expected increase in produgtbfithe
work force is constrained by factors such as métwatraining level, ability to work under high extime.
These kinds of mechanisms of causal and effectoisddloops are responsible on the real behavior of
project, and efforts spent on understating loopswgon and their interaction mechanisms will entean
the understating of the management problems oftaar®n projects.
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Figure 1- Feedback Process in Project Control Cycle

In order to address the concerns associated wahnpig methods, it is a good practice to
summarize the main differences among them. Thepaoison is conducted between the methods of CPM-
based network, DES, and SD from four perspectigedlstrated in Table 1. The study shows that CPM
and DES methods address similar modeling issuespeX@ES has the ability to account for the stodbast
phenomenon witnessed in project at tactical lev&D method seems to be on the opposite side based o
the characteristics perspective, while in realitisicomplementary to the CPM and DES, as it ade®s
issues that are considered main limitations in CGitld DES.

Thus, as conclusion, the SD modeling and analy$és different prospective of understanding
system behavior and output from that offered by Céid DES. This because SD model developer first
understands the underlying influences that areoresiple on the outcomes while developer of CPMstrie
to jump to the outcomes without considering thearhyihg influences. Rodrigues and Bowers (199&) ha
summarized the approaches that can be adopteddporate CPM-based network and SD:

1- A more sophisticated network model including feedback processes and detailed mechanism for
modeling activity durations and costs to refleet timderlying influences,

2- A more detailed and phased SD model, and

3- Adopting lessons learned from SD models in $etiles for use in making the estimation.



Tablel-Comparison between the Traditional, DES P&»ning Methods

Per spective Traditional Method DESMethod SD method
Focus Activity Operation Holistic and Feedbacks
Level of Details High Details High Details Littleethils
Behavior Linear Stochastic Deterministic
Model type Interrelated but distinctinterrelated but distinct Continuous flow
packages packages
METHOD

The proposed planning method is implemented imraulsition environment. It utilizes SD model
that models the policy management through captuidyquantifying their effects. The SD model oesat
a dynamic framework that exhibits the classic ctigristics of project’s dynamic. However, such
framework is considered incomplete unless it ispted with CPM-based network to describe the jolidog
through activities sequence. The CPM network isettged using discrete simulation environment. This
allows overcoming the deterministic nature of tredition methods and accounts for randomness. The
proposed implementation platform is demonstratedrigure 2. The project scope is decomposed into
smaller units to develop the work breakdown stmec{?WBS), from which activates are identified. Each
activity duration and cost are inputted as proligbdistributions. The implementation platform used
ProbSched as environment to develop the CPM netwbhle ProSched is a probabilistic scheduling
package that uses Stroboscope as its engine amdddftVisio as its Graphical User Interface. Proi&i
allows the definition of CPM networks where the tcasd duration of each activity can be defined
probabilistically. ProbSched produces graphicalpoutto indicate the criticality of each activity dan
statistics of the early and late times and flodteach activity and the project (loannou and Main
1998). The second component of the implementdtigalves developing SD model. The SD model is
developed using Vensim Software Package from VenBystems, Inc.
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Figure 2- Architecture of the Proposed Planning&ys



RESULTSAND DISCUSSIONS

The method was tested using a real case study &ahasign firm that produces a verity of
engineering drawings. The work involved prepariogrftypes of engineering design drawings by difiere
engineering offices in the same firm. In order taugtify and measure the drawings in a standard,ftren
firm developed units system that estimates drawingerm of work units (e.g.; one drawing equal@pO
unit of work). The productivity of individuals iseasured by number of drawing completed and checked
per month. Table 2 demonstrates the characteriefithe case study used to implement the proposed
method. The scope of the task is measured in téumits. The maximum available skilled workforcesva
160 people. In column (2), the triangular prob#pitiistribution of task duration is estimated based
experience and from historical data. The start tforeeach task is shown in column (3). The duration
distributions are inputted into the CPM-discretawdiation network. The model ran for 500 cycles &l
average duration for each task was computed asrskbolumn (4). Now, at this stage the CPM network
computations are accomplished. The next stage uadotleveloping SD model to represent the project
dynamics. The developed SD model is composed afrfoadules (workflow, rework, quality, and labor).
The purpose of the SD model is to study the effeftschedule pressure, fatigue, overtime, and rewor
cycle on quality and project duration. The planpeafile of effort for each task shows ramp fromoQ0t2
and ramp down from 0.8 to 1 as shown in Figure 3.

The SD model was simulated, and a sample of theltsess shown in Figure 4. The project
duration, estimated by the traditional method aisdrdte simulation had expanded from 70.9 monttg2to
months, Figure 4.a. This represents an additianad bf 32% in project duration. The work completed
correctly shown in Figure 4.b represents the wdwcked and passed the quality test. Figure 4.balys
the quality of work is degrading between 25 montt 45 month of the project duration as a resuloré&w
stock has increased to maximum between 30 montamdonth. The cause of this behavior is due to the
mounting schedule pressure, fatigue, and increaseds in work performed. The project has reach 8%
its duration while the actual productivity was @stperceived; this has triggered the loops tofoakxtra
workforce that is beyond the maximum available ti(h60 people). Therefore, the increase in the dualee
pressure has triggered the need for overtime dsypt increase productivity, Figure 4.e; consediyen
this has increased the errors rate in work perfdrniégure 4.d. as a direct result of fatigue. The
accumulation impact of those factors extended thgpt duration to 92 month. The accumulated gtanti
of work accomplished is shown in Figure 4.f d destmates S-curve behavior, this kind of curve is
common and reflects the real accumulation of woscation.

Table 2- Case Study Data

Task Triangular Start time Simulated  Task Perquisite  Productivity of
Scope probability Dist. for Tasks  average Complet to Start individual
in of Task Length in Months Task ion Task engineer
Task Name Units in Months Length in Time Drawing/ month
Months
1) &) 3 (@) ®) (6) )
Taskl (T1) 10000 20, 20.4, 20.9 0 20.5 20.5 0,0,0,0 20
Task2(T2) 50000 20, 20.2,20.6 20 20.35 40.35 T100,0 25
Task3(T3) 40000 10, 11.7,12 40 114 51.4 T1,7T2,0,0 15
Task4(T4) 20000 39.9,40.5,40.8 30 40.45 70.45 TII3, 25
0
Project 70.45

Duration
(months)
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CONCLUSION

Traditional planning methods are based on decomposai project into activities, and then
establish the job logic among those activities.sThasults in addressing the construction problem in
fragmented and linear fashion. The purpose of awjept model whether it is a SD model or a CPM
network is to strive to deliver unbiased model tegtture likely behavior of project related parasmetand
their dynamic impact on project execution. Thiseggsh indicates that SD is well suited to addriss t
dynamic nature of the project interrelated pararseté the strategic level and traditional methagsveell
suited for modeling these parameters at the tdchkineel. Therefore, this paper has addressed those
concerns by presetting an innovative method thsignated CPM-network developed in DES simulation
environment with the SD model. The implementatiofnastructure used discrete simulation engine, CPM
network, and SD simulation engine.

The proposed method has been illustrated usinga stady from the construction industry. The
duration of the four tasks were estimated as prtibadistributions, and inputted into a model déged
using discrete simulation to compute the averagataun of the project. In the SD model, the average
durations are used as initial inputs. The SD maded constructed to include four modules: workflow,
rework, quality, and labor. The objective of thedabwas to study the effects of rework, fatigudiestule
pressure, and resource availability on project timaand quality of work performed. A significant
difference in the outcomes has been observed betteestatic and the integrated models. The project
duration increased by 32% from that planned origina view of the dynamic impact of project reldte
factors.

SD is still relatively not fully utilized in conatction. The coupling of the traditional method with
the SD is expected to provide valuable complemgntdormation. Traditional techniques supply detdlil
information while the SD provides the impact of mgement policies and strategies on project exatutio
The method is expected to enhance current practiomject planning and modeling. Modeling of paife
uncertainty and dynamics are main features of éweldped methods.
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