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Abstract -

Bridge deck inspection is essential task to monitor the

health of the bridges. This paper reports the data collection

and analysis for bridge decks based on our novel robotic

system which can autonomously and accurately navigate

on the bridge. The developed robotic system can lessen the

cost and time of the bridge deck data collection and risks

of human inspections. The advanced software is developed

to allow the robot to collect visual images and conduct

nondestructive evaluation (NDE) measurements. The image

stitching algorithm to build a whole bridge image from

individual images is presented in detail. The impact-echo

(IE) and ultrasonic surface waves (USW) data collected by

the robot are analyzed to generate the delamination and

concrete elastic modulus maps of the deck.

Keywords -

Mobile robotic systems, Bridge deck inspection, Image

Stitching, Nondestructive evaluation.

I. Introduction

The condition of bridges is critical for the safety

of the traveling public and economic vitality of the

country. There are many bridges through the U.S. that are

structurally deficient or functionally obsolete. Condition

monitoring and timely implementation of maintenance

and rehabilitation procedures are needed to reduce future

costs associated with bridge management. Application

of nondestructive evaluation (NDE) technologies is one

of the effective ways to monitor and predict bridge

deterioration. A number of NDE technologies are cur-

rently used in bridge deck evaluation, including impact-

echo (IE), ground penetrating radar (GPR), electrical

resistivity (ER), ultrasonic surface waves (USW) testing,

visual inspection, etc. [5], [22]. For a comprehensive and

accurate condition assessment, data fusion of simultane-

ous multiple NDE techniques and sensory measurements

is desirable. Automated multi-sensor NDE techniques

have been proposed to meet the increasing demands

for highly-efficient, cost-effective and safety-guaranteed

inspection and evaluation [7].

Automated technologies have gained much attention

for bridge inspection, maintenance, and rehabilitation.

Mobile robotic inspection and maintenance systems are

developed for vision based crack detection and main-

tenance of highways and tunnels [18], [19], [23]. A

robotic system for underwater inspection of bridge piers

is reported in [3]. An adaptive control algorithm for a

bridge-climbing robot is developed [15]. Additionally,

robotic systems for steel structured bridges are developed

[2], [16], [21]. In one case, a mobile manipulator is used

for bridge crack inspection [20]. A bridge inspection

system that includes a specially designed car with a

robotic mechanism and a control system for automatic

crack detection is reported in [11], [12], [17]. Similar

systems are reported in [13]–[15] for vision-based auto-

matic crack detection and mapping and [24] to detect

cracks on the bridge deck and tunnel. Edge/crack detec-

tion algorithms such as Sobel and Laplacian operators

are used.

Difference to all of the above mentioned works, our

paper focus on the bridge deck data analysis which is

collected by our novel robotic system integrated with

advanced NDE technologies. The developed data analy-

sis algorithms allows the robot to build the entire bridge

deck image and the global mapping of delamination and

elastic modulus of the bridge decks. These advanced

data analysis algorithms take into account the advantages

of the accurate robotic localization and navigation to

provide the high-efficient assessments of the bridge

decks.

The paper is organized as follows. In the next

section, we describe the robotic data collection sys-

tem and coordinate transformation. In Section III we

present the image stitching algorithm and bridge deck

viewer/monitoring software. In Section IV, we present
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Fig. 1. The bridge robotic inspection system with

the command center built in the transportation van.

the IE and USW data collection and analysis. Finally, we

provide conclusions from the current work and discuss

the future work in Section V.

II. The bridge robotic inspection system

A. Data Collection

The robotic system is integrated with several non-

destructive evaluation (NDE) sensors such as Ground

Penetrating Radar (GPR), acoustic array consisting of

Impact Echo (IE) and Ultrasonic Surface Waves (USW),

Electrical Resistivity (ER), and high resolution cameras

as shown in Fig. 1. The robot autonomously maneuvers

on the bridge based on the advanced localization and

navigation algorithm reported in our previous works

[8]–[10]. The NDE data collection system is run on

two Windows operating computers and communicate

with the robot Linux operating computer through the

serial communication protocols. The NDE software is

developed by utilizing Qt development kit and Cpp to

enable the robot to collect and monitor the data simulta-

neously. The software architecture is designed based on

multi-thread programming. The software consists of five

slave threads and one master thread. The master thread

controls the entire user interface. The slave threads are:

Robot thread which communicates with LinuxWin-

dowsSerial program in the robot computer (Linux / ROS)

using RS-232 protocol and sends position information of

robot to the user interface;

Acoustic thread which controls the data acquisition of

the acoustic device consisting of IW and USW using

USB protocol and logs the time series data;

GPR thread which communicates with IDS vendor

software using TCP/IP protocol. GPR thread is able

to start, stop, and receive stream data from the GPR

acquisition device;

Camera thread which uses the Canon SDK protocol to

control the camera such as triggering to shoot, changing

lighting parameters, and downloading collected images;

Electrical Resistivity (ER) thread which communi-

cates with Resipod sensor using RS-232 protocol and

logs the resipod data.

Overall, the robot thread controls the other threads to

trigger and sync the data collection system. During the

operation, the robot thread waits for a serial message

from robot Linux computer. When the serial message

is received, it will be used to command the other NDE

thread to perform the data collection. The data flow of

the NDE GUI is shown in Fig. 2. The serial message

also consists of the robot position and orientation, and

number of line inspections and their indices.

B. NDE Coordinate Transformations

This subsection presents coordinate transformations in

the robotic system which allows the NDE data analysis

and mapping process. Since the relationship between the

GPR, Acoustic, ER coordinates and the robot coordinate

are fixed, we just present the transformation from camera

frame to robot frame which allows the image stitching

and crack mapping process to map from the local image

coordinate to the world coordinate.

The system involves four coordinate systems as shown

in Fig. 3. They are: image coordinate system (FI ),

camera coordinate system (FC ), robot coordinate system

(FR) and world coordinate system (FW ). To transform

the image coordinate system (FI ) to the world coordinate

system (FW ), we need to implement the sequential trans-

formations: (Xim, Yim)
ITC
→ (Xc, Yc)

CTR
→ (Xr, Yr)

RTW
→

(Xw, Yw).

The intrinsic and the extrinsic matrices are obtained

once the calibration is finished. The intrinsic matrix

consisting of focal length (f ), skew value (s) and the

origin of image coordinate system (xim(0), yim(0)) is

described in Equ. (1).

P =





sf 0 xim(0) 0
0 f yim(0) 0
0 0 1 0



 (1)

The extrinsic matrix consists of rotation and translation

parameters as in Equ. (2).

M =

[
R T

0 1

]

4×4

(2)

here R is a 3 × 3 rotation matrix which can be defined

by the three Euler angles [6], and T = [tx, ty, tz]
T is

the translation between two frames.

We have the following transformation from the image
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Fig. 2. The GUI for NDE data collection and monitoring of a bridge near Chicago, Illinois, USA.
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Fig. 3. Coordinate systems in the robotic bridge

deck inspection system.

coordinate to the camera coordinate.





xim

yim
1





︸ ︷︷ ︸

I

= ITC ×







xc

yc
zc
1







︸ ︷︷ ︸

C

, (3)

here ITC is the transformation matrix from the image

coordinate to the camera coordinate, and ITC = PM .

Now we can find the camera coordinate corresponding

to the image coordinate using pseudo-inverse as

C = (IT
′

C
ITC)

−1IT
′

CI. (4)

here IT
′

C is the transpose of ITC .

To find the transformation from (FC ) to (FR), we use

the static relationship between these two coordinates.

Namely, the relationship between the camera and robot

coordinate systems is fixed because the camera orienta-

tion is fixed (see Fig. 3). Therefore the transformation

from (FC ) to (FR) can be obtained by measuring the

physical offset distances between the robot center the

camera pose. This transformation can be described as:

[xtran
r ytranr ]T = [xc yc]

T
− [∆xcr ∆ycr]

T , here ∆xcr

and ∆ycr are the offset distances between the camera

coordinate and the robot coordinate along x and y,

respectively.

Finally, to find the transformation from (FR) to (FW )

we use the following relationship:




xw

yw
1



 = RTW ×





xtran
r

ytranr

1



 , (5)

here the transformation matrix RTW is defined as

RTW =





cos(θr) −sin(θr) xr

sin(θr) cos(θr) yr
0 0 1



 (6)

where (xr , yr, θr) are the position and heading of the

robot obtained by the Extended Kalman Filter (EKF)

[10].

III. Bridge Deck Image Stitching

A. Bridge Deck Image Stitching

For the ease of bridge deck inspection and monitoring,

we combine taken photos into a single large image as

shown in Fig. 4. This is a specific case of the general

image stitching problem. In image stitching problem,
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Fig. 4. The result of image stitching from 5 images.

camera motion is unknown and not constrained and

intrinsic camera parameters can change between the

given images. In our specific problem of bridge deck

surface image stitching, we benefit from constraints we

know to exist due to the nature of the problem and the

setup of the hardware system. We have two identical

cameras that simultaneously take images of different

but overlapping areas of the bridge. Also the robot’s

estimated position each time a photo is taken is known

with the help of onboard sensor fusion based EKF [10].

1) Motion Estimation

Based on the constraints imposed by the setup, we es-

timate the motion as a 2D rigid motion model; translation

on the x−y plane and rotation around z axis. Robot and

image coordinate systems can be mapped to each other

by -90 degrees rotation. Robot x− axis corresponds to

negative y − axis of image coordinates, robot y − axis

corresponds to negative x − axis of image coordinates

(7), and the constant factor resolution is the pixels per

meter ratio (Rim).
{

xim = −yrRim

yim = −xrRim
(7)

Sparse feature-matching and image-to-image match-

ing procedures [1], [4] are used to estimate the cam-

era motion incrementally. We pose the problem as a

template-matching problem that tries to find the loca-

tion of the overlapping area of the images inside the

other image. This way we perform left-to-right and

frame-to-frame matching. Robot motion estimate gives

us the rough location of overlapping area for consec-

utive frames. Rough overlapping area for left-to-right

images matching is fixed since the camera locations

on the platform are fixed. Knowing the overlapping

area, appearance-based template matching can give finer

estimation of the camera motion. If the robot motion

estimation is not accessible or not accurate enough,

overlapping area can be searched over the whole image,

which is a more time consuming process.

To reduce the tremendous amount of data to be

processed, we resort to multi-resolution pyramidal search

method [4], where we search for a larger motion range in

lower resolution image and reduce the possible motion

range for higher resolution image. Due to possible large

illumination and reflection changes between different

frames, we use image comparison method Normalized

Correlation Coefficient (8) that is less illumination in-

dependent. In Equ. (8) correlation coefficient for each

location x, y is denoted by R(x, y), where search image

region is I , template image that is searched is T and

normalized versions of them are I ′ and T ′ respectively.

We compare the grayscale versions of the images to get

rid of any white-balance effects in different images.







R(x, y) =

∑

x
′
,y

′ [T
′

(x
′

,y
′

)I
′

(x+x
′

,y+y
′

)]
√

∑

x
′
,y

′ T
′ (x′

,y
′)2

∑

x
′
,y

′ I
′ (x+x

′
,y+y

′)2

I
′

(x + x
′

, y + y
′

) = I(x+ x
′

, y + y
′

)−
∑

x
′′

,y
′′ I(x+x

′′

,y+y
′′

)

w.h

T
′

(x
′

, y
′

) = T (x
′

, y
′

)−

∑

x
′′

,y
′′ T (x

′′

,y
′′

)

w.h
.

(8)

here, w and h are the width and height of the image I ,

respectively.

2) Exposure Compensation and Blending

Exposure compensation step obtains the most blend-

ing exposures for each image by selecting the suitable

brightness ratio of overlapping area between images.

Then when combining existing image and the new

arrived image, we are performing an image-blending

step to remove the shadows in the image (9). If the

new arriving pixel is considerably brighter than the

existing pixel in the same location, we replace the pixel

with the new one. A threshold value of 0.7 is used

for th to indicate being considerable is brighter than

corresponding pixel.

I(x, y) = f(x)

{
I2(x, y), I2(x, y) ∗ th > I1(x, y)
I1(x, y), else.

(9)

Figure 5 shows the image stitching result. There are

200 images collected by the two front surface cameras.

B. Bridge Deck Monitor

The bridge deck viewer (BDV) software (see Fig. 6)

is developed using Java language to support the bridge

engineer to monitor the bridge decks in an efficient way.

The stitched images are first loaded and then calibrated

to map to the bridge coordinate as Fig. 7. The BDV
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Fig. 5. The result of image stitching from 200 images collected by two cameras.

Fig. 7. One of New Jersey bridges is loaded and calibrated by the BDV software.

Fig. 6. The interface of the bridge deck monitor

software.

software can find the crack locations on the surface of

bridge in the viewing image and allows to mark them

for the next view or any purpose by left mouse click

on that locations. The BDV also shows the notification

about the position of the cracks. As can be seen in Fig.

8, the flags appear at the crack locations corresponding

Fig. 8. Zoom-in at some crack locations of a bridge

in New Jersey.

with coordinates (x, y) on the bridge deck.

Additionally, the BDV software allows to measure the

distance of crack on the deck by right mouse click on the

starting point and drag the hold right mouse to the last

point. A line that connects the starting point and ending

point appears to show the length of the crack as shown

in Fig. 8.

The 31st International Symposium on Automation and Robotics in Construction and Mining (ISARC 2014)



IV. IE and USW Data Collection and Anal-

ysis

This section presents impact-echo (IE) and ultrasonic

surface waves (USW) data collection and anlysis. The

robot is equipped with two acoustic arrays, and each

array can produce 8 IE and 6 USW data set as shown

in Fig. 9. These raw data sets are collected by the robot

at every two feet (60cm) on the bridge deck.

A. Impact-Echo (IE) Data Analysis

Impact-Echo (IE) is an elastic-wave based method

to identify and characterize delaminations in concrete

structures. This method uses the transient vibration re-

sponse of a plate-like structure subjected to a mechanical

impact. The mechanical impact generates body waves

(P-waves or longitudinal waves and S-waves or trans-

verse waves), and surface-guided waves (e.g. Lamb and

Rayleigh surface waves) that propagate in the plate.

The multiple-reflected and mode-converted body waves

eventually construct infinite sets of vibration resonance

modes within the plate. In practice, the transient time

response of the solid structure is commonly measured

with a contact sensor (e.g., a displacement sensor or

accelerometer) coupled to the surface close to the impact

source. The fast Fourier transform (amplitude spectrum)

of the measured transient time-signal will show maxima

(peaks) at certain frequencies, which represent particular

resonance modes as show in Fig. 10.

There are different ways of interpreting the severity

of the delamination in a concrete deck with the IE

method. One of the ways used in this study is shown

in Fig. 11. A test point is described as solid if the

dominant frequency corresponds to the thickness stretch

modes (Lamb waves) family. In that case, the frequency

of the fundamental thickness stretch mode (the zero-

group-velocity frequency of the first symmetric (S1)

Lamb mode, or also called the IE frequency (fIE). The

frequency can be related to the thickness of a plate H

for a known P -wave velocity Cp of concrete by

H =
β1Cp

fIE
(10)

where β1 is a correction factor that depends on Poisson’s

ratio of concrete, ranging from 0.945 to 0.957 for

the normal range of concrete. A delaminated point in

the deck will theoretically demonstrate a shift in the

thickness stretch mode toward higher values because the

wave reflections occur at shallower depths. Depending

on the extent and continuity of the delamination, the

partitioning of the wave energy reflected from the bot-

tom of the deck and the delamination may vary. The

initial or incipient delamination, described as occasional

Fig. 9. Acoustic/seismic array sensor is developed

and integrated with the robot to collect IE and

USW data.

Fig. 10. (a) IE raw data of one chanel, C4, in

the acoustic array in time domain, and (b) After

using Fast Fourier Transform (FFT) in frequency

domain.

separation within the depth of the slab, can be identified

through the presence of dominant frequencies associated

with the thickness stretch modes from both the bottom

of the deck and the delamination. Progressed delami-

nation is characterized by a single peak at a frequency

corresponding to the depth of the delamination. Finally,

in case of wide or shallow delaminations, the dominant

response of the deck to an impact is characterized by a

low frequency response of flexural-mode oscillations of

the upper delaminated portion of the deck.

B. Ultrasonic Surface Waves (USW) Data Analysis

The ultrasonic surface waves (USW) technique is

an offshoot of the spectral analysis of surface waves

(SASW) method used to evaluate material properties

INVITED PAPER



Fig. 11. Grades for various degrees of deck delam-

ination for IE method.

Fig. 12. Schematic of evaluation of a layer modu-

lus by SASW (USW) method.

(elastic moduli) in the near-surface zone. The SASW

uses the phenomenon of surface wave dispersion (i.e.,

velocity of propagation as a function of frequency and

wave length, in layered systems to obtain the information

about layer thickness and elastic moduli) as shown in

Fig. 12. A SASW test consists of recording the response

of the deck, at two receiver locations, to an impact on

the surface of the deck. The surface wave velocity can be

obtained by measuring the phase difference ∆φ between

two different sensors (sensor 1 and sensor 2) as follows,

C = 2πf
d

∆φ
(11)

where f is frequency, d is distance between two sensors.

The USW test is identical to the SASW, except that the

frequency range of interest is limited to a narrow high-

frequency range in which the surface wave penetration

depth does not exceed the thickness of the tested object.

In cases of relatively homogeneous materials, the veloc-

ity of the surface waves does not vary significantly with

frequency. The surface wave velocity can be precisely

related to the material modulus, or concrete modulus in

the case of bridge decks, using either the measured or

assumed mass density, or Poisson’s ratio of the material.

In the case of a sound and homogenous deck, the velocity

of the surface waves will show little variability. An

average velocity is used to correlate it to the concrete

modulus. Significant variation in the phase velocity will

be an indication of the presence of a delamination or

other anomaly.

The IE condition map is presented in Fig. 13-top.

The test regions classified as serious condition (red

color) are interpreted as likely delaminated areas on the

concrete deck. The USW condition map is presented in

Fig. 13-bottom. The USW map provides the condition

assessment and quality of concrete through measuring

concrete modulus. The presented modulus plot indicates

that zones of very low moduli provide a good match

with delaminated zones identified by other methods.
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V. Conclusions and Future Work

The bridge deck data collection and analysis has been

reported in this paper. Several challenging problems of

data collection software, image stitching, IE and USW

analysis have been tackled. The image stitching algo-

rithm allowed to generate a very high resolution image

of the whole bridge deck, and the bridge viewer software

allows to calibrate the stitched image to the bridge coor-

dinate. The delamination and elastic modulus maps were

built based on IE and USW data collected by the robot

to provide easy evaluation and condition monitoring of

bridge decks. Extensive testings and deployments of the

proposed system on a number of bridges proved the

efficiency of the new approach for bridge deck inspection

and evaluation.

In the future work we will include development of a

fusion algorithm for the NDE sensor and camera data

for a more comprehensive and intuitive bridge deck

condition assessment data presentation.
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Fig. 13. The impact-echo (IE) and ultrasonic surface waves (USW) condition maps of a bridge deck in Illinois,

USA, based on data collected by the developed robot system. The robot covers a half of the bridge with two

scans (6ft width/scan) and 100ft along within 25 minutes.
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