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Foreword 

ISARC is the premiere global conference in the domain of automation and robotics in 
construction. Specifically, ISARC 2021 is situated in an extremely interesting and 
important time in history: interest in digitising, automating, and robotising construction 
is rising in an unprecedented scale on a global level and cross all actors. This manifests 
itself in an increase in academic research activity, joint industry-academia collaboration 
projects, the emergence of strong start-ups, and a strong and growing interest of large, 
established organisations (contractors, machine/robot builders, governments etc.).  

To prepare ISARC for the future, this year a first attempt was made to restructure 
IAARC’s topic framework. The technical areas summarize the paper topic areas of 
interest, which represents all the research themes that are relevant to ISARC/IAARC. 
This is an important mechanism for the technical committee to consolidate the 
knowledge accumulated from each year’s conference while allowing for the smooth 
incorporation of new research topics and trends in the community.  

We hope that ISARC 2021 and the proceedings serves the audience and readers and 
all actors interested in automation and robotics in construction as a navigation and 
reference system for the domain and its most recent outputs and innovations.  

Chen Feng, Thomas Linner, Ioannis Brilakis 
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Abstract -
Due to their unstructured and dynamic nature, construc-

tion sites present many challenges for robotic automation of
tasks. Integrating human-robot collaboration (HRC) is crit-
ical for task success and implementation feasibility. This is
particularly important for contact-rich tasks and other com-
plex scenarios which require a level of reasoning that cannot
be accomplished by a fully autonomous robot. Currently,
many solutions rely on precise teleoperation that requires
one operator per robot. Alternatively, one operator may
oversee several semi-autonomous robots. However, the oper-
ators do not have the sensory feedback needed to adequately
leverage their expertise and craftsmanship. Haptic interfaces
allow for intuitive human-robot collaboration by providing
rich contact feedback. This paper presents two human-robot
collaboration solutions for welding and joint sealing through
the use of a haptic device. Our approach allows for seamless
transitions between autonomous robot capabilities and hu-
man intervention with rich contact feedback. Additionally,
this work opens the door to intuitive programming of new
tasks through haptic human demonstration.

Keywords -
Robotics; Construction; Haptics; Human-Robot Collabo-

ration; Robotic Manipulation; Tactile Feedback.

1 Introduction
In recent years, progress in mobility, manipulation

skills, and AI reasoning have started to enable the use
of robots in space, underwater, homes, agriculture, and
construction [1]. A particularly important area of inter-
est is the automation of dangerous, strenuous, and labor-
intensive tasks [2].
Construction sites are especially challenging environ-

ments for autonomous robots because of their highly un-
predictable and unstructured nature [3, 4]. Hence, fully
autonomous robots that replace human labor are not the
most feasible or ideal solution. The majority of current
approaches rely on a human operator that oversees a single-
task autonomous robot. The operator receives only visual
feedback and is limited in the type of input and recovery
from failure he can provide due to the lack of an intuitive
interface to do so. [4] attributed this lack in technical

Figure 1: Robotic solution to a welding task combining robot au-
tonomy and haptic human intervention. Video of task execution:
video. Source code can be found here: Project GitHub.

flexibility of construction robots to the fact that early con-
struction solutions imitated systems initially developed for
industrial fabrication [5].
Some tasks are structured enough to be autonomously

performed by a robot with little human input, but many
require a more flexible approach that incorporates a higher
degree of human reasoning and intuition [6]. Given this
reality, a method to design construction robots should be
flexible enough to allow varying levels of human-robot
collaboration depending on the task.
Haptic devices (Fig.1) provide an effective interface for

collaboration by allowing the human to (1) feel the contact
forces between the robot’s end-effector and the environ-
ment [7], and (2) easily intervene and control the robot
motion in scenarios that the autonomous behaviors are not
able to handle successfully [8]. Additionally, data from
these haptic interventions can be collected and used to
learn new autonomous skills. Remote robot control using
a haptic interface has been tested in fields such as surgery
[9] and underwater exploration [1], but has not yet been

1
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widely implemented in construction.
In previous work, the authors explored human-robot

collaboration solutions to five hazardous and repetitive
construction tasks: installing drywall, painting, bolting,
welding, and sealing precast concrete slab joints [10]. Our
industry partner, Goldbeck, was interested in automating
these assembly and finishing tasks that require on-site,
repetitive manual effort, ergonomically challenging posi-
tions, andworking from dangerous heights. [10] outlines a
method for designing collaborative robotic solutions with
haptic feedback and to assess their feasibility in simulation.

In this paper, we focus on two of the previously ex-
plored tasks (steel welding and sealing precast concrete
joints) and apply the aforementioned method to design
more flexible collaborative solutions. Different from [10],
we propose relying primarily on the robot’s functional au-
tonomy and using haptics as an effective and intuitive way
to intervene in unexplored or failure scenarios. Force data
from the recovery strategy employed by the operator can
be recorded and used to learn from demonstration and
augment the robot’s autonomy. Over time, the robot will
require less human intervention. This higher degree of
autonomy could allow a single operator to supervise many
robots at once, overcoming the problems of teleoperation
in which one operator per robot is needed.

2 Related Work
While factories have typically separated workers from

robots due to safety concerns, human-robot collaboration
cannot be overlooked in construction, as robots and hu-
mans share one workspace [2]. This requires devising
solutions that allow us to effectively combine the workers’
expertise with the robots’ autonomous skills.

Construction literature has studied the use of teleopera-
tion devices [11, 12, 7], particularly focusing on construc-
tion machinery, such as excavators. These solutions often
involve cameras for visual feedback and GPS sensors for
navigation, which can be sufficient to accomplish low dex-
terity tasks with increased operator safety. However, [7]
states that complex tasks involving contact greatly benefit
from additional sensory feedback such as tactile informa-
tion. Furthermore, teleoperation solutions rely heavily on
the operator’s guidance and do not fully exploit the au-
tonomous capabilities of the robot.

A different set of collaborative solutions currently used
onsite have semi-autonomous robots with a human super-
visor that oversees the tasks such as drywall installation,
concrete drilling, and layout [13]. The supervisor can pro-
vide simple inputs to the robot, such as when to start or
stop the operation, while the robot handles the rest of the
task. This approach makes better use of modern robotics
capabilities and allows a single operator to manage several
robots. However, the interfaces used to provide inputs to

the robot are often too simplistic to allow recovery from
failure.
In the event of a robot failure during task execution, joy-

sticks and control pendants do not always provide enough
feedback for the operator to intervene in an effective way
that enables timely task completion. Additionally, there
is currently no streamlined way to learn from the opera-
tor’s intervention and use this data to improve the robot’s
autonomous capabilities.
By allowing the operator to feel the contact between

the robot and its environment, haptic devices increase the
range of scenarios in which the operator can aid in failure
recovery [14]. Additionally, we can easily record both
force and position data during the operator’s intervention.
These human demonstrations of recovery strategies can
allow the robot to learn new skills [15] and augment its
functional autonomy.
Haptic devices have been used by the construction in-

dustry in combination with virtual reality for task training
purposes [16]. The technology has allowed workers to
train in a safe environment with realistic task conditions.
However, haptics are still a novel technology in construc-
tion applications and field use has not been reported.
Current algorithms for haptic control of robots [17] can

handle large communication delays, making them effective
interfaces for remote intervention at long distances. In
[1] an operator haptically controls an underwater ocean
exploration robot from a distance of 100<.
Finally, [18] provides an example that integrates two

modalities of robot control: autonomous robot behav-
ior and expert human-guided motion interactions. In this
study, a group of mobile robot arms successfully installed
drywall boards in simulation with flexible human inter-
vention.
This body of prior work illustrates how keeping the

human in the loop with adequate feedback can facilitate
successful task automation in complex, unstructured en-
vironments. Moreover, it highlights the value of haptics
as a way to provide a flexible and effective interface for
human-robot collaboration as well as teaching robots new
autonomous skills.

3 Methods
This section explains howwe designed our collaborative

solutions as well as the framework used to implement
the haptic controls. Additionally, we tackle the issue of
reduced workspaces, which is often challenge when using
a portable haptic device.

3.1 Four-Step HRC Design Method

In order to develop the HRC welding and concrete seal-
ing solutions presented in this paper, we built on a method

2
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previously developed for designing collaborative robotic
solutions with haptic feedback [10].

Figure 2: Perimeter welding on anchor plates four-step method:
(1) collect data, (2) generate simulation environment (3) simulate
autonomous behaviors, (4) allow for haptic intervention.

In this paper we focus on using autonomous behav-
iors whenever possible and using haptics only for failure
recovery or demonstrating new skills. In summary, the im-
proved method involves: (1) collecting production data of
the manual approach onsite, (2) generating a realistic sim-
ulation based on the Building Information Model (BIM)
data provided by the industry partner at Level of Develop-
ment 300, (3) generating autonomous behaviors that allow
the robot to interact with the environment in simulation,
(4) establishing a flexible control framework that allows
for seamless haptic intervention when needed.
For step three we used SAI, an open-source simulator

developed by the Stanford Robotics Lab in collaboration
with Google [19] to control robots in physically realistic
virtual environments. Its modules include a control library
with the Operational Space formulation and a dynamics
engine that can simulate multiple contacts between robot
bodies and the environment [20].

Figure 3: Concrete joint sealing four-step method: (1) col-
lect data, (2) generate simulation environment (3) simulate au-
tonomous behaviors, (4) allow for haptic intervention.

3.2 Haptic Simulation and Controls

We implemented a flexible state machine that enables
switching between an autonomous mode where the robot
executes the required behaviors to complete the task with-
out human intervention, and a haptic mode where an op-
erator can take over and intuitively control the robot end-
effector pose while feeling its interaction with the environ-
ment. The haptic mode records contact and position data
from the operator demonstration, which can then be used
to learn new autonomous behaviors.
SAI allowed us to quickly incorporate industry feedback

in simulation and iterate through multiple robot designs
before converging to a final solution. The simulations
considered factors such as friction, object collisions, and
system non-linearities. This functionality allowed for a
realistic consideration of the construction environment and
its constraints.
In order to generate autonomous behaviors, we used

the operational space formulation [18] which allows us to
describe the equations of motion of a robot at a desired
control point. Let the robot have a task to fulfill, described
by the task Jacobian �C , the task coordinates GC , and the
associated task velocity ¤GC , such that ¤GC = �C ¤@, where @
represents the robot generalized coordinates and ¤@ repre-
sents the robot generalized velocities. The equation of
motion of the robot in free space is:

" (@) ¥@ + 1(@, ¤@) + 6(@) = Γ (1)

where " (@) is the robot mass matrix, 1(@, ¤@) represents
the Coriolis and centrifugal forces, 6(@) is the robot grav-
ity vector, and Γ is the motor torques. In the following, we
will drop the dependencies in @ and ¤@ for better readability.
After multiplying eq.(1) by the dynamically consistent

generalized inverse of the Jacobian, �̄C , we get the opera-
tional space equation of motion:

ΛC ¥GC + `C + ?C = �C (2)

where `C = ¯�)C 1 − ¤�C ¤@ is the task space Coriolis and
centrifugal, and ?C = ¯�)C 6 is the gravity projected onto
the task space. The task control torques will then be
ΓC = �

)
C �C .

Section 3.3 explains how we implemented the haptic
controller for our Falcon Haptic device which has a very
limited workspace using the operational space formula-
tion.

3.3 Haptic Workspace Extension

Exploring a large virtual environment using a haptic
device with limited workspace capability is challenging.
The user will easily reach the physical limits of the haptic
device’s workspace. Similar to the approach proposed by
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[21], we use a lock mechanism to hold the robot position
while the human adjusts the haptic device joystick [22].
The red dashed box represents the original workspace be-
fore the lock mechanism and the green box represents
the new explorable workspace of the robot after the lock
mechanism. The new explorable workspace is based on an
offset defined by the distance from the new haptic device
position to the held end-effector position (Fig. 4).

Figure 4: Work space extension: the robot position is held
constant while the operator adjusts the haptic device to continue
exploring the robot workspace.

Therefore, the desired position in cartisian space is given
by:

GC = Gℎ>;3 + [Gℎ0?C82B (3)

where Gℎ>;3 is the position of the end-effector before en-
tering the haptics state, Gℎ0?C82B is the raw value read from
the haptic device, [ is a scaling hyperparameter, GC is the
desired end-effector position in equation 2, which is then
used to compute the required joint torques.

4 Task Descriptions
The task data for welding and joint sealing was col-

lected from a six-level prefabricated parking structure in
Germany (Fig. 5). This section describes the traditional
process to complete both tasks in the field and identifies
specific requirements for automation with field robots.

4.1 Welding

Each parking structure requires welding 144 anchor
plates to the foundation. These anchor plates are the sup-
port of the structural steel columns that span all six levels.
Given the structural importance of the joint between the
columns and the foundations, field welding is a sensitive

task that requires high expertise and slow, repetitive man-
ual work. The task consists of three key steps: placing
the anchor on the foundation, welding two opposite corner
points to fix the anchor position, andwelding the perimeter
of the anchor (Table 1).

Table 1: Welding production performance

Welding Prod. (min/u) Total (h) Prep./day (h) Workers
Place 0.5 1.2 0 1
Fix 15 36 2 1
Weld 45 108 0.2 1

Automating this welding task requires mobility and a
robotic arm with a welding torch end-effector. In this
paper, we developed a simulation using a 7-DOF Panda
arm with a welding torch on a mobile platform (Fig. 2).
The simulation allows for haptic intervention, which is
particularly useful during the initial exploration of the plate
geometry and in case of failure.

4.2 Sealing Concrete Precast Joints

In the same 6-level parking structure, workers must seal
6000< of concrete joints between the prefabricated con-
crete slabs (Table 2). This multi-step process involves
three different crews that perform: pouring concrete, shot
blasting, and coating to water-proof the joint. During the
first step, cement is poured using a pump with a hose.
Shot blasting uses a Contec Modul 300 machine, and the
waterproof coating is applied manually by a crew of 4 to
5 people.

Automating the concrete joint sealing task requires a
robot similar to the Contec Modul machine carried manu-
ally today. The robot solution should autonomously con-
trol the flow rate of cement and other sealant materials,
safely navigate the environment, keep track of progress,

Figure 5: Six-level prefabricated parking structure involving
welding and joint sealing. Built by our partner Goldbeck.
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Table 2: Sealing concrete precast joints performance

Concrete joints Prod. (sec/m) Total (h) Prep./day (h) Workers
Pouring 20-30 41.7 2 2
Shotblasting 10-15 20.8 1 1
3-layer coating 115 191.7 3 4-5

and identify the joints and corner points. In this paper, we
use a pump and hose mechanism mounted on an omnidi-
rectional base (Fig. 9) with a pressure sensor that allows
the system to detect corners and control pouring height
within the joint. The haptic interface allows an operator
to reposition the robot and to feel the joint or obstacle in
case of obstructions.

5 Experiments
This section summarizes the experiments for welding

and sealing concrete joints. We propose an approach in
which humans and robots can collaborate in challenging
construction tasks. Both solutions deploy BIM at LOD
300 provided by the industry partner and the simulation
and control environment SAI to incorporating haptic con-
trol in task space.

5.1 HRC Welding

The welding solution consists of a mobile platform
equipped with a Panda Franka 7-DOF robot arm and weld-
ing end-effector, capable of moving autonomously along
the concrete foundation until finding an anchor plate. The
platform is tall enough to roll over the anchor plate once
the welding is done and is also narrow enough to operate
along the 602< foundation width.
The robot is controlled in two modes: autonomous nav-

igation in joint space signaled with a cyan sphere, and
haptic control in operational space signaled with a green
sphere (see Fig. 6).
In the autonomous navigation mode, the robot au-

tonomously locates the plate position of the anchor plate
from the BIM’s approximate coordinates. Upon reach-
ing the desired plate, the expert welder can take over the
task using the haptic interface. This allows the welder to
select the torch position and explore the plate geometry.
Once the haptic welding is done, the operator can raise the
end-effector to signal the robot to transition back to the au-
tonomous navigation mode and move to the next welding
plate.
To provide real-time force feedback to the welder, the

simulation includes simplified collision meshes of the en-
vironment. The anchor plate is simplified to a rectangular
mesh of the same size, while the welding tool utilized a
cylindrical collision mesh (Fig. 7). This speeds up col-
lision computation while providing sufficiently accurate
force feedback.

Figure 6: Haptic simulation and force feedback plot.

To determine contact between the welding gun and the
concrete, we calculate the end-effector sensed force in the
direction of motion. If L?A> 9 is greater than threshold
0.5# , contact is "true", providing damped force and mo-
ment feedback to the user.
An added attraction force between the welding perime-

ter and the robot’s end-effector helps the operator maintain
the welding path. The real-time plot, including sensed
forces and moments from the end-effector (Fig. 6), shows
that with the addition of the attractive force, the user feels
clamped to the surface so it is easier to follow the welding
trajectory. The accumulated force exerted on the haptic
feedback is the sum of the sensed force plus the attractive
force.
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Figure 7: Collision meshes for contact resolution in simulation.

The attraction force applied to the user is given by

�0CCA02C8>= =
1
2
[( 1
G2DAA4=C

− 1
G0
)2 (4)

where G2DAA4=C is the global position of the end-effector,
G0 is global the position of the edge of the polls.
The haptic feedback for the user is given by

� 5 443102: = �B4=B43 + �0CCA02C8>= (5)

where �B4=B>A is the force sensed by the robot’s force
torque sensor.

A position limit is added to the robot end-effector to
prevent it from completing motions inside of the plate and
to maintain safe contact during the welding operation.

Future work will learn a strategy to complete the weld
based on the human demonstration of the task, extracting
key parameters such as distance between the end-effector
and the plate, as well as speed and orientation during
welding execution.

5.2 HRC Sealing Concrete Precast Joints

The second experiment focused on the task of sealing
concrete precast joints. The process involves joint identi-
fication, edge detection and tracking, and material pouring

Figure 8: Concrete joints task schematics showing the concrete
pouring sequence in six steps.

following a particular sequence to ensure structural sound-
ness (Fig. 8).
The concrete slab dimensions were obtained from

the BIM. Additionally, the simulation includes collision
meshes for each individual concrete slab and joint.
The autonomous controller uses the BIM coordinates

to locate each joint. Upon reaching a joint, the nozzle is
lowered, and pouring begins. During pouring, the height
of the nozzle is controlled using a pressure sensor. When
the joint is completely sealed, the nozzle is retracted, and
pouring stops so that the holonomic base can move to the
next joint.
An operational space haptic controller, that collects in-

formation about the sensed forces, allows an operator to
assist the robot at critical points of the task such as corner
points to confirm that the nozzle is aligned and the flap is
rotated before continuing to the following joint.

Figure 9: Close up of the joint sealing task in simulation.

6 Conclusions and Future Work
The experiments presented in this paper demonstrate

synergistic collaboration between robots and human oper-
ators while performing two construction tasks - welding
and joint sealing. The key elements that enabled this
successful collaboration were: the use of a haptic device
that facilitates operator intervention by allowing him/her
to feel the environment, and a flexible control framework
that allows for smooth transitions between autonomous
robot skills and operator haptic control.
We expect this approach will provide the necessary sup-

port for tasks that are too complex for full automation.
Additionally, data recorded during the operator’s interven-
tion can be used to teach the robot new skills and augment
its autonomous capabilities. Overall, haptic interfaces
provide an effective means for accomplishing challenging
manipulation tasks in unstructured construction environ-
ments.
Future work will test these solutions on hardware using
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7-DOF Franka Panda manipulators. The hardware proto-
types will also allow us to collect operator feedback and
gather task execution data such as accuracy and duration.
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Abstract -
Additive manufacturing (AM) is no longer a new technol-

ogy and is already being used profitably in many sectors of
the economy. AM is also becoming increasingly popular in
the construction industry, and more and more research is
focused on unlocking new building materials for AM. As a
digital fabrication method, AM provides many new opportu-
nities for the design of innovative and complex architecture
and also has the potential to increase the productivity of the
construction industry. However, the planning effort can in-
crease accordingly and only experts in this field are able to
apply this technology to construction projects. A methodol-
ogy to improve planning efficiency has already been devel-
oped for the construction industry in the form of Building
Information Modeling. In BIM, however, only conventional
manufacturing processes have been taken into account so far,
meaning that computer-aided manufacturing processes such
as AM are still considered separately. Even more impor-
tantly, the granularity of product and process information
is normally not sufficient for automated manufacturing. For
this reason, this study proposes a framework, Fabrication
Information Modeling, which can be used to generate BIM-
supported fabrication information for the use of AM in the
context of construction projects. Additionally to an expected
reduction in planning effort, FIM would also provide the
means of realizing an end-to-end digital chain from the first
draft to the production of a construction project.

Keywords -
Building InformationModeling (BIM); Fabrication Infor-

mationModeling (FIM); AdditiveManufacturing (AM); Au-
tomated Construction.

1 Introduction
The construction industry plays a key role worldwide,

as it has a far-reaching impact on almost all other sectors
of the economy and generally on everyone’s quality of life.
However, if we look at the technological development of
the construction industry in recent decades, we see that it
has lagged behind the progress of comparable industries
(e.g. mechanical engineering) in certain areas. Modern
methods and more efficient materials are used only to a

limited extent, so productivity in the construction industry
has been stagnant for years [1].
However, digital manufacturing methods, such as Addi-

tive Manufacturing (AM), have been enjoying increasing
interest in the construction industry in recent times and
their advantages have been recognized more and more.
Using these technologies significantly more complex ge-
ometries or internal structures as well as variable material
compositions for functionally activated components can
be realized. But as products and construction projects
become more and more complex, the corresponding plan-
ning and production effort also continues to increase, so
that measures must be taken to compensate for this addi-
tional effort [2].
In order to better handle the ever-increasing planning

complexity in the construction industry, the BIM method-
ology has been developed and is becoming more and more
established for conventional construction. With this ap-
proach, all activities in the planning, construction and
maintenance of buildings can be digitally represented and
efficiently executed. Among other things, it is possible to
model conventional construction processes beforehand on
the basis of the digital building model. The granularity
of the process description, however, typically remains on
a rather coarse level, not going beyond complete tasks as
‘place formwork’ or ‘pour concrete’. For digital manu-
facturing methods, such as AM, however, no such mecha-
nisms have yet been implemented in BIM. For taking full
advantage of a closed digital chain from design to fabrica-
tion, a much more precise or complete process description
is necessary. Whereas in conventional construction, the
predominantly manual work processes are described on a
comparatively coarse level, as this information is typically
interpreted by human workers, automated fabrication pro-
cesses must include every detail and to be executable by
the corresponding machines.
To realize a closed digital chain between digital design

and digital manufacturing, this paper brings the concept
of Fabrication Information Modeling (FIM), introduced
by [3], into the context of civil engineering. Similar to
BIM itself, FIM represents a planning cycle of its own in
which manufacturing information is generated iteratively
on the basis of BIM data and can then be represented dig-
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itally and executed in reality. Within this iterative design
process not only the creation of fabrication information
for a given BIM model will be possible but also inter-
faces for as-designed and as-built simulations will allow
for optimization of the fabrication information and pre-
built planning of post-processing information.

2 Background
As already mentioned in the previous section, the ma-

jority of manufacturing in the construction industry today
is manual work. A continuous digital chain from design to
manufacturing is thus not given evenwhen BIM is applied.
A fact that can be changed by integrating Digital Manufac-
turing (DM) methods into the BIM process. However, this
turns out to be very difficult, even though both BIM-based
design and DM are based on similar computer-aidedmeth-
ods and tools. BIM and DM each have a different focus,
require different levels of detail, and provide constraints
to each other. For similar reasons, Computer Aided De-
sign (CAD) and Computer Aided Manufacturing (CAM)
have long been handled separately in the mechanical engi-
neering industry and only recently have been more closely
connected in the wake of "Industry 4.0" concepts [4]. In
the construction industry, automated manufacturing has
been limited by, among other things, scaling problems
and the lack of useful, processable materials, but attempts
are now being made to develop comparable concepts to
"Industry 4.0" [5].

However, research on this topic has so far mainly fo-
cused on the identification of manufacturing parameters,
data exchange scenarios for such planning processes and
a (semi-)automatic derivation of DM parameter sets and
machine control code [6, 7]. A holistic system that can
deal with different processing mechanisms and different
framework conditions does not yet exist. The first question
to be answered, though, is what exactly DM is. Zhou et
al. define DM as a computer aided manufacturing process
that combines handling of product, process and resource
information, implementation of product design, function
simulation and rapid prototyping as well as performing
rapid production and quality control [8]. According to
this definition, Fabrication Information Modeling (FIM)
itself is a DMmethod but focused on the needs of the con-
struction industry. In this paper, the concept is applied on
Additive Manufacturing (AM) techniques, as they allow
for a very high degree of automation. Accordingly, FIM
is designed as a framework and underlying data structure
for the generation and application of fabrication informa-
tion to automate and digitize construction processes that
can be executed using AM. Although AM methods are
to be considered predominantly (cf. section 2.1), forma-
tivemanufacturing, e.g., bending of rebars, and subtractive
manufacturing, e.g., for removal of excessmaterial in post-

processing steps, must also be considered (cf. section 2.4).
The following sections provide a brief overview of the

techniques and tools involved.

2.1 Additive Manufacturing (AM)

Additive Manufacturing (AM) is an overarching term
for all methods in which components are created by the
computer-controlled addition of material, usually layer by
layer. For the manufacturing process, a AM print head
is continuously moved into positions which describe the
component geometry, andmaterial is applied there accord-
ingly. Objects printed in this way are characterized by a
very high degree of geometric freedom [9].
AM methods that are particularly of interest for use

in the construction industry are those that can process
concrete or steel. Most of these methods – if classified
according to the material distribution method – can be
divided into the group of particle bedmethods or extrusion
methods. These two methods each come with their own
advantages and disadvantages, as described below.

Particle bed methods: In particle bed processes, a flat
layer of non-self-setting material (liquid or powder) is al-
ways first applied to the substrate (ground or previous
layer) and then allowed to set only at desired points, either
with a binder, chemical or physical selective activation.
These steps are then repeated layer by layer until the print
is ready. In a final step the excess material that has not
been activated or bound is removed.
An important advantage of this technique is that the

particle bed already provides a support structure and thus
offers a very high degree of geometrical freedom and can
produce objects with a very high surface resolution [10].
In some cases, however, it is problematic to remove particle
bed residues from the finished printed component, e.g. if
closed structures are to be created. Because of the particle
bed, the possible construction space is limited in these
processes and must be stabilized by outer walls.

Extrusion methods: Extrusion methods are those in
whichmaterial is deposited in layers according to the spec-
ified geometry in a computer-controlled manner, usually
by extrusion through a profiled opening [9]. However, the
depositing process can take very different forms, depend-
ing on the specific variant and the material used.
An advantage of this method is that the desired ob-

ject can be printed at high speed as well as in a particu-
larly material-saving manner [10]. In addition, depending
on the path guidance system, in-situ printing can be per-
formed at building scale or printing can be performed in
the existing building [11]. However, with this method, the
material is not supported during printing and may have to
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be stabilized by extra support structures or the geometrical
freedom is significantly limited.

2.2 Transport mechanisms

Depending on the material, different transport sys-
tems, including mechanical screw conveyors or pneumatic
pumping systems, can be used, which is why the material
supply must also be planned for each AM application. If
liquid or pasty material is used (as is the case with con-
crete), pumping systems via pipes and hoses are usually
used [12]. In such a case, it must be planned for that
the concrete must have a certain composition so that it is
both pumpable, and subsequently extrudable and con-
structible [13]. For solids, they can be fed in the form of
a wire or filament mechanically via a spindle, or as a pow-
der mechanically by screw conveyors or pneumatically in
a gas stream. For AM, therefore, not only must the mate-
rial quantity be planned correctly, but volume flows must
also be coordinated and controlled as a function of the
print head movement. In the case of particle bed methods,
using solids as the feedstock for material supply also adds
a distribution mechanism that can be used to create a flat
particle bed. For this purpose, a roller or a rake is often
used, with which a particle heap applied at the edge is
distributed over the entire installation space.

2.3 Machinery

Depending on theAMmethod, it is additionally possible
to exchange the motion apparatus. This mainly concerns
the extrusion methods, since in the particle bed processes

(a) Portal robot (b) Portal crane

(c) Mobile concrete pump (d) Industrial robot

Figure 1. Selection of possible manipulators for use
in additive manufacturing [12]

only horizontal travel is necessary due to the particle bed
and the installation space is limited. In particle bed pro-
cesses, therefore, only gantry robots are used to move the
print nozzle. However, there are different print head sys-
tems here, e.g. with a single nozzle or a multi-nozzle
system, which must be controlled differently accordingly.
In the case of extrusion methods, the tool path can be

made much more complex than in the case of particle bed
methods, since the material is applied directly during the
extrusion process and can thus be moved in all spatial di-
rections — limited, of course, by material properties and
the effect of gravity. For the extrusion method the selec-
tion of the machine for end effector positioning is decisive
for how complex and spacious the print path for the pro-
duction of an object may be. Various machine systems
with different degrees of freedom of movement are avail-
able for the end effector positioning. Among them, gantry
robots, single-axis mobile portal cranes, mobile concrete
pumps, and industrial robots as well as a combination of
these systems can be considered (cf. fig. 1), each with the
corresponding advantages and disadvantages [12].

2.4 Subtractive and Formative Manufacturing

In the context of this paper, the FIM concept is applied
onAMmethods. In various cases, however, a combination
of AM with other techniques can be very useful. These
include subtractivemanufacturingmethods, which remove
material inversely to AM, e.g. by drilling, milling, turning
or grinding tools. Furthermore, formative manufacturing
methods should bementioned, in whichmaterial is worked
into a new shape by various tools, e.g. by bending.
Hack and Kloft have shown in a real-scale demonstrator

how all three techniques can be used together to produce a
steel-reinforced free-form wall [14]. For this purpose, the
concrete core is manufactured with an AM process and
provided with bent reinforcing steel (formative). Subse-
quently, the reinforcement is again covered with the same
AM method and finally, in a finishing step, the surface is
smoothed subtractively.

2.5 Machine control

Depending on the AM-method to be used, a certain
movement pattern (toolpath) must be programmed into
the corresponding machine and the associated material
flows must be coordinated with this movement. In this
context, the term machine control describes a sequence
of instructions for machine tools or industrial robots, with
which digital numerical information is converted into real
axis movements [2]. For Digital Manufacturing Methods,
these instructions are in general derived from geometric
representations of the object that is to be manufactured,
e.g. from the geometric information of a BIMmodel. This
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derivation involves two processes, a slicing operation that
cuts a 3D geometric representation into 2D Slices (layers)
and a path planning operation that generates a continuous
pathway (toolpath) onto these layers based on how the in-
ner structure of the object to be manufactured should look
like. For both processes several algorithms already exist
andmay be chosen for typical hardware configurations and
manufacturing methods.
A toolpath then has to be translated into machine spe-

cific control code. While some machines (predominantly
CNC-machines) are able to interpret the Standard DIN
66025/ISO 6983, commonly known as G-Code, others are
controlled with code written in a vendor specific program-
ming language (most industrial robots). Another possibil-
ity to realize machine control is via “robot frameworks”,
like e.g. Player, YARP, Orocos, CARMEN, Orca, MOOS,
the Microsoft Robotics Studio and Robot Operating Sys-
tem (ROS). All of these frameworks provide a collection
of software tools, libraries, and conventions that can be
used to control specific robots.

However, the processes described above (slicing, tool-
path planning and machine control) cannot be carried out
in just any way. Depending on the AM method, mate-
rial and machine system used, the approaches can differ
greatly and have different requirements for the component
design, so that these steps can usually only be carried out
by specially trained personnel. If a common platform or
database is not used to support design and manufacturing,
the two areas will inevitably be separated. In a holistic
planning process, such as that promised by FIM, manu-
facturing problems can be addressed as early as the design
stage by means of information feedback, thus reducing
planning and communication efforts.

3 Fabrication Information Modeling
As described above, the gap between digital design and

digital manufacturing is one of the obstacles preventing
the wider use of AM methods. As a BIM-based DM
methodology, FIM provides a common interface between
these two disciplines and creates a shared planning and
data basis. Figure 2 shows that FIM is positioned be-
tween BIM modeling and digital manufacturing. It is also
shown that FIM is already linked to the early design phase
of BIM via a so-called Design Decision Support System
(DDSS) [15]. Fabrication Information Modeling (FIM)
therefore describes, analogously to BIM, a methodology
for the fabrication aware integrated design, construction
and management of components in the context of an over-
all building using digital methods.

Even if the detailing in FIM takes place at component
level, components that are related to each other in BIM
must still be detailed in a linked way. Only through com-
mon boundary conditions for individual FIM modelings

BIM

Design Decision Support FIM

Robot Control / 
Printer

Simulations

Pre Design As Built

LOD 100 200 300 400 500

Figure 2. Positioning of FIM between digital design
and digital manufacturing.

STL file

Manual Feedback
of the Geometry

1. Revit
BIM modeling
(Geometry & 
Meta data)

2. Netfabb
Voids and 

Repair

3. FEM
simulation

4. Netfabb, 
Slicing

4.2. 
reaConverter

STL to RVT

5. Printer 
control

e.g. Progress

Export as
3mf file

Figure 3. Data exchange Example: Separate soft-
ware solutions for CAD and AM [16]

cross-component functional areas and a seamless assem-
bly of the individual parts can be realized. At the compo-
nent level, BIM data is used to model the parameters and
processes involved in a fabrication aware manner and to
detail the geometry to represent the material distribution
as accurately as possible. For this purpose, we focus on
formalizing all the information that has been summarized
in section 2 to enable FIM to automate many of the de-
tailing processes described above and to provide as much
information as possible for the early design phase.
Without FIM, the presented conversion processes are

tedious and involve different software solutions that are
based on diverging data structures. Accordingly, a lot of
file format conversions must be performed and by doing
this, data gets lost on the way. In a study by Kruse, several
scenarios of using BIM data to generate toolpaths and the
corresponding machine control code were examined [16].
One of the respective data exchange scenarios is depicted
in fig. 3, other examples only differ in certain details. In
this particular example, first a BIM model was created (1)
and the geometrical data was then exported to a 3MF-file
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to be processed further (semantic data is already lost in
this step). Then the inner structure is generated (2), the
resulting geometry sliced and the toolpath is planned ac-
cording to the specified AM-Method (4) using a software
which is specialized in preparing CAD models for 3D
printing, in this case Autodesk Netfabb. If sophisticated
simulations and optimizations are needed, the model can
be exported for a detailed FEM analysis (3). After another
export, the generated toolpath is finally translated into ma-
chine specific control code (5) which controls the machine
movement for the printing process.
As can be seen quite clearly, this process consists of var-

ious individual steps and requires file conversions during
which data gets lost. FIM is intended to improve this situ-
ation by creating a data basis that is made available to all
operations involved in the planning process via appropriate
interfaces. Through a carefully considered choice of the
data structure and additional extensions, further operations
are also made possible, such as the inclusion of as-built
data for subsequent processing steps. If, for example, the
fabricated object is captured directly during manufactur-
ing process and the obtained as-built data is fed back into
the FIM model, a digital twin (DT) can be realized. Usu-
ally, for the collection of Digital Twin data, the object is
measured precisely with the help of sensors after manu-
facturing. Measuring the object during the manufacturing
process and storing the data in the FIM thus provides a
more precise and more correct digital replica than in many
other interpretations of the term "digital twin".
Figure 4 shows the proposed process structure on the

basis of the data just described. It is worth mentioning
that data exchange does not necessarily have to be file-
based. The data structure of FIM can also be defined in
the form of a database (such as a graph database or a triple
store) that can be accessed via web services.
Due to the fact that FIM is supposed to incorporate

diverse AM methods, which can be very different in their
complexity, the underlying data structure must be flexible
enough to be able to incorporate different parameter sets.
It may also be necessary to be able to switch between
different parameter sets or to have the option of storing
multiple sets if the suitability of different AM systems is
being investigated during the design phase or if multiple
methods are being used to manufacture a component.
These parameters that are to be modeled can be divided

into three categories, the material parameters, process pa-
rameters and machine parameters. Material parameters
describe the material composition and the expected prop-
erties of the material in the finished state. It should be
noted that several materials can be used (e.g. concrete
and steel) or one material can be graded in different ways
(e.g. by changing the concrete mix ratio). Process pa-
rameters describe all adjustable values involved in the

1. BIM 
Modeling 

(Geometry & 
Meta data)

2. Voids, 
Slicing and 

printing path

3. Simulations
e.g. FE, FC, 

etc.

4. Printer 
control

e.g. ROS
5. 3D-printing

Data exchange

6. Digital Twin

Figure 4. Data exchange scenario based on FIM.

Figure 5. Detailing Example: BIM Model of a
Curved Wall (left), generated printing path (mid-
dle) and generated 3D-Geometry representing the
as-designed material distribution (right).

manufacturing process (possibly multiple parameters for
several AM methods), such as speeds or tool dimensions.
These parameters have to be coordinated during the design
process. Last but not least, themachine parameters have
to be considered. These simply describe the machine sys-
tem to be used and thus define limit values for the process
parameters.
For detailing via the generation of a printing path, we

created a prototype that can be used to create an interior
structure in different variants for a BIM component con-
trolled by a set of parameters fig. 5. The path planning tool
was created in the Dynamo graphical programming inter-
face for the BIM modeling software Revit. In addition,
an exporter was implemented to add the path geometry
to the existing IFC file for data exchange (see section 4).
Furthermore, an algorithm was developed that can convert
the generated printing path into a solid model via a sweep
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Figure 6. FIM data structure using an open interop-
erability standard.

operation, for the representation of the material distribu-
tion. In fig. 5, these levels of detail are lined up side by
side.
A very well suited basis for the description of FIM data

are open interoperability standards, such as STEP [17] or
IFC [18]. The IFC standard is of particular interest in this
context, as the most widespread and established format for
openBIMdata exchange [19] and corresponding importers
and exporters exist for most BIM-capable software. In the
following section, the IFC standard is used as an example
to illustrate the underlying data structure of FIM. Similarly,
the STEP standard would be a suitable choice, especially
due to the fact that some implementations for AM have
been studied already [20]. But due to the better availability
of export/import tools and further reasons explained in
section 4, we prioritize the IFC standard for our studies.
However, this does not exclude subsequent investigations
of the STEP standard.

4 FIM data structure
In principle, FIM can be implemented in any data model

that can represent the parameters and geometries men-
tioned in section 3 (cf. fig. 6). However, since one of the
objectives of the FIM methodology is a better integration
of AM methods into BIM, it makes sense to consider an
IFC representation of the involved data. For this, however,
the question arises whether the IFC standard can represent
all necessary manufacturing information, or whether an
extension is necessary.

Comparing an AM process with a road construction
project, many parallels can be discovered. The toolpath
of AM is comparable to the Alignment along which a
road is planned. Comparable to road construction, a lot of
parameters must be referenced to the alignment (in case

Figure 7. EXPRESS-G diagram of positioning en-
tities from IFC4x3_RC1 that are relevant for FIM
[21].

Figure 8. Visual Representation of an alignment
curve and partial tree view of the corresponding
IFC-file (same example as fig. 5).

of AM the toolpath) and exactly for this purpose several
Classes have been defined in the latest version of the IFC
standard (IFC 4.3, cf. fig. 7).
A description of the printing process along the printing

path can therefore be defined in the IFC format without
definition of additional classes figs. 7 and 8. The printing
path itself can be represented as IfcAlignment, a de-
rived class of IfcLinearPositioningElement, which
can be used to linearly position other objects to its axis.
The axis is in turn described by the toolpath geom-
etry (in this case via the class IfcCompositeCurve,
the IFC version of a polycurve). Non-constant, lin-
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early referenceable parameters that can change during
the printing process, such as the material composition,
the printing speed or the extrusion rate, can be lin-
early referenced along the IfcAlignment as common in
road or railway design, e.g. via IfcReferent or via
IfcOffsetCurvesByDistance. With IfcReferent its
attribute RestartDistance, a parametric length mea-
sure, can be used along the corresponding alignment to,
among other things, reassign a parameter value e.g. by
means of a property set, or to append additional infor-
mation at a specific position. Similarly, a list of distance
values (offset) along the alignment can be specified with
IfcOffsetCurvesByDistance. These distance values
to the alignment can also be “misused” for AM purposes,
e.g. to describe a changing parameter value. All constant
parameters, such as machine parameters (machine type,
arm length of the robot, etc.), can be represented as Prop-
erty Set and the material parameters via IfcMaterial on
the IfcProduct level.
Additionally to the information necessary for the AM

process itself (toolpath and referenced parameters),the
aforementioned information can be used to generate the
more detailed geometrical description of the object that is
to be manufactured, in the sense of as-designed geometry.
To perform this detailing, the expected filament cross-
section can be drawn along the tool path via a sweeping
operation. This results in a three-dimensional geometry
which very accurately represents the material distribution
of the planned AM component and can be used for sim-
ulation purposes (e.g. for component optimization). In
the IFC standard, such a geometry can be represented e.g.
implicitly via an IfcSweptSolid instance, or, if this is
implemented as part of the IfcTunnel extensions, as a
Voxel model via the potential future extension in the form
of the IfcVoxelData class.
Similarly to the “as-designed” material distribution

model, “as built” information can be stored by scanning
the object during the manufacturing process to capture the
interior of the built object and referencing the data to the
3D representation of the object (preferably as voxel infor-
mation). Using this data, already planned post-processing
steps can be adapted to the exact geometry and further
performance simulations can be executed.
The resulting data structure can be described as follows

(cf. fig. 6). First, the data structure resulting from the
BIMmodeling is adopted (e.g. in the IFC standard) and the
information necessary for applying the corresponding AM
method (core information, shown here in red) is derived
from the corresponding data and incorporated into the
existing data structure. Based on the core information, a
more detailed 3D model, the planned material distribution
(shown here in green), is generated and integrated into the
existing data structure for possible simulation purposes.

This data set is optimized until it is ready for production
and is finally expanded during printing to include the scan
data, i.e. a digital copy (shown here in orange). The
diagram also shows various interfaces to other operations.

5 Conclusion
AM represents an excellent method of producing proto-

types quickly and inexpensively. Considering that a build-
ing is in most cases unique due to the individual conditions
of its location and the decisions made during design, it is
therefore only natural that 3D printing also represents a
forward-looking technology for the construction industry.
With significantly increased design freedom, there is the
possibility that the appearance and function of modern
buildings and their components will be fundamentally al-
tered. However, the resulting additional expense is a major
obstacle to increased use of additive manufacturing meth-
ods. Especially the combination of AMandBIMmethods,
as discussed in section 2, can remove this obstacle and
bring many advantages analogous to the “Industry 4.0”
concept. If FIM is implemented as described in sections 3
and 4, the planning effort, which is currently only man-
ageable by planners with the appropriate expertise, would
be significantly reduced. This could make AM technology
much more attractive for the construction industry.
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Abstract – 

Construction inspection is an important part of 

the construction management process to ensure that 

the project is compliant with the requirements, 

regulations, and standards. Due to time and cost 

constraints, inspectors representing owners, as well as 

architects, designers, and other stakeholders might 

not be able to visit and inspect the project site in 

person as often as needed. Inspections performed by 

mobile robots can allow more frequent inspections 

and can help communicate project status with all 

stakeholders more regularly. This study explains the 

development of a methodology to capture the site 

reality with an autonomous quadruped robot through 

integrated visualization in a BIM-enabled 3D virtual 

environment. The proposed methodology can 

potentially facilitate construction inspectors to 

perform their day-to-day inspection tasks more 

efficiently. The proposed methodology consists of a 

3D virtual environment integrated with the robot 

control. The methodology is further implemented in 

Unity Engine with a software application to visualize 

the space being inspected and control the robot 

simultaneously. The application captures 360° images 

of the space autonomously and visualizes the images 

in the virtual environment as discrete points of 

reality. This study can be useful to construction 

managers and inspectors to potentially reduce 

manpower in inspections of construction projects. 

The findings of the study can help develop more 

solutions to facilitate remote construction inspection 

using autonomous mobile robots.  

Keywords – 

legged robot, construction inspection, virtual 

environment, reality capture 

1. Introduction

Construction projects are full of uncertainties.

Regular and frequent inspection is indispensable for 

reducing uncertainties in projects [1]. Multiple people 

take part in the inspection of construction projects. It 

involves them traveling to the site, walking around the 

site, observing the as-built state of the project, and 

comparing the as-built status with the documented as-

planned requirements of the project. Traveling to the site 

and walking around the site consumes a lot of time [1] 

that becomes non-trivial when multiplied by the number 

of people involved in the inspection process.  

Currently, many contractors, project owners, and 

owner representatives use digital jobsite documentation 

tools such as Cupix, StructionSite, and Holobuilder [2]. 

These tools link 360° spherical images to 2D floor plans 

for spatial visualization of as-built conditions. This 

approach provides a significant advantage over regular 

unorganized 2D images by providing a platform for 

communication and collaboration through annotations 

and organized as-built documentation [3]. The current 

challenge is that these 2D floor plans are limited to 

representing a single discipline (e.g. architectural floor 

plan). It is difficult to show various construction 

disciplines, such as architecture, structural, mechanical, 

electrical, etc. in one floor plan without making it too 

cluttered and difficult to read. We propose to extend this 

approach to visualize the as-built conditions on a 3D 

model of the building enabled by the Buiding 

Information Model (BIM) to be used in the reality 

capture process. 3D visualization is more intuitive and 

can allow visualization of models of multiple disciplines 

in one view along with the reality capture. 

Automated inspection of construction status has been 

studied before [1], [4], [5]. However, the data collection 

part in these previous studies has been predominantly 

manual, which is time-consuming, costly [6], and 

inaccurate. This study proposes an automated data 

capturing and visualization process for site inspection 

using quadruped robots. The process of data collection in 

reality capture for construction inspection is a repetitive 

and tedious task [7] that requires human inspectors to 

persistently and accurately walkthrough inherently risky 

construction environments.  

Robots can play an important role in automating the 

inspection process [6]. Robots can be programmed to 
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autonomously navigate through the construction site and 

take regular images at points of interest, thus can save 

productive hours for humans that can be utilized for 

intelligent and high-level decision-making [6].  

The main contribution of this paper is the introduction 

of a methodology for automated reality capture 

integrated with BIM-enabled 3D visualization and robot 

control using a quadruped robot. The proposed 

methodology does not rely on heavy post-processing of 

reality capture data and provides a rapid and frequent 

update of project status to all stakeholders in near-real-

time within an improved visualization.  

2. Background

Previous studies investigated automating 

construction inspection [6], [8], [9]. These studies aimed 

to increase the frequency and accuracy of inspection by 

capturing visual data using semi-autonomous or 

autonomous systems  [6]. These studies either focused 

primarily on the data capture alone [6], [8], [10] and not 

on presenting the information in a way that is intuitive for 

inspection, or used heavy post-processing that requires 

skilled personnel with specialized training [9], [11]. 

Another challenge with heavy post-processing of 

inspection data (i.e. as-built reality capture) is the delay 

in the availability of inspection data. By the time the 

reality capture is available to inspectors and project 

stakeholders, the construction work might have 

progressed further, and either the identified construction 

issues might be resolved already or new issues might 

have arisen. Our study aims to automate the process of 

reality capture and its visualization process to make key 

decision-making information available in near-real-time 

to remote stakeholders. 

Capturing 360° images of construction status is a 

recent trend in reality capture because it makes the 

capturing process faster [12], by replacing multiple 

pictures with one 360° spherical image. They are easy-

to-use construction inspection tools with low 

computation costs [12], [13]. They are proven to be 

effective for general inspection when accuracy and 

precision are not as important as ease of availability and 

faster processing [12]. 360° images provide a “sense of 

presence” [13], which is absent in 2D images. 360° 

images are also used as a reality backdrop which is 

augmented with a 3D model on top of them [12]. The 

proposed methodology in this paper uses a 360° camera 

to capture visual data of the jobsite. This study automates 

the process of capturing 360° images through using 

quadruped robots. Previous studies on automation of 

construction inspection use either manual data capturing 

or heavy post-processing [3], [11], [12]. Automated as-

built data capturing has been performed before, using 

Unmanned Aerial Vehicles (UAVs) [14]. BIM was used 

as a preloaded map for path planning of the UAV [14]. 

However, UAVs have many inherent restrictions. First 

and foremost, legal restrictions prevent UAVs or drones 

from being used out of sight of the pilot and in populated 

areas [15], which defeats the purpose of automation. 

UAVs also need large clearance and are too noisy to be 

used in indoor spaces [10]. They also have short flight 

times [10]. Cables, ladders, and scaffoldings add more 

challenges.  

The use of autonomous robots has been studied for 

construction progress monitoring and inspection 

applications [6], [7], [16]–[18]. Our previous research 

[16] studied the fundamentals of quadruped robot

applications in construction monitoring and inspection.

Additionally, our prior study [19] indicated that existing

quadruped robots can potentially enhance the accuracy

and speed of reality capture compared to the manual and

human-based process. To make robots more

autonomous, various path-finding algorithms are

developed to enable mobile robots to navigate the job site

and reach a target from a specific starting point. A*

search is one of such algorithms [20]. Other algorithms

are modified A* search, genetic algorithm, potential field

algorithm, and roadmap algorithm [20].

Construction inspection is an important process and 

there is a need for fast and frequent access to project 

information for better inspection of the project and avoid 

deviations from the planned project requirements. 360° 

images have been an effective tool for construction 

inspection, automating the capturing process of these 

360° images can improve the efficiency of the inspection 

process. Therefore, in this study, we used an autonomous 

robot to capture as-built site information and present it to 

construction inspectors rapidly through an integrated 3D 

virtual environment that contains 3D as-planned project 

data.  

3. Proposed Methodology for Automated

Robotic Reality Capture and

Visualization

This section introduces the proposed methodology for

automated reality capture and visualization. The 

methodology relies on the availability of the BIM model 

for the building. It also uses marker-based localization. 

We used AprilTag fiducials for this purpose as explained 

in Section 4. The methodology is applicable to buildings. 

Inspection of infrastructure projects like dams, bridges, 

etc. is out of the scope of the current study. 

As shown in Figure 1, the BIM model is used to create 

a 3D virtual environment. The 3D virtual environment 

serves two purposes. First, it works as a map for the robot 

by providing geometric data of the space as well as 

“walkable” surfaces (explained in section 4.2) for the 

robot’s navigation. Second,  it provides the users a 3D 
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virtual environment to conduct a virtual walkthrough of 

the building and observe the model as well as the reality 

capture of the actual job site alongside each other. This 

allows the inspectors to switch between the model view 

and reality capture conveniently and compare the two to 

better identify discrepancies. Traditionally, this process 

is done by looking at the 2D images or personally visiting 

the site and comparing the visuals with the site drawings. 

In more recent solutions, this process is done by using 2D 

floor plans of one discipline (e.g. architectural floor plan) 

with marked 360° images. 

Figure 1 Conceptual overview of the proposed 

methodology 

The proposed methodology in this study is based on 

a 3-step process – Robot’s Mission Planning, Reality 

Capture, and Visualization that are integrated into one 

platform. In the first step, the user creates Goalpoints in 

the virtual environment. We define Goalpoints as the 

locations in the space where the robot will navigate 

autonomously and capture a 360° image for inspection 

purposes. These Goalpoints and the geometrical data of 

the space are used to create autonomous missions for the 

robot. A mission, as we define it, consists of Goalpoints 

and Waypoints. Waypoints are intermediate locations 

that the robot will navigate through to reach the 

Goalpoints while avoiding obstacles. This process is 

explained in more detail in Section 4.2. 

 In the second step, i.e. Reality Capture, the robot’s 

mission information generated in the first step is used by 

the application to navigate the robot to the Goalpoints by 

walking on the planned path. Once reached the 

Goalpoint, the robot triggers the 360° camera to capture 

a spherical image. 

In the third step, the 360° images are captured and 

transferred from the camera and visualized in the 3D 

virtual environment. The images are spatially linked to 

the 3D virtual space. The user or the inspector can 

perform a virtual walkthrough in the 3D virtual 

environment and compare the captured images with the 

3D model for regular inspection.  

4. Implementation

The proposed methodology is implemented using the 

Unity engine. Unity’s 3D visualization and scripting 

capabilities have been used previously by researchers for 

inspection and monitoring of buildings [21], [22].  

The hardware used in this study included Spot, an 

autonomous quadruped robot by Boston Dynamics, and 

a Ricoh Theta V 360° camera mounted to the top of the 

robot. Spot’s Python SDK provides many high-level 

functions to control the movement of the robot and its 

navigation through the space and it has been used in this 

study. However, Unity uses C# programming language 

as its default scripting language. To enable data exchange 

between the two languages, the two programs use 

transfer control protocol (TCP) socket programming, 

similar to [23]. Robot Operating System (ROS) can be an 

alternative to TCP in future implementation. 

The following subsections explain the 

implementation process of the proposed methodology in 

more detail. 

4.1. Overall Workflow 

Figure 2 shows the overall workflow of the proposed 

methodology. As discussed in Section 3, this study uses 

a 3D model of the building for both visualizing the site 

images and navigating the robot. The 3D model is 

extracted from the BIM model as an FBX file using the 

TwinMotion plugin in Revit. The FBX file also contains 

some of the component properties including the materials 

and textures of the building elements in the model.  

Figure 2 Workflow of the proposed methodology 

The first step in the process is Mission Planning. 

Once the Goalpoints are created by the user where the 

images should be captured, the optimum path for the 

robot is calculated in Unity. This process is explained in 

more detail in Section 4.2. The mission information 

generated in the first step is used to control and navigate 

the robot. The robot walks to each Goalpoint on the 

planned path and captures 360° images. This is explained 

in more detail in Section 4.3. Finally, the captured images 

are downloaded from the camera using the camera’s SDK 

and visualized inside the 3D virtual environment. The 

user can then, do a virtual walkthrough in the 3D virtual 
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environment integrated with 360° images and observe the 

space in both as-built and as-planned conditions. This 

step is explained further below in Section 4.4. 

4.2. Mission planning 

Mission planning starts with localizing Spot’s initial 

position in the 3D virtual environment. This study uses 

fiducial-based localization [24]. Spot has the built-in 

capability to detect AprilTag fiducials, an example of 

which is shown in Figure 3. The application maintains a 

list of all fiducials observed through the robot’s cameras 

in the memory along with their position relative to the 

robot. At any point in the space, the relative position of 

the robot with respect to the fiducials is read from the 

robot using the robot’s SDK.  

Figure 3 AprilTag fiducials in the job site (left), 

and on the corresponding location in the 3D 

model (right) 

This study uses Unity’s built-in NavMesh module, 

which in turn uses the A* heuristic algorithm to find the 

best path [25]. Once the robot is localized in the space, 

the application iterates over the predefined Goalpoints 

and finds the optimum path covering all the points. This 

operation is done by calling Unity’s 

“NavMeshAgent.CalculatePath” function. The 

Goalpoints are traversed in the order they are created by 

default and the application does not try to minimize the 

travel distance. However, the points can be reordered by 

the user before starting the mission.  

The Unity NavMesh requires the “walkable” and 

“non-walkable” spaces to be explicitly defined in the 

application using the 3D model of the space. All the 

elements from the floor and door families in the BIM 

model are set as walkable, while everything else is non-

walkable. The safe distance from the non-walkable 

surfaces is set to 0.3m, which is slightly more than half 

of the width of the robot. After setting the parameters, 

Unity creates a mesh of walkable points in a process 

called ‘baking’. Figure 4 shows the final baked 

NavMesh. The light blue areas on the floor shown in the 

figure are the walkable areas. 

Figure 4 Walkable spaces defined in Unity 

The application packages the mission data into a 

JavaScript Object Notation (JSON) string to be sent to 

the Python application for further processing. The 

mission data consists of the coordinates of the points on 

the path. The points on the path are either Goalpoints or 

Waypoints as explained in Section 3. The images are 

captured only at the Goalpoints, and the Waypoints only 

help with navigating the robot around the obstacles, such 

as walls. Waypoints are created by Unity at each location 

where the direction of the path changes. The number of 

Waypoints depends on the obstacles between the starting 

point of the robot and the following Goalpoints. Figure 5 

shows a snippet of a sample JSON string representing a 

mission. The value ‘isGoal’ for the points states whether 

it is a Goalpoint or not.  

Figure 5 Sample mission JSON data 

4.3. Execution and Reality capture 

The mission data in the form of JSON string is 

received in Python for further processing. First, the 

fiducials are identified from the JSON data. The robot’s 

internal system is queried to find all the fiducials that are 

detected by the robot’s perception system. As soon as a 

fiducial is observed by the robot, its location is stored in 

a list called ‘known_fiducials’. During the initiation of 

the mission, there must be at least one fiducial in the 

‘known_fiducials’, otherwise, the mission fails with an 

error. The closest fiducial from the robot’s current 
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location is identified by finding the magnitude of the 

position vector of the fiducial. Then, the coordinates of 

the next point are read from the mission data. The 

coordinates are transformed to the robot’s body frame of 

reference. The application uses the Spot’s SDK to control 

the robot and iteratively checking its new position until 

the robot reaches the next Goalpoint or Waypoint. Spot’s 

SDK abstracts lower-level controls of the limbs. Only the 

vector representing the target coordinates from the 

robot’s current position are required to move the robot. 

Robot’s built-in obstacle avoidance system prevents 

collision with any dynamic or static obstacles that are not 

represented in the model. However, the robot cannot re-

route itself if the intended path is completely blocked. 

This is currently the limitation of the project and will be 

addressed in the future.  

A radial tolerance of 0.5m is allowed in the 

application. This means the robot will start moving to the 

next Goalpoint (or Waypoint) as soon as it reaches within 

0.5m of the current Goalpoint (or Waypoint). If the 

current point is a Goalpoint, the robot will stop and 

trigger the 360° camera. The camera must be connected 

to the robot’s internal Wi-Fi network. The program waits 

for the camera to process the image by reading the 

camera’s state using the camera’s SDK. Once the image 

is processed and stored, the robot continues its mission. 

Figure 6 shows the robot executing its mission and 

presents its real-time virtual representation in the 3D 

virtual environment. 

 

 

Figure 6 The robot in the job site (top), and the 

3D virtual environment (bottom) visualized in 

real-time simultaneously 

4.4. Visualization 

Once the whole mission is complete, i.e., the robot 

reaches the last point in its path, all captured images are 

downloaded from the camera. The images are applied as 

a texture to spheres in the 3D virtual environment 

representing the Goalpoints. These spheres represent 

bubbles as Goalpoints that contain the reality capture 

data. The user can then use the 3D virtual environment 

and navigate through the building model virtually to enter 

any of the bubbles/Goalpoints to view the 360° reality 

images from that location. When the user moves out of 

the Goalpoint in the 3D virtual environment, the 3D 

building model (i.e. as-planned BIM data) will be visible.  

Figure 7 shows the interface of the application 

developed in Unity. The spheres in the 3D virtual 

environment shown in Figure 7 are each a 360° spherical 

image captured by the robot from the corresponding 

location inside the job site. The 360° images captured 

through the robot’s autonomous mission are available to 

inspectors and project stakeholders on the developed 

platform in real-time after the robot’s mission is 

complete. 

 

 

Figure 7 Visualizing reality capture integrated 

with the 3D virtual environment. On top: 3D 

virtual environment developed in Unity using the 

BIM model, on the bottom: a snapshot of the 

captured 360° image of the reality on site 

5. Validation and Results 

To test the validity and feasibility of the proposed 

methodology, the developed application is tested in 

Bishop-Favrao Hall (BFH) on Virginia Tech’s campus in 

Blacksburg, VA. A test mission was executed that 

involved walking through a space of approximately 4,841 

sqf. in size including two classrooms and the entrance 

lobby and captured 360° images at six Goalpoints as 

shown in Figure 8. The total length of the robot’s path 

was 42.4m. The robot successfully executed the mission 

within 3 minutes and 50 seconds with the moving speed 

set to 0.4m/s. The robot captured and sent back six 360° 

images for visualization in the 3D virtual environment. 
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Figure 8 shows the 2D floor plan of BFH with the 

Goalpoints and the path of the test mission in the 

experiment. 

Figure 8 Robot’s mission path and Goalpoints on the 

2D Floor Plan of BFH 

In this experiment, installing the fiducials at the site 

true to their corresponding position in the 3D model was 

found challenging. Small residual errors in the 

orientation of the fiducials created large deviations in the 

navigation of the robot as it moved farther from the 

fiducials. Installing more fiducials helped to keep the 

deviations small. The required number of fiducials 

depends on the length of the path. Spot’s perception has 

a range of about 4m. Therefore, installing a fiducial every 

8m on the robot’s path ensures that at least one fiducial 

is always visible to the robot. For that reason, five 

fiducials were installed for the whole path at an average 

interval of 8m. 

During the test mission, passing through the doors 

was found to be challenging. Due to the narrow 

clearance, the path occasionally overlapped with the 

walls due to the errors in placement of the fiducials as 

well as the localization error arising from the motion of 

the robot. Placing a fiducial near the doors improved the 

robot’s navigation through the doorways. 

6. Discussion and Conclusion

Regular construction inspection is crucial for project 

success. However, construction inspection involves 

many repetitive tasks that are better suited for robots. 

Delegating repetitive and mundane tasks to robots can 

potentially make the process of inspection and 

monitoring more effective and can allow humans to focus 

on more high-level tasks. For example, legged robots can 

traverse and scan the jobsite more frequently than 

humans while humans can undertake more intelligent 

planning and decision making tasks. 

This paper is built upon the authors’ previous studies 

on the use of quadruped robots for construction 

inspection [16], [19] that presented the potential and 

challenges of autonomous quadruped robots in 

construction inspection. This paper presents the 

development of an autonomous data capturing and 

visualization method for construction inspection using a 

quadruped robot. This study uses the BIM model of the 

building for (a) mission planning of the robot, and (b) for 

visualizing both the building and the reality capture in a 

3D virtual environment. Robot navigation through the 

BIM model is the key to reliable autonomous robotic 

construction site documentation to ensure completing the 

robot’s mission in dynamically changing construction 

environments.  

The contribution of this study is the introduction of a 

methodology for automated capturing and visualization 

of the as-built images of a building integrated with a 3D 

virtual environment of the space enabled by BIM. The 

study aims to provide a virtual platform to construction 

management personnel, owners, and their representatives 

for frequent and remote inspections.  

This study uses quadruped robots because they are 

versatile and can navigate construction sites with more 

flexibility than wheeled robots. A software solution is 

developed on Unity Game Engine and Python. The 

integration of the 3D visualization and robot control was 

implemented seamlessly in Unity which allowed the 

development of remote autonomous mission planning. 

For hardware, the Spot robot from Boston Dynamics was 

used along with a Ricoh Theta V 360° camera. Spot’s 

SDK provides high-level control functions for the robot 

that allowed the research team to focus more on mission 

planning and visualization instead of developing the 

control system for the robot.  

The proposed methodology was validated by running 

autonomous test missions in Bishop-Favrao Hall on the 

Virginia Tech campus in Blacksburg, VA. Some of the 

challenges faced in the initial runs (as explained in 

Section 5) were addressed in the later revisions of the 

application and iterative experimental investigations. In 

this methodology, the only input provided by the user is 

the location of the Goalpoints where the inspection 

images are captured on the 3D virtual environment. 

Future studies will evaluate the developed methodology 

in multiple scenarios on construction sites with dynamic 

obstacles. The developed methodology can be further 

augmented by a more data-rich BIM model of the 

building to be utilized for creating immersive Virtual 

Reality (VR) environments to help with inspection tasks 

in comparing and analyzing the as-built vs. as-planned 

project data. 

6.1. Limitations and future studies 

The major limitation of the study is that it requires an 

accurate and exact model of the building for navigation. 

Additional furniture or closed doors can cause the robot 

to fail its mission. Our ongoing research is identifying 
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ways to cater to the additional obstacles encountered by 

the robot in real-time (e.g., closed doors) and re-routing 

the mission when required. This feature will make the 

autonomous missions more robust and capable of 

handling the highly dynamic nature of construction sites. 

Future studies may investigate extending this 

approach with immersive virtual reality and augmented 

reality solutions to provide an immersive experience to 

construction managers and owners of the construction 

project. 

Another limitation of the current study was that the 

developed application and the robot were connected to 

the same network. Future studies may separate the user 

interface and the robot across the internet to allow fully 

remote inspection. Executing the mission remotely 

across the internet will not require any complex changes 

in the developed application but only an additional 

communication layer running on a cloud server to relay 

the commands from the controller machine to the robot. 

Future studies might also evaluate the usability of the 

proposed approach in hands-on experiments with 

inspectors, construction experts, and owners to study the 

adoption and acceptance of the proposed technology. 
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Abstract  

The research presented in this paper introduces a 

novel method for Augmented Reality informed 

human-machine collaboration in the context of 

timber prefabrication. The concept is based on the 

craftsman controlled instructive interaction between 

a High Level of Automation (robotic) fabrication 

setup and a human co-worker. It argues that by 

enabling the craftsmen to coordinate or take over 

specific process parts, a significant increase in 

flexibility and robustness of automated workflows 

becomes feasible. This is highly relevant within the 

project-based construction industry where efficient 

and flexible production of one-off components is 

predominant.  

A novel approach to integrate human and robotic 

co-workers in a joint fabrication setup that we call 

“Instructive Human Robot Collaboration” is 

introduced. With Vizor, a computational framework 

was developed for this purpose. It provides an 

intuitive interface between human and robotic 

fabrication units via a mixed reality head-mounted 

display (HMD). 

Finally, the proposed method is tested with an 

initial case study in which a 14-Axis fabrication setup 

is connected with human craft. The HMD gives a 

craftsman without any knowledge in robot 

programming direct control over the fabrication 

setup and extends its individual skill set. Fabrication 

tasks can be shared freely and between human and 

robotic units, enabling a dynamically adaptive 

workflow. 

 

Keywords – 

Augmented reality; instructive Human-robot 

collaboration; Digital Twin; project-based, Task-Skill 

comparison 

1 State of the Art  

1.1 Requests in building industry 

In recent years, the building industry and here 

especially the timber-based manufacturers are investing 

in prefabrication lines with a high Level of Automation 

(LoA) for a higher accuracy and process reliability. 

Bespoke fabrication lines are installed to produce slab 

and especially wall elements [1] within predefined 

constraints of the product portfolio. Recent developments 

introduce industrial robots to replace human craftsmen 

for another step, the wall assembly process of frame and 

plate elements [2]. This trend even suggests a shift to a 

fully automated human free prefabrication environment 

[3] and new specialized High LoA concepts introduce 

new machines to carry out tasks, which previously relied 

on the execution of human labor or extend the 

possibilities and qualities of fabrication through 

integrative computational design and robotic fabrication 

[4].  

In industry, this approach is often related to a 

conceptual understanding of the building as a product 

rather than a unique project. This is motivated by the goal 

of standardization of building components [5] and results 

in a restriction of the architectural freedom. Hence, such 

solutions are often not sufficient to solve the demand for 

the housing market, especially in the inner cities, where 

solutions adaptive to the various onsite conditions are 

requested, to fill the vacant spaces or extend the building 

vertically by adding new stories on the existing ones. 

Compared to the whole market only 13 % of the 

upcoming projects fall under the concept of modular 

building solutions [6]. To address this challenge, more 

flexible automation approaches are necessary to be 

investigated [7]. 

In addition, the recent results of fully automated 

“lights-out factories” in the high batch size production of 

the car industry (TESLA 3) showed a lower overall 

production speed [8], demonstrating the need for better 
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integration of manual processes and automated systems. 

For the small and medium sized enterprises in the 

building industry with their request for an efficient short-

term production of bespoke building elements, the human 

co-worker remains an essential part not just for the 

execution but the planning of the fabrication as well. 

1.2 AR in AEC research 

Augmented Reality-Technology (AR) was presented 

more than five decades ago [9] and introduced to the 

aircraft industry three decades ago [10]. As robust and 

affordable AR headsets became more accessible in the 

last decade, this technology is gaining focus within the 

Architecture, Engineering and Construction (AEC) field. 

The concept of complementing the real world with digital 

representation of otherwise not visible data has opened a 

new path for a great variety of applications in AEC. 

While there is a clear and obvious use case for shared 

model visualization to enhance design communication 

and collaboration [11] and another use case in visualizing 

hidden parts like water or electric conduits in facility 

management [12,13], first efforts are undertaken to 

implement AR-devices in the environment of 

prefabrication and on the construction site to improve and 

extend the skillset of craftsmen via the precisely located 

delivery of information on-time. Here two different 

major directions can be observed. 

1.3 AR-enhanced craft 

Research in the field of AR-enhanced craft 

investigates how human augmentation enables the 

construction of geometrically complex structures by 

craftsmen, a task previously reserved to computer 

numerically controlled technology (e.g. industrial robots). 

This approach was presented in visually guided pick and 

place procedures of bricks for the assembly of uniquely 

shaped brick walls [14], the manual bending of structural 

elements (i.e. steel tubes) to erect one-off structures and 

their quality check [15]. The system informs the human 

about the next step in an instructive one-directional 

information flow.Potentials for AR -enhancement of 

craft for assembly sequences have been further 

investigated in relation to the replacement of instruction 

manuals to enable the assembly of complex structures by 

untrained or unskilled persons [10, 16, 17]. Investigations 

in other fields focus on the introduction of alternative 

feedback concepts like acoustic [18] and haptic feedback 

or the combination of several feedback systems [19], 

which could be used to explore their potential of training 

the craftsmen due to the provision of a more intuitive 

feedback. And the integration of sensors and additional 

motors has been used to actively readjust hand steered 

toolpaths, compensating for human imprecisions, and 

enabling sub-millimeter accuracy thus CNC-comparable 

results with hand-held tools (I.E. Shaper) [20]. 

1.4 AR-based human-machine collaboration 

Research in the field of AR-based HRC shows high 

potential to integrate human labor and industrial robots 

to join their forces for smarter, more flexible, intuitive 

fabrication sequences, combining their individual 

strength and extending the setup’s skill sets.  

In many fields of production this potential is 

discussed to explore novel and more flexible automation 

processes [21]. In car industry for example, the level of 

collaboration is deeply discussed to identify potential 

scenarios [22] based on the proximity of collaboration 

and the related safety issues. The International Federation 

of Robotics defines 4 levels of collaboration: The 

coexistence, sequential collaboration, cooperation, and 

responsive collaboration [23].  

High efforts are undertaken to bring human and robot 

closer together, such as precise scanning systems and 

sensitive sleeves for the robot [24]. The level of 

collaboration is defined by the mode in which the robots 

run if the human and machine share the same workspace 

or if there are physical barriers [21].  

Recent work in architectural research focuses on 

novel human robot collaboration in experimental 

fabrication processes, instead of functionally driven 

implementations in the industrial environment. 

For the contextualization of this paper, we propose a 

differentiation of existing modes of HRC in AEC and 

research along 3 scenarios: 

1.4.1 Humans and robots as separate units 

In this scenario, humans and robots work alongside 

each other as separate units executing pre-determined 

tasks. Various examples can be found where the 

precision of industrial robots for pick and place or 

holding in space is used, while the human screws [25] or 

welds [26] to fix the workpiece.  

Even though this sequential task sharing 

demonstrates the benefit of a collaborative workflow 

already, studies mainly have been focusing on the robotic 

processes, using human labor to execute tasks, which are 

either hard to be executed by industrial robots or out of 

scope of the research. Interaction or even just organized 

and automated communication between human and robot 

fabrication units is usually not considered. This applies 

also to processes in which human and robot do not share 

the same workspace, i.e. material supply, workpiece 

unloading [4]. 

1.4.2 Human as an instructor, robot as an 

augmenting tool 

A deeper collaboration between human and robot has 

been introduced via the integration of sensors and 

emitters. Humans instruct the robot through gestural 
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instructions. Sensors are used to identify and localize the 

human intervention and special programs convert these 

instructions to physical actions executed by the machine.  

For example a Kinect RGB-D camera attached to the 

end effector of an industrial robot was used for the project 

“Iterative clay forming” to localize the finger position of 

the craftsman and to deform a piece of clay based on its 

position [27], a combination of motion capture markers, 

a pressure sensor and an external camera system enabled 

a direct and more intuitive description of shaping a sheet 

of plastic using the concept of thermoforming [28] and 

third research uses the torque sensors of a KUKA iiwa to 

readjust the robot arm manually during the fabrication 

process if requested  [29]. Concepts like these require a 

direct and distinct communication between human 

instructor and the machine. If well designed the robot 

becomes a tool directly attached to the craftsmen and 

intuitively usable, which extends their skill set 

significantly, without any knowledge in coding or 

communication design. 

1.4.3 Human and robot as collaborative units 

Just recently HRC is becoming a focal point in AEC 

research. The implementation of sensors in High LoA 

fabrication setups in combination with novel interfaces 

and communication strategies support the collaboration 

between robots and humans in achieving the same 

fabrication goal within a dynamic process. 

Being an important research topic in car industry for 

many years, sensitive small-scale low payload industrial 

robots (e.g KUKA iiwa, Universal Robots) have been 

developed as tools for low-risk hand in hand 

collaboration between human and robot. These machines 

were adopted to establish a collaborative prefabrication 

setup and experiment new concepts of HRC [30, 31]. The 

project “CROW” [31] successfully established a 

collaborative task sharing of robot and craftsman 

enabling the cooperative fabrication of bespoke timber 

structures. 

2 Instructive Human robot collaboration 

and Multi-Unit Task Sharing 

Despite these developments, true human robot 

collaboration in the building industry has significant 

room for further investigation. Typically, AR technology 

is envisioned for the construction site predominately, 

while prefabrication aims for full automation. The roles 

of the human and machine fabrication units in 

prefabrication typically are seen as separate, static and 

not interchangeable, once the workflow is planned. This 

often results in an over-defined digital system, that leaves 

the worker unable to intuitively interact with the 

automation workflow.  Current State of the Art lacks 

adaptive, fabrication concepts, suitable for the flexible 

project-based demands in the building industry.  

This research presents a novel method for the 

integration of humans and High LoA technology in a 

collaborative fabrication setup, combining their 

individual strengths to extend its skill set. 

2.1 From Task-skill analysis to Multi-Unit 

Task-sharing 

Multi-unit Task-sharing is a method which derives 

from the conceptual approach, of Task-Skill based 

fabrication planning [4]. In this concept a set of Tasks 

which must be executed to produce a building system is 

formulated. These requests are compared with the skill 

sets of adaptive and modular and therefor flexible 

fabrication setups. Such fabrication setup can consist of 

several fabrication units, which can be industrial robots 

and other automated machines, but also human workers. 

Accuracy, payload, and tools among others define the 

skill set of each unit individually and/or in collaboration 

with others. If the tasks required and skills provided 

match, the fabrication setup is suitable for the fabrication 

of this specific building system (Fig. 1). The fabrication 

tasks are distributed, based on the individual skill set of 

these units. If the skill set required by a task is satisfied 

by more than one unit, the task can be flexibly 

redistributed among these units depending on other 

criteria such as availability. If it can only be satisfied with 

a combination of multiple units, it can be distributed 

among these units for collective execution.  

 

Figure 1. The building system leads to a set of 

requested tasks for its fabrication, which is 

aligned with the skill set of the different units of 

the fabrication setup 

2.2 Instructive Human Robot Collaboration 

With instructive Human Robot Collaboration (iHRC) 

this paper introduces an additional layer to the existing 

levels of collaboration. An intuitive communication 

interface, which provides the human worker with 
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essential process and task- relevant data from the digital 

model as well as the possibility to control and interact 

with the robotic workflow is established.  

This extends the concept of sequential collaboration, 

enabling the craftsmen to instruct the automated 

fabrication units e.g. industrial robots. With the tools 

described in the following chapter a communication 

protocol is proposed, which connects the machine 

controllers with the human craftsmen via AR-technology. 

The developed Hololens interface “Vizor” is used as the 

central facilitator and doesn’t request any programming 

skills from its user. Providing a digital twin of the work 

piece, it further extends the users skill in terms of 

positioning accuracy. This enables a craftsman-

controlled fabrication process, breaking free from the 

constraints of a linear predefined workflow (Fig. 2). 

Tasks can be taken over, corrected or reassigned, 

depending on various conditions, such as the unit’s skill 

set (tool, reach, payload, etc.), resulting in a dynamically 

adaptive fabrication process and an extremely flexible 

fabrication system. 

 

Figure 2. Human wearing an HMD controls the 

robotic fabrication setup 

3 Setup 

A communication strategy and an interface for the 

HMD were developed, to connect the human being with 

the robotic fabrication setup. 

3.1 Communication Strategy 

A communication system is implemented through a 

server that can read the tasks and communicate the 

fabrication data to the units for execution. Furthermore, 

the server also allows the units to share the fabrication 

data and the task's progress with each other (Fig. 3). 

Three elements support implementing this case study 

of human-robot collaborative workflow: a server that 

dispatches tasks, two KUKA robot controllers connected 

to the server by KukaVarProxy via TCP/IP connection, 

and a Hololens Version 1 HMD connected to the server 

by rosbridge via a WebSocket connection. 

 

Figure 3. Communication strategy  

3.1.1 Robotic fabrication unit 

Each one of the robots is defined as a ‘Kuka-Robot’ 

unit in the server. The server is communicating with the 

robots using the Python KukaVarProxy library [32]. 

When starting a fabrication process, the server initiates 

the communication channel to each of the robot units and 

will keep it open through the process. According to the 

specific task, the server knows which data it needs to send 

for the task execution. For the robot to know what to do 

with the received information, a unique KRL code is used. 

In this KRL some global variables are defined at the 

beginning of the program. Then an infinite loop is 

triggered, and according to the received data, it causes a 

switch case to execute the desired task. Using the 

KukaVarProxy also allows the robot to send some data 

such as robot position and tool activation while running 

the task and informing the other units in the system on 

the progress.   When the entire fabrication process is done, 

a particular signal is sent from the server to stop the loop 

and the communication. 

3.1.2 Human fabrication unit 

Information to the human unit is communicated 

through messages, and rendered via a Hololens app. This 

Hololens application is developed to work in sync with 

the Vizor plugin in grasshopper but can also 

communicate more generally with servers using the 

roslibpy library [33]. The information related to each task, 

namely description, deadline, and geometric information 

is sent to the human worker as the server dispatches them. 

At the event of a task reassignment action through 

Hololens, the server registers the change upon receipt of 

the user message and modifies the unit to which the task 

is dispatched. 

3.1.3 Workflow and Human control 

When initiating the fabrication process, setup 

functions for robot controllers and Hololens run to ensure 

all units are connected to the system. The server then 

broadcasts a task list, rendered on Hololens display for 

the operator to review. In the case of our proof-of-
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concept workflow, this is a list of pick, place, nail, and 

screw tasks that lead to the assembly of a spiral structure 

composed of timber slats.  

When the robot is executing a task, the human sees 

the target frame for the robot in the current motion, a 

timer documenting the duration of task, and the name of 

the task being executed. When the human chooses to 

execute such a task, the display shows specific action 

instructions, highlighted geometry, as well as a deadline 

for the task being executed.  

As the process unfolds, the human may step in at any 

time and modify the designated unit to complete a given 

task. This introduces flexibility of human intervention 

during a high level of automation process. In the proof-

of-concept workflow, this flexibility allows quick 

resolution of issues in robot paths (e.g. collisions) or 

contingent events such as material inconsistencies (e.g. 

knots in the wood that could prevent nails from being 

inserted). 

3.2 AR Interface Vizor  

Second corner stone is the developed application 

“Vizor “. Vizor facilitates bi-directional communication 

between multiple fabrication units. The Grasshopper 

plugin allows users to prototype workflows directly using 

GH components. The companion HoloLens application 

is built using Unity (Fig. 4). It includes a digital twin of 

the TIM setup as well as modular user interface 

components that let a user interact with tasks, markers, 

model geometry and system status. The information is 

provided and visually presented in four components on 

the Head Mounted Display, in this case a Hololens 

(Fig.5). 

 

Figure 4. Platform representation in Unity 

3.2.1 Display of the Digital Twins  

A digital twin of the fabrication setup is built within 

Grasshopper using the plugin Virtual Robot and the 

plugin developed within this research Vizor to support 

simulation of the fabrication process (Fig. 6). 

 

Figure 5. Hololens-Visualized forecast of the 

fabrication sequence and gesture-based 

instruction of the robotic fabrication platform 

Digital twin (work object): The digital twin shows 

the virtual representation of the model. It shows where to 

place the timber slat for the robot to pick it and its final 

position, if the placing is executed manually. Color 

coding is used to show, if the task was executed by the 

robot (blue) or the craftsman (red). It also contains the 

information if a screw or nail was used, a crucial factor 

for disassembly and recycling. The successful use of this 

information relies on a precise localization in the work 

environment, to provide accurately projected information 

in-situ to the craftsmen. Therefore, accuracy required by 

the task must match the accuracy of augmentation from 

the AR device. This is an important consideration when 

selecting which fabrication steps will benefit from this 

approach. 

Digital twin (robot): The digital twin builds the 

virtual representation of the High LoA system. It shows 

the execution of a specific task. It also keeps the 

craftsman informed of the robot’s next movement. For an 

operator unfamiliar with pre-programmed robot paths, 

this allows them to be better aware of fabrication contexts 

and easily intervene in case problems arise. 

 

Figure 6. Visualization of the task window (red) 

and task list (blue) and the digital twins of the 

robots (yellow) and the work object (green) 
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3.2.2 Display and control of Tasks 

Starting with a digital design model, the fabrication 

process is broken down into the different tasks, which are 

then assigned to each unit according to its tools and a 

generic task assignment logic (in this case a ping-pong 

scenario). The CAD design information is deconstructed 

into general fabrication data, which can then be tailored 

to each unit to facilitate robotic and manual tasks. 

Task window: The Task window provides 

information on the fabrication process. The “Current 

Task” shows which task is currently executed or if the 

system is paused for the craftsman to execute. A clock 

shows the runtime of the current job. This timer is 

especially useful for time sensitive operations e.g. gluing 

to prevent the exceedance of its pot life. Additional 

messages can be sent to inform about successful 

fabrication steps, or issues, which must be corrected. 

Task list: The Task list gives the human control over 

the upcoming task and their executing unit. By default, 

this task will be executed as defined in the script. 

Whenever the human decides to take over a specific task, 

they can interfere and change the fabrication sequence 

and assign a specific task to themselves. The script will 

be updated, and the workflow continues seamlessly. 

4 Case Study 

The case study chosen for this research is based on a 

pervious project which was produced with the TIM-

Platform [4]. The building system was represented by a 

trade show stand which consists of a geometrically 

complex, but simple arrangement of 36 Clusters of 

prefabricated 22-50 timber (in total 1860) slats (Fig. 7). 

Figure 7. Trade show stand surrounding the 

robotic fabrication platform which fabricated it 

4.1 Specific task description 

The requests were defined as followed: 

• Execution

o Pic and place of timber slats

o Timber slat fixation.

• Physics

o Positioning accuracy: <+- 5.0mm

o Weight handle (< 1kg + End effector)

o Workspace (~ 2700 x 2000 x 1000 mm)

• Speed

o Not specified

This collaborative process exposed two potential 

sources of failures:  

1. The wooden nails cannot penetrate the timber if the

nailing spot is at a knot hole, resulting loose connections. 

2. Several programmed positions cause singularities

between pic and place of a slat, requesting a stop and 

potential reprogramming of the toolpath. 

4.2 Specific setup description 

In this case study, four fabrication units share the 

workload of the fabrication: The robotic fabrication 

platform TIM is a 14-Axis fabrication setup, which 

consist of 2 KUKA KR-500 industrial robots and a tilt-

turn table [4].  

The industrial robots used in this case study have a 

reach of 2830 mm (+ End effector), payload (500 kg – 

End effector) and a position accuracy (pose repeatability 

of +- 0.08 mm. There are 3 end effectors each (PINP: 

mechanical gripper, pneumatic gripper, 3D-Camera and 

GNM: Nail gun, spindle and Glue gun) to define their 

skill set. In this case study the PINP robot uses the 

mechanical gripper to pick and place the slat and hold it 

in place, while the GNM robot uses the nail gun to fix it 

in place. The tilt-turn table extends the reach of the 

individual robots via repositioning of the work pieces 

(Fig. 8).  

Figure 8. Pick and Place procedure executed by an 

industrial robot and slat fixation by nailing 

The human craftsman skillset is partially defined by 

the labor law of the individual country. For example, the 

load a human is allowed to carry. Other skills depend on 

the individual physical (i.e. reach) and training (usage of 

tools) and additional tools available. The weight of the 

individual pieces with 1 kg is within these constraints and 

every spot of the prefab clusters is in reach. The 

positioning accuracy is ensured through an Augmented 

Reality head-mounted display. The craftsman is 

equipped with a Hololens, enabling a manual positioning 
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accuracy within the requested +- 5 mm. An electric 

screwdriver is used, to fix the slats with 4 x 60 mm screw, 

while the craftsman holds the slat in place (Fig. 9).  

 

Figure 9. Same tasks executed with a different 

skill set by a Hololens-equipped human (slat 

fixation by screwing) 

4.3 Evaluation of the fabrication sequence 

The interface and communication strategy developed 

in this research successfully transfers the supervision and 

direct control of a heavy-payload 14-Axis fabrication 

setup to the human co-worker. The coordination works 

fully Hand gesture-based and requires no understanding 

in robot coding. Additional information like digital twins 

of the model augment the human skill set.  

As a result, in this particular scenario, every task can 

be executed by one human, or the industrial robots 

collaboratively. The human can take over every part of 

the fabrication sequence and replace each industrial robot. 

The combination of the different skill sets for the same 

task provides an opportunity for changing fabrication 

strategy on the fly. Toolpaths which would result in 

singularities can be avoided, nails which failed to join the 

slats can be replaced with screws.  

5 Discussion and Outlook 

With instructive Human Robot Collaboration, the 

developed setup introduced a first step into a new level 

of HRC. It is currently restricted to the coordination of 

whole linear task sequences which means only one task 

happens in one point of time. Next steps aim for in depth 

control within the sequence for higher adaptivity. This 

will allow the human to pause a running sequence, 

intervene in the process (e.g. update target position, 

correct errors), and then continue fabrication. Such 

granular control will require further software 

development. The development of a generalizable 

ontology will be necessary to enable skill set descriptions 

of more complex fabrication setups and of humans for the 

coordination of several human and robotic units for 

fabrication sequences with higher complexity.  

The developed interface can be applied to tasks 

requiring hybrid human and robotic labour to execute, 

though it has certain limitations at the current stage. First, 

the interface needs user studies with untrained labour 

for validation and improvement. Second, the holograms 

have limited positional accuracy, for which combined 

outside-in tracking can be useful. Third, interface cues 

rely on programmed triggers, and object recognition can 

be integrated in the future to render it context-aware. 

The AR-device Hololens 1 is suitable for applications 

in the controlled research environment, but still shows 

limits to be operational in the environment of 

construction halls and sites due to its heavy weight and 

the presence of view blocking holographic projections. 

Alternative strategies for human augmentation (e.g, or 

haptic devices) can be used for a partial implementation 

until further developments.  
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Abstract -  

Efficient project monitoring is a key to a project’s 

success. Linear construction projects span across 

large distances and require similar activities to be 

carried out repeatedly over multiple small segments 

for project completion. Thus, monitoring their 

progress becomes challenging. This is a matter of 

concern since proper progress monitoring can aid in 

efficient utilization and distribution of project 

resources. Existing methods of monitoring are either 

time-consuming, expensive, or require significant 

human efforts. GIS has been used for monitoring 

linear projects, but the use has been limited. 

Therefore, this study aims to explore the potential of 

using GIS for collecting and visualizing data for 

enhanced progress monitoring of linear projects. For 

this purpose, this study proposes a process 

incorporating GIS and various open-source platforms 

in the form of a figure. The open-source platforms 

used are Open Data Kit (ODK) tools, PostgreSQL 

(and its PostGIS extension), and different JavaScript 

libraries. The development and illustration of a Web-

based GIS tool for progress monitoring of linear 

projects are the main objectives of the study. 

Visualization and quantification of project progress 

using this tool would result in time and cost savings 

due to reduction in manual efforts expended, manual 

errors in processing data, and time taken for the 

process. The developed tool would make progress 

monitoring easier, faster, and more efficient since site 

data can be recorded even in the absence of the 

internet and processed later. 
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1 Introduction 

Proper management of construction projects can 

facilitate the timely completion of projects adhering to 

the required quality, cost, and sustainability [1]. 

Methods currently available for monitoring the 

progress of construction projects include manual 

recording, RFID tags or QR codes, satellite imagery, 

photogrammetry, Light Detection and Ranging (LiDAR), 

Global Navigation Satellite System (GNSS), Building 

Information Modelling (BIM), and Geographic 

Information System (GIS) [2,3]. 

However, the management of linear construction 

projects, for example, road projects, pipeline networks, 

or cable laying projects, requires a carefully designed 

progress monitoring process in place and associated 

control steps to be taken. Monitoring such projects is 

challenging due to variable workplaces, remote locations, 

multiple work-sites required to be monitored at once, and 

repetitive resources being used [4]. Therefore, only some 

of the methods mentioned above can be efficiently used 

for linear projects since the other methods either become 

too expensive, time-consuming or need significant 

efforts. 

The current technologies widely used for monitoring 

linear construction projects include satellite remote 

sensing [5], Unmanned Aerial Systems (UAS), BIM, 

GIS, and a combination of satellite imagery and ArcGIS 

[6]. However, the progress monitoring cycle of linear 

projects could be improved by automating the complete 

process, which is currently being implemented only for 

structural components in buildings [3]. 

The use of GIS in linear project monitoring has been 

limited compared to its use in monitoring other types of 

construction projects. 4D GIS was used only to consider 

the effect of surroundings on the project in many cases 

and for the concept of time and schedules in the 

monitoring process along with 3D data [7]. 

Therefore, the potential of using GIS for collecting 

data related to the work done in linear projects and 

visualization of their progress should be explored. A 

study showed the potential of using Web-based GIS as a 

powerful visualization tool for utility management [8]. 

Hence, the current study explores the option of 

utilizing a web-based approach for monitoring linear 

projects. The primary objectives of this study are  

1. To propose a process involving a Web-based 

GIS-enabled monitoring tool to visualize and quantify 

progress for monitoring linear construction projects. 
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2. To develop the tool and to illustrate its utility for

monitoring a linear construction project. 

In terms of structure, this paper is broadly divided 

into seven sections. Section 2 briefly describes the 

methods currently used for monitoring linear 

construction projects. The proposed process for 

incorporating a Web-based GIS tool for monitoring 

linear projects is presented in Section 3. Section 4 

elaborates the design and development of this tool. The 

various open-source resources used for developing the 

tool are described in this section. Section 5 and 6 discuss 

the results of a case study, and the advantages and 

limitations of the developed tool, respectively. Finally, 

the study is concluded in Section 7, with the future scope 

of work. 

2 State-of-art in Linear Construction 

Projects Monitoring 

Previously, researchers have explored various 

methods for progress monitoring of linear construction 

projects involving combinations of several technologies. 

This section provides a brief review of these methods and 

studies. 

Automated data acquisition technologies were 

studied, which included the description of a centralized 

database holding all the data required for project 

monitoring. This database was capable of hosting data 

from all possible methods of data collection – RFID, Bar 

codes, pen-based records, LiDAR, or Photogrammetry, 

and stored data regarding manpower, material usage, 

machinery, and images [2]. Efficient management of 

project data, tracking and control, and construction 

claims could be facilitated through this database. 

Omar et al. studied IT technologies, geospatial 

technologies, 3D imaging, and augmented reality with 

respect to various criteria like initial costs, training 

required for use, and automation level [9]. They 

concluded that the most suitable technology had to be 

chosen based on the level of automation, accuracy 

required, project size, and the specific progress tracking 

objectives of the project. 

Specific studies describing the use of varied 

technologies for progress monitoring of linear projects 

have been briefed in the following sub-sections. 

2.1 UAS, UAV, and Satellite Imagery 

Satellite imagery and ArcGIS were used to monitor 

the progress of a metro rail project in India using United 

States Geological Survey (USGS) images corresponding 

to the initial and final points over the period. These 

images were subjected to change detection after 

processing and georeferencing in ArcGIS software [6]. It 

was concluded that using such visualization techniques 

would provide construction data quickly, and project 

monitoring would become faster. 

Using a combination of satellite remote sensing for 

collecting site images and Location Based Management 

System for planning for progress monitoring was also 

demonstrated [5]. A web-based platform was developed 

to provide the monitoring team with progress charts, 

location-based progress maps, and line-of-balance 

diagrams. It worked as an effective supporting 

visualization method at the macro-monitoring level by 

displaying the tasks behind and ahead of schedule. 

2.2 Combined use of BIM and GIS 

Highway Information Modelling (HIM) technology – 

a combination of BIM and GIS, was adopted for 

managing a highway project in Malaysia [10]. Data 

capture was done using ground survey data, LiDAR, 

satellite imagery, UAV imagery, and Underground 

Detection Mapping (UDM). The collected data was 

stored in numerous GIS layers to create a database for 

information for the design. HIM combines the features of 

both BIM: physical representation and functional 

characteristics of the facility and GIS: the associated 

geolocation, along with time information. Integration 

was carried out by first converting CAD and BIM data to 

ArcGIS by converting individual BIM elements to GIS 

features. Then, WebGIS was used to view the integrated 

model. 

The effectiveness of the technologies and tangible 

benefits of using BIM+GIS in many methodologies or 

processes were examined. It was concluded that 

technology provides optimum benefits only when 

deployed through a proper and efficient process, 

modified to suit the project requirements [11]. 

The integrated use of BIM and GIS, specifically 

considering the spatiotemporal characteristics, was 

reviewed. The result of this study was the potential use 

of BIM+GIS to provide more accurate and dynamic data 

for decision making and analysis throughout the lifecycle 

of AEC projects. It had several benefits like improved 

communication, coordination, significant time and cost 

savings, and improvement in quality levels and Health, 

Safety and Environment (HSE) performance [12].  

2.3 GIS 

Integrating spatial data related to the project with 

other project information and using an improved system 

compared to Management Information System (MIS) 

was considered necessary. A web-based GIS tool was 

developed for utility management, using open source 

technologies [8]. This model could help in data 

management, spatial planning, mapping all the utilities 

for visualization, and other GIS-related operations. 

 4D GIS concept for storage and representation of 

complete project data (drawings, specifications, 
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resources, and schedules) in a single environment was 

proposed to visualize progress of construction projects in 

which Primavera was integrated with GIS, and a 4D 

model developed [13,14]. As a result, logical errors in 

schedules, time-space conflicts, and working place 

restrictions could be identified, and thus cost control 

could also be achieved. However, the focus was only on 

the visualization of major structural activities in 

buildings. Also, automating the maintenance of 

schedules and drawings is necessary for constructability 

review and project planning, and this can be achieved by 

integrating CAD and other available data [1]. 

Having an open-source GIS environment can ensure 

that all data can be utilized by all parties involved in the 

project in the construction industry [1]. Also, 

incorporating GIS into progress monitoring brings in the 

effects of the surroundings on the project scheduling 

related to repetitive projects [7]. 

2.4 Miscellaneous Techniques 

The combination of Product Lifecycle Management 

(PLM) and BIM for linear infrastructure construction 

projects was also proposed for its effective lifecycle 

management. A digital twin was employed in the process 

to automate the data transfer between the digital and 

physical models [15]. This combination would improve 

the information flow and monitoring quality by 

establishing digital continuity throughout the value 

chain. 

Monitoring techniques were classified into four broad 

categories: i) non-spatial progress monitoring, ii) spatial 

monitoring, iii) indirect methods, and iv) specific studies 

for transportation and earthwork studies [3]. The study 

concluded that the existing methods either required too 

much time, did not have the required accuracy, or were 

expensive. 

The potential use of GIS has not been utilized suitably 

for progress monitoring of linear construction projects. 

Thus, the need to explore and develop a web-based GIS 

tool specifically for monitoring linear construction 

projects is the aim of the current study. This tool should 

be easier and simpler to use, and less expensive. The 

process for adopting this tool for progress monitoring is 

explored in the next section. 

3 Proposed Process for Progress 

Monitoring 

This section presents a process for monitoring the 

progress of linear projects incorporating GIS on a web 

platform, thus creating a Web-based GIS tool, which is 

proposed in this study. This process requires several tasks 

to be carried out by three major stakeholders, namely i) 

the project management team, ii) the project monitoring 

team, and iii) the project execution team on site. Figure 1 

outlines these responsibilities and the order in which the 

tasks are to be carried out. 

The key responsibilities of the monitoring team, as 

presented in Figure 1, include discussions with the top 

management to set the project progress goals and to 

define the monitoring requirements based on these goals. 

The team then creates a proper medium to enable the 

people at the site to fill the data, creates a medium for 

data storage, creates a method to visualize this data and, 

analyzes and interprets the data. They can also provide 

suggestions to the top management to improve the rate of 

execution on site. The execution team at the site should 

have access to these mediums to update project data as 

per the predetermined monitoring requirements of the 

project. Proper coordination and communication 

between all these teams would facilitate the tool 

development, its usage and decision-making based on the 

results from this tool. 

The flow of data in this system consists of three main 

stages, namely data collection, data storage and analysis, 

and data visualization, as shown in Figure 2.

Figure 1. Proposed Process Flow for Progress Monitoring of Projects
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First, the monitoring requirements of the management are 

translated into data entries collectable in a form. This 

form is then circulated among the people assigned with 

the responsibility of executing the work at site. As they 

carry out the project work at site, they can update the 

related location data in the forms and submit it to the 

server. The team at the office responsible for monitoring 

can then access this data and create a database. The Web-

based GIS tool for monitoring is then created using the 

data from this database. This tool creates the visual form 

of the recorded data along with its numeric form. The use 

of different open-source resources, as illustrated in 

Figure 2, is explained in the following sections. 

4 Design and Development of the Web-

based GIS monitoring tool 

After identifying the technical requirements of the 

process proposed in Figure 1, various open-source 

resources employed for data collection, data storage and 

analysis, and data visualization functions of the proposed 

tool are described in this section. 

Figure 2. Flow of Data in the Proposed Monitoring 

System 

4.1 Data Acquisition through Open Data Kit 

(ODK) Tools 

Open Data Kit, an open-source platform that can be 

used to collect data in remote areas, was chosen for 

collecting data from the site. The data can be stored on 

the mobile device till the need for submitting the data to 

the server arises and can be submitted in the presence of 

internet connectivity. ODK is a collection of tools that 

can be used for collecting and storing data. 

ODK Build was used for creating the forms for data 

collection. Forms can be made for text, numeric, location 

(geospatial points, paths, and shapes using GPS location 

of the device or manual selection from the map), time, 

and date inputs. In addition, different media, including 

images, videos, audios, and signatures, can be sought 

from the user filling the forms. These forms on ODK 

Collect application enable the people at site to record data 

like the route name and length, GPS data for points, 

operational stage, date of data entry, and other comments. 

Once the user submits this form to the server, all the 

data entered by the users gets collected in the designated 

Google Sheet chosen while creating the form on ODK 

Build. For further analysis of the data, this Google Sheet 

was downloaded in a comma-separated value (CSV) 

format and saved on the computer or the local hard drive, 

where the Web-based monitoring tool is to be built. 

4.2 Database Creation and Management on 

PostgreSQL and PostGIS 

All the data stored in the Google Sheet must be 

entered in a proper database management system capable 

of defining, manipulating, handling, and managing all the 

data stored. 

PostgreSQL is an open-source database management 

system that can manage data collected from various kinds 

of applications. PostGIS is its spatial extension to enable 

the storage and spatial querying of geographic data. 

A database was created in PostgreSQL, and a table 

was then created in this database. Using the several data 

types available in PostgreSQL, different types of data 

collected from the site can be stored in this table. The data 

downloaded as a CSV file was then imported into this 

table. The PostGIS extension enabled the creation of 

geometry like points and linestrings from the location 

data and querying on this data represented spatially on 

the map. 

4.3 Data Visualization using JavaScript 

Libraries (NodeJS and Leaflet Library) 

Various JavaScript libraries were used to render the 

Web-based GIS tool utilizing the data stored on the 

PostgreSQL database. NodeJS environment, an open-

source JavaScript environment, was used to set up maps 

on a webpage using the data delivered dynamically based 

on the queries generated using PostgreSQL. The base 

map in the webpage, which displays the required data 

related to the routes, was rendered using Leaflet library, 

a mapping application in JavaScript. 

The Web-based GIS platform connects to the 

PostgreSQL database, queries it using PostGIS, and 

returns the results in a GeoJSON format, an open 

standard geospatial data interchange format. These 

results can then be passed to the client to be viewed in a 

map rendered by Leaflet. Data in GeoJSON format can 

be used to represent geographic features with their non-

spatial attributes (properties). 

The ‘Leaflet Routing Machine’ library available in 

Leaflet enables the identification of routes between the 

recorded points, calculates the distance between the 

points, and allows color-coding of routes based on the 

route properties. 

Pug template engine was used for creating the view 

of the map. Code was written to create filters that work 

based on the properties of the data in the database. 
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 A table was designed to display all the required 

information from the database on the tool interface. The 

columns of this table were chosen from those in the table 

created on the database. Code was written in Pug for 

creating this table, and the GeoJSON data fetched after 

querying enables the table to be filled with appropriate 

data. The working of the developed Web-based GIS tool 

is presented in the next section. 

5 Experimental Work and Results 

This Web-based tool is capable of displaying the 

progress of two types of projects: 

1. Projects like transmission line projects, where the

shortest distance between the points is considered as

the route length (referred to as Type I projects)

2. Projects like cable laying, road laying, and pipeline

projects, where the distance between the points

along specific routes is considered the route length

(referred to as Type II projects).

Each project stage can be represented in different

colors as shown in Figure 3 – where red, blue and, green 

colors indicate routes along which work has not yet 

started, work is in progress, and work has been 

completed, respectively or as shown in Figure 4 – where 

black, and blue routes indicate planned work and 

completed work along that route, respectively. The 

placemarks indicate the intermediate points as per the 

collected data. 

The main activities in the execution of a typical cable 

laying project include A1: transportation of cables to the 

site, A2: site clearing, A3: trench excavation or road 

cutting for laying the cables, A4: laying of a sand bed, 

A5: cable laying, A6: covering the trench with cover 

tiles, A7: installation of warning tape, A8: backfilling the 

trench or road restoration works, A9: repair of damaged 

underground utility (if any), and A10: shifting of excess 

soil and installation of related electrical equipment. 

Figure 5 shows the images representing some of the 

stages indicated above. Each of these stages can be 

represented in a different color on the Web-based tool. 

Using the ODK Tools, data related to the work 

executed in a project (as mentioned in Section 4.1) was 

collected in Google Sheets. This sheet was then 

downloaded in CSV format and uploaded to the 

PostgreSQL database. Using NodeJS and Leaflet, a 

webpage that functions as the proposed web-based GIS 

monitoring tool was developed. The resulting webpage, 

shown in Figure 6, has features to display progress on a 

map and its tabular representation. This table has been 

designed to display the route's name, starting and ending 

points, the status of work execution, the planned and the 

actual executed length along these routes, and the 

percentage of work completed along these routes. 

The filters at the top of the page allow the user to 

choose routes based on any predetermined criteria. For 

example, filters were created in this study to enable users 

to select routes based on their execution status or name. 

The code can be modified to create as many filters as 

required to suit the project monitoring requirements 

(E.g., based on the reason for delay). The filters used in 

this study have been shown in Figure 7 and Figure 8. 

Here the cable drum number indicates the name of the 

routes in the project. On selecting the status as ‘Yet to 

Start’ in the first filter, the result is as shown in Figure 7. 

Only black lines displayed indicate that no work has 

started yet. Figure 9 also shows the result of choosing 

‘CD016’ in the route name filter. The black path is the 

planned route, and the blue path (along with the marker) 

indicates the completed work. On clicking on any 

placemark, the corresponding route details are displayed 

in a pop-up. In this study, the pop-up has the route name, 

execution status, the name of the start and endpoints, and 

the date on which the route was last modified. The details 

for the routes CD016 can be seen by clicking on the 

placemarks on the route. 

Along with the representation of the route data on a 

map, the progress is quantified as well. The progress in 

the percentage of work complete for the selection using 

filters or for all the routes is presented in the table below 

the map as illustrated and highlighted in Figure 6. The 

percentage of work done along each route is calculated 

using Equation 1. 

Figure 3. Web-Based GIS Tool for Type I Project 

Figure 4. Web-Based GIS Tool for Type II Project 
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Percentage completion along each route =
Work completed along the specific route 

Total work planned along the same route 
X 100        (1) 

Similarly, the overall percentage of work done along 

all routes is calculated using Equation 2. 

Project level percentage completion of work =
Work completed along all the routes 

Total work planned along all the routes 
X 100          (2) 

This calculation enables the user to understand the 

level of work completed at the project level and identify 

the pace of execution. 

The Web-based GIS monitoring tool, thus developed, 

provides information to enable the project managers or 

monitoring team to make several kinds of decisions, as 

elaborated in the following section. The link to the 

repository for demo version of this tool is 

https://github.com/varunreja/Web-Based-GIS-Tool-For-

Progress-Monitoring. 

6 Discussion 

This section of the paper deals with the functions and 

evaluation of the developed tool. The tool has been 

designed to display information to cater to various 

monitoring requirements of any linear project. 

6.1 The Web-based GIS Tool as a Decision 

Support System 

The possible decisions that can be taken based on the 

visual and the tabular representation of site data on the 

tool, followed by related communication with execution 

and planning teams from the site, can be regarding 

management of (i) materials, (ii) manpower, (iii) 

machinery, (iv) project budget, (v) schedules, and (vi) 

project scope. 

Appropriate interpretation of data on the tool can 

facilitate better material handling. For example, in areas 

where delays are due to shortage or where there are 

excess materials, the team can direct more materials for 

work completion or redistribute them to other areas to 

avoid wastage, respectively. 

Identification of the areas requiring immediate action 

has been facilitated on the tool using filters based on the 

status of work execution. The monitoring team can focus 

on these areas to determine the exact reason for the delay 

and take necessary actions to expedite the project 

execution. 

Also, based on the actual progress, updated cost 

estimates can be prepared to indicate the need for any 

changes in budget allocation of project resources for 

successful completion. 

Manpower and machinery can also be reallocated 

based on the current requirements at the site, from the 

routes along which work is completed to other routes 

depending on the requirements, i.e., strategic placement 

of resources is enabled. 

Updated schedules can be prepared, and the revised 

deadlines can be decided based on the responses from the 

site to ensure that project milestones are met on time.

Figure 5. Stages in the Execution of a Typical Cable Laying Project 

Figure 6. Visual Representation along with the Numeric Representation of Work Progress for a Type II Project
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Scope management is facilitated since any deviations 

in executed routes can be identified from the map and 

checked immediately to ensure that the work executed 

aligns with the project scope. If these deviations are not 

as agreed, the site personnel can be instructed 

immediately to undertake the route corrections required 

to meet the project scope. 

Hence, the Web-based GIS monitoring tool provides 

information about various project management aspects. 

6.2 Advantages and challenges of using the 

tool over conventional methods 

• The tool and open-source applications are easy to 

use, and users can quickly be trained to use the tool. 

• Data for progress monitoring can be recorded by the 

site personnel on the application, even in the absence 

of Wi-Fi or mobile data, making data collection 

robust. 

• Progress can be seen both in visual and numeric 

forms and at route level and overall project level on 

a single interface. 

• Due to the inclusion of the spatial aspect in the 

management tool, all the project participants can 

have the same interpretation of the work done. 

The tool, hence, increases the reliability and 

robustness of the progress monitoring process. 

The developed tool, at the current stage of 

development, has few limitations as well. Currently, the 

data is manually downloaded from Google Sheets and 

imported into the PostgreSQL database to visualize and 

analyze it. This process can be automated in the future. 

Further for calculating the percentage of progress, the 

location details of the start and end points of all routes 

should be available. These details can be collected during 

the initial route survey. 

Thus, this tool would serve as a quick guide to the 

project management teams to monitor the project 

progress. Its functions provide the possibility of 

overcoming the existing shortcomings with the current 

techniques of progress monitoring. 

7 Conclusion 

Since proper progress monitoring of projects would 

aid effective utilization and distribution of project 

resources, it is essential for construction projects. So, this 

study focussed on developing a process involving the 

management, monitoring team, and site personnel to 

improve progress monitoring, specifically for linear 

construction projects. 

The potential of GIS for monitoring was explored, 

and a web-based GIS tool for progress monitoring of 

linear construction projects was designed and developed. 

Figure 7. Results for Choosing 'Yet to Start' in the 

First Filter 

Figure 8. Filter based on Route Name  

Figure 9. Results for Choosing ‘CD016’ in the 

Second Filter  
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The potential uses and outcomes of the tool have been 

explored by providing an illustration of the tool. 

The key finding of this study is that by integrating 

existing technologies like Web-based interface and GIS, 

progress, of linear projects in particular, can be 

monitored in a systematic manner. A realistic perspective 

of the executed work is provided by the tool, along with 

support for decision-making by providing accurate 

information. Various open-source resources have made 

the development of this tool possible. 

An inexpensive, fast, and accurate tool that can serve 

as an information system for decision-making has been 

developed. This information system can assist project 

managers in making the required decisions regarding 

supply chain management, resource allocation, cost 

analysis, schedule analysis, and scope management. 

Consolidated project data for all the projects 

undertaken by a contractor can be maintained at a single 

interface using the tool. The data related to each project 

can be accessed using a filter indicating the project they 

belong to. Monitoring at the project level and the 

organization level would, thus, be facilitated. 

In the future, the study aims to make the tool 

completely automated to increase the tool's efficiency for 

progress monitoring of linear projects. In addition, the 

integration of data collected from the site and data from 

management teams at the office, such as reports for 

resource planning and allocation, would enable the 

transformation of this information system into a decision 

support system. 
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Abstract – 

Population aging is one of the major challenges 

facing the world. In particular, the advent of China’s 

aging society caused by various factors will be a major 

threat to its future development. Therefore, serious 

measures need to be taken to achieve its demographic 

sustainability. Smart furniture can be considered as a 

novel subcategory of gerontechnology. One of the 

main outcomes of the EU-funded REACH project was 

a variety of smart furniture named Personalized 

Intelligent Interior Units (PI2Us) which served as the 

key component of a distributed intelligent home to 

promote the health and activity level of older adults. 

This outcome can potentially be a solution to mitigate 

the consequences caused by population aging. In 

order to understand the attitudes and opinions of 

Chinese older adults towards the relevant 

technologies, the authors conducted an opinion 

survey using the PI2Us as an example, which sampled 

more than 380 older adults in 26 out of 34 provincial-

level administrative divisions of China. The survey 

showed that Chinese older adults in general have a 

highly positive attitude towards smart furniture and 

smart home technologies. Several other insights also 

can be revealed from the survey. Based on further 

analyses, the paper summarized why the elderly-

oriented smart furniture and distributed intelligent 

home has the potential to thrive in China’s market 

soon. Finally, a three-year project action plan for 

implementing localized solutions in cooperation with 

a large Chinese furniture manufacturer was 

presented. 

Keywords – 

Chinese older adults; Distributed intelligent home; 

Gerontechnology; Population aging; Smart furniture; 

Survey 

1 Introduction 

Population aging is one of the major challenges not 

only facing the developed countries, but also threatening 

many emerging economies. China’s upcoming aging 

society caused by various factors will pose an imminent 

threat to its future development. Specifically, by the end 

of 2020, Chinese older adults aged 60 or over reached 

264 million. Thus, innovative measures must be taken to 

achieve its demographic sustainability.  

Gerontechnology (e.g., elderly-oriented smart home, 

wearables, smart furniture) is a cross-disciplinary 

research and development (R&D) field combining 

gerontology and technology that has gained substantial 

attention over the past decade, demonstrating its potential 

in the fields of aging in place and home care for older 

adults. However, gerontechnology research in China is 

still lagging behind compared to developed countries 

such as USA, Germany, and Japan. According to a study 

in 2015, China was still considered as an academic 

laggard in gerontechnology compared to leaders such as 

USA and UK, although it began to catch up in most 

recent years [1]. For the same reason, there is also a lack 

of research on the acceptance and adoption of 

gerontechnology among Chinese older adults.  

Therefore, it would be valuable to investigate Chinese 

older adults’ adoption, attitudes, and preferences for 

gerontechnology products including smart home and 

elderly-oriented smart furniture to guide the future 

implementation of these technologies in China. In the 

following sections, the opinion survey using elderly-

oriented smart furniture as an example will be described 

in detail, and its results and implications will be analyzed. 

Finally, a project action plan for implementing localized 

distributed intelligent home in China will be proposed. 
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2 Methods 

In this section, a distributed intelligent home solution 

based on smart furniture developed in the EU-funded 

research project REACH for the purpose of increasing 

the activity and independence level of older adults is 

introduced. Furthermore, based on the proposed solution, 

the opinion survey to investigate the attitudes of Chinese 

older adults towards using smart furniture technologies is 

detailed. 

2.1 Smart furniture in context 

The smart furniture devices exemplified in the 

context of this paper were developed in the REACH 

project, a large European interdisciplinary research 

project aiming at developing customized healthcare 

systems to promote older adults’ activity level and 

independence. In REACH, a special type of modular 

smart furniture named Personalized Intelligent Interior 

Unit (PI2U) was developed, which seamlessly integrated 

various functions (e.g., unobtrusive sensing and 

monitoring, training/gaming, nutrition, AI assistant, etc.) 

into the different living environments. The PI2Us include 

but are not limited to SilverArc, MiniArc, SilverBed, and 

ActivLife (see Figure 1) [2]. 

Figure 1. PI2Us with various sensors and the 

distributed intelligent home concept 

The SilverArc is a multifunctional device developed 

for the use in a large kitchen or dining space (e.g., a 

community kitchen). The dimensions can be easily 

adapted due to the telescopic design. It offers an 

interactive projection area in the kitchen, where recipes 

and training programs can be displayed. It also has a 

foldaway projection area where an elderly-friendly 

graphical user interface (GUI) can be displayed.  

The MiniArc can be considered as a flexible and 

smaller variant of the SilverArc, which is meant to assist 

in the training and moving of older adults who are 

hospitalized or reside in smaller apartments. This 

prototype was fitted with wheels and is thus mobile. The 

philosophy of inclusive design was also considered so 

that a user in wheelchair can easily push the wheelchair 

in between the wheels (i.e., 895mm). An ultrashort 

projector can project the GUI on its foldaway table or on 

a separate table as needed. Meanwhile, a motion-sensing 

camera (i.e., Microsoft Kinect) is integrated to detect the 

user’s gestures, enabling the interactive gesture control 

and gaming function. The major features of the GUI for 

both SilverArc and MiniArc include calendar, weather, 

appointment reminder, email, game center, and photo 

gallery (see Figure 2). In addition, an infrared camera can 

detect user’s respiratory rate using machine learning. 

Figure 2.  Elderly-friendly home screen and sub-

screens of the SilverArc and MiniArc 

The SilverBed is a carpentry-based modular bed 

incorporating a Sara Combilizer that assists older adults 

to move autonomously to a sitting, standing, or supine 

position in a comfortable and safe manner [3]. Physical 

exercise is offered in combination with entertainment, 

motivating its users to become more active. More 

importantly, health functions can be also integrated such 

as vital signs and skin pressure monitoring. 

The ActivLife is equipped with a mechanism to assist 

the user to stand up and to perform motor exercises of the 

ankles, knees, and hip joints. It also allows the user to 

maintain a safe, upright standing position and perform 

physical-mental serious gaming and balance exercises 

through the motion-sensing TV component. 

Furthermore, based on the PI2Us, a modularized 

smart home solution, namely the distributed intelligent 

home, was proposed, integrating the PI2Us and key 

technologies in REACH to create a complete interior 

living and care environment (also known as the smart 

infill system in open building) for older adults in different 

living environments such as home, hospital, and 

community in a flexible and adaptable manner (see 

Figure 1) [2].  

Thereafter, all the data collected via a variety of 
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sensors integrated into the PI2Us (e.g., 

electrocardiography, thermal camera for breath detection, 

body pressure mapping system, stand-up counter, etc.) 

will be transferred, exchanged, and stored securely via 

the CARP platform, which is a set of open-source 

software components and frameworks developed by 

project partner Technical University of Denmark (DTU). 

The platform enables the design and development of 

mobile health applications for digital phenotyping 

research (https://carp.cachet.dk/, see Figure 3). The 

PI2Us, the distributed intelligent home concept, and the 

CARP platform were tested and validated in several 

exhibitions and tests across Europe later on. 

 

Figure 3. CARP’s communication in REACH 

2.2 Opinion survey 

Based on the outcomes of the REACH project, a 

survey was conducted via two channels (e.g., mainly 

digitally via WeChat app and email, and in-person 

questionnaires as a supplement for users who do not use 

any smartphones or tablets). With over one billion active 

users only in China, WeChat provided a brilliant platform 

to distribute the questionnaires. The survey consisted of 

11 close-ended questions that can only be answered by 

selecting from a limited number of options in order to 

investigate the current situation of the participants and 

their opinion towards the smart home technology for 

older adults (see Table 1). In particular, photos of older 

adults using various PI2Us were shown as an example of 

smart furniture to give the survey participants an intuitive 

impression of the appearance and functions of smart 

furniture. The questions were designed with principles of 

simple language, common concepts, manageable tasks, 

and widespread information [4]. 

Table 1. List of survey questions 

No. Question 

01 What year were you born? 

02 What is your gender? 

03 What area are you currently living? 

04 What is your highest level of education? 

05 Where is your main place of residence? 

06 Which of the following smart digital products 

have you used? 

07 Which of the following smart home devices 

have you used? 

08 What do you think is the ease of use of 

current technology products for older adults? 

09 How interested are you in using smart 

furniture with health functions? (Examples 

from the REACH project are given.) 

10 How important are the following attributes to 

you for using smart furniture? 

11 What do you think of the prospects of China's 

elderly-oriented smart furniture market? 

Powered by Tencent Questionnaire 

(https://wj.qq.com/), the survey is designed in a user-

friendly manner in order to appeal to older adults - the 

main audience of this survey. The survey was kept short 

as much as possible, which can be easily finished by older 

adults in 3-5 minutes. The survey was pre-tested with 

several older adults before formerly sending out in order 

to optimize the understandability and order of the 

questions.  

3 Results 

The survey lasted for 45 days from January 7th, 2021 

till February 20th, 2021. In total, 1313 questionnaires 

were sent out and 403 responses were collected, of which 

384 were valid, leading to an effective return rate of 

29.2%. 19 responses were removed due to reasons such 

as incomplete data. The average completion time for each 

participant was 4 minutes and 17 seconds, which well 

met the expectation for the questionnaire design. The vast 

majority of the survey participants completed the survey 

without issues. Necessary guidance or explanation were 

provided to the participants if needed. The results of the 

survey are revealed in detail as follows, including the 

general analysis and cross analysis. 

3.1 General analysis 

As mentioned above, 384 older adults from 26 out of 

the total 34 provincial-level administrative divisions of 

China provided valid questionnaires during the survey. 

As of the beginning of 2021, there are approximately 260 

million Chinese older adults aged 60 and over [5]. 

Therefore, it can be calculated that the survey can 
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represent the Chinese older population with a margin of 

error of ±5%, which is acceptable for categorical data in 

social research [6]. 

There are many ways to categorize older adults by age. 

One study differentiated them as the young old (60-69), 

the middle old (70-79), and the very old (80+) [7], which 

is suitable for this study, because the current retirement 

age in China is 60 for male employees and 55 for female 

employees. The average age of the survey participants 

was 68.64 years old. Among these participants, 39.1% 

were male and 60.9% were female. Figure 4 shows the 

age (top) and gender (bottom) distribution of the survey 

participants. 

Figure 4. Demographics of survey participants 

(top: age distribution; bottom: gender distribution) 

In general, the education level of the survey 

participants was relatively balanced, among which 49.5% 

had college degree or above (e.g., junior college, 

bachelor’s, and master’s degree) and 50.5% had high 

school education or below (e.g., primary school, junior 

high school, high school/secondary vocational school) 

(see Figure 5 top). 

Regarding the places of residence, 75.2% of the 

participants lived either alone or with spouse, and 20.8% 

of them lived with their children. Only 0.8% of them 

were living in retirement homes or nursing homes (see 

Figure 5 bottom). This phenomenon is likely because 1) 

over 90% of Chinese citizens own their homes [8], and 2) 

in Chinese culture, aging in place (i.e., aging in home and 

community) is a common practice, and older adults tend 

to rely on family members for primary care in later life 

due to the cultural norm of filial piety [9], although living 

in retirement homes has started to pick up momentum in 

recent years. 

Figure 5. Education level (top) and main place of 

residence (bottom) of survey participants 

Regarding the user adoption rate of personal smart 

devices (e.g., smartphones, tablets, PCs/laptops, 

wearables), 93.5% of the participants used smart phones. 

On the contrary, only 8.9% of them used wearables (e.g., 

Mi Band, Fitbit, Apple Watch, Samsung Galaxy Fit), see 

Figure 6. A possible explanation could be the inadequate 

functionality and frequent need for charging for current 

wearables. For example, one older adult from the survey 

complained that “the functions of the smart band are very 

limited, but it requires charging the battery every now 

and then. Therefore, it is a burden to use, so I abandoned 

it.” This phenomenon also suggests that the ambient 

sensing solution integrated in smart furniture could 

provide a good alternative to wearables. In this survey, 

5.5% of the participants did not use any of these devices. 

Although admittedly, it is likely that older adults who did 

not use personal smart devices were under-sampled 

because the majority of the questionnaires were 

44



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

completed via WeChat app with a few exceptions of 

guided questionnaires, it is fair to say the adoption rate of 

personal smart devices among Chinese older adults is 

satisfactory. 

Figure 6. Adoption rate of personal smart devices 

In the next question of user adoption of smart home 

devices (e.g., smart speaker, smart TV, robot vacuum, pet 

robot, smart door lock, smart appliance, smart furniture, 

etc.), three quarters of the participants had experience 

with at least one of them, with smart TV having the 

highest adoption rate of 49.5%. On the contrary, smart 

furniture had the second lowest user adoption rate of 3.1% 

(only higher than companion robots, see Figure 7). This 

is mainly because smart furniture is relatively a new field 

without many mature applications on the market. On the 

other hand, however, it also indicates a substantial market 

potential. 

Figure 7. Adoption rate of smart home devices 

Regarding the usability of current technology 

products for older adults, only 45.3% of the participants 

thought that they were easy or very easy to use (see 

Figure 8). Therefore, improving the usability for older 

adults is highly important for developing new or 

improving current technology products. 

Figure 8. Usability of current technology products 

for older adults 

When the survey participants’ interest in using 

elderly-oriented smart furniture was asked, examples of 

four PI2U prototypes from the REACH project were 

given. As a result, 60.9% of the participants were 

interested or very interested in using elderly-oriented 

smart furniture (i.e., PI2Us). This indicates substantial 

interest and market opportunities for smart furniture 

among Chinese older adults (see Figure 9). 

Figure 9. Interest in using elderly-oriented smart 

furniture 

In terms of the importance of various attributes in 

smart furniture, the survey participants valued the safety 

of the products the most (i.e., 85.4% of the participants 

find it important or highly important), followed by 

usability (i.e., ease of use, 77.8%), quality (75.5%), 

privacy protection (73.4%), affordability (70.6%), 

multifunctionality (50%), and the aesthetics the least 

(48.2%). This result indicates that when developing 

elderly-oriented smart furniture products for Chinese 

older adults, more attention shall be paid to aspects such 
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as safety, ease of use, quality, privacy protection, and 

affordability respectively, while aesthetics and 

multifunctionality are relatively of less importance. See 

Figure 10 for specific statistics. 

Figure 10. Importance of attributes for smart 

furniture 

Regarding the final question of market potential, a 

vast majority (i.e., 73.7%) of the survey participants 

thought that there could be a substantial market potential 

for elderly-oriented smart furniture in China, which 

further verifies the hypothesis of this paper (Figure 11). 

Figure 11. Market potential of elderly-oriented 

smart furniture in China 

3.2 Cross analysis 

This section focuses on analyzing the simple 

correlation between participants’ demographics (e.g., age, 

gender, education level) and attitude towards smart home 

and smart furniture technology. 

3.2.1 Age and adoption rate, difficulty, interest, 

and expectations 

As shown in Figure 12, there is a sharp decline in 

smart home technology adoption rate when the 

participants are older. In the “young old” group, 84.0% 

of the participants had experience in least one smart 

home product, while in the “very old” group, only 35.6% 

had experience in using any smart home technology. 

Regarding the correlation between age and difficulty 

in using technology products, only around 15% of the 

older adults in the “young old” and “middle old” groups 

found it difficult or very difficult to use technology 

products. However, the percentage more than doubled in 

the “very old” group. 

Regarding the correlation between age and interest in 

using elderly-oriented smart furniture, more than 60% of 

older adults in the “young old” and “middle old” groups 

were interested or very interested in using the smart 

furniture developed in the REACH project. The 

percentage dropped slightly to 46.67% in the “very old” 

group, but still was close to half of that group. Therefore, 

the overall interest in using smart furniture is strong 

among Chinese older adults. 

Regarding the correlation between age and 

expectations in elderly-oriented smart furniture 

technology, all three groups of older adults expressed 

high expectations for its future market potential. The 

differences between three groups are not statistically 

significant. 

Figure 12. Correlation between age and adoption 

rate, difficulty, interest, and expectations 

3.2.2 Gender and adoption, difficulty, interest, and 

expectations 

As shown in Figure 13, it is impossible to observe 

significant differences in the adoption rate of smart home 

technology, interest as well as expectation in elderly-

oriented smart furniture between different genders, 

although male participants seem to have slightly more 

difficulty in using technology products. 
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Figure 13. Correlation between gender and smart 

home technology adoption rate 

3.2.3 Education level and adoption rate, difficulty, 

interest, and expectations 

As indicated in Figure 14, older adults with higher 

education level tend to have a better adoption rate of 

smart home technology as well as higher expectations in 

elderly-oriented smart furniture. Participants with 

education level lower than high school seem to have 

more difficulty in using technology products. Meanwhile, 

participants’ interest in using elderly-oriented smart 

furniture peaks among those with a junior college degree. 

Figure 14. Correlation between education level 

and adoption rate, difficulty, interest, and 

expectations 

4 Discussion 

In this section, the limitations and implications of this 

survey are discussed. Furthermore, a three-year action 

plan for a project to implement smart furniture 

technology in China is proposed. 

4.1 Limitations of the survey 

Like other surveys, this survey has certain limitations, 

although the overall conclusions are not affected. The 

main limitations are discussed as follows. 

• The survey was conducted mainly in 26 out of 34

provincial-level administrative divisions in China.

Several provinces were not covered by the survey.

Furthermore, the number of older adults surveyed

in each province was not proportional to the

population of that province.

• The female to male ratio of the survey participants

was around 6:4. According to the United Nations,

as of 2019 the life expectancy of Chinese citizens

was 76.9. However, the life expectancy of female

citizens was 79.2, and that of male was 74.8, which

led to a considerable gender gap of 4.4 years of age

[10]. This phenomenon likely contributed to the

gender imbalance of the survey participants.

• The vast majority of respondents answered the

questionnaire via the WeChat app on smartphones.

Older adults who were not able to use smartphones

were likely under surveyed. In order to better reflect

the opinions of older adults who do not use a

smartphone, more on-site surveying after the

COVID-19 pandemic will be preferred.

4.2 Implications and future work 

Overall, there is a substantial amount of interest and 

optimism towards elderly-oriented smart furniture 

among Chinese older adults. Although living in 

retirement homes and nursing homes has started to gain 

popularity, the initial focused application scenario for 

developing smart furniture in China shall be home and 

community due to cultural considerations. In the process 

of developing localized elderly-oriented smart furniture 

products for China, aspects such as safety, ease of use, 

quality, privacy protection, and affordability shall be 

prioritized. The digital literacy among Chinese older 

adults is satisfactory but there is a clear digital gap among 

older adults aged 80 or over and with lower education 

level. As a result, it is important to close the digital gap 

especially for those over 80 years old and with lower 

education level by using measures such as improving 

safety, increasing ease of use, improving quality, 

ensuring privacy protection, and bringing down the costs. 

Furthermore, the method of this survey is highly 

adaptable and scalable, and thus can be easily adopted by 

researchers to other regions.  

In conclusion, due to the promising survey results and 

other factors such as accelerated population aging 

process, growing middle class [8], unique culture of filial 
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piety [11], impact of the three-decade long “one-child 

policy” [12], decent digital literacy among older adults 

[13], state policy support [14], and catalyst of the 

COVID-19 pandemic, the smart furniture-based 

distributed intelligent home for aging society has the 

potential to thrive in China within the next few years.  

The knowledge gained in the survey indicates that it 

is both necessary and promising to conduct further 

projects to implement elderly-oriented distributed 

intelligent home in China. Currently, several large 

Chinese furniture manufacturers showed interest and one 

already agreed to cooperate with the research team to 

promote the localization of the proposed technologies, 

which further proved the conclusion of the survey. Figure 

15 shows the two-phase project action plan based on the 

Deming Cycle for developing localized elderly-oriented 

smart furniture technology in China. The results of the 

follow-up projects will be revealed in future publications. 

Figure 15. Three-year project action plan for 

developing localized smart furniture in China 
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Abstract -
In this paper, we propose an excavator activity analysis and

safety monitoring system, leveraging recent advancements in
deep learning and computer vision. Our proposed system de-
tects the surrounding environment and the excavators while
estimating the poses and actions of the excavators. Compared
to previous systems, our method achieves higher accuracy
in object detection, pose estimation, and action recognition
tasks. In addition, we build an excavator dataset using the
Autonomous Excavator System (AES) on the waste disposal
recycle scene to demonstrate the effectiveness of our system.
We also evaluate our method on a benchmark construction
dataset. The experimental results show that the proposed
action recognition approach outperforms the state-of-the-art
approaches on top-1 accuracy by about 5.18%.

Keywords -
Computer Vision; Deep Learning; Object Detection; Pose

Estimation; Action Recognition; Safety Monitor; Activity
Analysis

1 Introduction
Operating excavators in a real-world environment can

be challenging due to extreme conditions, such as multiple
fatalities and injuries occur each year during excavations.
Safety is one of the main requirements on construction
sites. With the advance of deep learning and computer
vision technology, Autonomous Excavator System (AES)
has made solid progress [1]. In AES system, the excava-
tor is assigned to load the waste disposal material into a
designated area. While the system is capable of operating
a whole 24-hour day without any human intervention, in
this paper, we mainly address the issue of safety, where the
excavator could potentially collide with the environment
or other construction machines. We propose a camera-
based safety monitoring system that detects the excavator
poses, the surrounding environment, and other construc-
tion machines, and warns of any potential collisions. In
addition, based on action recognition algorithm on human
activity, we successfully extend the algorithm to excava-
tor actions and use it to develop an excavator productivity
analysis system to analyze activities of the excavator. We
note that although developed for AES, this system can also
be generally applied to manned excavators.
To build an excavator safety monitor system, we first

need to build a perception system for the surrounding

environment. The perception system includes detection,
pose estimation, and activity recognition of construction
machines. Detecting the excavator pose in real-time is a
key requirement to inform the workers and to enable au-
tonomous operation. Vision-based (marker-less, marker-
based) and sensor-based (IMU, UWB) are two of the
main methods for estimating robot pose. The marker-
based and sensor-based methods require some additional
pre-installed sensors or markers, whereas the marker-less
method only requires an on-site camera system, which
is common on modern construction sites. Therefore,
we adopt a marker-less approach and develop the system
solely from camera video input, leveraging state-of-the-art
deep learning methods.
In this paper, we propose a deep learning-based excava-

tor activity analysis and safety monitor system which can
detect the surrounding environment, estimate poses, and
recognize actions of excavators. The main contributions
of this paper are summarized as follows:
1)We collect an excavator dataset fromourAutonomous

Excavator System (AES) in Waste Disposal Recycle scene
with ground truth annotations.
2) We develop a deep learning-based perception sys-

tem for multi-class object detection, pose estimation, and
action recognition of construction machinery on construc-
tion sites. Then we showed our network get SOTA results
on the AES dataset and a benchmark construction dataset.
3) We propose a novel excavator safety monitor and

productivity analysis system based on the aforementioned
perception system.

2 Related Works
Previous studies related to safety and productivity anal-

ysis are reviewed here. We start with some of the most
basic tasks in computer vision that are essential to activity
analysis and safety monitoring system, including object
detection, image segmentation, pose estimation and ac-
tion recognition. Then, we review vision-based activity
analysis and safety monitoring system.
Object Detection. The first category is object detec-

tion. More recently, Wang et al. [2] used a region-based
CNN framework named Faster R-CNN [3] to detect work-
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Figure 1. Autonomous Excavator System (AES) activity analysis and safety monitoring system pipeline.

ers standing on scaffolds. A deep CNN then classified
whether workers are wearing safety belts. Those with-
out safety belts appropriately harnessed were identified to
prevent any fall from height.
Image Segmentation. Raoofi et al. [4] used Mask R-

CNN to detect construction machinery on Job sites. More
importantly, a segmentation network like Mask R-CNN
can be used to decide areas like digging and dumping.
Pose Estimation. The second group of technology

is skeleton pose estimation. Pose estimation has been
studied [5] based on human pose estimation network like
OpenPose. Soltani et al. [6] proposed skeleton parts
estimation of excavators.
Action Recognition. Learning-based action recogni-

tionmethods. Feichtenhofer et al. [7] proposed a SlowFast
network for video recognition. The model involves a low
pathway that operating at a low frame rate, to capture spa-
tial semantics, and a Fast pathway that operating at a high
frame rate, to capture motion at fine temporal resolution.
Bertasius et al. [8] presented a convolution-free approach
to video classification built exclusively on self-attention
over space and time.
Activity Analysis and Safety Monitoring. Here we

review recent vision based activity analysis and safety
monitoring methods in the construction area. For ex-
ample, Ding et al. [9] combined CNN with Long-Short-
Term-Memory (LSTM) to identify unsafe actions of work-
ers, such as climbing ladders with hand-carry objects,
backward-facing, or reaching far. While safety hazards

of workers were effectively identified, their method only
captured a single worker, and multi-object analysis was
not considered. On the other hand, Soltani et al. [6] used
background subtraction to estimate the posture of an ex-
cavator by individually detecting each of its three skeleton
parts including the excavator dipper, boom, and body. Al-
though knowing the operating state of construction equip-
ment would allow safety monitoring nearby, the influence
of the equipment on the surrounding objects was not stud-
ied. Chen et al. [10] propose a framework to automatically
recognize activities and analyze the productivity of multi-
ple excavators. Wang et al. [2] proposed a methodology
to monitor and analyze the interaction between workers
and equipment by detecting their locations and trajec-
tories and identifying the danger zones using computer
vision and deep learning techniques. However, the exca-
vator state is not considered in their model. Roberts et al.
[11] proposed a benchmark dataset. However, their action
recognition model accuracy is low compared to our deep
learning-based model.

Overall, in terms of activity analysis and safety moni-
toring with computer vision techniques, previous studies
focused on different parts separately, such as identifying
the working status of construction equipment or pose esti-
mation of the excavator. Our method combine the advan-
tages of SOTA deep learning models from detection, pose
estimation, and action recognition tasks.
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3 Proposed Framework
The framework for constructionmachine activity recog-

nition, safety monitor, and productivity analysis is shown
in Fig. 1. The framework contains six main modules: con-
struction machine detection, excavator pose estimation,
working area segmentation, activity recognition, safety
monitor and productivity analysis. The input to our sys-
tem is surveillance camera video. First, working areas are
being segmented into digging and dumping areas. Then,
the detection method is used to identify all construction
machines in video frames with equipment type. Sec-
ond, the excavator is identified through pose estimation
and detection-based tracking. Then, the action state of
the tracked excavators is recognized with pose estimation
and working area segmentation. Finally, construction site
safety is monitored based on detection and activity recog-
nition results. Besides, the productivity of the excavator is
calculated by the activity recognition results. The details
about each module in the framework are provided in the
following sub-sections.

3.1 Construction Machine Detection

The detection of construction equipment is realized
based on Faster R-CNN [3]. The architecture of Faster
R-CNN includes (1) backbone network to extract image
features; (2) region proposal generate (RPN) network for
generating region of interest (ROI), and (3) classification
network for producing class scores and bounding boxes for
objects. To remove duplicate bounding box, we applied
Soft-NMS [12] to limit max bounding box per object to 1.

3.2 Excavator Pose Estimation

The pose estimation is based on the output bounding box
from detection. We use [13] for pose estimation, which
backbone is ResNet. We design a labeling method for the
fixed crawler excavator as 10 keypoints. Those keypoints
of excavator parts annotated are shown in Fig. 2. These
10 keypoints including 2 bucket end keypoints, bucket
joint, arm joint, boom cylinder, boom base, and 4 body
keypoints. Unlike other pose label methods [5] to label
bucket/ excavator body as themiddle point, we label corner
point to improve accuracy.

3.3 Working Area Segmentation

We use image segmentation to decide digging and
dumping areas as shown in Fig. 3.
The segmentation network is based on ResNet [14]. A

digging area is defined as the waste recycling area which
including various toxic materials. A dumping area is a
designated area to dump waste.

Figure 2. Excavator and corresponding pose labels.
We labeled 10 parts of excavators including 2 bucket
end keypoints (bucket end1, bucket end2), bucket
joint, arm joint, boom cylinder, boom base and 4
body keypoints (body1, body2, body3, body4).

Figure 3. Area segmentation. The pink color area
is dumping area and the blue color area is digging
area.
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3.4 Excavator Action Recognition

We define three actions for excavator: 1. Digging 2.
Swinging 3. Dumping. Specifically, we define four states
of our autonomous excavator: 1. Digging state 2. Swing-
ing after digging state 3. Dumping state 4. Swinging
for digging state. More precisely, Digging indicates load-
ing the excavator bucket with target material; Swinging
after digging indicates swinging the excavator bucket to
the dumping area; Dumping means unloading the mate-
rial from the bucket to the dumping area, and Swinging for
digging means swinging the bucket to the working area.
Besides, there is an optional idle state when the excavator
is in manned mode or malfunction status.

To determine the excavator action state, we first de-
termine excavator position based on keypoints from pose
estimation and image segmentation results. Then we use
continuous frames of pose keypoints of body 1-4 to decide
whether the excavator is in the swing state. We set a thresh-
old for keypoints movement: if the mean of pose keypoints
of body 1-4 movements is smaller than a set value, then
we think the excavator body is still. Otherwise, we think
the excavator body is not still. This rule-based module is
used in our safety monitor system. Our excavator action
states are defined as follows:

1. Digging state: buckets/ arm joint in digging area and
body 1-4 is fixed points (excavator body is stilled).

2. Swinging state: buckets/ arm joint in working area
and body 1-4 is not fixed points (excavator body is not
stilled). Then we can decide whether it is Swing for dig-
ging state or Swing after digging state by the previous
state. If the previous state is a Dumping state then it will
be Swing for digging state. Otherwise, it will be Swing
after digging state.

3. Dumping state: buckets/ arm joint in dumping area
and body 1-4 is fixed points (excavator body is stilled).

4. Idle state: buckets/ arm joint in dumping area and
buckets/ arm joint/ body 1-4 is fixed points (excavator arm
and body are both stilled).

Then, we implement a more general deep learning-
based action recognition method based on SlowFast [7].
The model involves (i) a Slow pathway, operating at a low
frame rate, to capture spatial semantics, and (ii) a Fast
pathway, operating at a high frame rate, to capture motion
at fine temporal resolution. The Fast pathway can be made
very lightweight by reducing its channel capacity, yet can
learn useful temporal information for video recognition.
This deep learning action recognition model is used in the
productivity analysis module.

3.5 Safety Monitor

Detect Potential Construction Machine Collision.
The autonomous excavator and the loader may have poten-

Figure 4. The autonomous excavator and loader po-
tential collision scene when loader tries to load in
digging area. The danger signal is sent when the
autonomous excavator and the loader machines are
both detected in the digging area.

tial collision as Fig. 4 shows. So it is important to detect
potential collision since the loader is hard to know which
state excavator is currently at from his view. If more than
one machine is detected with in the same region (digging
or working area), then an alert may be indicated to the user,
and the autonomous vehicles may pause until the issue is
cleared.

3.6 Productivity Analysis

The productivity of the excavator is based on the activity
recognition results. In the solid waste recycle scene, exca-
vators usually work with other equipment, such as loaders.
For example, an excavator digs the waste and dumps it into
a dumping area. When waste is empty in the digging area,
the loader will load and dump waste in the digging area.
The excavator’s productivity can be calculated with the
cycle time, the bucket payload and the average bucket full
rate, as shown in Equation 1. Since the bucket payload is
given by the manufacturer, the target of the productivity
calculation becomes to determine the cycle time of the
excavator and the bucket full rate. To simplify the proce-
dure, the two types of swinging (swinging after digging
and swinging for digging) are not distinguished in this
paper.

%A>3D2C8E8CH(<3/ℎA) =
�H2;4B

ℎA
× �D2:4C+>;D<4(<3) × �D2:4C�D;;'0C4

(1)

The time for each cycle is measured by the workflow
showing in Fig. 5. Our action recognition module labels
each video frame of the excavator with an action label.
Next, the action labels of two consecutive frames are com-
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Figure 5. Excavator cycle time calculation method.

pared. If they are the same, it means that the action re-
mains same. Thus, the cumulative time for the current
action is increased by 1/FPS (frame per second). If the
labels are different, it means that a new action has started,
and the time of the newly recognized activity will increase
by 1/FPS. We define the total time of one cycle as the dif-
ference between the start times of two neighboring digging
actions.

4 Experiments
4.1 Dataset

We collect an excavator dataset from our Autonomous
Excavator System (AES) from the waste disposal recy-
cle scene [1]. The dataset including 1 hour of videos
containing 2 types of construction equipment (i.e. ex-
cavators, loaders). To demonstrate the effectiveness of
our dataset, we labeled 601 images with object detection
bounding boxes, excavator poses, and background seg-
mentation. 80% of the images are used for model training
while 20% are for model validation and testing. Besides,
we labeled 102 clips of excavator videos with 3 actions
(digging, dumping, swinging). The videos were captured
at 1920*1080 and filmed at 25 frames per second.
We also test our method based on the benchmark con-

struction dataset [11] which including 479 action videos of
interacting pairs of excavators and dump trucks performing
earth-moving operations, accompanied with annotations
for object detection, object tracking, and actions. The
videos were captured at 480*720 and filmed at 25 frames

per second.

4.2 Evaluation
4.2.1 Object Detection Evaluation

The detection evaluation metrics are based on the Mi-
crosoft COCO dataset [15]. The network’s performance
is evaluated using Average precision (AP). Precision mea-
sures how many of the predictions that the model made
were correct and recall measures how well the model finds
all the positives. For a specific value of Intersection over
Union (IoU), the AP measures the precision/recall curve
at recall values (r1, r2, etc.) when the maximum precision
value drops. The AP is then computed as the area under
the curve by numerical integration. The mean average
precision is the average of AP in each object class. More
precisely, AP is defined as:

�% =
1
11

∑
A ∈{0.0,0.1,...,1}

�%A , (2)

4.2.2 Pose Estimation Evaluation

The pose estimation matrix is based on The COCO
evaluation, which defines the object keypoint similarity
(OKS). It uses the mean average precision (AP) over the
number of classes for OKS thresholds as main compe-
tition metric. The OKS is calculated from the distance
between predicted points and ground truth points of the
construction machine.
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Figure 6. Excavators and loader detection result. Our
system is capable detecting multi-class construction
machines in real-time.

Table 1. Accuracy of constructionmachine detection

Network Backbone mAP (%)
Faster R-CNN Resnet-50-FPN 90.1
Faster R-CNN Resnet-152-FPN 92.3
YOLOv3 DarkNet-53 73.2

4.2.3 Action Recognition Evaluation

The performance metric is the mean Average Precision
(mAP) over each object class, using a frame-level IoU
threshold of 0.5.

4.3 Accuracy

4.3.1 Accuracy of the detection model

We implement experiments on the Faster R-CNNmodel
with a backbone network of Resnet-50-FPN and Resnet-
152-FPN. The model achieved high detection accuracy
for construction equipment. The Average Precision (AP)
values of the excavator achieved 93.0% and the loader
achieved 85.2%. With an mAP of 90.1%, the model is
demonstrated to be promising for detecting multi-class
construction equipment accurately on the construction site.

We also compared the result with Yolo V3 [16].
YOLOv3 is a one-stage state-of-art detector with ex-
tremely fast speed. In this study, the image input size
is 416x416 and this algorithm can process 20 images in
one second. Compared with some two-stage detectors, the
performance of YOLOv3 is slightly low, but the speed is
much faster and that is important for real-time applications.
The construction detection dataset from the previous step
is used for training YOLOv3, which takes 12 hours for the
training process. The mAP of YOLOv3 on our testing set
is 73.2% from an overall view, where the AP is 80.2% in
the excavator category and 60.2% in the loader category.
The detailed comparison result is shown in Table 1. The

Figure 7. Excavator pose estimation result.

Table 2. Accuracy of the pose estimation model.
Network Backbone Input size AP (%)
SimpleBaseline Resnet-50 256*192 91.79
SimpleBaseline Resnet-50 384*288 94.19
SimpleBaseline Resnet-152 384*288 96.50

result is shown in Fig. 6.

4.3.2 Accuracy of the Pose Estimation

We apply SimpleBaseline [13] to our pose estimation
model and get the following result. Experiments have
been conducted on different Backbone networks includ-
ing Resnet-50 and Resnet-152. Besides, experiments on
different image input sizes have been implemented. The
detailed comparison result is shown in Table 2. The result
is shown in Fig. 7.

4.3.3 Accuracy of the Action Recognition

We applied Slow-Fast [7] to our action recognition
model and get the following result. Experiments have been
conducted on the different networks including SlowFast-
101 and SlowFast-152. Besides, experiments on different

Figure 8. Excavators long video action detection re-
sult.
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Figure 9. Long video demos of action recognition result on different scenes of the construction dataset. Prediction
with the highest possibility is showing in the first line.

Table 3. Accuracy of the action recognition model
on our AES dataset and UIUC dataset from [11].

Dataset Network Backbone Top1 Acc. (%)

AES SlowFast-50 ResNet3d 89.70
SlowFast-152 ResNet3d 91.44

UIUC
Roberts[11] N/A 86.8
SlowFast-50 ResNet3d 91.9
SlowFast-152 ResNet3d 93.3

clip lengths have been implemented. The detailed com-
parison result is shown in Table 3. The result of top 3
action prediction is showing in the Fig. 8. We input a
excavator video and the system can predict action result in
almost real-time. Prediction with the highest possibility
is showing in the first line. Here the system predict the
action as digging with 54% confidence.
Comparing our result with Roberts [11] on their UIUC

dataset, out proposed action recognition approach outper-
forms their accuracy by about 5.18%. The action recog-
nition video demo result of the construction dataset is
showing in Fig. 9. The result shows the advantage of us-
ing deep learning model on action recognition task over
their Hidden Markov Model (HMM) + Gaussian Mixture
Model (GMM) + Support VectorMachine (SVM)method.

4.4 Productivity Analysis

The proposed framework was tested to estimate the pro-
ductivity of excavators on a long video sequence, which
contains 15 min of excavator’s operation. In our video,
the XCMG 7.5-ton compact excavator (bucket volume of
0.4 <3) completed 40 working cycles in 15 minutes and

the average bucket full rate is 101%. So the excavation
productivity is 64.64 <3/h according to Equation 1. Our
system detects 39 working cycles in the video which the
accuracy of productivity calculation is 97.5%. The test re-
sults showed the feasibility of using our pipeline to analyze
real construction projects and to monitor the operation of
excavators.

4.5 Implementation Details

We implement our detection module based on MMDe-
tection, segmentation module based on MMSegmenta-
tion, pose estimation module based on MMPose, and ac-
tion recognition module based on MMAction2 toolbox
[17, 18, 19, 20]. We use NVIDIA M40 24GB GPUs to
train and test the network.
It takes 6 hours to train detection, pose estimation, and

action recognition module. The inference time of detec-
tion, pose estimation, and action recognition are 5, 2, and
1 frames per second.

5 Conclusion

In this study, we collect a benchmark dataset from Au-
tonomous Excavator System (AES). Besides, we proposed
a safety monitor and productivity system pipeline based
on computer vision and deep learning techniques. We
integrate detection, pose estimation, activity recognition
modules into our system. We also evaluate our method on
a general construction dataset and achieve SOTA results.
However, our current system may have some limitations.
Our dataset is relatively small due to the relatively simple
waste disposal recycle scene captured from AES system.
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Abstract -
With the growth in automated data collection of construc-

tion projects, the need for semantic navigation of mobile
robots is increasing. In this paper, we propose an infrastruc-
ture to leverage building-related information for smarter,
safer and more precise robot navigation during construction
phase. Our use of Building Information Models (BIM) in
robot navigation is twofold: (1) the intuitive semantic infor-
mation enables non-experts to deploy robots and (2) the se-
mantic data exposed to the navigation system allows optimal
path planing (not necessarily the shortest one). Our Building
Information Robotic System (BIRS) uses Industry Founda-
tion Classes (IFC) as the interoperable data format between
BIM and the Robotic Operating System (ROS). BIRS gener-
ates topological and metric maps from BIM for ROS usage.
An optimal path planer, integrating critical components for
construction assessment is proposed using a cascade strategy
(global versus local). The results are validated through series
of experiments in construction sites.

Keywords -
BIM/IFC, Semantic Navigation, Autonomous Robot, Path

Planning

1 Introduction
Conventional methods of data collection for the pur-

pose of progress monitoring rely on periodic observations,
manual data collection (which is mostly textual data and a
limited number of photos), and personal interpretation of
the project progress [1]. These aforementioned conven-
tions are error-prone, time-consuming and cost-ineffective
since they are subjective processes [2]. Manual data ac-
quisition by individuals would result in decentralized data;
coming from different sources in different formats, thereby
making it somewhat challenging to manage and analyze
them. Automation of monotonous and repetitive construc-
tion processes would significantly enhance construction
efficiency [3]. Hence, there is a growing need in the con-
struction industry to automate data collection task. In
addition, the applications of data collection using an Un-
manned Ground Vehicle (UGV) can provide new kinds of

information and applications such as equipment tracking
and 3D reconstruction which would ultimately have pos-
itive impacts on quality control, safety and sustainability
of the construction projects.

With tremendous progress inmobile robots capabilities,
the interest in adopting mobile robots for data collection
on construction sites is increasing. Rugged platforms with
high manoeuvrability are commercialized for this usage
[4] and several works are enhancing their autonomy for
navigating these challenging environments [5]. A hand-
ful of fundamental steps still need to be addressed for the
deployment of robots on construction sites, such as their
usage by non-experts (untrained) operators and the auto-
matic integration of the diverse requirements related to
construction management in their mission planing. Our
solution leverages BIM semantics extracted in an interop-
erable data schema, IFC, and translated for robot indoor
navigation. This semantic information, intertwined with
the robot navigation and mission, help the operator man-
age the robotic system as they share conceptual knowledge
of their environment.

This paper proposes a novel method for semantic robot
navigation with an optimal path planning algorithm using
building knowledge on construction sites. The optimal
path is extracted from user inputs using BIM/IFC which
provide digital representation of the construction project
[6]. The resulting path (which is not necessarily the short-
est path) can be altered with the weights of several criteria
such as robot and workers safety, BIM new information
requirement and sensors sensitivity to environmental fea-
tures. In this step, the building semantics play an essential
role on defining the start, the end and the transitional co-
ordinates with which the robotic system plans the path.
Furthermore, all along the mission, the local paths are
computed based on the relevant complementary informa-
tion for the low-level navigation extracted from IFC. This
is essential to cope with limitations of the robot. For in-
stance, a path planer should avoid trajectory near glass
walls: they are hard to detect by many sensors. Luckily,
information about wall materials can be retrieved from
BIM. Among the conventional methods on path planning
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[7], we use topological map representation in order to store
the building semantics in nodes and graphs. The current
paper contributions are as follows:

• An optimal high-level path planner integrated with
the low-level navigation (cascade navigation stack);

• Semantic teleoperation and navigation for au-
tonomous UGV during the construction process;

• Practical implementation of the proposed system de-
ployed on an autonomous mobile robot navigating a
construction site.

2 Related Work
Conventional methods of indoor path planning often

refer to optimal path as the shortest path calculated by var-
ious algorithms such as A* and Dĳkstra’s [8]. To enhance
the performance of these planers, many studies suggested
ways to leverage BIM/IFC for indoor path planning. Wang
et al. [9] develop a framework for converting the BIM dig-
ital environment to a cell-based infrastructure to support
indoor path planning. In this work, they emphasize on the
"BIM voxelization" process rather than the path planning
problem. In another study, a BIM-based path planning
strategy is used for equipment travel on construction sites
[10]. The authors extract the start and end points from
BIM and then generate the shortest sequence of rooms
for the operator, but does not support robot path plan-
ning. Ibrahim et al. [11] propose a path planning strategy
based on BIM for an Unmanned Aerial Vehicle (UAV) on
construction sites which uses a camera for data capturing.
They use BIM geometries to define a path for outdoor
environments but do not address indoor semantic robot
path planning. In this direction, Follini et al. [12] utilize
BIM geometries for path planning of an UGV supporting
construction logistics application. Their proposed system
uses a human-assisted approach in a controlled environ-
ment and is yet to thoroughly leverage BIM/IFC semantics
in a construction site. In [13], the optimal route for a data
collection mission using an UAV is proposed. They utilize
4D BIM to identify which building spaces are expected to
change during the construction phase (implemented in a
simulated environment) so that the flight path navigate
through those areas and collect data.
Delbrügger et al. [14] developed a framework sup-

porting humans and autonomous robots navigation which
mostly uses building geometries in a simulated environ-
ment. In [15], the indoor localization of an UAV is as-
sessed using AprilTags with their known location in a
BIM-generated map. They present this work as a proof-
of-concept for the use of AprilTags in indoor environ-
ment. However, due to inaccuracy of localization in their
work, they improve their previous work by using Extended

Kalman Filter (EKF) in their localization framework [16].
Another study examined the use of BIM in robot local-
ization in which the proposed system uses a hierarchical
reasoning for path planning [17]. BIM was also demon-
strated to be powerful for the identification of different
paths from which a hierarchical refinement process can
find the shortest path [18]. That work provides only high-
level path (rooms sequence) with respect to BIM geome-
tries and the integration with ROS is not studied. An
approach using hypergraphs generated from IFC files was
also developed in which a modified A* algorithm is able
to detect the optimal path among nodes in the graph [8].
In these inspiring works three aspects of the BIM poten-

tial for indoor robot path planning are yet to be thoroughly
studied: (1) considering the full potential of the BIM/IFC
semantic rather than only the geometry (2) integrating the
high-level (rooms sequence) with the low-level sensor-
based information in a full navigation stack (3) the field
validation of strategy using BIM/IFC for both global and
local path planning. In this paper, we cover these gaps by
integrating Building Information Robotic System (BIRS)
into a navigation system in ROS in order to determine the
optimal path and then navigate autonomously.

3 Topological building maps created from
BIM/IFC

IFC data schema provides construction stakeholders
with semantic information of buildings containing at-
tributes and relationships between different entities [19].
This information can be extracted in graph database [20].
However, the use of that information for reasoning is com-
plex since the IFC files encompass large amounts of data.
In order to copewith this, we first identify the required data
for robot navigation on construction sites, then, we extract
and store the data in an XML database. The conceptual
semantic relation between BIM/IFC and robot navigation
is covered in a previous paper on BIRS [21]. We extend
the hypergraphs of Palacz et al. [8] with the semantic and
geometric information of IFC files. All the semantic infor-
mation required to the global and local planers retrieved
from IFC is in the form of a topological map.
As IEEE 1873-2015 [22] defines, nodes and edges are

the components of topological maps and we fill them with
the following information:

• Nodes contain the rooms information namely: room’s
name, room’s unique ID, room center, room area,
walls’ unique IDs, wall material, last scan date, con-
struction activity (hazard for the robot)

• Edges contain the doors information namely: door’s
unique ID, door’s location, doors opening direction

In the hypergraph, one node is created per IfcSpace and
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Figure 1. A directed hypergraph of ( = (+, �)
where + = {+1, +2, ..., +=} is a set of nodes and
� = {�1, �2, .., �<} is a set of hyperedges. Each
node (+8) is an IfcSpace containing its relationships
and each hyperedge (� 9 ) is an IfcDoor with its at-
tributes extracted by BIRS [21].

for each IfcSpace, the bounding IfcWall and IfcCurtain-
Wall elements are identified. With the above-mentioned
information, a graph is generated as illustrated in fig. 1.
Then, the edges need to be attributed with the cost (weight)
of passing over each (from a room to another). In this di-
rection, , = (,+ ,,� ) is a pair of weights where ,+
and,� are the node and hyperedge weights respectively.
,+8 is the 8 node total weight obtained from:

,+ = F< + F0 + FB + Fℎ (1)

where F< depends on the walls material, F0, on the room
area, FB , on the room scan-age, and Fℎ , on the room
hazards. ,� 9

is the 9 hyperedge weight obtained from:

,� = F3 (2)

where F3 depends on the door opening direction. For
passing from one node to the other, there might be several
paths the robot can use. The overall weight of a path (from
start to end node) is as follows:

, =

=∑
8=1
,+8 +

<∑
9=1
,� 9

(3)

One challenge for the robot is to be able to detect obstacles.
To help the robot predict and avoid potential failures, the
material properties of the walls are extracted through Ifc-
Material and its super-type IfcProduct. Theweight of each
curtain wall, i.e. walls that are invisible by design, in each
node is F< = 12, while all others are F< = 4 since they
can be easily detected. The time required to go through
a transition node is also taken into account, i.e. bigger
rooms take more time for the robot to cross. Accordingly,
the weight for the rooms less than 50<2, between 50<2
to 100<2 and more than 100<2 are F0 = 2, F0 = 8 and
F0 = 12 respectively. Since one of the core purpose of de-
ploying robots on construction sites is to collect data, the
scanning age of all rooms is incorporated. The progress
monitoring needs up-to-date data and when the robot is
collecting data it can optimise its path to visit more rooms

and collect more data. The scanning periods are selected
according to industry needs, therefore, we assign FB = 10,
FB = 6, FB = 0 for the scanning period of less than 1
week, between 1week and 2weeks, andmore than 2weeks
respectively. Since the construction projects evolve con-
stantly, the safety aspects of robot navigation are essential.
In this direction, the data collection for the spaces with
ongoing construction activities should be postponed to a
safer moment for the robot to navigate those rooms. If the
hazardous space is one of the transition nodes, an alterna-
tive route needs to be automatically planned so we assign
Fℎ = 500 for the weight of passing through such spaces.
In this case, another path will be selected by the algorithm
if there is any. If there is not an alternative safe path for the
robot, the algorithms provides a warning for high-weight
paths so that the supervisor of the robotic deployment is
warned. The hypergraph representing building topologi-
cal map enables the robotic system to find the optimal path
by running an algorithm. In this paper, we use directed hy-
pergraph (with directed hyperedges) allowing us to assign
cost for door opening directions. IfcDoor as a sub-class
of IfcBuildingElement provides the center coordinates of
the doors creating hyperedges (with their coordinates) in
the hypergraph. IfcDoor also stores the opening direction
through y-axis of ObjectPlacement parameter. For push-
ing and pulling the door, we assign F3 = 2 and F3 = 6
to the hyperedge’s weight respectively. This is due to
difficulty for pushing and pulling the doors respectively.
Ultimately, the total weight of passing one to the other is
the sum of nodes weights and edges.

4 Finding The Optimal Indoor Path
As Gallo et al. [23] define, directed hypergraphs are

divided into two categories according to their hyperedges
namely: forward hypergraph (F-hypergraph) and back-
ward hypergraph (B-hypergraph). The former is a directed
hypergraph in which one node diverges to several nodes
and the latter is the one in which several nodes converge to
one node. As an example of applications, F-hypergraphs
are employed for time analysis on transportation networks
[24]. Also, B-hypergraphs are used to perform deductive
analysis to find the optimal path in a hypergraph. The
combination of B-hypergraph and F-hypergraph is a BF-
hypergraph having both divergent and convergent nodes
[23]. In topological building layouts, we deal with BF-
hypergraphs since we have spaces which connect several
spaces to other spaces (an example of such nodes is cor-
ridors). In addition, we intend to find the optimal path (a
"deductive database analysis" from several possible paths)
based on several criteria which are represented as weights
in the hypergraph, therefore, we use the "Shortest Sum B-
Tree" algorithm which finds a hypertree (subhypergraph)
of the nodes as explained in [23]. We also use additive
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Inputs:

layout_graph : hypergraph

tail_room, head_room : node

door : hyperedge

path_weight : hyperedge_total_weight
Outputs:

semantic_path : list<node, hyperedge>

x_y_path : list<nodes_coordinates,
hyperedges_coordinates>

hyperedge_total_weight : number

Figure 2. Data structure for IFC-based semantic op-
timal path planner algorithm

weighting function to calculate the cumulative weight of
each possible route and then we choose the lighter route
which is the optimal path for the robot.

In order to create the hypergraph, we first retrieve all
the relevant IFC information. The process is done with
a Dynamo script (a visual programming tool) to extract
the IFC parameters in order to export the IFC informa-
tion in a XML database. A Python script is developed
to parse the XML data in order to translate meaningful
data to ROS (for example, the rooms center coordinates
are retrieved as strings so they need to be parsed to be
integrated with the robotic system). With an hypergraph
of the whole building, the user defines the start and end
nodes (rooms), and let the algorithm find the optimal path.
Since we are implementing BF-hypergraph, each pair of
nodes is connected with two directed hyperedges together,
thereby making a comprehensive B-hypergraph within the
BF-hypergraph. This practice allows considering forward
and backward direction in a path so that the door opening
direction is considered. "Shortest Sum B-Tree" algorithm
provides the possible hyperedges from a start node to other
nodes [23]. Then, the retrieved information is used to cre-
ate a sub-hypergraph from the start node to all other nodes
representing all the possible paths. By giving the destina-
tion node to the sub-hypergraph, the possible paths from
start to end node are identified and finally the lowest cu-
mulative weight of the paths is retrieved. Having a set
of nodes and hyperedges from the optimal path, the build-
ing information is extracted to enable semantic navigation.
Each node is represented by the name of the correspond-
ing space and the center coordinates of that room. As
illustrated in fig. 2, the optimal path outputs a set room
names, their coordinates and a set of door coordinates in
the sequence of node location and hyperedge (door) loca-
tion. The room names enable semantic navigation and the
2-D coordinates provides destinations one after the other.

5 Semantic Graphical User Interface
A Graphical User Interface (GUI) was developed based

on BIM semantics to allow users to intuitively operate the
robot and configure the path planner. The GUI connects
to the ROS running in the robot and presents semantic
information of the building and data from the robot in real
time. The integrated high-level and low-level navigation
systemmoves the robot to the destination. The GUI allows
the non-expert users to workwith their domain knowledge,
thereby making robot deployment more intuitive and sim-
pler. Figure 3 illustrates the interface window. The GUI
is developed in Python notebooks, allowing for easy inte-
gration of visualization widgets and customization.
The GUI provides the building’s rooms in a drop-down

list, from which the user selects a destination and then
launch the path planner to find the optimal path. The
center area of the GUI shows a map of the building, with
the robot’s pose being updated in real time, along with the
paths objectives. The left panel shows the selected room’s
(end node) attributes. The right panel allows the user to
alter the weights of each parameters of the path planner.
After changing and saving the new weights, the user can
generate the path again and see the results on the map.
Finally, the user can click on the Move Robot button to
trigger the robot to start moving.

6 Field deployment
Our approach was validated from simulation to the field

with an experimental case study. The goal was to drive a
mobile robot through the corridors of one of the buildings
at the École de technologie supérieure, for which an as-
plannedBIMwas available, and collect data. The semantic
path planner was used to generate a set of waypoints from
the user inputs, then a low level A* path planner aided by
a collision detection stack navigates the robot.
Our robotic platform, shown in fig. 4, is built from

a four-wheeled UGV (Clearpath Jackal) equipped with
wheel encoders, an internal IMU and an onboard NVidia
Xavier computer. The Jackal is delivered with ROS nodes
for control, odometry estimation (from encoders and IMU)
as well as diagnostics tools provided by ROS.
The sensing system, which was envisioned for point

cloud collection in construction sites, contains two Li-
DARs, five depth cameras and one tracking camera. The
sensors are positioned in different directions to cover as
much as possible of the robot’s surroundings. While all
sensors collect and record data of the environment, most
of them are also used by the navigation stack for localiza-
tion and collision avoidance. Below we present a detailed
description of each sensor or group of sensors:

• Front facing cameras: One Intel Realsense D435i
depth camera and one Intel Realsense T265 tracking
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Figure 3. Semantic GUI for the intuitive operation of the robot navigation on construction sites. The controls in
the header allow selecting a destination and generating the path. The panel to the left shows the attributes of the
selected room. The center contains a map of the environment, with the robot’s pose in real time represented by
the purple arrow. The center points of the rooms and doors in the path are represented in the map by the yellow
circles. The right panel allows the user to reconfigure the different weights applied to the path generation.

Figure 4. Mobile robot platform equipped with var-
ious sensors

camera are mounted in front of the robot. The T265
software estimates the camera’s pose and integrates
data from the base odometry (wheel encoders and
IMU), providing accurate odometry that is fed to the
localization algorithm. The D435i provides depth
images that are used to detect obstacles immediately
in front of the robot, triggering an emergency stop;

• Velodyne Puck 32MR LiDAR: Mounted horizon-
tally on top of the robot, it captures laser scan data
from all around the robot. This information is used
by the localization algorithm to estimate the robot’s
global position on the building map;

• Depth cameras: Three Intel Realsense D435i depth
cameras are mounted pointing to the top and left and
right sides of the robot. Their purpose is to collect
RGB images and depth images from the walls around
the robot and from the ceiling;

• Ouster OS1 LiDAR: The last sensor, an Ouster OS1
LiDAR is mounted in the back of the robot, inclined

Figure 5. System Overview: A high level planner
that process BIM/IFC information and user inputs is
integrated to a low level navigation stack in a cas-
cade design. The low-level module takes care of
the localization, local path planning and collision
avoidance tasks, while the high-level planner gener-
ates paths based on BIM/IFC semantics.

by an angle of 45 degrees in order to capture point
clouds of the ceiling. Since this sensor has a large
90° field of view, it is also able to cover the walls and
part of the back of the robot.

Figure 5 gives an overview of the system. The robot
pose in the map is obtained through the use of a ROS
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Figure 6. View of the simulated environment used to
test the BIM/IFC optimal path planning approach.
The building 3D model was built with geometry in-
formation extracted from the BIM. The robot model
simulates the sensors and possesses the same char-
acteristics as the real robot.

implementation of the Adaptive Monte Carlo localization
algorithm[25][26]. Before deploying the robot, wall ge-
ometry is extracted from BIM to generate an occupancy
grid of the building. During the robot navigation, thismap,
the odometry, and the laser scan data from the horizontally
mounted Velodyne LiDAR are fed to the localization algo-
rithm, which then estimates the robot’s current pose in that
map. When a destination room is selected, the semantic
path planner outputs the preferred path to that room as a list
of waypoints, containing the center points of each room,
door and corridor in the path. AnA* path planner[27] then
calculates the shortest path from the robot’s current posi-
tion to the next waypoint in the list. Velocity commands
are generated from the A* path and sent to the robot’s
internal controller to drive it though that path.
The simulation was performed using the Gazebo Sim-

ulator. The building information is exported to create a
3D model, a digital twin. Clearpath, Gazebo and the ROS
community provide all the required software packages re-
quired to generate an accurate simulation of our robotic
platform. Figure 6 shows the simulated robot and its en-
vironment with different wall textures and transparency.

7 Results
The experiment had two main objectives:

1. Test the effectiveness of the semantic path planner
in generating the optimal path to reach the destina-
tion, given the building information obtained from
BIM/IFC.

2. Test how changes in the building information affect
the final path that is generated.

In our case study, the robot starts in a corridor (CORRI-
DOR OUEST) on the west side of the building and must
reach an open area (CORRIDIR EST) on the eastern part

of the building. Figure 7 shows the building map, and the
path in red line generated by applying the A* algorithm
from start to end. This is the shortest possible path between
the two points, taking into consideration only the building
geometry and a small safety collision radius around the
robot. When the Semantic Path Planner is applied to the
same scenario, a similar result is obtained as expected,
represented by the blue path in fig. 7. Since there are
no doors, undesirable materials or hazards in the path, the
algorithm outputs a list of rooms that must be visited by
the robot that represent the shortest distance from start
to end. The semantic path planner provided the order of
rooms’ names from the start to the end as it is show in the
GUI in fig. 3. Therefore, the user operating the robot can
intuitively track the path from the data collected. In this
direction, the as-built data can be directly compared to the
as-planned since the path is recorded semantically. Also,
the waypoints of rooms’ center coordinates and doors’
center coordinates are provided by the semantic path plan-
ner. If there is a doormade ofmaterials invisible to sensors
(such as glass), the complementary door coordinates helps
for safer, smarter, precise data collection. Following this,
the A* algorithm finds the shortest path between the way-
points.

In a second run, the building information was altered
to include a construction operation carried out in the area
highlighted with a dashed box in fig. 7 (not visible in the
GUI). Since the construction activity represents a hazard
with a high cost for the Semantic Path Planner, a differ-
ent path passing through another corridor is automatically
selected, as illustrated by the orange path. Nevertheless,
the high cost of the shortest path triggered a warning in
the system indicating a hazard to the user through the se-
mantic GUI. Therefore, the user can understand the risks
associated with navigation through an active construction
area and decide whether to scan the environment or post-
pone it to a safer time. The orange path was automatically
generated, although it is not the shortest path, as the opti-
mal path from the default parameters mentioned in section
4. This path passes along a large curtain wall invisible
to the robot’s sensors. The additional semantic informa-
tion provided by the BIRS is given to the robot as well
as the BIM occupancy grid so it contributes to collision
avoidance with the wall. The GUI provides the user with
the scan aging of the rooms so the user can decide which
rooms to select as the destination for data collection. This
allows the users to run multiple data collection mission
with the robot which increases the efficiency of robot de-
ployment on construction sites. As illustrated in fig. 7, the
integrated BIM-ROS information provides a cascade nav-
igation system on construction sites enabling autonomous
and accurate data collection of the spaces scanned.
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Figure 7. High-level and low-level paths: A* gen-
erates the shortest path possible between start and
end, not taking advantage of the BIM/IFC seman-
tics. Path 1 has the lowest total weight among other
alternatives. Path 2 is automatically generated when
there is a hazard to the robot in path 1.

8 Conclusion

This paper presented a semantic path planner that uses
building information from IFC data schema to generate op-
timal paths for safe and efficient navigation of autonomous
robots on job sites during the construction phase. We
used the BIRS for extracting building information from
IFC represented in a hypergraph structure. Path planning
algorithms can then be used to calculate optimal paths in
this graph given the building information. Weights are
designated to each connection in the path to represent how
different conditions can affect the robot’s navigation and
to prioritize paths with more desired characteristics. The
optimal semantic path is then integrated with low-level
navigation system and A* algorithm is used to calculate
the shortest path within the optimal path. The effective-
ness of the path planning to generate different paths given
different conditions was shown in a simulated and real life
case study.

This algorithm can be extended in the future to include
Mechanical, Electrical and Plumbing (MEP) semantics for
data collection. Different locations can be added based on
the kind of information needed at a specific time of con-
struction through the GUI in order to give to the robot
more destinations for data collection. In this case, the
high-level path planning algorithm would provide seman-
tic navigation, as well as a more efficient route for data
collection. A future study will be conducted to assess the
usability of the semantic navigation approach by study-
ing the user scenarios and they leverage the construction
progress monitoring workflows.
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Abstract 

A view is among the critical criteria in an 
architectural design process. Presently, it is assessed 
by conventional site observation, labour-intensive 
data collection, and manual data analysis before 
designing a building mass, plan, façade, openings, and 
interior space. City Information Model (CIM), with 
its capabilities to store, visualize, and analyze a 
wealth of site-related information, has a great 
potential to support an automated view assessment. 
However, its realization is nascent, and it has not 
integrated with architectural space planning in either 
research or practice. This research, therefore, aims to 
develop a model through which CIM can be extended 
to assist view assessment in architectural space 
planning. By literature review, brainstorming, 
prototyping, and case study, this research 
corroborates that by harnessing the power of CIM, 
the conventional view evaluation can be transformed 
from qualitative to mix-used. It helps practitioners 
assess a view and design a space in a more precise and 
rapid manner. This research also provides the 
integrated model for view evaluation in architectural 
space planning with three stages to support the real-
world practice. Future studies are recommended to 
develop the proposed model and integrate it with 
multiple criteria to advance the generative design. 

Keywords – 
Architectural design; Generative design; Space 

planning; View assessment; City information model; 
Deep learning. 

1 Introduction 

The characteristics of the view outside a window 
considerably influence the occupants’ well-being (e.g., 
stress recovery), building comfort (e.g., sleeping quality), 

as well as working productivity [1-4]. In healthcare 
architecture, the preferred view, including green, water, 
and other natural scenes, can improve patients’ 
satisfaction, shorten a hospitalization period, and 
ultimately enhance recovery after medical treatments [5]. 
Because of these significances, the building orientation, 
shape, form, envelope, space, openings, fixture, 
furniture, and decoration are usually designed to capture 
a great view and maximize its benefits to a project. In 
some building types, including hospitality and wellness 
architecture, a view is highly prioritized during design to 
achieve higher star ratings and improve clients’ 
satisfaction. The gorgeous view must be well reserved for 
important spaces, e.g., bedroom, living, dining, and 
working areas, while service spaces, e.g., storage and 
mechanical rooms, are located in a place with a less 
impressive view or without a view. In Hong Kong, for 
example, the triangular bay window is used for the hotel 
space planning and façade design to capture the 
breathtaking view of the Victoria harbour (see Figure 1). 

Figure 1. The architectural space planning and 
façade design to capture a preferred view [6] 
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In the current architectural design practice, the view 
is assessed manually before conceptual design, mass 
development, and space planning. The common ways 
include visiting a site, exploring surroundings, and using 
a camera or drone to capture photos in every level and 
direction (see Figure 2) [7-9]. Then, all photos are 
reviewed and analyzed manually by a design team using 
criteria, such as view types, content, distance, quality, 
and surroundings’ future development [10]. Apparently, 
this view evaluation method is time-consuming, labour-
intensive, and costly. The process highly depends on the 
designers’ perception and perspective without automatic 
tools to help the determination process, while other 
design criteria, including climate and energy 
consumption, already have advanced computational tools 
to simulate and facilitate precise and rapid decision 
making. Furthermore, additional site visits or drone 
flights are sometimes required when vital information is 
not collected in the previous visit [7]. Therefore, this 
process urgently needs an effective tool for supporting 
view evaluation in architectural design practice. 

Figure 2. View assessment in architectural design 

With the advancement of 3D reconstruction and 
remote sensing technology, the emerging city 
information modelling process has started to develop the 
City Information Model (CIM) and serve urban 
computing, simulation, analysis, and design [11]. CIM 
has been widely used in various intelligent applications 
due to its well-preserved geometry and digital reflection 
of the real world. The related location-based application 
covers a broad spectrum of fields such as navigations in 
transportation [12], disaster simulation in emergency 
response [13], utility and facility management in smart 

city construction [14], site design in urban planning and 
development [15], and big data analysis in urban 
computing [16]. Harnessing the power of CIM, studies in 
the field of architectural design have also presented 
numerous new findings, involving window design [17], 
solar estimation [18], and ventilation analysis [19].  

Recently, an automated and accurate window view 
assessment has been further validated on CIM for urban-
scale view evaluation [20]. CIM-based view assessment 
is also expected to help the architectural space planning 
and interior arrangement. However, this potential 
approach is rarely discussed in the previous literature. 
Moreover, the implementation process in real-world 
practice remains unclear. What is urgently needed is not 
only the program development but also the integration of 
CIM into the current design practice.  

This research, therefore, aims to develop CIM to 
assist view assessment in architectural space planning. It 
is achieved by adopting a 5-step research method: 
empathizing the view evaluation in architectural design, 
defining the practice challenge, brainstorming the 
potential solution, developing a CIM-enabled 
quantitative view assessment model, and finally 
validating through the case study in Hong Kong. 

2 Literature review 

2.1 Architectural design 

Architectural design is generally a highly creative and 
dynamic process to manage available resources, resolve 
difficulties in the built environment, and finally establish 
the environmental conditions for activities [21]. This 
process can be regarded as a Multi-Criteria Decision 
Making, since it copes with various factors in the 
complex social realms, such as users’ requirements, site 
conditions, laws and regulations, functionality, 
feasibility, technologies, and aesthetics [22-24]. It has 
been demanded to mitigate more difficulties in the 
Architecture, Engineering, and Construction (AEC) 
industry, including manufacturing and assembly 
processes [25], sustainable building life cycle [26], and 
construction waste minimization [27]. According to the 
real-world case study, it is currently an arduous task, if 
not entirely impossible, for practitioners to understand, 
scrutinize, and reinterpret all factors before locating them 
into one design [28]. Assistive tools, such as CIM, 
Computer-aided design, Building Information Model, 
virtual reality, and design management software, are 
indeed required to help this intricate process [21, 28-29]. 

2.2 A view 

In architecture, a view is a visual connection with the 
outside world, allowing occupants to keep in touch with 
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ongoing activities, time, and seasonal changes [30]. It can 
be regarded as one of the basic human needs, since the 
view provides humans information about the 
environment for their feeling of safety [31-32]. The view 
is separated into three main layers with different purposes 
[30]. Firstly, the sky is a source of natural light and 
weather information. Secondly, the city or landscape part 
provides information related to the environmental 
condition and surroundings. Lastly, the ground is to 
observe or recognize ongoing activities outside.  

Due to the significance of view in architecture, 
several view assessment measures have been proposed 
(see Table 1). The measures include, for example, the 
categories of view or information content received from 
exterior view [30]. Many studies agree that the view of 
nature, garden, and the well-landscaped area tends to be 
more preferred by occupants than the urban environment 
[2-3]. This view type can positively change the emotional 
state and increase occupants’ satisfaction [1]. The content 
and composition of sky, land, ground, building, and city, 
also affect the view attractiveness. A wide view, 
containing more information, is more interesting than a 
close and narrow one [38]. Furthermore, the quality of 
view outside is influenced by the density of both internal 
space and surroundings [2]. Sometimes, the openings and 
outside world can also affect occupants negatively [30]. 
For instance, the window facing directly to other 
buildings or service facilities may be harmful to privacy. 

Table 1. Examples of view assessment criteria 

No Criteria References 
1. View type [2-5, 30] 
2. View composition [30] 
3. Density [2] 
4. Distance and privacy [2, 30, 33, 38]

The perception of beauty and satisfaction of view 
depends on not only the view itself but also how we 
design the frame to capture it [33]. The quality and 
impact of view also associate with the architectural mass 
and form, façade, interior space arrangement, and 
windows’ type, size, and mullion [10]. Architecture must 
be well designed and crafted carefully to capture the best 
view outside. However, in reality, the view evaluation 
criteria must be balanced and weighed with other factors, 
e.g., functionality, feasibility, and laws and regulations.
Each criterion requires a large amount of information to
be collected and pondered together. It is still a herculean
task for practitioners to handle this wealth of information
from every design aspect at one time.

2.3 Simulation-based view assessment 

The simulation method as a convenient and effective 
tool has been widely adopted in the architectural design 
field. For the simulation-based view assessment, 

previously, some methods were developed through 
projection [34], raytracing on hand-made models [35-
36], or a fish-eye lens [34, 37]. However, they tend to rely 
on manual work and thus are time-consuming. Recently, 
a new technological window of opportunity opens for this 
study, consisting of high-quality 3D photo-realistic 
CIMs, mature 3D view capture APIs, and robust online 
computer vision tools. Utilization of existing 3D photo-
realistic CIMs brings users effortless scenes of buildings 
and their neighbourhood environment, while making full 
use of the 3D view capture techniques and computer 
vision tools can help visualize and quantify the view 
photos with high automation and accuracy. 

For instance, Li and Samuelson [18] effectively 
integrated the outside view assessment into the window 
frame design by using textured CIMs from Google Earth 
Studio. The simulated views were assessed by the criteria 
including window direction, openings’ geometry, and 
human preference. Li et al. [20] classified the window 
views into two groups, natural and urban, for a city-scale 
view disparity assessment. Harnessing the power of deep 
transfer learning, the window views of nature were 
distilled automatically. Both studies show that the view 
photos generated from photo-realistic CIMs are similar 
to the ground truth photos in the real world, and the 
assessment results of views are accurate for decision-
making. However, there exists a gap and method in 
connecting the automated view assessment method with 
the architectural space planning for more comprehensive 
judgment. Space planning concerning a view assessment 
may gain more momentum from these new technological 
breakthroughs in terms of efficiency and accuracy. 

3 Research methods 

This research comprises five stages to both constitute 
knowledge contributions and resolve real-world 
challenges (see Figure 3). It began with a comprehensive 
literature review to gain a holistic view of the current 
architectural design practice, view evaluation method, 
and CIM performance. Secondly, all information was 
analyzed, redefined, and discussed with practitioners to 
highlight critical challenges in the view assessment. It 
was followed by brainstorming to explore the potential 
solution in the third stage. This stage was to fabricate 
innovation in complex social conditions and bridge the 
gap between theoretical knowledge and design practice. 
In this research, the solutions were to identify view 
evaluation criteria for architectural design and develop a 
CIM-enabled view assessment model. The fourth stage 
was mainly about developing CIM as an assistive tool for 
assessing, visualizing, and facilitating the architectural 
design process, and aligning with the current practice. 
Finally, the proposed model was validated and improved 
through a case study implementation in Hong Kong SAR. 
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Figure 3. Research methods 

4 The integrated model for view 
assessment 

After reviewing the literature, redefining the real-
world challenges, and brainstorming the potential 
solutions, the new view assessment model is generated 
(see Figure 4). It is the consolidation of simulation-based 
view assessment and traditional site observation and 
evaluation.  

Figure 4. The integrated model for view 
assessment in architectural space planning 

4.1 Traditional view assessment 

At the beginning of the architectural design process, 
the design team visits a construction site to observe site-
related factors. The collected qualitative data include, for 
example, surroundings, site terrain, wind direction, 
existing features or structures, traffic and transportation, 
noise, and view quality. Moreover, alternative data are 
also gathered for further analysis, discussion, and 
decision-making, such as maps, drawings, and pictures. 
In this stage, the team uses multiple tools to collect data 
of the site and surroundings, including a camera, drone, 
laser distance meter, surveying instruments, etc. The data 
is then analyzed manually by several methods, e.g., 
sketches and diagrams. 

4.2 Simulation-based view assessment 

Apart from physical site observation, the CIM and 
computational technology advancement can support the 
simulation-based view assessment and strengthen the 
design. Its realization comprises three main stages (see 
Figure 5). 

Figure 5. Workflow of simulation-based view 
assessment 

4.2.1 Input 

The process initiates with a 3D photo-realistic CIM 
and 2D site preparation, and critical criteria selection. 
The criteria should be well selected and prioritized 
depending on specific project conditions, such as users’ 
requirements, building function, site location, and 
surroundings. This study searched through the scientific 
database and generated a list of view assessment criteria 
for practitioners to choose from (see Table 1).  

4.2.2 Data processing 

The data processing consists of three key steps: 
geographic registration, observation site determination, 
and view site sampling (see Figure 5). First, the 2D site 
and 3D photo-realistic CIM are registered on the 3D 
WGS-84 globes to identify the development area. 
Thereafter, considering the site settings such as shape and 
neighbourhood environmental characteristics, the users 
can determine the representative observation site. Then, 
to examine the view disparity quantitatively, the view site 
at eight directions from 0° to 360° are evenly sampled 
from different altitudes. A sample interval h (h=5m) is 
set here to simulate the view situation of different floors. 

4.2.3 Semantic extraction and mapping 

As the nature view is more preferred within the 
cityscape, view types, including nature and urban, are set 
as the judgment criterion to demonstrate the semantic 
extraction and mapping process. In this study, we extend 
Li’s method [39] to visualize and quantify the nature 
view index. Firstly, by mounting the virtual camera at the 
sample view sites of the 3D photo-realistic CIM, the view 
photos are captured in batch. Thereafter, one of the best 
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pre-trained deep learning models on Cityscapes, Deeplab 
v3, is transferred to segment the view photos into 19 
classes of features automatically. Furthermore, a 
connected layer is constructed to map the view features 
into the two target groups through a multimodal 
regression. In the end, the predicted nature indices of 
view photos are collected for space planning. 

4.3 Architectural space planning considering 
the view assessment 

Finally, the quantitative result from the last stage is 
used together with traditional site observation and 
qualitative view assessment. The result is then weighed 
and balanced with other criteria in the built environment, 
e.g., users’ requirements, site conditions, climate, laws
and regulations, and construction method, to draft a
preliminary design, justify building mass and orientation,
develop details, and generate construction documents.

5 A Case Study 

To validate the feasibility of the integrated approach, 
the Pokfield campus, the University of Hong Kong, Hong 
Kong SAR, was selected to be a case study. This area 
would be redeveloped into new office and education 
buildings. The experimental process workflow began 
with the physical site observation (see Figure 6). 
Researchers faced several challenges in this stage. 
Firstly, due to the complicated site terrain and 
surroundings, the team could not capture the view from 
every direction and level without assistive tools, e.g., a 
drone. Furthermore, some photos could be taken only by 
entering surrounded buildings. It was indeed tedious and 
time-consuming for practitioners to observe and collect 
all necessary data. All data, including photos, maps, and 
drawings, were then used for the traditional analysis (see 
Figure 7). It reveals that the visibility to natural elements 
such as mountains, sea, and vegetation, is blocked by 
high-rise high-density constructions in many directions 
and levels. However, what remains unclear is the exact 
level or angle to improve the detailed design of planning, 
interior space arrangement, openings, and façade design. 

Apart from the traditional method, the simulation-
based view assessment was implemented. The curation 
of the datasets included 2D site design data and 3D 
photo-realistic CIMs in this study. The 2D design of the 
case site, collected from HKU Estate Office [40], 
measured the site geometry accurately, from which the 
key view site can be determined by designers. The sketch 
map is shown in Figure 8a. The 3D photo-realistic CIMs 
were collected from the Planning Department [41], Hong 
Kong SAR, for surrounding environment expression, and 
one of the buildings was highlighted for method 
validation (see Figure 8b). 

Figure 6. The implementation of proposed model 
in the case study 

Figure 7. Traditional view analysis 

Figure 8. Data preparation of the case planned 
building site. (a) 2D site design, and (b) target 
building site and its environment. 
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Cesium (version 1.73) as an open-source 3D 
visualization platform was used in this study to load 3D 
photo-realistic CIMs and generate the view photos 
through computer programs. The Deeplab v3 model 
within the Tensorflow (version 2.4.1) framework was to 
segment the view photos. Then the multimodal 
regression was finally implemented in the data mining 
platform Orange3 (version 3.26.0). The whole process 
experimented in a workstation with an Intel i7-10700 
CPU (2.90GHz, 16 cores), 128 GB memory, an 8G 
Nvidia GeForce RTX 2070 SUPER GPU, and Ubuntu 
20.04 64-bit operating system. By implementing the view 
assessment workflow (see Figure 5), each direction of the 
building site has a portfolio of nature view indices. The 
heat map representing view index distribution around the 
case planned site was visualized from 0 m to 80 m (see 
Figure 9). The nature view index ranges from 0 to 1, from 
which 0 indicates ‘poor’ and 1 stands for ‘excellent’. 

  

Figure 9. The simulation-based view assessment 
result 

The simulation result reveals a huge different 
possession of natural resources in different directions and 
levels, further reflecting the design. For instance, the 
lower part tends to have lower proportional nature views, 
such as the area ranging from 180°and 315° horizontally, 
and from ground level (0 m) to 15 m vertically. On the 
other hand, the upper-level part has a more favourable 

view, especially in the area ranging from 45°and 235°. In 
some specific directions, the nature views are obviously 
scarce, such as the direction ranging from 
315°(Northwest) to 0°(North). In some directions, the 
nature views are of significant variation from the vertical 
dimension, i.e. the direction from 135° to 315°.  

The design team can use this detailed result for 
architectural space planning and design in three main 
stages. In the initial concept design, the building’s mass, 
form, and zoning are decided. The important space 
should be placed on the higher level with the best view in 
a site, while the podium area can be used for the back of 
the house or service zone, which are not required a good 
view, such as circulations, storage, and mechanical, 
electrical, and plumbing systems (see Figure 10). The 
vertical circulations or building systems may be placed 
in the northwest part. Then, this conceptual model is 
developed and detailed. The architectural plan, functions, 
rooms, circulations, and building envelope are designed 
with the consideration of view assessment results, site 
surroundings, and other factors. The important functions 
such as a lobby, living, and dining, are allocated on the 
tower part to enjoy the preferred view of green space and 
harbourfront area. Lastly, in interior design, the view 
evaluation result can also be used for space and furniture 
arrangement. The position and location of all features, 
e.g., working table and bed, should be well located to 
make occupants enjoy the excellent view outside the 
openings. It can be seen that the design team can refer to 
the view evaluation results throughout the entire design 
process. 

 

Figure 10. The application of simulation-based 
view assessment for architectural space planning 

6 Discussion  

This empirical research firstly reveals difficulties in 
the conventional site observation, which support the 
promising approach of using computational technologies 
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to aid this process. Then, the implementation in the real-
world context affirms that CIM, with its capability to 
manage and analyze a large amount of information, can 
be a less expensive virtual platform supporting view 
assessment in architectural design and space planning. 
CIM can be used through three main stages: input, data 
preprocessing, and semantic extraction and mapping. Its 
outcome can confirm the qualitative result from physical 
site observation and add more details to facilitate precise 
and rapid decision-making throughout the entire 
architectural design process. Furthermore, its integration 
with the conventional assessment approach transforms 
the process from qualitative to mixed methods: 
combining qualitative and quantitative data. These 
findings also support the current thought of generative 
design, where computational intelligence can 
automatically generate floor plans from project 
conditions. It has a high potential to integrate with other 
tools to achieve various criteria simultaneously and 
revitalize a labour-intensive task in design.  

Despite its advantages, the practice of CIM-enabled 
view assessment also faces several challenges. For 
instance, it requires a huge effort to collect related 
information and build a digital model before simulation 
and automatic evaluation. The proposed model is thus 
efficient to be utilized for a site with high density and 
complicated surroundings like Hong Kong. Moreover, in 
reality, a view is merely one of the numerous design 
criteria. The view analysis results have to be weighed and 
balanced with other factors, e.g., users’ requirements, site 
conditions, laws and regulations, feasibility, and 
aesthetics, before involvement in a project. 

This research also has several limitations. As this 
study is grounded on the archival study and one case 
study in Hong Kong, additional cases from different 
contexts are necessary for generalization and model 
improvement. In addition, there is no “one size fits all” 
solution for every project. The view assessment criteria 
and CIM model development may be varied depending 
on particular conditions.  

7 Conclusion 

Architectural design is presently stipulated to prevent 
many difficulties by considering various criteria in the 
AEC industry. This trend makes the process more 
sophisticated and time-consuming, so generative design 
tools are urgently required. This research fulfils this 
demand by developing CIM to be an assistive tool for 
quantitative view evaluation in architectural design and 
space planning. The case study affirms CIM’s 
capabilities to revitalize a conventional labour-intensive 
process and facilitate precise and rapid design decision-
making. Besides, this study highlights both prospects and 
core challenges of CIM-enabled view assessment. For 

practitioners, it also offers the integrated model for view 
assessment in architectural space planning with practice 
examples. 

However, this is merely the beginning of simulation-
based quantitative view assessment for architectural 
design. It still requires additional case studies in other 
sociocultural conditions to validate and develop this 
potential further. Future research is also recommended to 
integrate the proposed model with other criteria and 
computational tools to advance the computer-aided 
generative design. 
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Abstract – 

Cities worldwide are experiencing increasing 

temperatures due to the urban heat island (UHI) 

phenomenon. UHI is caused by the replacement of 

natural land surfaces with man-made dark surfaces. 

Among others, it causes a number of public health 

problems associated with heat events, particularly in 

the construction sector, where construction workers 

are more likely to die from heat-related illnesses 

compared to other industries. To address the negative 

effects of this phenomenon, researchers around the 

world have proposed different alternatives for 

studying the effects of UHI. Among these methods, 

data-driven approaches are becoming increasingly 

popular. However, as with all data-driven models, 

there is always the question of the extent to which they 

are generalizable. To answer this question, this 

research work applies the data-driven UHI 

assessment framework previously proposed by the 

authors to the cities of Montreal, Canada, and 

Apeldoorn, the Netherlands, in five different 

scenarios. The results showed that while the data-

driven models have good prediction capabilities 

within the scope of the training data set, they do not 

demonstrate good generalizability on the testing data 

from a different context. Also, the results of this 

research highlighted that as cities continue to grow, 

there is an urgent need to standardize the 

understanding and assessment of the UHI at a 

pedestrian level. The intrinsic differences in how 

UHIs are assessed and tackled worldwide can create 

confusion about the phenomenon, and limits the 

applicability and generalizability of data-driven 

approaches. 

Keywords – 

Data-driven methods; decision trees; 

generalizability; urban heat maps; mitigation policies. 

1 Introduction 

The Urban Heat Island (UHI) phenomenon refers to 

the temperature difference between the outskirts and the 

inner city caused by the replacement of natural land 

surfaces with dark man-made surfaces [1]. As a result of 

these changes, cities are more prone to store solar 

radiation causing a series of public health problems 

associated with heat events [2]. The construction sector 

is no stranger to the harmful effects of this phenomenon. 

Construction workers, who often have to cope with high 

temperatures as part of their daily operations, are more 

likely to die from heat-related illness compared with 

other industries [3]. To further exacerbate the situation, 

there have been thirty-eight heat waves in Europe in the 

last century, seventeen of them in the last decade. The 

heat wave of 2003 caused 70,000 excess deaths over four 

months in Central and Western Europe [4]. Yet, cities are 

only projected to continue expanding. By 2050, cities are 

expected to shelter 68% of the world's population [5]. 

To counteract the negative effects of this 

phenomenon, researchers around the world have 

proposed different alternatives for the study of UHI 

effects. For example, physics-based simulation models 

try to mimic the thermal exchanges between urban 

surfaces and air temperatures. Yet, generating accurate 

and detailed simulations requires databases with three-

dimensional representations of the built environment, 

resulting in very expensive simulations in terms of both 

computing power and time. Additionally, the complex 

interplay between the morphological characteristics of 

inner cities, socio-economic factors and UHI makes it 

difficult to develop an accurate and comprehensive 

physics-based model. Finally, the physics-based models 

are commonly too complex to be used by regular urban 

planners, making it difficult to incorporate UHI concerns 

into design and planning of cities.    

In recent years, data-driven methods have gained 

popularity in solving complex multi-dimensional 
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problems. For example, Sutjaritvorakul  et al. [6] 

developed a data-driven approach to detect workers from 

cameras installed on cranes. Similarly, Langroodi et al. 

[7] presented a data-driven approach to monitor the

activities of construction equipment. Nutkiewicz et al. [8]

developed a methodology to characterize and model the

energy performance of buildings at multiple spatial and

temporal scales. Regarding the domain of urban climates,

a handful of machine-learning approaches have been

developed in order to predict temperatures in specific

urban settings [9-13]. For instance, Vulova et al. [10]

developed a deep learning approach to discover hot spots

in Berlin, Germany. The authors of this paper have also

proposed a data-driven framework for the development

of a user-friendly decision-support tool for UHI-sensitive

urban planning that uses publicly available datasets [14].

Although this framework and similar ones developed by

other researchers are shown to be effective and very

promising, there is always the question of how

generalizable these models are. This common question to

all data-driven models is relevant because data-driven

models are often trained and tested on the data collected

from a limited geographical scope. Whether or not the

intrinsic correlations and patterns discovered in the data

are generalizable to other contexts is a question seldom

addressed. Therefore, the aim of this paper is to assess

the extent to which data-driven UHI assessment models

can be generalized for different urban contexts. To do so,

the data-driven UHI assessment framework previously

proposed the authors [14], which relies exclusively on

publicly available data, is applied to two different cities

in five different scenarios. The studied cities are

Montreal in Canada, and the Apeldoorn in the

Netherlands. Apeldoorn is a medium-sized city, the 11th

largest municipality in the Netherlands, with 150.000

inhabitants (2020). Located in the middle the country and

the nature reserve De Hoge Veluwe, it presents a unique

combination of greenery and built environment. In terms

of infrastructure, the city center is densely built, having

buildings with an average height ranging from 10 to 15

m. The construction materials of the building facades are

homogeneous, varying from the dark to the light colors

of traditional Dutch bricks. The city of Montreal, located

in the southeast of Canada, is considered a metropolitan

city, with a wide-ranging urban geometry. It covers an

area of approximately 499 km2, with a population density

of 3.9 inhabitants/km2.

Montreal and Apeldoorn constitute a good 

comparative basis because they are located in different 

climatic regions, have different scales in terms of size and 

population, and have distinctive urban morphologies and 

socio-economic characteristics. The remainder of the 

paper is structured as follows. First, in the interest of 

completeness, the data driven framework proposed by the 

authors is explained briefly. Then, the two case studies 

are briefly explained. This is followed by the presentation 

of the results of the comparison of different scenarios. 

Finally, the conclusions and future work are presented.  

2 Data-driven UHI assessment framework 

As shown in Figure 1, the methodology consists of 

three main steps, namely: (1) data collection, (2) data 

preparation, and (3) model development. For the 

completeness of this research, the three steps are 

explained briefly in this section.  

Figure 1: Overall framework [adapted from 14] 

2.1 Data collection 

The factors affecting UHI at a micro level (i.e., street 

level) can be categorized in three groups: (1) 

environmental factors, which have been described in the 

literature as uncontrollable factors [15], (2) socio-

economic factors, and (3) urban morphology factors. 

Given that socio-economic and morphology factors have 

the greatest potential to be influenced by policies and 

urban planning decisions, they are the main target of the 

data collection strategy.  

Table 2 presents the types of public data that are used 

for the development of the data-driven model. These data 

are used as the features (i.e., independent variables) of 

the data-driven model to assess the UHI effect at the 

street level. The sources from which these data were 

collected for the case of Apeldoorn are also presented in 

Table 2. In turn, the temperature variations in the city are 

used as labels (i.e., dependent variable) in the data-driven 

model and can be represented either in terms of the 

Physical Equivalent Temperature (PET) or Land Surface 

Temperature (LST). In the Netherlands, PET maps are 

widely used by the local authorities as a metric for the 

assessment of the heat stress.  

2.2 Data preparation 

Once the required data are collected, they first need 

to be processed to prepare them for the model 

development. To mine the urban features presented in 

Table 2, all features must be reduced to the street level. 

This requires the street jurisdiction to be determined first. 

This is the area surrounding the street segment from 

which all the urban features affecting the UHI can be 

assembled (e.g., building height, population, width of the 

Start Data Collection Data Preparation

Model Development End
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street, percentage of greenery, etc.). As shown in Figure 

3, the street jurisdiction was based on the average width 

of the streets plus the minimum distance between the 

fence of each building and the adjacent street. For 

example, in the case of Apeldoorn, the street jurisdiction 

is defined by a buffer size of 15 m (the blue area in Figure 

3 represents the buffer size). 

Table 2. Primary features 

Category Primary features Source 

S
o

ci
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ec
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n
o

m
ic

 

fa
ct

o
rs

 

Land use pdok, land use [16] 

Building materials Manual collection 

Population density 
WorldPop Data, 

2020 [17] 

Transportation  

(i.e., traffic flow) 
Not available 

U
rb

a
n

 m
o

rp
h

o
lo

g
y
 Building geometry 

pdok, 3D building 

[18] 

Average building 

height to street width 

ratio (H/W) 

NWB Wegen, pdok 

[19] 

Built-up density 
Computation based 

on street 

jurisdiction  

Water bodies/cool sinks 

Vegetation/green 

spaces 

Figure 2. Overview of the data preparation 

process [adapted from 14] 

Figure 2 presents an overview of the data preparation 

process. In a nutshell, all the socio-economic and urban 

morphology features were computed as follows: building, 

water, and vegetation density are calculated by taking the 

average overlapping area of each feature with the area of 

the corresponding street jurisdiction. Likewise, the 

population density and land distribution are calculated by 

projecting the administrative unit-based census data into 

geospatial gridded cell datasets and computing the 

average per street jurisdiction.  

Regarding the data preparation of building materials, 

this is done by manually assigning a material type of each 

building in the city. This process can be conducted via 

Google Earth. 

Figure 3. Average street section [images 

adapted from 20] 

2.3 Model Development 

In the model development, which is shown in Figure 

4, the datasets are firstly split into training and testing sets 

to train the regressors. For this study, Decision Tree (DT) 

is used as the principle regressor. The hyperparameters 

of the DT model are set by default. This is followed by 

an optimization process in which the minimum number 

of levels of the tree (max-depth) is selected randomly, 

while minimizing the number of features that can 

successfully boost the learning process. Once the 

performance threshold is reached, the most important 

features, with the minimum max-depth, from the best 

performing models are selected.  

3 Case studies 

As mentioned earlier, the cities of Montreal and 

Apeldoorn were selected for the study that aims to assess 

the generalizability of data-driven models. The details of 

Montreal data were explained elaborately in the previous 

work of the authors [14]. For the case of Apeldoorn, the 

labels for this case study was retrieved from the work of 

Koopmans et al. [21].  

It should be highlighted that label data of Montreal 
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was available in the form prescribed by the Jenks Natural 

Breaks Classification method [22]. In order to compare 

the two cities, PET temperature data of Apeldoorn were 

also classified using the Jenks Natural Classification 

Method. In a nutshell, this method splits the data in such 

a way that the mean standard deviation of data points in 

each category is minimized, while the standard deviation 

of distances of each data point to the means of the other 

categories is maximized. Figure 5 shows the 

classification of 2,768,169 data points into nine 

categories of PET temperatures.  

 

Figure 4. Overview of the model development [14] 

 Given the importance of the interpretability of the 

data-driven model in the context of urban climates [14], 

a DT regressor with a max-depth of 7 was implemented 

for all scenarios (to allow for the interpretability of each 

level of the DT). The other hyperparameters were 

initialized with the default configuration. The main 

primary features common to the two datasets were used 

to train the models and, subsequently, to compare their 

performance. These features are the following: building 

façade materials, predominant land use per street 

jurisdiction, population count, average building height, 

vegetation, and building densities. Each dataset was 

divided into training (75%) and testing datasets (25%). 

Overall, 7,986 vector data instances were collected, of 

which 5,578 belong to Montreal and 2,408 belong to 

Apeldoorn.  

 

 
Figure 5. PET map of Apeldoorn 

3.1 Comparison of the Models 

Five different models are developed to analyse the 

scenarios presented in Table 1. 

Table 1. Scenarios studied in this research 

Dataset 
Scenarios 

1 2 3 4 5 

Training Montreal Apeldoorn Montreal Apeldoorn Combined 

Testing Montreal Apeldoorn Apeldoorn Montreal Combined 

 

 In scenario one, the dataset consisted of 5,578 data 

instances distributed in 4,183 feature vectors for training, 

and 1,395 feature vectors for testing. The model performs 

with a Mean Absolute Percentage Error (MAPE) of 0.07, 

and an R-squared (R2) of 0.61 for the testing data sets. 

Figure 5(a) presents the overall dispersion of the 

predictions in terms of the predicted temperatures. 
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End
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(a) Scenario 1 (b) Scenario 2 

  
(c) Scenario 3 (d) Scenario 4 

 
(d) Scenario 5 

Figure 5. Model performances for different scenarios scenario 5 
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In scenario two, the training and testing datasets 

consist of 1806 and 602 instances, respectively. The 

model performs with a MAPE of 0.07 and a R2 of 0.20 

for the testing data samples. Figure 5(b) shows the 

accuracy in terms of the predicted temperatures. The 

models show a higher dispersion, not fitting very well the 

predicted values vs. the actual temperature values. On the 

other hand, for scenario three, the already trained model 

from scenario one (i.e., the Montreal model) was tested 

with the dataset from Apeldoorn. Figure 5(c) shows the 

performance of the model, with a MAPE of 0.11 and an 

R-squared of -0.75, for the testing data set. Similarly, in 

scenario four, the trained model from Apeldoorn, is 

tested with data from Montreal. Here the MAPE is 0.12 

and the R-squared is -0.22. Figure 5(d) shows the 

performance of the model.  In the last scenario, the two 

data sets (i.e., Apeldoorn and Montreal) are used together 

to train the model. The dataset consists of 7,986 instances. 

A total of 5,989 data instances were used to train the 

model (75% of the total dataset). To test the accuracy of 

the model, a sample of 1,395 data instances from 

Montreal and 602 from Apeldoorn were selected. The 

model performs with a MAPE of 0.07, and a R-squared 

of 0.60 for the testing data samples, showing better 

generalizability and improved performance compared to 

scenarios two through four. Figure 5(e) shows the 

dispersion of the model. 

4 Discussion 

From the results provided by the scenarios evaluated 

in this research, two main discussion points can be 

derived. 

(1) As presented in Table 2, scenarios one and five 

performed the best, with a MAPE of 0.07 for both models, 

and an R-squared of 0.61 and 0.60, respectively. This 

highlights the importance of diversity in the datasets. In 

the particular case of scenario one, given the very nature 

of the city of Montreal as a metropolitan city with much 

wider variety in urban morphology and socio-economic 

characteristics, the model is based on a more diverse 

dataset. Therefore, it is justified that the model performs 

better than when compared to models trained with 

smaller datasets, as in the case of scenario two. The same 

can be observed in scenario five, where the model has 

data samples from both cities, and therefore learns from 

different contexts with a good performance.  

However, when the models are faced with the 

challenge of predicting data from different urban 

environments and outside the context of the training data 

(i.e., scenarios three and four), both models perform 

poorly. In the case of the model from Montreal when 

tested on the data from Apeldoorn (i.e., scenario 3), while 

the MAPE is comparatively good (as highlighted in 

Figure 6, most of the data are in the range of 0 to 14 % 

error range); however R2 is very low. Negative R2 in 

Scenarios 3 and 4 suggests that the models perform worse 

than taking the mean temperature class value. 

Nevertheless, R2 is not always a good indicator of fitness, 

depending on the characteristics of the data [23, 24]. 

According to these studies, the performance of the model 

needs to be evaluated in the context of how well the 

predictions are made on unseen datasets, (a.k.a., 

the  predictive capacity of the model) and not only 

in  goodness of fit. Whether or not this is the case in this 

research, still needs to be investigated. The same can be 

said for scenario four, where the estimated error is 12 %. 

 

Table 2. Results from scenarios studied in this 

research 

Performance  

Metric 

Scenarios 

1 2 3 4 5 

MAPE 0.07 0.07 0.11 0.12 0.07 

R-squared 0.61 0.20 -0.75 -0.22 0.60 

(2) A very recurrent problem during this research has 

been the inconsistency of what is understood by UHI in 

different urban contexts. For instance, in the case of 

Montreal, a tailored thermal classification of hot and cold 

islands was generated. This was done by using a 

statistical model with geospatial variables generated from 

a Landsat 8 satellite image. Variables such as: (1) 

normalized difference vegetation index (NDVI), (2) the 

impermeability index, (3) the average air temperature on 

the day and in the 72 hours prior to the acquisition of the 

LST images, and (4) the average wind speed on the day 

the images were acquired for the classification [25]. In 

the case of Apeldoorn, the assessment is based on PET-

model, where it is implemented for a standardized person 

(male, 35 years old, 1.75 m tall and weighing 75 kg) for 

10 typical Dutch street configurations. In this case, the 

vegetation index (NDVI) was also included, in addition 

to the land use, Sky View Factor (SVF), and daily air 

temperatures [21]. 

Although the two heat maps assist different 

governments and urban planners in designing their 

mitigation strategies, and ways to deal with UHI in their 

own contexts, the two heat maps are not comparable, and 

thus, create a different understanding of the UHI 

phenomenon, and corresponding mitigation strategies in 

the two countries. 

The current trend in urban planning is gravitating 

towards the use of digital twins and data-driven methods. 

These technological advances provide cities with a 

unique opportunity to evaluate UHI in a systematic and 

consistent manner worldwide, at both local and global 
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scales, and therefore feeding knowledge and innovation 

from one context to another. Yet, the heterogeneous and 

inconsistent manner in which local governments and 

municipalities assess UHI hampers the application of 

data-driven methods. This is because the training dataset 

per se can have different meanings across urban 

environments. 

Figure 6. Percentage error in scenario 3, where the 

majority of the data points have  0- 15% error. 

5 Conclusion and future work 

This study evaluated the extent to which data-driven 

UHI assessment models can be generalized to different 

urban contexts by applying the previously data-driven 

UHI assessment framework proposed by the authors to 

the cities of Montreal, Canada, and Apeldoorn, the 

Netherlands, in five different scenarios.  

The results of the five scenarios show the potential of 

data-driven models to predict UHI categories with a fair 

accuracy. However, it was also highlighted that while 

each model has good prediction capabilities within the 

scope of its specific training data set, these models do not 

demonstrate good generalizability on the testing data 

from a different context (i.e., city).  

It should be mentioned that the temperature datasets 

where centered mainly in categories 5 to 8, with small 

samples from lower, and higher categories. This has 

created an imbalanced dataset. In the future, efforts are 

required to sample wider data points from all categories. 

An interesting future research would be to investigate 

the causes of variability in the behavior of UHI of 

different urban contexts. The previous work of the 

authors have considered this for the single case of 

Montreal [14]; but it is hypothesized that the important 

features that govern the behavior of UHI heavily depends 

on the urban context. In the future, the authors would like 

to expand the scope of this investigation and study the 

most dominant causes of UHI variability between 

different cities.   

Moreover, as cities continue to grow, so does the need 

for a standardized understanding of UHI at a pedestrian 

level. The presented research highlights the need to 

develop standardized methods for definition and 

measurement of UHI. The intrinsic differences in the way 

UHI is evaluated and dealt with can potentially create 

confusion about the phenomenon across the world, and 

constraint the applicability and generalizability of data-

driven approaches. 
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Abstract –
Blockchain is a disruptive technology that has 

great potential in securing BIM data immutability 

and traceability. However, integrating BIM 

management with blockchain still faces a risk of 

sensitive information leaking because blockchain is 

such a transparent network that BIM data are 

disclosed to every member. Therefore, this paper 

proposes a blockchain-encryption integrated (BEI) 

framework to protect the access of sensitive BIM data 

when collaborating in a blockchain. The proposed 

framework contains two parts. Firstly, a “greatest 

common zone” (GCZ) method is developed to 

decompose BIM models for data segregation. Besides, 

an asymmetric encryption-based method is designed 

as the access control approach. In this way, sensitive 

BIM data would be encrypted and then shared in the 

blockchain ledger, which are maintained by all 

project members. Only authorized members can 

decipher the confidential information using a private 

key. The feasibility of the conceptual framework is 

validated through an illustrative example, showing 

that the BEI framework is a promising solution in 

securing the BIM-based design process. 

Keywords – 

BIM-based design; Blockchain; Asymmetric 

encryption; Greatest common zone (GCZ) method; 

IPFS 

1 Introduction 

Building Information Modelling (BIM), a game-

changing technology that has been mainstreamed across 

the global construction industry, plays a significant role 

in design collaboration, in which BIM serves as the 

digital representation and shared knowledge resource of 

a physical building [1]. Designers can define and modify 

any design attributes in BIM and share them with the 

whole project team digitally, rather than working in 

isolation. Therefore, various BIM-based collaboration 

platforms have been developed to enable real-time and 

smooth communication, reduce the risk of rework, 

coordinate design changes, and federate models [2]. 

However, these existing platforms have a centralized 

system architecture, suffering a high cybersecurity risk of 

data manipulation [3]. For example, malicious insiders 

with authorized access have the motivation and 

opportunity to unwittingly modify design records or BIM 

models to run away from responsibilities. As a result, the 

project team cannot secure data integrity, traceability, 

and accountability.  

Blockchain is a promising solution in keeping data 

security by integrating technologies including peer-to-

peer (P2P) networks, decentralized data storage, and 

consensus mechanism [4]. Information shared in a 

blockchain network would be synchronized to every 

peers’ local database (i.e., blockchain ledger) to avoid 

unilateral data manipulation [5]. Recent research efforts 

presented the feasibility and benefits of integrating 

blockchain into construction processes to accelerate 

collaboration. Initial explorations in construction interim 

payment [6], supply chain management [7], and on-site 

quality management [8] highlighted that blockchain 

could address some key concerns hindering collaboration. 

The Winfield-Rock report [9] indicated that blockchain 

could provide a secure and collaborative environment for 

BIM processes by emphasizing network security and data 

traceability. 

Very few studies have investigated methods to 

facilitate access control methods in blockchain-based 

BIM design collaboration. Blockchain is a transparent 

network, and every member could access design data in 

his local blockchain ledger without any limitation, 

leading to data breaches and compromising intellectual 

property and commercial secrets. The latest ISO 19650-

5: 2020 [10] standers have pointed out that controlling 

unauthorized access to information that can be 

confidential or sensitive is one of the primary tasks in 
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BIM-based collaboration. Traditional access control 

approaches like log in control or table lock for centralized 

databases are not suitable for blockchain due to its special 

chained data structure and distributed data storage 

manner. In a blockchain ledger, data are placed in 

different blocks, preventing setting access control to 

every block. because there would be thousands of blocks 

in a ledger and not each block contains sensitive data. 

Besides, distributed data storage makes synchronously 

managing access control to multiple peers’ repositories 

difficult [11]. 

Thus, this paper proposes a conceptual blockchain-

encryption integrated (BEI) framework to protect 

sensitive BIM data access. In this framework, a “greatest 

common zone” (GCZ) method is designed to decompose 

BIM models into sensitive and non-sensitive components 

for data segregation. Besides, an asymmetric encryption-

based method is designed in the BEI framework to enable 

sensitive data access control. In this way, the proposed 

BEI framework ensures design data integrity using 

blockchain, while keeping sensitive data confidentiality 

using asymmetric encryption. Finally, the conceptual 

BEI framework is deployed in an illustrative design 

example to validate its feasibility. 

2 Blockchain in Construction 

Blockchain, known as a distributed ledger technology 

(DLT), is the underlying technology of Bitcoin [11]. 

Figure 1 shows the blockchain structure. Blockchain is a 

peer-to-peer network where no central servers control the 

network. Every peer in blockchain network maintains an 

identical copy of data (i.e., blockchain ledger). Each 

block is chained with the previous one via a hash, an 

irreversible value based on the content of the previous 

block. Any slight modification on block data would 

dramatically change the hash value of block, leading to 

invalidation of the entire chain [12].  

Figure 1. Blockchain structure 

Blockchain is a disruptive technology to create a 

trusted and secure environment in the construction 

industry. Li et al. [13] reviewed potential blockchain 

applications in the built environment, revealing its 

potential to promote efficiencies and drive digital 

transformation in construction. Nawari and Ravindran 

[14] proposed a blockchain-based framework and applied

it in post-disaster recovery. Wang et al. [7] introduced

blockchain in construction supply chain management, 

within which a blockchain framework and a smart 

contract algorithm were developed to ensure data 

traceability. Sheng et al. [8] investigated blockchain 

employment in on-site construction quality management. 

Das et al. [6] designed a blockchain-based interim 

payment system to protect payment records and execute 

payment automatically. However, very few studies have 

developed methods to facilitate sensitive BIM data 

access control in the blockchain environment. 

Blockchain is inherently unsuitable for storing large-

sized files like BIM models, which may cause high 

latency and network congestion. Thus, an interplanetary 

file system (IPFS) [15] is integrated with blockchain to 

solve such problems. IPFS is a peer-to-peer, 

decentralized data storage system where every peer 

connecting to IPFS is a “file server”. When a file is 

uploaded to IPFS, a cryptographic hash value named 

content identifier (CID) is generated based on the file 

content. This value is authenticity proof and a “hyperlink” 

of the file. It should be noted that the files are still stored 

in providers’ local database, and only people who have 

corresponding CIDs could access files. Thus, several 

studies have designed an integrated method that large-

sized data are placed in the IPFS, while CIDs are 

distributed in the blockchain to enable data traceability 

[16]. However, very few studies have developed methods 

to facilitate sensitive BIM data access control in the 

blockchain environment, posing a high risk of sensitive 

data leaking. 

3 Conceptual BEI Framework 

This paper proposes a conceptual blockchain-

encryption integrated (BEI) framework (Figure 2), whose 

scientific contribution lies on two parts: (1) proposing a 

“greatest common zone” (GCZ) to decompose BIM 

model for data segregation and (2) developing an 

asymmetric encryption-based method for sensitive BIM 

data access control. Section 3.1 introduces the GCZ 

method, and the development of access control method is 

in Section 3.2.  
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Figure 2. Conceptual BEI framework  

3.1 GCZ Method for BIM Model 

Decomposing 

A GCZ method is designed to decompose BIM 

models into sensitive and non-sensitive (public) BIM 

components to facilitate data segregation. The basic idea 

of GCZ is to remove sensitive zones (e.g., the layout of 

zones) in a BIM model and pass the remaining non-

sensitive components to members who have no rights to 

access sensitive zones. Components contain sensitive 

zones are only shared with authorized members. The 

decomposing process involves two steps. Firstly, for each 

zone in each component, members who can access the 

zone are selected. Then, GCZ reserves the common zones 

that they all can access in this component. 

For example, Figure 3 shows a BIM model example 

containing multiple sensitive zones (i.e., zone 1, 2, 3) and 

a non-sensitive zone (i.e., zone 4). Table 1 displays the 

zone access metric where ARCH 1 (design leader in 

architecture team), STRUCT 1 (design leader in structure 

team), and CLIENT 1 (leader client) can access all zones, 

ARCH 2 (an architecture design helper) can only access 

zone 2 and 4, STRUCT 2 (a structure design helper) can 

only access zone 4, and Client 2 can only access zone 1,2 

and 4. Figure 4 shows the model decomposing process 

using the proposed GCZ method. Project members who 

can access zone 1 can also access zone 2 and 4. Thus, in 

BIM component 1, zone 3 is removed while zone 1, zone 

2, and zone 4 are kept. Similarly, people who can access 

zone model 2 can also access zone 4. So, component 2 

contains both zone 2 and zone 4. It should be noted that 

component 1 model is only used for zone 1 coordination, 

and so as the remaining component models. For example, 

when there are design changes in zone 1, design team 

would update component 1 and share it with other 

disciplines. 

Figure 5 shows the results of decomposing BIM 

models, including a root BIM model and BIM 

components. Three benefits are summarized as: (1) GCZ 

facilitates BIM data segregation, (2) GCZ is practical, 

efficient, and easy to handle, and (3) GCZ helps to reduce 

unnecessary work of removing zones (e.g., we don’t need 

to remove zone 2 and 4 in zone model 1). 

 

Figure 3: BIM model example with multiple 

sensitive zones 

Table 1: Zone access metric 

 Zone 1 Zone 2 Zone 3 Zone 4 

ARCH 1 √ √ √ √ 

ARCH 2 × √ × √ 

STRUCT 1 √ √ √ √ 

STRUCT 2 × × × √ 

CLIENT 1 √ √ √ √ 

CLIENT 2 √ √ × √ 
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Figure 4: Model decomposing process using GCZ 

method 

 

Figure 5: BIM model decomposing results 

3.2 Asymmetric Encryption-based Method 

for Access Control 

As every peer could see any shared transaction in the 

blockchain network; thus, this paper integrates 

asymmetric encryption protocol with blockchain to 

facilitate sensitive BIM data access control. Asymmetric 

encryption is a cryptographic protocol that encrypts and 

decrypts data using two separate keys: a public key and a 

private key. The public key is known to others, while the 

private key is kept secretly. Any person can encrypt a 

message using the receiver’s public key, and that 

encrypted message can only be decrypted with the 

receiver’s private key. 

Figure 6 shows the access control method. In Figure 

6, designers would store BIM components in the IPFS 

network in Step 1. Before sharing CIDs to blockchain 

network, the designer would first check if this is a CID 

for a sensitive component. If no, the CID would be 

directly distributed to other disciplines in the blockchain 

network through proposing a transaction (Step 2). 

Otherwise, the CID would be encrypted using public 

keys of authorized receivers (Step 3) and then shared in 

blockchain (Step 4). In Step 5, design information (e.g., 

CID or encrypted CID) would be synchronized to every 

member’s local blockchain ledger as a design record. 

Subsequently, any member who wants to access a BIM 

component for design coordination could download it 

using CID he receives (Step 6). As for the encrypted CID, 

he could decipher it (Step 7) using a private key and 

download the component from IPFS (Step 8) if he is an 

authorized member of this component.  
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Figure 6. Asymmetric encryption-based method 
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for access control in blockchain 

4 Illustrative Example  

4.1 Prerequisites 

A private blockchain platform, Hyperledger Fabric 

[17], is configured with three organizations (i.e., 

architecture team, structure team, and client). Besides, an 

IPFS desktop is set up for storing BIM components. The 

RSA (Rivest–Shamir–Adleman) [18], an asymmetric 

encryption protocol that is widely used for secure data 

transmission, is selected in this example.  

4.2 Validation Process 

Step 1: decomposing BIM model. As mentioned in 

previous sections, it is the very first step to partition BIM 

data into sensitive and non-sensitive part. The illustrative 

example utilizes the components and access requirements 

that are defined in Section 3.1. Figure 7 shows the BIM 

models and components. A root BIM model with three 

sensitive zones is decomposed into four BIM 

components. Components 1, 2 and 3 are sensitive for they 

contain sensitive zones. The remaining component 4 is 

non-sensitive. Figure 8 shows the blockchain 

configuration and BIM data storage in the IPFS. 

 

Figure 7. BIM model decomposing process in 

illustrative example 

 

Figure 8. Blockchain configuration and IPFS data 

storage 

Step 2: collaborating on a non-sensitive component. 

ARCH 1 uploads component 4 (non-sensitive component) 

to IPFS and gets its CID. This is followed by proposing 

a transaction (Figure 9 (a)) in blockchain to share 

component CID. As this component is non-sensitive, 

there is no encrypted CID (ECID) in the transaction. 

Figure 9 (b) shows that the transaction has been 

successfully shared. Figure 9 (c) shows that a block has 

been generated in the blockchain network. 

Step 3: collaborating on a sensitive component. To 

share a sensitive model (e.g., component 3), ARCH 1 

would encrypt its CID using authorized receivers’ public 

keys and proposes a new transaction. Thus, in Figure 10 

(a), the CID is encrypted to two ECID for CLIENT 1 and 

STRUCT 1, respectively. Figure 10 (b) shows that the 

transaction has been successfully shared in blockchain 

network. Everyone can check the encrypted CID of 

component 3 in their blockchain ledger. However, only 

the right receivers can decipher the encrypted CID and 

download component 3. Figure 10 (c) shows a new block 

has been generated and chained to the previous one.  
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Figure 9. Results of sharing non-sensitive 

component in blockchain 

 

Figure 10. Results of sharing sensitive component 

in blockchain 

5 Conclusion  

This study proposes a blockchain-encrypted integrated 

conceptual framework for a secure BIM-based design 

process. The main scientific contributions are 

summarized as this study developed a GCZ decomposing 

method to enable BIM data segregation. Besides, a 

blockchain-encryption integrated solution is designed to 

protect BIM data immutability and data confidentiality. 

The illustrative example section validates the feasibility 

BEI framework. However, this framework is an initial 

exploration of blockchain application in the construction 

industry. Potential future work includes (1) integrating 

technologies such as machine learning to automatically 

decompose BIM models and (2) implementing the 

framework in an actual project to evaluate its 

performance on network latency and throughput. 
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Abstract  

Wastewater treatment plants (WWTPs) are a type of 

critical civil infrastructure that play an integral role in 

maintaining the standard of living and protecting the 

environment. The sustainable operation of WWTPs 

requires maintaining the optimal performance of their 

critical assets (e.g., pumps) at minimum cost. Effective 

maintenance of critical assets in WWTPs is essential to 

ensure efficient and uninterrupted treatment services, 

while ineffective maintenance strategies can incur high 

costs and catastrophic incidents. Predictive maintenance 

(PdM) is an emerging facility maintenance technique that 

predicts the performance of critical equipment based on 

condition monitoring data and thus estimates when 

maintenance should be performed. PdM has been proven 

effective in optimising the maintenance of individual 

equipment, but its potential in predicting system-level 

maintenance demands is yet to be explored. This study 

proposes a digital twin framework to extend the scope of 

PdM by leveraging Building Information Modelling and 

Deep Learning.  

Keywords  

Digital twin, Building information modelling, Deep 

learning, Predictive maintenance, Wastewater treatment 

plants 

1 Introduction 

Wastewater treatment plants (WWTPs) are a critical 

civil infrastructure, which plays an important role in 

protecting the environment and public health by reducing 

wastewater pollutant loads discharged into waterways [1]. 

However, the successful operation of WWTPs relies on 

the effective maintenance of critical assets to ensure 

efficient and uninterrupted treatment [2]. Among the 

critical assets in WWTPs, pumping facilities account for 

25% of total energy consumption and 10% of total 

operating costs [3]. In addition to WWTPs, pumps are 

integral assets in many other industries, such as the 

petrochemical [4], [5], mining [6] and building sectors 

[7]. 

Operating nearly continuously in WWTPs, pumps are 

subjected to severe degradation. Adopting effective 

maintenance approaches can ensure their performance 

quality [8], energy efficiency [9], and reliability [10]. 

Predictive maintenance (PdM) is regarded as a promising 

method to address these issues through continuous 

monitoring of the asset’s condition. PdM assesses the 

asset performance and predicts the asset’s future 

variations in performance and failures. PdM has started 

to gain significant attention in research and industry 

recently due to the advances in the Internet of Things 

(IoT) and machine learning. PdM offers the opportunity 

to reduce the energy consumption of poor-performing 

pumps and the cost of maintenance in WWTPs, where 

this approach has not been applied. Despite successful 

and wide applications of PdM in the manufacturing and 

oil and gas industries, PdM practices are yet to be 

leveraged in the building and civil infrastructure sector 

[11]. Furthermore, the current PdM of pumping assets 

still requires extensive expert knowledge, which not only 

is a barrier to automating the PdM process but may also 

lead to human errors stemming from operators’ 

subjective influence. This study critically reviews 

emerging technologies under the Digital Twin (DT) 

paradigm and investigates their potentials and challenges 

in integrating with the current PdM practices of pumps in 

civil infrastructure. The remainder of this paper is 

organised as follows: Section 2 reviews the literature in 

Building Information Modelling (BIM) and Deep 

Learning (DL) in the context of asset maintenance with a 

focus on pumping facilities. Section 3 analyses the 

findings from the review and propose a DL-enabled PdM 

framework, followed by the conclusion in Section 4. 

2 Literature review 

2.1 DT frameworks for pumps maintenance 

A digital twin is a virtual representation of real-world 

entities and processes, synchronised at a specified 

frequency and fidelity [12]. Collecting data from the 

physical system, a DT aims to replicate the behaviour of 

the system to offer insights into the condition and 

performance of the system. A DT generally consists of 

five components: 1) the physical asset, which refers to 

the facilities whose behaviour is planned to be modelled 
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based on the data collected; 2) IoT to communicate the 

generated data from the physical asset; 3) Aggregation of 

data, which refers to data management and storage in a 

data repository; 4) Analytics, which conducts data 

analysis and generates information for enhancing the 

decision-making process; and 5) Actuators, which return 

the modified decisions to the physical object to reflect the 

latest strategy of the system. 

A DT promises to predict system behaviour using 

real-time condition monitoring [13]. Fault diagnosis is 

transformed from a data analysis practice to an 

immersive and context-relevant platform. A DT is 

capable of enhancing the PdM of pumping facilities by 

adding context-awareness to the predictions, which 

allows automated and accurate decisions. Despite the 

extended application of DT in recent years, only a few 

studies were found relevant to the application of DTs in 

PdM of pumping facilities. For example, Cheng et al. 

proposed a DT for predicting the condition of mechanical, 

electrical, and plumbing (MEP) components [11]. The 

proposed DT consisted of 1) BIM for integrating the 

facility maintenance information and IoT data, 2) 

Machine learning for analysing the information and 

predicting the asset condition. It should be noted that 

although the term DT was not explicitly used in their 

research, their framework’s components complied with 

the framework of a DT. Lu et al. proposed a DT 

framework to facilitate anomaly detection of pumping 

facilities using machine learning methods [14]. They 

extended industrial foundation classes (IFC) entities and 

attributes to accommodate the datasets from different 

sources, such as asset management systems, space 

management systems, and building management systems. 

The data were further analysed for anomaly detection 

using machine learning methods. These studies 

demonstrated the use cases of a DT for pumping facilities. 

It should be noted that the proposed DT in these studies 

was only limited to anomaly detection of asset conditions 

and did not include more sophisticated fault diagnosis, 

such as severity classification.  

2.2 BIM for pumping facilities maintenance 

BIM is used for the management, integration, 

exchange and visualisation of data with the intent of 

facilitating effective collaboration of different 

stakeholders during different phases of a construction 

project [15]. In the BIM environment, data 

interoperability plays an important role in managing and 

exchanging data in complex projects. To address this 

issue, IFC and Construction Operation Building 

information exchange (COBie) were employed to 

enhance data exchange and interoperability in asset 

management applications [16]. IFC is a non-proprietary 

exchange format of building information between 

architecture, engineering & construction software [17]. 

COBie captures and delivers the required information in 

a BIM model to facility management systems [18].  

Although BIM is well-established in the building 

sector, its application to facility maintenance and civil 

infrastructure is still developing [19]. Chen et al. 

proposed a BIM-based facility maintenance framework 

for data integration and automatic scheduling of facility 

maintenance work orders [20]. In their proposed 

framework, they leveraged the BIM capability to 

visualise building facility components and employed IFC 

to map the data between BIM and facility management 

systems. Furthermore, BIM is expected to be a 

comprehensive database, capturing essential information 

of all building components, which can be efficiently 

retrieved in a BIM environment. Cheng et al. employed 

this feature of BIM for managing condition monitoring 

data of the MEP system in an academic building [11]. 

They showed that, in addition to interoperability 

enhancement, BIM could visualise real-time sensor data 

and analysis result. Finally, they used the proposed 

framework for evaluating the condition of the facilities at 

present and in the future, whereby the work orders were 

rescheduled dynamically.  

2.3 DL for pumping facilities maintenance 

Significant advances in IoT and Information and 

Communication Technology (ICT) have enhanced the 

quantity and quality of data collection. This has been an 

essential step towards using machine learning models in 

PdM of pumping facilities [21]. However, traditional 

machine learning methods are not fully capable of 

analysing big data (i.e., large volume, velocity, variety, 

and veracity) due to shallow architecture, which is a 

barrier to learn complex data scenarios [22]. On the other 

hand, contemporary methods such as DL are capable of 

accommodating and analysing big data scenarios. DL 

algorithms are constructed by deep hierarchical 

architectures of neural networks, which are able to 

incorporate feature selection and feature extraction in 

neural network classifiers [21]. This approach eliminates 

the need for separate pre-processing,  reduces operators’ 

subjective influence and experience requirement. 

Applications of DL methods in pumping facilities are 

discussed in this section. According to our literature 

review, the use of DL in PdM of pumping facilities is in 

the primary stage of development, which dates back to 

2015, when Zhu et al. employed the Stacked 

AutoEncoders (SAE) method for diagnosing faults in the 

cylinder, valve plate, ball bearings, and piston of an axial 

piston pump [23]. They showed that even in small data 

scenario problems, DL outperformed traditional methods 

such as support vector machine (SVM) and 

backpropagation neural networks (BPNNs). Another DL 

method that has been employed for fault diagnosis of 

pumping facilities is Convolutional Neural Networks 
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(CNNs). CNN focuses on shifts in different properties of 

data sets, which can accelerate the convergence rate and 

reduces overfitting in training and validation stages [21]. 

CNN is a promising method for image and it has been 

recently shown that it performs robustly in processing 

time-series data as well. Wen et al. illustrated that this 

method outperformed SAE, SVM, and BPNNs in 

processing time-series data when the data is converted to 

2-dimensional images [22]. They employed the CNN 

method for diagnosing six types of fault in an axial piston 

pump and a self-priming centrifugal pump, using 

vibration signals with a 10 kHz sampling frequency. 

3 A DT framework for PdM of pumps in 

WWTPs 

With recent advances in machine learning and 

information modelling technologies, it becomes possible 

to enhance the PdM and sustainability of critical facilities 

in civil infrastructures. Based on the literature review of 

the applications of DL and BIM in DT, this section 

presents the challenges and opportunities in a DT 

framework that incorporates BIM and DL for improving 

the PdM of pumping facilities.  

3.1 Data management 

An effective DT system is expected to facilitate 

context-aware decision-making in the pumping facilities 

of complex infrastructure such as WWTPs. However, 

designing and deploying a DT system for such complex 

infrastructure is not straightforward, as the unique 

operation and maintenance requirements need to be 

incorporated. Data management is a critical step in a DT 

system, particularly with the recent development of IoT 

and ICT, which significantly increased the quality and 

quantity of data that describes the performance and 

condition of assets. BIM is a promising data management 

technology, having a high potential for managing big 

data and being integrated with the DT framework [24]. 

BIM has been mainly employed in the architecture, 

engineering and construction (AEC) industry to integrate 

the data and formulate parallel offline and online 

simulations for structural integrity, energy, safety, human 

comfort and well-being [25]. However, the BIM 

application in WWTPs is expected to be with the intent 

of integrating sensor data, maintenance management data 

and wastewater treatment process data for the 

corresponding simulations and optimisations in WWTPs. 

In order to employ BIM in WWTPs successfully, the IoT 

network data and the computerised maintenance 

management systems (CMMS) data must be integrated 

within the BIM environment. The IFC schema facilitates 

the integration of IoT data with the BIM environment, 

whereby  BIM would be able to visualise the 

corresponding entities and attributes of WWTPs’ 

facilities, particularly pumps.  

3.2 Simulation and optimisation 

Simulation and optimisation are critical components 

of a DT in different applications such as the AEC 

industry [26], smart cities [27] and manufacturing [28]. 

Similar to the AEC industry, the WWTP’s applications 

of DT are expected to incorporate simulation and 

optimisation as critical components. However, the 

simulation methods and optimisation aims of these 

components differ significantly in WWTPs. For example, 

in the application of DT in infrastructure such as bridges 

[26], finite-element analyses are the core of the 

simulations to investigate the structural integrity of the 

infrastructure. Nevertheless, in WWTPs applications, it 

is expected that a DT supports multiple simulations such 

as facilities performance simulation and wastewater 

treatment process simulation. Furthermore, the 

optimisation in WWTPs focuses on environmental 

aspects such as carbon emission, energy conservation and 

water quality. Aggregation and integration of the results 

obtained from the multiple simulations in WWTPs for 

automating the system-level decision-making can be 

regarded as one of the prospective challenges in this field.  

3.3 System architecture 

Integrating BIM and DL in the DT framework can 

potentially provide significant opportunities in the PdM 

of critical pumping facilities in complex environments 

such as WWTPs. To guide future research works in this 

direction, this study presents a DT framework that 

incorporates BIM and DL with the intent of 

implementing PdM practices of pumping facilities in 

WWTPs. As shown in Figure 1, the proposed framework 

consists of three major components, namely physical 

asset, digital twin, and decision making. In this 

framework, the pumping system acts as a physical asset. 

Sensors act as IoT for conveying real-time condition 

monitoring data. The DT comprises the data/model 

integration layer and analytics layer. The data/model 

layer collects the pumping facilities data from the IoT 

system and CMMS database, then integrates the collected 

data in the BIM environment via IFC and COBie. In the 

next step, the data is employed to conduct the data 

analytics, with the intent of providing an insight into 

current and prospective conditions of pumping facilities.  
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Figure 1. Proposed DT-enabled pumps maintenance framework in WWTPs 

 

 

Figure 2. Illustration of data/model integration layer for big data management 

 

Figure 2 illustrates how pump condition data and 

maintenance information are acquired and integrated into 

a BIM model using IFC, COBie and Revit’s Application 

Programming Interface (API). Pump condition data can 

be collected by sensors in real-time or by querying a 

database, while pump maintenance information, 

including maintenance requests, inspection records, and 

work orders can be retrieved from the CMMS. In the 

proposed framework, sensor data are integrated into the 

BIM model, by developing corresponding IFC entities. 

The CMMS data was mapped into the BIM model by 

leveraging COBie. In this architecture, DL serves a 

functional role in the analytics layer, where the integrated 

data from the BIM model are employed to detect faults 

and predict the future performance of pumping facilities. 

Next, leveraging the high visualisation capabilities of 

BIM, the results of the simulations above are delivered to 

managers to make context-aware decisions for ongoing 

and future maintenance of pumping facilities. 

This proposed framework is expected to address the 
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technical challenges in the current PdM of pumping 

assets in WWTPs. However, the following potential 

issues should also be noted in the implementation of such 

a framework:  

• WWPTs are operated by multiple teams from 

different backgrounds, such as mechanical 

engineers, process engineers, and chemical 

engineers, who utilise different software for their 

analyses. Teaching staff how to maximise 

collaboration via using the developed BIM and 

DL-based applications under the paradigm of DT 

can be challenging. Leveraging augmented 

reality can be helpful to address this challenge 

since WWTPs are a very critical infrastructure, 

and trial and error strategies on real-world plants 

can compromise the efficiency of the plant.  

• The vast majority of WWTPs have already been 

constructed decades ago and deploying multiple 

sensors to the constructed facilities might be 

time-consuming, cost-intensive and technically 

difficult. To address these challenges,  it is 

essential to develop DL methods performing well 

with the sensors available in WWTPs.  

• Moving toward automation of asset maintenance 

and treatment processes in WWTPs, cyber 

security might be raised as another challenge. 

Therefore, relevant risk assessments should be 

carried out before the implementation of the DT 

framework to construct proper risk mitigation 

strategies. 

4 Conclusions and Future Work 

This paper presents a review of emerging 

technologies including Building Information Modelling 

(BIM) and Deep Learning (DL) under the Digital Twin 

(DT) paradigm for their potentials and challenges in 

strengthening PdM practices of pumps in civil 

infrastructure. Based on the review, this Hoppe study 

envisions a digital twin framework with the aim to extend 

the effectiveness of PdM in WWTPs. It was shown that 

in order to enhance data interoperability and 

collaboration in WWTPs, it is indispensable to expand 

the data schemas (e.g., IFC and COBie) that link different 

operation databases and platforms. It was also shown that 

DL could offer significant opportunities, such as 

enhancement of automation and precision in PdM of 

pumping assets. Implementing such a framework has the 

potential to improve sustainability and facilitate informed 

decision making in the operation and maintenance of 

WWTPs.  
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Abstract 

Interoperability is an ever-present challenge for the 

construction industry despite the intensive research 

and standardisation efforts, including Building 

Information Modelling (BIM), and Common Data 

Environments (CDEs). This paper presents the 

BIMERR Interoperability Framework (BIF), a 

cloud-based platform aiming to facilitate seamless 

data integration, leveraging flexible ontology and 

data model management capabilities combined with 

flexible querying and retrieval mechanisms, to allow 

secure collaboration of legacy systems and cutting-

edge applications in construction projects. The 

design principles of the BIF and interactions of any 

construction tech application with the BIF are 

elaborated while the perspectives opened up through 

the demonstration activities in the construction 

sector summarize this work.  
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1 Introduction 

From the collaboration between relatives from the 

same family towards a common goal in the stone age [1], 

up to the cooperation of highly specialised teams in the 

construction field that reaches the modern era, 

communication, trust and information act as core 

enablers that would allow the production of  material 

goods, services and infrastructure as a sum of collective 

intelligence and the division of labour [2]. 

Contemporary digital technology however, replaced the 

old school, and heavily human-dependent tools of 

information capturing, such as drawing boards and 

paper documentation, with powerful software products 

featuring automation capabilities, that in contrast to 

their predecessors, were found to be unable to converse 

in a mutually comprehensible language, thus resulting in 

data fragmentation [3] and creating the so-called 

“islands of information” [4]. 

In general, interoperability can be defined as the 

“ability of two or more systems or components to 

exchange information and to use the information that 

has been exchanged” [5]. Interoperability aims to bridge 

these isolated islands and has been widely studied in the 

field of construction within the previous 30 years with 

ever-evolving shifts in the point of view that led to the 

emergence of the research-intense topic of Building 

Information Modelling (BIM) and the conception of 

new paradigms for the construction of the future [6]. 

However, the industry still struggles with the adoption 

of BIM and the efficient management of the resulting 

information overload by organisations that are rendered 

in a state described as ‘drowning in data’ [7].  

In this context, this paper aims to present the 

BIMERR Interoperability Framework (BIF), a cloud-

based platform developed within the EU-funded project 

BIMERR [8]. The BIF is built on the principles of 

interoperability and standardisation, aiming to lay at the 

core of IT systems that integrate a multitude of 

construction tech tools requiring the communication of 

heterogeneous data for optimal collaboration, and 

embracing the centralised data exchange paradigm 

proposed by Common Data Environments (CDEs) [9], 

by actively supporting extensible semantic modelling, 

mapping and linking capabilities accompanied by 

flexible querying and reasoning functionalities. In 

Chapter 2, the paper studies interoperability in the AEC 

sector through a brief literature overview of three core 

concepts: BIM, Standardisation and CDEs. This study 

acts as the basis to extract the principles that underlie 

the design of BIF and are presented in Chapter 3. 

Following, Chapter 4 outlines the interactions foreseen 

in the context of BIF in the form of use cases, 

highlighting the envisioned flow of actions and the 

added value brought by BIF to the every-day data 

exchanges that take place among stakeholders and 
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applications in AEC projects. Finally, the paper 

concludes in Chapter 5 with a summary of the presented 

BIF framework and the upcoming demonstration 

activities for the validation and testing of the proposed 

solution in real-life conditions.  

2 Literature Review 

2.1 BIM 

Building Information Modeling (BIM) is an 

information-based representation of a built asset for 

effective data management throughout its entire 

lifecycle, that is supported by a set of processes, roles, 

policies and technologies [10]. As per [11], BIM is the 

“use of a shared digital representation of a built asset to 

facilitate design, construction and operation processes to 

form a reliable basis for decisions”, thus spanning over 

several phases of the project, from conception and 

design, up to the maintenance and demolition of the 

built asset and facilitating collaboration and decision-

making by diverse teams. To allow for informed 

decisions, BIM is not limited to the physical 

construction or to the inclusion of the temporal factor, 

but shall encapsulate other aspects such as safety, costs, 

resources, graphs etc. The multi-dimensional BIM 

paradigm (nD BIM) [12] has emerged to encompass the 

various modeling dimensions, without however having 

reached a clear consensus on the succession of 

dimension spaces and the individual dimensions per se 

[6]. According to the BIM dictionary [13], 3D BIM 

corresponds to the geometrical representation of the 

built asset, 4D BIM extends the geometrical 

representation with the addition of time, and the 

dimensions go up to the 5D BIM that also incorporates 

the cost parameter. The inclusion of additional 

parameters to the building modeling, has expanded the 

application areas of BIM in construction, with use cases 

in scheduling, construction simulation, construction 

logistics, site monitoring, clash detection, safety 

management, visual communication, cost estimation, 

quality control and more [6]. At the same time, 

Construction Tech systems that incorporate BIM can be 

categorized under the following four types: Design and 

construction management tools, BIM-to-field (i.e., tools 

realizing designs in the actual field), Robotic 

applications, field-to-BIM tools (i.e. tools capturing data 

from the fields and updating the BIM) [14]. The 

exponential growth of construction project data, 

resulting from the adoption of BIM  - voluntarily to 

achieve better collaboration or a market edge, or after 

governmental [15] - and spawning for the multitude of 

available BIM solutions, is not by default beneficial, as 

it has led organisations to a state of ‘drowning in 

data’[7], while the fragmentation of the data models 

used in the various project phases and by the various 

software lead to generic, incomplete 3D BIM 

representations, with little value for the post-

construction phases [6]. Whereas BIM has been 

recognized as the most efficient concept in the AEC 

towards effective information management [16], it 

needs to adapt to the changing landscape of construction 

IT that calls for intersection with the domains of IoT 

and AI, that is now not possible due to incompatibility 

of legacy formats with the semantic web. A proposed 

solution towards this end is the Digital Twin paradigm 

[6]. 

One of the challenges that emerge from the variety 

of BIM-related software is that not all participants 

within a project use the same BIM solutions. 

ClosedBIM environments dictate the use of the same 

software (or even the exact same software version) by 

all key stakeholders. Such environments can be 

restrictive, as they require familiarity with specific tools 

and vendors, and hinder true interoperability. On the 

contrary, the approach of OpenBIM platforms is based 

on non-proprietary, neutral file formats, and the use of 

open standards, to allow seamless exchange of 

information regardless of the selected authoring 

solutions [17]. 

2.2 Standardisation 

Integration of construction IT with emerging digital 

technologies such as the semantic web, cloud computing 

and IoT open new technical means of collaboration [16], 

while at the same time emphasizes the inefficiency of 

traditional import/export functionalities to serve the data 

exchange requirements between an overwhelming 

number of Construction Tech tools and platforms aimed 

at different stages of a project’s lifecycle [6]. 

Standardization of data exchange is a core feature 

towards supporting semantic and technical 

interoperability and has been extensively studied as an 

enabler against data silos and fragmentation.  

The first standardization attempts for the 

construction industry can be traced back to the late 

1980s with the conception of the ISO STEP standards 

for the integration of computer-aided design (CAD) and 

computer-aided engineering (CAE) software [18] 

defining specific information exchange mechanisms and 

EXPRESS as the common descriptive language and 

establishing a standard implementation method with the 

STEP format [16]. Efforts for the further development 

of the ISO-STEP standardization have been shifted in 

the early 2000s towards the specification of the open, 

object-oriented and industry-led Industry Foundation 

Classes (IFC) for building assets and infrastructure 

representation [19]. Since the first registration of the 

IFC with ISO in 2013, it continues evolving to cover 

needs raising from practice and to incorporate the latest 

95



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

advancements in the IT and constructions. Standard 

Model View Definitions (MVD) are subsets of the 

complete IFC schema, developed to narrow down the 

otherwise large and complex IFC schema for specific 

applications of interest, using the Information Delivery 

Manual (IDM) [20] as a standardized method for 

specifications definition. More recently, the integration 

of linked data and ontologies is seen as a possible way 

to address the rather static nature of classic IFC that 

does not allow dynamic model modifications [6], 

resulting in developments such as the ifc-OWL [21][22], 

an ontology representation that offers a more flexible 

basis for interoperability [23]. Construction Operations 

Building Information Exchange (COBie) is a non-

proprietary data format standard for the collaborative 

collection of a construction project’s information in 

defined project stages, allowing communication among 

teams and the handover of complete documentation by 

the project’s end to the client [24]. It is oriented towards 

capturing asset data without their geometrical 

characteristics and is the designated format for non-

geometric information exchanges in open data formats 

according to the UK National Annex within [25]. Other 

ontologies in the domain include the BIM Shared 

Ontology (BIMSO), CBim, cityGML, SEMANCO, 

SAREF, DogOnt, ThinkHome, SEAS, IC-PRO-Onto 

[26]. 

Despite the wide adoption by OpenBIM solutions, of 

the IFC standard for built asset representation, and 

COBie for BIM information exchange and management 

[27], true interoperability is a challenge that can be view 

under the ‘interoperability aims’(access data, re-use data, 

check data, retrieve data, link data, combine data, 

combine data hubs) that should be served through the 

communication of systems.  

2.3 CDEs 

Common Data Environments are technology 

solutions that enable collaborative working in the AEC 

sector [9]. The term CDE was initially conceived in the 

code of practice BS1192-2007 for collaborative 

information production and management in the AEC 

and was part of the PAS 1192-2 specification [28], that 

were later both superseded by BS EN ISO 19650 [11], 

and refers to systems that serve as a single source of 

information, responsible for the collection, management 

and dissemination of documentation, graphical models 

and non-graphical data (i.e. including both BIM and 

conventional data) among teams involved in a project to 

avoid duplications, erroneous data and unavailability of 

the latest information.  

Towards this end, CDEs deliver a mix of services to 

their users, with core features including: file publication, 

document management, data security, search capability, 

reporting/dashboarding, information viewing, mobile 

and field support, integration potential [9]. From the 

perspective of technical interoperability, CDEs fulfill 

what they promise through cloud and web-based 

technologies, as for example with the implementation of 

REST APIs in place of traditional direct file-based 

exchange [29], while from a semantic scope the 

adoption of open data formats and federated data 

models is key for the seamless collection and reuse of  

data authored in different tools and formats. Except for 

semantic and technical interoperability, CDEs need to 

address key challenges touching upon legal and 

organizational aspects. More specifically, a CDE shall 

handle issues concerning among others, data security 

[30], data ownership and copyright [31], data 

sovereignty [32], data privacy [33] and more. 

In correspondence to the closed versus open BIM 

approach, CDEs have evolved in a similar way. This has 

led either to the development of closedCDE solutions 

offering high levels of interoperability between tools of 

the same suite, based on proprietary formats and 

specifications, while excluding competitive or open 

solutions, or to openCDE tools that follow the openBIM 

guidelines for vendor-neutral interoperability. Ongoing 

efforts are also directed towards the specification of 

openCDE APIs aiming to further improve 

interoperability within the AEC software ecosystem 

through closely-knit, domain-specific APIs. Going 

beyond the level of information exchange between tools 

within a single CDE, to cover interoperability 

requirements introduced by concepts as the construction 

digital twins, [17] suggest a paradigm that considers 

multi-dimensional interoperability among CDEs.  

According to this paradigm, interoperability can take 

place between tools within one CDE (one-dimensional 

CDE), between CDEs within a project or company 

(two-dimensional CDE) or among collaborative and 

digital twin platforms (three-dimensional CDE). With 

the addition of dimensions, comes inevitably an increase 

in complexity for handling a wider range of data 

formats, and environments, that could be addressed with 

the assistance of semantic web and linked data 

technologies [34]. 

3 BIF Design Principles 

Interoperability in the AEC sector remains a 

challenge. Construction Tech solutions with high 

specialization operate in a siloed manner as they use 

their own internal representations and perform any 

required data exchanges with other tools in a bilateral 

manner. In the meantime, the industry is still in the 

progress of efficiently adopting Level 2 BIM that 

focuses on full collaboration, whereas the latest 

developments in construction IT (e.g., digital twins, AI, 

field-to-BIM solutions etc.) call for full integration 
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through truly interoperable data – what is known as 

Level 3 BIM maturity. 

The BIMERR Interoperability Framework (BIF) 

aims to remediate this gap in the BIM chain by 

providing a technological enabler for achieving holistic 

interoperability between the various tools and 

stakeholders in AEC projects. Through the BIF, 

applications involved in the same building construction 

or renovation project, no longer need to exchange data 

in a direct bilateral way. On the contrary, BIF will act as 

the mediator, incorporating the required data models, 

functionalities and access-control mechanisms that 

allow the collaborating tools and actors provide and 

consume data in a centralized manner.    

Semantic interoperability is supported by the 

underlying ontologies and common data models [35] 

developed from the in-depth analysis and enrichment of 

existing AEC-related data models and ontologies, to 

cover the semantic linking and data model population 

needs of the interoperating tools. Each data model 

corresponds to a different dimension of a renovation 

project; tangible objects (i.e., the building assets, 

materials), sensor data, analytics data and results (i.e., 

occupants’ comfort profiling and prediction, renovation 

scenarios), processes and time (process modeling, 

workflows and schedules), communication (e.g., 

annotations by occupants or workers, health and safety 

issues). The distinction of the data models per domain 

allows easy exploration and identification of concepts 

suited to each user (application or human actor). 

However, the case of multi-domain data residing within 

the same data asset is common among construction tools, 

thus requiring the support of data model linking and 

cross-domain reuse of common concepts and data fields. 

Interoperability is often tightly related to 

standardization. Therefore, the basis for the 

development of the BIF common data models is 

comprised of open and standardized models that are 

widely adopted in the domain, including IFC [36], 

obXML [37], SenML [38], SAREF4Building, BCF. In 

alignment with the latest trends in construction 

technologies that highlight the need for dynamicity and 

extensibility [6], data models in BIF are implemented as 

living entities supporting versioning, continuous 

evolution and backwards data compatibility. Existing 

data models can be managed throughout their entire 

lifecycle, to cover newly identified modeling needs and 

allow integration of information coming from new tools 

and platforms, while the overall data model collection 

can be expanded in a continuous manner to cover new 

domains of interest and allow even more construction 

applications enter the BIF framework, thus expanding 

the scope of interoperability in various phases of a build 

asset’s lifecycle. 

From the perspective of data, their compliance to 

standardization is a natural outcome of the mapping to 

the common data models that follow greatly the existing 

standards. For further alignment with the ISO 19650 

specifications for CDEs, BIF provides versioning, status 

and category metadata options. Finally, as BIF follows 

an openCDE approach, the utilization of open data 

sources is possible through the available data collection 

and mapping mechanisms. 

 The design of the appropriate technological means 

for data exchange facilitates interoperability at a 

technical level. Driven by flexibility [29], BIF provides 

REST-based data collection methods, using APIs 

provided either by the interoperating applications or 

exposed by BIF, while also providing the option for 

direct file upload as a secondary method. Users can 

utilise the APIs to send plain text data or accompanied 

by binary files, such as audio, video, photos, ifc files 

and more. Further customization of data collection 

aspects, such as collection and processing periodicity, 

and the capability of data enrichment with static or 

dynamic parameters, allow users tailor the process to 

the needs of their applications. Another interoperability 

need that needs to be satisfied is the ‘access to data’ 

[27]. BIF integrates a search and query engine for the 

exploration of available data and the definition of 

customizable queries for data retrieval. The available 

filtering, sorting modules facilitate easy identification of 

data assets of interest and an enhanced user experience, 

while the integrated search functionality supported by 

data indexing methods allows efficient and fast 

keyword-based searches to be performed over field 

names and content. A query configuration interface 

provides the user with the option to fully customise the 

incoming results that will be fed to the requesting 

application, be selecting the subsets of data they need 

and query parameters that can be utilised upon request 

for filtering. The actual data retrieval mechanism is 

corresponding to the respective upload method, being 

either direct file download or API based retrieval. 

Various data linking challenges (such as semantic, 

temporal and spatial homogeneity) can be addressed 

through the combination of the mapping to context-

related concepts inside the models and the retrieval 

mechanism allowing to join data from multiple datasets.  

Security in BIF is addressed in a multi-dimensional 

approach. User authentication and authorisation is 

enabled through the integration with the Keycloak open 

identity and access management solution. Token-based 

API access authentication is enforced for all API 

requests to the BIF either for data collection or retrieval 

purposes. An important aspect in the exchange of data 

among different stakeholders and tools concerns access 

control. In compliance with the principles of 

organizational interoperability, the original owners of 

the data shall be able to define explicitly the applied 
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access policies. Elaborate research on the requirements 

of AEC projects and stakeholders, revealed that for data 

that are not intended to become publicly available, 

access can be decided on user-level (identity or assigned 

role within an organisation), application-level, project-

level or even on apartment-level. Once defined by the 

data owners, the access policies are enforced on the data 

assets and the access control mechanism is activated 

whenever a user or application tries to gain access to 

data, at search or querying time, to ensure that the 

requesting actors gain access only to the parts of 

information they are eligible. Data ownership and 

intellectual property rights, another legal and 

organizational interoperability requirement, is resolved 

through the attachment of licensing metadata on the data 

asset, defining various aspects of proper data usage 

based on preloaded Creative Commons, Community 

Data License Agreement and Open Data Commons 

licenses for public data, or customized licenses 

composed from the selections of the user. The 

operational status of BIF is constantly monitored 

through a deployed application monitoring and error 

tracking software that offers real-time alerting, 

customizable error logging and performance overview 

features to ensure timely response and operational 

stability. 

Although the BIF integrates AEC data models, it is a 

platform that can in the future be generalised and used 

in other domains too, by integrating the respective data 

models (such as the energy, cybersecurity, health and 

more). Opposed to other open-source solutions, it 

provides a flexible mechanism for data exchange and 

reuse by applications with different specifications and 

processing capabilities, based on the use of common 

data formats and going further from simple file 

exchange functionalities  

4 BIF Interactions 

The BIF aims to serve the collaborative working 

paradigm as a central cloud-based information point, 

ensuring the seamless and secure data exchange among 

the individual construction tools and applications. It has 

been designed and developed in the context of the 

H2020 project BIMERR [8], that envisions the design 

and development of an ICT-enabled Renovation 4.0 

toolkit comprising tools for Architecture, Engineering & 

Construction (AEC) stakeholder support throughout the 

energy efficiency renovation process of existing 

buildings. However, the extensible and application-

agnostic approach in the design and implementation of 

BIF will allow its adoption in AEC projects outside the 

renovation stage, facilitating semantic interoperability 

throughout all phases of the complete lifecycle of 

building assets and infrastructures.  

Figure 1 demonstrates the internal architecture of 

BIF along with the typical data exchanges that take 

place between BIF and interoperating tools but also 

among the BIF subcomponents. The functionalities and 

implementation and deployment of the BIF 

subcomponents are extensively documented online [8]. 

Additionally, the specific data exchanges that take place 

in the context of the BIF interactions (Model 

Management, Data Upload, Data Retrieval) are depicted 

in three detailed sequence diagrams developed in the 

context of the BIMERR architecture. 

4.1 Model Management 

The Building Semantic Modelling subcomponent is 

the facilitator of semantic interoperability with the 

support of the underlying data models that are created, 

integrated and maintained within the framework by 

users of the BIF assigned with the role of model 

manager. The users can navigate and manage the 

models of the BIF throughout their entire lifecycle using 

the graphical interface of the Model Manager. During 

the model creation stage, the user can add the data 

model concepts and fields, defining their main details 

Figure 1. Overview of the BIMERR Interoperability Framework (BIF) components and interactions 
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and adding various metadata, such as the field type and 

cardinality, but also defining parameters, as for example 

the related terms, that will be fed to the mapping 

prediction engines of BIF for improved and efficient 

data retrieval. As a good practice in the design of the 

models and to ensure compatibility with industry 

applications, the models created for the BIF can be built 

upon existing semantic models directly or indirectly 

related to the AEC, coming from a multitude of sources, 

without any technical restrictions to creating totally new 

models being imposed by BIF. To further facilitate the 

linking with existing domain standards and ontologies, 

the user can assign to each field the corresponding 

standard it is associated to. Building semantic links as 

bridges between individual data models is an efficient 

way to avoid duplication of concepts that are common 

among different AEC domains. During the semantic 

linking step, the user attempts to link different data 

models, along their concepts in a drag-n-drop manner, 

thus reusing concepts that have already been modelled, 

saving time and ensuring the unified modelling of data 

representing the same type of entities. As time goes by, 

existing models are updated, while new ones may 

emerge, and individual concepts or complete models 

may become obsolete. Additionally, during the 

application of the data models, any inefficiencies and 

omitted concepts or misunderstandings in the initial 

conceptualisation of the model will be revealed. The 

functionalities for these dynamic adjustments and 

expansions can be realised following a semantic model 

reconciliation process through the Semantic Model 

Lifecycle Management tool. Any changes performed in 

the data models at operation time, are also applied by 

the data scientist to the respective ontologies through 

the Ontology Manager Framework.   

4.2 Data Exchange  

Once the underlying data models are available, the 

other services of BIF are launched in a distributed 

manner to instantiate the models and populate them with 

actual data. During this phase, real-time and batch data 

are ingested through APIs from the interoperating tools 

and users can start acting as data consumers and 

providers in a workflow that will be described in the 

following paragraphs. The envisioned use case follows 

the journey of a data asset in BIF, from the initial 

collection preparation steps and the actual data 

collection, processing, and storage up to the moment it 

is retrieved by another interested tool or user. 

AEC professionals are participating in a construction 

project and want data generated from their application 

to become available to other teams. They first need to 

access the Building Information Collection & 

Enrichment user interface to configure the various 

aspects around data collection, such as method of data 

collection (through their application’s API, using an 

API generated by BIF on demand, or even with direct 

file upload), the periodicity of collection and data 

processing, as well as specify the subset of the data that 

shall be harvested. Afterwards, the user is prompted to 

the Building Semantic Modelling UI, where she can 

semantically map the data that will be provided by their 

tool to the BIF common data models, in a drag-n-drop 

manner. The underlying mapping prediction engine that 

is built on schema matching techniques, generates 

mapping recommendations with an assigned confidence 

level to speed up the overall process. If the user 

identifies any missing fields or concepts from the 

available data models, she can make ad-hoc requests 

that are forwarded to the Model Manager component 

and appropriately assessed and handled by the data 

model administrators in case model remediations are 

required. Once the mapping is completed by the user, a 

background validation check is performed to ensure 

error-free data transformations when the actual mapping 

service is invoked, and the user is appropriately 

informed of any discrepancies. To complete the data 

collection configuration, the user is led to the loader 

configuration step to define the name and description of 

the data asset. Once the configuration process is 

completed, a configuration file encapsulates all the 

information and is used by the underlying orchestrator 

for the timely invocation of background services 

provided by the Building Information Collection & 

Enrichment and Building Semantic Modelling 

components for the collection, mapping, enrichment, 

processing and finally the indexing and storage of the 

data asset, that is now transformed from the native 

format to the target format of the common data model, 

thus allowing other tools retrieve and re-use it for their 

operations. At any time, the user acting as the original 

data owner of the data can define and update the asset’s 

metadata, to make them available to the other users of 

the BIF, specifying apart from informative details, such 

as related keywords, language, format, also the fine-

grained access policies that shall be enforced by the 

Building Information Secure Provisioning tool and will 

regulate access provision based on various aspects thus 

ensuring data privacy and security. 

On the other side of this journey, we find 

applications that want to consume data assets for their 

operations. To facilitate this, the developers of the 

application shall access the Building Information Query 

Builder UI and explore the available data assets – note 

here that they can only view assets they are eligible for 

based on applied access policies - utilising the filters, 

keyword search and sorting modules of the Search UI to 

easily identify the appropriate data assets. Then the user 

can proceed with fully customising a query for the 

retrieval of the selected data asset(s), by explicitly 
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indicating the fields she wants and defining query 

parameters, previewing a sample of the query results to 

ensure that the data asset indeed fits the needs of the 

consuming tool and finally utilise the retrieval API 

provided by BIF. Token-based authentication/ 

authorisation prevents any illegitimate access to data. 

The fully configured query can be used multiple times 

by the consuming application to retrieve information 

and is stored in the Building Information Query Builder 

for easy access and updates by the user who created it.  

5 Conclusions 

Technical and semantic complexity, coupled with 

legal and organisational factors act as prohibitors for the 

adoption of truly interoperable solutions in the 

constructions industry. The BIF, developed in the 

context of the BIMERR project, aims to surpass these 

limitations, by providing the appropriate data 

management and integration functionalities and 

following widely adopted industry standards and design 

principles, that will allow any construction tech 

application retrieve and provide semantically coherent 

data for efficient collaboration. Considering the ever 

growing of data-intensive technologies entering the 

construction IT landscape, the need for the development 

and adoption of efficient, flexible and extensible 

interoperability solutions such as BIF becomes even 

more apparent.  

The offerings of the BIF will be showcased in the 

context of the upcoming demonstration activities within 

the BIMERR project, that will validate its added value 

and will act as a proof-of-concept for the overall vision 

of BIF. Several applications involved in the overall 

lifecycle of a renovation project, from building 

information capturing and modelling up to renovation 

design support, planning and monitoring, will exchange 

data through BIF. More specifically, these will include 

software and hardware-enabled tools developed as part 

of the BIMERR Framework. The demonstration 

activities will take place in the upcoming period, in two 

real-life multi-family residential pilot sites that will 

undergo renovation, in Poland and in Spain. 
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Abstract 

The application of Building Information Modeling 

(BIM) technology allows a digital representation of 

physical and functional characteristics of places, 

which is particularly beneficial to civil engineering. 

The present article proposes to evaluate the 

utilization of BIM technology to quantify the damage 

caused to concrete structures, based on a systematic 

review of the literature. The findings support the view 

of BIM as a promising path for the analysis of 

concrete structures, both in terms of representation 

and prevention of non-occurring events. It also 

highlights the existence of few studies exploring the 

topic and consequently the need for research into this 

area. 

 

Keywords – 

BIM; Civil engineering; Damage; Concrete 

structure 

1 Introduction 

During a building life cycle, around 20% of the 

expenses are associated with design and execution phases, 

while the remaining 80% refers to the operation and 

building management costs. The importance of effective 

communication from the initial project phase to the 

complete stage of construction challenges project 

managers to find ways to improve project efficiency 

since traditional methods don’t meet up with operational 

requirements and are no longer effective [1]. 

The discussion about the maintenance of buildings is 

critical as it predicts and corrects possible problems, also 

optimizing service lives of systems and components. It 

should be noted that this must be done through actions 

that prevent the occurrence of disasters and/or 

unnecessary expenditures related to recuperation or 

reconstruction as result of damage. In other words, 

building maintenance consists on a set of activities to be 

carried out in order to preserve, conserve or remedy the 

integrity and functional state of the building and its 

systems [2]. 

In this context, it’s possible to say that designing 

projects through BIM software will have a direct impact 

on the operation and management phases. The models 

represented by 3D (project), 4D (planning), and 5D 

(budget) spheres are rich in data that can be extracted at 

any time, providing detailed information about the 

elements of construction [1]. 

Nonetheless, when building maintenance or adverse 

events that affect the building such as, fires and 

earthquakes are neglected, the task of identifying the 

source of damage in order to plan the correct action is 

very difficult. Therefore, as discussed by Ma et al. [3], 

during the subsequent phase of reconstruction and 

recovery, the inspectors need information about 

deformation and displacement that has occurred in the 

components of the building structure in order to properly 

assess damages. Thus, BIM technology provides a useful 

and appropriate method to collect and communicate all 

these data.  

The role of structural engineering in the management 

of existing buildings consists of safety assessments and 

the planning of retrofit interventions, if required. The 

process begins with the acquisition of a set of data that 

forms the input when defining a structural model that 

represents the mechanical behavior of a construction [4].   

Independent of the country, it is necessary to register 

defects and damages for later assessment and 

maintenance planning. Modeling damages within a BIM 

context is a pre-requisite to support the full life cycle of 

built infrastructure. Aiming at modeling damage 

information it is important to know existing damage 

types and related parameters [5]. 

Therefore, if the concept of building maintenance is 

already in place, then we can say that the recovery 

process would be facilitated since the building in 

question has been regularly monitored. On the other hand, 

the absence of important information, consequently, will 

make the task harder, and require procedures to detect 
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deterioration, monitor possible deformation and estimate 

post-disaster damage. 

Considering the discussion above, the present work 

seeks to evaluate, through a systematic literature review 

(SLR), the different methods of quantification of damage 

using BIM technology. This study highlights not only 

different techniques used as assessment tools but, also, 

promotes an important discussion among scientific 

community embracing the insertion of multi-

professionals into this field. 

2 Research Method 

Systematic literature review consists on secondary 

studies that aim to map, find, critically assess, 

consolidate, and aggregate findings from relevant 

primary studies about a specific research topic. With this 

in mind, it is possible to state that the SLR allows the 

identification of gaps in the researched topic that still 

need to be filled in. The term "systematic" implies that 

the review must be based on a method that mainly 

guarantees the impartiality, precision and replicability of 

the study [6]. 

This paper deals with the use of different BIM 

approaches to analyze structural concrete damage. To do 

so, we used the P.I.C.O. model, as illustrated in Table 1, 

to address some of the research questions i.e. Population, 

Intervention, Context/Comparison and Outcome. 

Table 1 PICO model for research questions 

P.I.C.O. Research Questions 

Population 
Buildings with presence of 

damage 

Intervention 
Use of BIM methodologies in 

damage analysis 

Comparison 
Different ways to determine 

and quantify damage 

Outcome 

Check the use of BIM 

methodology in the 

calculation, quantification 

and simulation of damage to 

buildings 

Databases such as Springer, Scopus, ASCE and 

Compendex were selected to conduct this SLR. The 

search string used included the use of keywords related 

to the theme such as: BIM, damage, concrete, structure 

and simulation. The boolean operator “and” was used 

throughout the search period, which occurred from 

December 2020 to February 2021. The stages of the 

review as followed and carried out are illustrated in 

Figure 1, according to Vilela et al. [7]. 

 
Figure 1. Stages of the Systematic Literature Review 

The search strategy consisted in running the searches 

in the previously mentioned databases and related papers 

filtered out according to the following inclusion criteria: 

(1) publications from the last 6 years, (2) published 

papers in conferences and journals and, (3) open access 

articles. The exclusion criteria were the following: (1) 

papers not addressing the theme and, (2) repeated 

publications between databases. The selection process is 

illustrated on Table 2 which shows a total of 10 relevant 

papers to the topic in question. 

Table 2 Assessment and selection of studies for the SLR 

 

The results allow us to identify geographic areas 

conducting research on the topic. Thus, we highlighted 

countries where papers have been published with more 

frequency (Figure 2) along with the growth of 

publications over the last 6 years (Figure 3). 

Databases Total 

Inclusion 

criteria 

Exclusion 

criteria 
Total 

per 

database (1) (2) (3) (1) (2) 

Springer 178 120 51 40 4 4 4 

Scopus 7 1 1 1 1 1 1 

ASCE 134 81 79 78 4 4 4 

Compendex 12 6 4 4 2 1 1 

 TOTAL 10 

SYSTEMATIC LITERATURE REVIEW 

PLANNING 

- SLR need 

- Theme definition 

- Search strings 
definition 

- Database selection 

CONDUCTION 

- Data extraction 

- Data encoding 

- Application of 
selection criteria 

DOCUMENTATION 

- Data synthesis 

- Analysis of results 

- Dissemination 
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Figure 2. Number of publications on the topic by            

countries 

 

Figure 3. Number of publications on the topic  

over the course of 6 years 

3 Results and Discussion 

3.1 Damage Type 

The structures in service can suffer serious durability 

problems, whether due to the natural aging mechanism, 

the lack of building maintenance or even unforeseen 

events, as discussed by Ghahremani et al. [8]. Therefore, 

it is essential to analyze the type of damage that could 

impose risk to the safety of the structure. 

In the studies covered by the SLR, the following types 

of damage were investigated: seismic events, terrorist 

attack, degradation and cracking as seen in Figure 4.  

 

Figure 4. Number of publications about the type of 

damage studied 

Vogelbacher et al. [9] used a plan-level approach to 

assess risk and analysis of urban neighborhoods with 

vulnerability to terrorist attacks in accordance with 

empirical risk analysis, based on the history of terrorism 

events. At the plan level, the urban topology becomes 

known, including the location and infrastructure of the 

buildings. However, without having information about 

the exact geometry and materials used, it is only possible 

to identify city blocks and not individual buildings.  

Zakeri et al. [10] presented a review of several image 

processing approaches to check cracks in asphalt surfaces. 

In addition, they also addressed emerging and evolving 

technologies to automate processes, such as non-contact 

assessment techniques classified as Charged-Coupled 

Device (CCD), Ground Penetration Radar (GPR), Laser 

Systems (LS) and Hybrid Systems (HS).  

Ghahremani et al. [8] analyzed the degradation in 

structures through a methodology consisting in automatic 

and systematic detection along with the quantification of 

damage in structural components. They used a high-

fidelity 3D point cloud data in conjunction with a finite 

element analysis.  

The article written by Xiong et al. [11] proposed the 

simulation of multiple levels of detail (LOD) considering 

various structural types, available data and simulation 

scenarios in a real application of seismic damage to urban 

buildings.  

The research carried out by Zhen et al. [12] discussed 

a simulation method (5D) for post-earthquake building 

repair process using BIM technology; the repair activities 

were linked to a 3D model along with estimation of time 

and related costs.  

Ren et al. [13] analyzed seismic events through the 

junction between BIM and finite element analysis. The 

study suggested that it is possible to identify patterns of 

damage from different structures using skyscraper and 
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community building simulations. Ma et al. [3] also 

supported the use of BIM technology for damaged 

buildings and synthetic scan generation. The authors 

discussed a post-earthquake reconstruction analysis with 

precision based on a representative database.  

The research conducted by Xu et al. [14] proposed a 

post-earthquake fire simulation method. The seismic 

damage of the sprinkler systems was considered in order 

to assess the effects of fire damage in buildings. Lu et al. 

[15] addressed the simulation of an indoor post-

earthquake fire rescue scenario using building 

information modeling (BIM) and virtual reality (VR).  

Finally, Gavrilovic and Haukaas [16] completed a 

post-earthquake visual damage analysis along with 

methodology for estimating seismic losses based on the 

type of damage prediction, estimation of repair costs, 

length and working hours. 

3.2 The usage of BIM  

There are several types of BIM usage models. BIM 

Excellence (BIMe) - a tool for evaluating BIM 

performance - brings a classification of BIM usage 

models based on surveys by Succar and other 

international collaborators. According to the Model Uses 

List [17] the studies were classified in six domains as 

shown in Figure 5. 

 

Figure 5. Classification according to the BIM usage 

model 

The model used that had the greatest prominence was 

the modeling of concrete structures on papers published 

by Xiong et al. [11], Ma et al. [3] and, Gavrilovic and 

Haukaas [16]. The papers published by Ghahremani et al. 

[8] and Ren et al. [13] supported two different 

applications of BIM; the modeling of concrete structures 

and finite element analysis. The usage of structural 

integrity monitoring was only mentioned in the study by 

Zhen et al. [12]. The topic of urban modeling was 

discussed in Vogelbacher et al. [9], and the simulation 

and quantification of fire and smoke in the study by Xu 

et al. [14]. The paper by Lu et al. [15] also addressed two 

different applications of BIM usage on simulation and 

quantification of fire and smoke, as well as virtual reality 

simulation. Finally, the study conducted by Zakeri et al. 

[10] was not part of the review due to its classification as 

a systematic review of the literature itself. 

3.3 Simulation Models 

The analysis of the 10 selected papers on the SLR 

shows that the most popular simulation is the 3D 

dimensions. This could be explained by acknowledging 

that 3D is a popular type of simulation that has been 

utilized for a longer period of time, when compared with 

the five dimensional method (5D). The 5D dimension 

method is newer and was only observed in a study 

published in 2020 as seen in Figure 6. 

 

Figure 6. Type of simulation applied over the years 

There is a lack in studies that analyze advanced levels 

of simulations, hence narrowing access to a higher degree 

of accuracy and even more innovative features. The 

studies of Vogelbacher et al. [9], Ma et al. [3], Xu et al. 

[14], Ghahremani et al. [8], Xiong et al. [11], Ren et al. 

[13], Lu et al. [15], and Gavrilovic and Haukaas [16] 

reviewed the application of 3D simulation. As per articles 

addressing the use of 5D simulation, we refer to the 

studies of Zhen et al. [12] and the systematic literature 

review of Zakeri et al. [10]. 
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4 Conclusions 

BIM presents itself as a promising path for the 

analysis of concrete structures, in terms of both, 

representation and prevention of non-occurring events. It 

is also favorable to the process of reconstruction through 

the simulation of events that have already occurred, such 

as: terrorists attacks, earthquakes, etc. Simulation allows 

us to predict and understand the structural behavior as 

well as to develop appropriate plans of action. The 

simulation process is basically a test that is performed 

through the use of a digital model. 

This review gave evidence to the existence of only 

few studies on the subject. However, this can be seen as 

an encouraging factor to promote the development of 

new research exploring a topic that will contribute to the 

insertion of multi-professionals into this new job market. 
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Abstract – 

The operation of automated construction 

equipment and autonomous construction robots 

depends on contextual information regarding the job 

to be carried out. Therefore, robots as well as 

equipment require a task-based construction site 

control system. Such a system also provides some 

advantages for construction managers. However, 

some prerequisites must be met prior to 

implementation. This paper positions the 

construction site control system concept in the 

current and future task management on construction 

sites and compares approaches from autonomous 

intralogistics with those of the construction sector. 

The paper then examines the required functionality 

of a construction site control system in detail and 

closes with the demonstration of an exemplary 

construction site control system (CS²).  

 

Keywords –  

Construction Site; Control System; Task 

Management; Construction Robotics 

1 Introduction 

Standardized processes and the application of 

autonomous construction equipment are innovative, 

high-performing and versatile approaches and represent 

the key elements in the digitalization of the construction 

site. Autonomously operating equipment implies the 

need to efficiently assign explicit tasks to such equipment. 

However, task assignment on construction sites is 

currently hardly automated. In most cases the whole 

communication is verbal and informal. In order to meet 

the growing demand for automated task assignment, the 

concept of a control system can be adapted from other 

industries. A control system provides equipment with 

significant data and tasks before and during operations. 

The aim of such a system is to manage operations 

efficiently, to detect disturbance variables at an early 

stage and thus to realize a smooth, excellent construction 

process. Additionally, a control system infrastructure 

enables the exchange of environmental information 

between autonomous equipment, which simultaneously 

forms a uniform data basis for cooperative operations. In 

addition to the necessity for increasingly automated 

equipment operation, there are a number of positive 

effects on the management of construction processes. 

Coordination efforts for reoccurring tasks and 

misunderstandings when passing on tasks between site 

manager, foreman and vehicle driver are eliminated with 

a CS². Furthermore, job results are automatically reported 

from the autonomous equipment to the CS², reliably 

documented, and made accessible to authorized users. 

Site managers and foremen can thus focus on managing 

inevitable, unforeseeable changes. In the future, the 

meta-data generated during the processing and reporting 

of tasks can be used for project control and enable 

process mining approaches on the construction site.  

2 Research Method and Structure 

Motivated by the vision above, the overarching 

research question of this paper is: How does an 

applicable and sustainable control system concept for the 

automated construction site look like? 

In order to approach this research question, expert 

interviews with various construction stakeholders and 

equipment manufacturers have been carried out. They 

form the basis for the process analysis described below 

and the assessment of applicability. Subsequently, an 

interdisciplinary expert workshop on the understanding 

and functionality of a CS² was conducted as part of a 

research project. Additionally, literature on task 

management and control systems applied on construction 

sites was systematically reviewed to classify existing 

solutions. In order to sustainably address future fields of 

action in autonomous construction, other, more 

automated, sectors were also consulted. With 

intralogistics, a suitable industry was found in which 

autonomous transport systems are already integrated into 

the warehousing process. The comparison of task 

management in both industries provides structure for 

defining and conceptualizing a CS² and, moreover, an 

established template for implementation. Finally, parts of 

the template were implemented in a small case study, to 
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demonstrate practicability.   

3 State of the Art 

This section covers the state of the art regarding the 

research matter and is divided in four parts. First, some 

fundamental concepts are defined in this section to 

familiarize with the topic and create a universal 

understanding. Second, the current task management 

process and state of control systems on construction sites 

based on expert interviews is depicted. Subsequently, a 

systematic literature review depicts the current state of 

research regarding task management and control systems 

in construction. Finally, the fourth section covers an 

excursus to the advanced control systems of autonomous 

intralogistics.      

3.1 Fundamentals  

It is important to clarify the two fundamental 

concepts of task management and control systems before 

going into more detail.  

First, task management is defined as the process of 

managing tasks, specifically planning, testing, tracking, 

and reporting, in order to accomplish a collective or 

individual goal [1]. Adherent to this definition, it 

composes an element of project and process management 

[2]. Second, a control system can be defined as a “system 

that can command, direct or regulate itself or another 

system to achieve a certain goal” [3]. More specifically 

in the ISA 95 [4] automation pyramid, industrial control 

systems are divided into 5 levels, from production 

process (Lvl. 0) to business planning and logistics (Lvl. 

4). The scope of control systems regarded in this paper 

spans from level 2: Monitoring and Supervision to level 

3: Manufacturing Operations and Management. Typical 

systems for these levels are Supervisory Control and Data 

Acquisition (SCADA) for level 2 and Manufacturing 

Execution System (MES) for level 3. 

3.2 Sate of Practice 

Before going deeper into the above defined 

theoretical concepts, the current state of task 

management and control systems on construction sites is 

reviewed. Therefore, expert interviews with various 

stakeholders of the construction industry have been 

carried out.  

Task management on today’s construction site can be 

divided into three levels: project management, work 

instruction and execution. Today, the information 

exchange between these levels is based on direct, verbal 

dialogs. At the project management level, the site 

manager translates the general project data (e.g. 

timetables, plans) into concrete instructions for action 

and passes them on to the foreman (see Fig. 2). 

 

Figure 2. Task management on today’s 

construction sites 

 The foreman, in turn, uses this data to create a one- 

to two-week plan and passes on the practical instructions 

verbally to the equipment operators. The equipment 

operators as well as the foreman keep monitoring the 

progress on the task and verbally report any deviations or 

task completion to the site manager. As this task 

management process is mainly verbal and unstructured, 

it depends heavily on the involved persons. Digital tools 

are hardly used in this context. Technical challenges are 

the standardized description of tasks, transparent, open 

interfaces and ongoing digitalization as well as 

automation. Introduction and training of the necessary 

processual and technological changes is the main non-

technical challenge in this context. However, machine 

control vendors today offer systems to automatically 

transfer digital terrain models (DTM) to automated earth-

moving machines [5]. These can be interpreted as early 

forms of control systems. More automated scenarios are 

still a field of research. 

3.3 State of Research 

In order to get an overview of current research on task 

management and control systems in construction, a 

systematic literature review has been conducted. The 

results have been classified according to their 

contributions to the topic. The search strategy for the 

systematic literature review is shown in Figure 3.  

 

Figure 3: Search strategy for the literature review 

The keywords were searched for in the Scopus 

database with aspects being combined through the 

Boolean “AND” operator and synonyms being 

differentiated by the “OR” operator. A number of 94 
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relevant sources, first the titles (43 sources) and then the 

abstracts (22 sources) have been examined regarding 

their topical relevance. The identified literature either 

motivates the design and implementation of a CS² (3.3.1), 

sets requirements on such a system (3.3.2) or presents a 

prototype control system (3.3.3). 

3.3.1 CS² Motivation  

The need for a CS² is subject of two main groups of 

publications: construction planning and construction 

robotics literature.  

In construction planning, better project operating 

systems are expected to increase productivity by 

controlling equipment, machinery, and processes in 

complex situations automatically [6]. Therefore, 

researchers work on integrating established task planning 

techniques like Building Information Modeling (BIM) 

and the lean construction Last Planner System (LPS). 

They find that “software support is not treated thoroughly” 

[7]. In this context Cai et al. [8] identify state of 

technology gaps between academic research and 

products, products and on-site application as well as the 

construction and robotics industry. In order to foster the 

on-site take-up of construction automation and robotics, 

they propose the joint development of robots and 

automated construction systems [8]. A CS² is a viable 

instance in this context.  

The same need for integrating process automation 

efforts and robot development can be observed in 

construction robotics literature. Meschini et al. [9] stress 

the need to integrate construction planning and robot task 

planning platforms in order to derive robot tasks from 

construction information systems. Other sources, like 

Seo et al. [10], Ha et al. [11] and Kim et al. [12], develop 

single-task construction robots and thereby identify a 

lack of task planning systems, capable of equipping the 

construction robot with the necessary job information to 

cope with the task at hand. While, integrating the 

development of a task management system in the 

development of a single-task construction robot is state-

of-the-art, Melenbrink et al. [13] envision a future system 

that is capable of coordinating among heterogenous 

machines performing many different tasks. They find that 

coordinating operations between different robot systems 

has been largely neglected in research. Gharbia et al.  [14] 

support this claim by stating that only a few papers 

propose an integrated robotized construction site, while 

most of the papers studied single construction tasks. 

Research into the design for automation is essential to 

create integrated systems of on-site robotics, capable of 

transferring the digital design data directly to operations 

[14]. Ha et al. [11] states similar aspects to achieve 

cooperative operations of unmanned platforms in 

earthmoving. Vahdatikhaki et al. [15] stress that such 

systems could help achieve potentials in collaborative 

and post-mortem learning, leading to continuous 

improvement in construction project performance. 

Above mentioned, multiple needs for a CS² motivate 

the conceptualization of such a system in this paper. The 

next section gives an overview of requirements towards 

the system under development.      

3.3.2 Requirements on a CS²  

Literature lists manifold requirements towards a CS². 

The main requirements are enlisted below with a short 

description from literature.  

1. Generate standardized tasks automatically 

A CS² should be capable of deriving standardized 

tasks automatically from planning data. Bock and Linner 

[16] emphasize that even today the construction task has 

to be split up in a multitude of subtasks that are 

complicated to coordinate. Dallasega et al. [16] also find, 

that a main shortcoming of current construction planning 

concerns, the lack of detailed modelling of the execution 

process in terms of workflow, dependencies or locations. 

Schimanski et al. [7] therefore propose the Should-can-

will-did (SCWD) scheduling logic consisting of five 

steps with increasing level of detail. Complementary, 

Sacks et al. [18] see the generation of construction tasks 

as one functionality of BIM. 

2. Integrate machines and robots 

Ha et al. [11] require a CS² to allocate subtasks among 

several (automated) platforms, perform a shared task in 

association with other platforms, manage and prioritize 

events, to cooperatively handle more sophisticated tasks 

with higher efficiency. Melenbrink et al. [13], Gharbia et 

al. [14], Seo et al. [10] and Kim et al. [12] need a CS² to 

be capable of equipping construction robots with the 

necessary job information, as a basis for robot operations 

(e.g. trajectory planning, navigation, etc.) and handle the 

robot’s sensor data backflow into overarching project 

management and documentation systems. In this context, 

Part four of the ISO 15143 facilitates the exchange of site 

topology data between earthmoving machine control 

systems and proposes the exchange of job description and 

process data between machines, vendor integration 

systems and a central site control system [19]. Thereby, 

a machine-readable representation of the surrounding 

world, similar to building representations through BIM 

or point clouds in high-rise construction is provided 

[12,20].   

3. Facilitate on-site coordination and communication  

Antwi-Afari et al. [21] see critical success factors for 

construction projects adaptable to the CS² in 

“coordination and planning of construction works” and 

“collaboration of simultaneous access of construction 

work”. Akpabio et al. [22] formulate several software 
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requirements towards a construction management 

software, among them “allow for efficient 

communication” and “give a platform to effectively 

collaborate and team up to achieve stated goals”.  Tezel 

and Aziz [23] state that a project production control 

system should be directed towards mobile systems and 

enable work units to compare what is actually planned 

and what is actually done. They propose virtual visual 

control boards, similar to Kanban boards. According to 

Dallasega et al. [17] a CS² should support a frequent 

monitoring of the work on-site and base the scheduling 

of the execution process on it. Oskuie et al. [24] add the 

monitoring of construction processes, and real-time 

evaluation of productivity, as BIM-related functions.  

4. Support overall project management 

The connection of the CS² to more general project 

management tools is subject to requirements by Akpabio 

et al. [22] and Dallasega et al. [17]. Sacks et al. [18] stress 

the online communication of product and process 

information towards BIM. Furthermore, Antwi-Afari et 

al. [21] see improved construction project performance 

and quality as well as integrating project 

documentation/bid preparation as critical success factors 

incorporated by a CS².  

5. Feature the supply chain 

To support construction execution control, according 

to Dallasega et al. [17] a CS² should not only be focused 

on construction work but it should also consider the 

supply chain. In more detail, Akpabio et al. [22] demand 

that materials on site should be effectively managed to 

reduce wastage and improve efficiency. 

6. Adapt to changes 

Rouhana et al. [25] investigate the emergence of ‘new 

tasks’, which should be manageable through a CS², in 

construction planning. They divide the inevitable causes 

behind the emergence of ‘new tasks’ into three categories: 

the realm of planning, ongoing construction, and 

uncertainties. Ghasemi Poor Sabet et al. [6] add 

“untracked planning/scheduling (poor project control)” 

as a potential root of poor productivity and list “updating 

and adjustable planning for microplans in case of 

overlooked requirements and troubleshooting” as a 

productivity fundamental.  

These six requirements along with the results of the 

expert workshop on a CS² form the basis for the 

assessment of existing control system prototypes in the 

next section and the concept development of the CS² 

described in section 4.  

3.3.3 Control System Prototypes 

In the existing literature, nine control system 

prototypes were identified. In this section, they are 

briefly introduced and assessed regarding the 

requirements enlisted in section 3.3.2. Akpabio et al. [22] 

present requirements on and the development of a web-

based construction management software. It consists of a 

task, document, materials handling, budget and messages 

module. Abdelmegid et al. [26] integrate simulation 

modeling with the LPS. They utilize information 

available in the LPS, especially the phase schedule, to 

define activities and their relationships. An exemplary 

activity list for the renovation and expansion of a public 

stadium is demonstrated. Future research can include 

applying the framework on the complete operations of a 

construction project in realtime. Corucci et al. [27] 

present a three-level control system for an autonomous 

demolition robot. The system consists of a high-level 

planner identifying subtasks and robot base positions, a 

medium-level planner defining demolition style and 

contact points, as well as a low-level planner computing 

a collision-free trajectory. On top of the control system, 

they propose a convenient representation of the 

surrounding world, in order for the robot to be situational 

aware. Thereby, they solve the trade-off between a 

representation rich enough for reasoning but simple 

enough for real-time processing through down-sampling 

of 3D sparse point clouds and semantical identification 

of objects. Sriprasert et al. [28] differ between three 

levels of planning: project or product level, process or 

operation level, and assignment level. They propose a 

new construction planning technique called “Multi-

constraint planning”. The technique is supported by an 

information management system: Lean Enterprise Web-

based Information System for Construction (LEWIS). It 

derives process data from interfaces to project planning 

and scheduling software. Schimanski et al. [7] introduce 

a conceptual model for BIM-LPS integration. The 

original LPS model is extended by the BIM part which 

serves both as input and output visualization instrument. 

Additionally, a (digital) Kanban system is proposed, to 

optimize flow and improve visual management. They 

also stress the positive pull effect of the Kanban method, 

enabling higher productivity. Seo et al. [10] develop an 

intelligent excavation system along with an excavation 

task planner. Therefore, they use an earthwork design 

model and project management information systems. 

Vasilyev et al. [29] integrate QR-code exchange data 

technologies into a construction control system based on 

BIM, providing availability of data, security and mutual 

cooperation on a construction site. Kim et al. [20] 

investigate the task planning process of an autonomous 

excavator. They assume the availability of a digital 

terrain model (DTM) and its compatibility with the task 

planning system. Kim et al. [12] present a robot task 

planning system that can generate behaviors of robots 

based on the project information from BIM and the 

construction schedule. They use an IFC-SDF converter to 
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link BIM and ROS for a wall-painting robot. The next 

version of their system should incorporate a diverse list 

of construction tasks and mobile robots that can be 

simulated in the created virtual environment. 

Vahdatikhaki et al. [15] combine location-based 

guidance systems and safety management methods in a 

multi-agent system in order to improve equipment 

operations, safety and equipment management. Table 1 

assesses the introduced control system prototypes 

regarding the requirements from section 3.3.2. 

Table 1. Control system prototypes from literature 

assessed against requirements on a CS² 

Prototype R1 R2 R3 R4 R5 R6 

Akpabio   x x x x 

Abdelmegid x  x x x x 

Corucci x x     

Sriprasert x  x x x  

Schimanski   x x x x 

Seo x x     

Vasilyev   x x x  

Kim_20 x x   x  

Kim_21 x x     

Vahdatikhaki x x x x   

In summary, current control system prototypes either 

focus on supplying a robot or automated equipment with 

machine-readable, standardized tasks or focus on 

coordination and communication on a project 

management level. None of the existing prototypes 

combine task management on the equipment level with 

the project management level.   

3.4 State of Practice in Intralogistics 

As the assessment of the control system prototypes in 

Table 1 has shown, very few control systems from the 

construction sector fulfill the multiple requirements from 

equipment automation and project management. In order 

to prepare the CS² concept development in the next 

section, this subsection looks into the more advanced 

control systems of the autonomous intralogistics sector.  

Intralogistics can be analogously to current task 

management on construction sites (see 3.2) divided into 

three levels.  One difference is that instead of the first 

level being project management, warehouse management 

preceedes the work instruction and execution levels in 

intralogistics. The automated information exchange 

between these levels is based on digital interfaces 

standardized in industry standards like the VDA 5050 

[30]. At the warehouse management level, a warehouse 

manager configures the warehouse management system, 

which in turn transfers data to a control system. The 

control system creates tasks from the data received and 

transmits them to the autonomous mobile robots (AMR) 

or automated guided vehicle (AGV). After successful 

execution of the task, it is acknowledged by the 

AMR/AGV. In addition to task information necessary for 

its execution, the AMR/AGV sends and receives 

information about the operational environment to a 

shared environment model available to each robot in the 

network. Figure 4 summarizes the task management 

environment in intralogistics.  

 

Figure 4: Task management in intralogistics 

4 Construction Site Control System (CS²) 

Picking up on the excurse to autonomous 

intralogistics, the formulated requirements and the 

motivation for a CS², this section proposes an applicable 

and sustainable control system concept for the automated 

construction site of the future. Therefore, the CS² is 

located in the task management environment of future 

construction sites. Subsequently, the functional concept 

of the CS² is examined in detail, before the subsection 

closes with an exemplary implementation of the CS².  

The following concepts are founded on the results of 

an expert workshop on task management and control 

systems in the construction sector as part of an 

interdisciplinary research project on the digitalization of 

the construction site as well as the findings of expert 

interviews and the literature review presented in the 

previous section.  

In the future, task management on the construction 

site can still be divided into the levels of project 

management, work instructions and execution. 

Nonetheless, the automated information exchange 

between the three levels is based on digital interfaces. In 

addition, there is a verbal information exchange between 

the site manager and the foreman for task management 

issues, like changes or emerging tasks, as well as the 

overall project management. Tasks are generated from 

the job description of the object under construction. More 

specifically, the information sources will be information 

rich building information models (e.g. 5D BIM) and 

project management simulation systems (e.g. Discrete 

Event Simulation). The CS² is responsible for task 

management and the digital supply of the autonomous 

equipment with the information required for task 
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execution. At the work instruction level, the foreman can 

interact with the CS² to manage tasks, similar to a task 

backlog or Kanban board. Figure 5 shows the task 

management environment of future construction sites 

with the CS².  

 

Figure 5: Task management on future 

construction sites 

4.1 CS² - Functional Concept 

The CS² connects the project management and 

execution levels, as shown in Figure 5. The individual 

functions and their interactions are broken down in 

Figure 6.  

 

Figure 6: Functional concept of the CS² 

First, a task is generated from the project data stored 

in building information models and project management 

simulation systems. The construction task is segmented 

into subtasks suitable for the specific piece of equipment 

(Generate Task), whereby the task design and the added 

data differ depending on the equipment. In order to 

facilitate a project management, an assignment to the job 

description and an execution period should be specified 

with each task. After the task has been created, it is 

assigned to a piece of equipment that is available in the 

execution period (Manage Equipment) and that matches 

the task requirements (Assign Task).  The foreman, as the 

main user of the CS², can manage and manually edit the 

orders (Manage Tasks) after authentication (Authenticate 

User). The task is then transmitted to the autonomous 

equipment, including all the necessary data (Transmit 

Task). Likewise, relevant environmental information 

from a shared environmental model is sent with the task 

to the equipment (Transmit Environment Information). 

The sensor data of the autonomous equipment collected 

during task execution synchronizes a shared environment 

model (Synchronize Environment Model). After 

successful execution of the task, the work result is 

documented and transferred to the project management 

level (Document Task Results).  

Through this functional structure, the CS² covers all 

requirements from section 3.3.2 (see Table 2). 

Standardized tasks are automatically generated from 

BIM and other sources of planning data (R1). These tasks 

are broken-down and transmitted to automated 

equipment and robots (R2). Through a Kanban board like 

interface for task management, the on-site coordination 

and communication is supported (R3). Results of the 

executed tasks are fed back into overarching project 

management solutions, like BIM (R4). With this 

interface to BIM and other planning data, the supply 

chain can be incorporated in task generation or work 

results can be considered in supply chain controlling (R5). 

As the foreman is a crucial part of the CS² the whole 

system can react to changes by managing or creating 

tasks, fostering on-site flexibility (R6). 

Table 2. CS² assessed against the requirements from 

section 3.3.2 

Prototype R1 R2 R3 R4 R5 R6 

CS² x x x x x x 

4.2 Exemplary Implementation 

The introduced functional concept of the CS² is partly 

implemented to validate the concept. Autonomous 

machine integration and a shared environmental model 

are not implemented in this case study. In this specific 

case study, which can only be briefly addressed here, the 

focus is on earthwork (e.g. digging, grading, compaction) 

and transport tasks (e.g. bulk material, unit loads).    

The exemplary system can create tasks either through 

importing a standardized job description (German 

GAEB-xml-format) or manually through the task 

creation function. Attributes for specific tasks (e.g. 

digging or transporting) are predefined and can be 

automatically or manually filled with the respective 

information. After a task is created, the task is allocated 

to an equipment. Therefore, the machine database 

“Equipment Information System” (EIS) and a fleet 

management platform are connected to the web-service 

through APIs. In these systems, equipment can be 

administrated and managed. Figure 9 shows the system 

architecture, which is based on the client-server pattern, 

with the web browser taking on the role of the client. The 

client sends a request to the server, which then responds 

and transmits the desired information. At the core of the 

architecture is the server with the associated database. In 
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addition, two services (equipment information and fleet 

management) are currently integrated, however further 

services can be seamlessly integrated if necessary. 

During operations, the foreman can move the task 

through the states (backlog, in progress, on hold, in 

review, done) on the Kanban board (Fig. 9) or, in a more 

automated scenario, the robot automatically feeds back 

his current state of work. The foreman can always 

intervene and stop, review, comment or reopen tasks, 

staying in full control of construction.   

 

 

Figure 9: CS² system architecture and Kanban 

board with task states 

5 Conclusion & Outlook 

A CS² is necessary for autonomous equipment and 

brings numerous advantages in construction robotics as 

well as construction planning and management. However, 

some functional requirements must be met for a 

successful implementation. This paper classifies the CS² 

in the current and future management of tasks on the 

construction site and enhances existing approaches from 

a systematic literature review in construction research 

with those of autonomous intralogistics. The paper then 

goes into detail about the necessary functionality and 

demonstrates a partial implementation of the CS² to 

foster the development of a sustainable control system for 

the construction site and validate applicability.  

This paper thus forms the basis for the 

implementation of a complete CS² in the near future. 

Under way is the complete demonstration of the CS² with 

the integration of autonomous equipment. Additionally, 

the enclosed literature review reveals a trend towards 

single-task construction robots. On the one hand, future 

research should therefore focus on coordinating mixed 

robot fleets in physical challenging environments with 

varying tasks. On the other hand, robotics should also 

investigate the development of multi-functional robots 

that can be configured for several tasks in a general 

construction workflow (e.g. inner-city construction).    
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Abstract – 

Tendering & Bidding generally involve many 

construction units participating in a project bidding. 

The purchaser selects the best bidder with a short 

construction period, low cost, high quality, and good 

reputation. There are huge economic benefits and 

points of concern behind it. However, tendering 

suffers an increased risk of data tampering due to the 

centralized database architecture, resulting in huge 

financial losses and unnecessary consumption of 

human resources. Blockchain technology has gained 

increasing attention in the construction industry 

because of its high transparency, information 

traceability, non-repudiation, and non-tampering 

characteristics.  Initial explorations have been carried 

out to discuss blockchain benefits in the e-tendering 

process. However, existing studies are limited to 

conducting qualitative analysis or proposing 

conceptual frameworks. A workable blockchain-

enabled solution that supports basic functions in the 

e-tendering process still lacks. Therefore, as an initial 

exploration, this paper presents a secure blockchain-

based framework for tender evaluation. Besides, 

technical components such as tendering smart 

contracts are developed to support framework 

functionalities. The framework feasibility is validated 

in a tendering evaluation example. Results show that 

the proposed framework guarantees secure tender 

evaluation by keeping data traceability and 

immutability. 

 

Keywords – 

E-Tendering & Bidding; Blockchain; Smart 

contract; Tender transaction 

1 Introduction 

Tendering and bidding refer to a type of business in 

which many construction units participate in project 

bidding. By selecting the best, the project task is assigned 

to a company with low price, good quality, short 

construction period, or relevant experience. On this basis, 

the purchaser unit and the bidding unit will sign a 

contract. Digitalization (or e-Tendering) is a trend in 

tendering process to solve low efficiency and unfairness 

problems [1]. However, most of the current e-tendering 

systems rely on a centralized database, suffering 

cybersecurity risks especially data tampering, as all data 

are controlled in one sector. For example, authorized 

personnel can modify the bidding data, which will cause 

the authenticity and traceability of the data to be lost in 

the bidding process. 

Blockchain technology has the characteristics of high 

transparency, non-tampering, non-repudiation, and 

traceability. Blockchain is a shared, unchangeable ledger 

that facilitates recording transactions and tracking assets 

in a business network. From the initial cryptocurrency to 

the current smart contract, the application feasibility of 

blockchain in the construction industry has been analysed. 

For example, Penzes B et al. [1] proposed the 

determination to reduce disputes and optimize storage, as 

well as the retrieval analysis and framework design of 

key areas by Li, J et al. [2] etc. Meanwhile, the feasibility 

of blockchain has been verified in the AEC industry. For 

example, Li H et al. [3] proposed saving database 

overhead in the Internet of Things technology. Chang S 

et al. [4] applied the tracking process in the supply chain. 

Some initial explorations have investigated the benefits 

of applying blockchain in e-tendering. For example, 

Ambegaonker et al. [5] proposed a blockchain-based e-

tendering system case designed to include analysing its 

security, and Li, et al. [6] explored the feasibility analysis 

of its data processing performance. However, these 

studies mainly focused on qualitative analysis or 

conceptual models' development. A solution that can be 

applied in practice has not been designed.  

Therefore, this paper aims at designing a blockchain-

based e-tendering system that can be practically applied. 

The objectives are: (1) to develop a blockchain-based e-

tendering system framework, (2) to design technical 

components (transaction data model & smart contract) 

required by the framework, (3) to test the feasibility of 

the framework in an e-tendering example. In addition, 

this paper discusses the potential uncertainty that may 

arise in the actual situation. 
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2 Blockchain in E-Tendering 

As a point-to-point distributed data structure, the 

blockchain records all transaction data in chronological 

order and stores it safely. The blockchain is essentially an 

encoded digital ledger, which can be stored on a 

computer on a public or private network [7]. The current 

hash in the blockhead of each block is calculated from all 

other information in the entire block. If the data in 

transaction is changed, this block's real current hash 

value will be changed. The previous hash value in the 

next block corresponds to it, as shown in the Figure 1. 
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Figure 1. Blockchain Structure 

In the transaction process of the blockchain system, each 

block needs to hash the previous block and link the newly 

calculated block with the previous chain. A block will 

contain blockhead, transaction data, timestamp, and last 

block hash in this process. The blockhead includes the 

block height (the number of the block) and the current 

hash of this block. The data or information stored in it has 

the characteristics of "unforgeable," "fill traces," 

"traceable," "open and transparent," and "collective 

maintenance" [8]. Based on these characteristics, 

blockchain technology has laid a solid foundation of 

"trust" and created a reliable "cooperation" mechanism. 

Because of these advantages, the application of 

blockchain technology in the e-tendering system is 

promising. 

In the past research in the e-tendering system, most of the 

information exchange methods used were centralized 

databases [9][10]. Centralized databases often cause 

information loss or tampering because the only data 

storage location is attacked. Persons with authority to the 

central database can easily enter it. Once the information 

obtained by bid-base or other bidders is acquired through 

illegal means, it will give them an unfair advantage. 

According to the analysis of the bidding framework of 

the credible third-party model adopted in the past 

research, it is prone to some mistakes that lead to 

economic losses and bidding failures. One of the most 

representative is data manipulation. 

The tendering system in the trusted third-party (TTP) 

mode is currently the most mainstream build model.  Its 

organization provides certification for bidders and 

purchasers who need to access the database and 

determines that other people cannot access the contents 

of the centralized database. However, suppose a member 

of the bidders or purchaser unit uses illegal means to 

tamper with the information in the database due to 

economic interests. In that case, the third party cannot 

guarantee the security of the file. 

In the application of tendering, because of the complexity 

and security requirements of the process itself, many 

scholars have carried out a blockchain-based design in 

this regard. Because the laws and institutions of many 

countries have higher requirements for confidentiality in 

tendering, Hardwick, Akram, & Markantonakis [11] 

have designed a bidding framework for government 

procurement. In addition, Ambegaonker et al. [5] 

proposed some suggestions for improvement of the 

Blockchain-based e-Tendering System.  

In these similar studies, the consideration of the bidding 

process has been simplified. The main proposals are 

conceptual frameworks. There is no analysis for special 

procedural requirements; for example, verifying the 

submitted information in the "prequalification" link and 

the information exchange in the "clarification" link is 

omitted. 

3 Blockchain-based E-tendering 

Evaluation Framework 

3.1 Development of Framework 

Because of the complexity of the tendering evaluation 

stage, the system framework adopts the parallel mode of 

blockchain system and centralized database. This type of 

"public service platform" is filed by the government's 

market supervision unit, and it is also the mainstream 

method of bidding for large-scale projects. Although 

there are many resources used to protect the security of 

the database, it still has the structural flaws of a 

centralized database. 

The framework mainly consists of the following steps: 
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Figure 2. Framework Steps 
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Figure 3. Blockchain-Based E-Tendering System of 

Tendering Evaluation 

Figure 2 illustrated the framework that mainly consists 

the process from submitting bid to scoring. Especially for 

the critical "clarification" step, the framework designed 

in this article plans for bidder's need to update 

information. 

For the clarification stage, in the actual project, there are 

often many clarifications. Each clarification may be 

aimed at different bid parts, such as the business part, 

price part, etc. During a clarification process, you may be 

asked to provide information multiple times. Therefore, 

in the design process, the two stages of "clarification" and 

"verify and clarify the authenticity of the documents" will 

be carried out many times by the actual situation until the 

change step is completed. 

After the "clarification" section is over, follow the 

process to score the bidder's files. The scoring results 

should be sorted according to the scores of all bidders. 

Choose the three (or more) with the highest scores as 

candidates for advertising. And after the advertising 

period, the final bidder is determined among them, 

generally the bidder with the highest score. 

In this framework, the expert group needs to score 

documents in the private blockchain system. Therefore, 

the expert group should obtain all bidder documents 

(including bid and all clarification documents) from the 

"Public Service Platform" or from the purchaser. 

Transaction Data Model

Expert
Score

Bid

Purchaser

Hash Value of 
Documents

Top Hash

From To

Score of Documents

Bidder ID

...

Hash 
Value

Public Service 
Platform 

Submit Bid Get Bid

Submit 
Hash

Get Bid

Get Hash 
Value & Score

All information submitted to the 
Private Blockchain System passes 
through the Transaction Data 
Model shown on the right.

Figure 4. Framework Design of Scoring Part 

Whether the bidders or an expert group are uploading 

information to the private blockchain system, it should be 

compared to the transaction data model designed for 

Tendering Evaluation intended in this article. 

3.2 Development of Transaction Data Model 

For information transmission and acquisition in smart 

contracts, the transaction data model should be adopted. 

This article is aimed at the tendering stage, and a 

dedicated data model is designed. This model can 

summarize the information that a bid should have. A 

qualified bid should have a business part, a price part, and 

a technology part among the implemented specifications. 

In addition, all communications between the purchaser 

and bidder should be added to the bid in the clarification 

process. There are corrections and supplements to the 

original information in the information required to be 

provided subsequently. 

Each part of the bid should meet the requirements of the 

project. If there is a bid base, it should be checked at the 

bidding base. If some rigid requirements cannot be met, 
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the bid shall be invalidated. In addition, after the 

clarification is over, the purchaser should blindly select 

the members of the expert group. Those who have a deep 

understanding of the technology and the project score the 

documents. The expert group obtains the authority from 

the purchaser, accepts all the documents, and divides 

parts into bid scores. In this transaction data model, the 

score of each item is set to 100 points, and the total score 

is 300 points. In addition, the clarification document is a 

supplement to the above three parts and will not be scored. 

The transaction data model is represented in Table 1. 

Table 1 Transaction Data Model 

ATTRIBUTES VALUES 

Bidder ID 002s0001 

Bidder Name ZHANGSAN 

From To 002 to 001 

Hash of Business Part bd4674b81fcd40… 

Hash of Price Part 4489a0052b40f4… 

Hash of Technology Part 85d56bb4cebd08… 

Hash of Clarification Doc NULL 

Top Hash fe2245a47443aa6… 

Score of Business Part NULL 

Score of Price Part NULL 

Score of Technology Part NULL 

Score of Bid NULL 

Clarify Number 0 

Date 04-15-2021 

Because the blockchain system cannot transmit large 

files, the hash value of each part of the file should be 

calculated in advance. This design uses SHA256 to 

encrypt documents. 

For a message of any length, SHA256 will generate a 

256-bit hash value called a message digest. This 

summary is equivalent to an array with a length of 32 

bytes, usually represented by a hexadecimal string with a 

length of 64. The purchaser can place large documents 

through the bidding service platform. Calculate its hash 

value after obtaining the document. In addition, for the 

"Top Hash" item in the model. 

Bid
Business 

Part

Technology 
Part

Price 
Part

Clarification 
File

Hash Value of 
Business Part

Hash Value of 
Price Part

Hash Value of 
Technology Part

Top Hash

Hash Value of 
Clarification File  

Figure 5. Top Hash 

Top hash is derived from the four hash values in the 

document, which are calculated through SHA256 again. 

When users want to verify the document's authenticity, 

they can first verify the value of Top Hash. If the 

corresponding data is correct, it can be considered that 

the document has not been tampered with. If the data is 

different, you can check the four sub-items. This process 

can reduce the time for verification and save related costs. 

As shown in Table 1, the transaction data model contains 

the bidder's name, bidder ID and submission date, and 

other related information. The purpose of bidder ID is to 

make it more convenient to query transaction records. 

The submission time is only accurate to the date because 

a block will have its timestamp. The timestamp will be 

stored in the block with a time accurate to the second, and 

authorized users can query the data. It is not necessary to 

express in the model. 

For scoring items, because the ID of the expert group set 

in the framework is different from other users (Expert ID: 

000) when querying the score, the result will not be 

affected by other incorrectly entered data. 

Because the business part, price part, and technology part 

cannot be changed after the first submission (you can 

make changes in the clarification file), the value will not 

be altered in different submissions. But the top hash will 

vary with the data of the clarification file. 

3.3 Development of Smart Contract 

The designed blockchain-based tendering system 

framework and transaction data model develop the smart 

contract, as shown in the Figure 6. The smart contract is 

based on the Go language. The main functions are 

installing, instantiation, upgrade, etc., that come with 

Hyperledger Fabric, and three other functions are also 

designed. 

1, Save(Storage)
2, Query
3, Query history

Transaction Data Model 
ATTRIBUTES VALUES 

Bidder ID 002s0015 

Bidder Name ZHANGSAN 

From To 001 to 000 

Hash of Business Part 
bd4674b81fcd40780f368079ab15d453

9fdc5f4bbc5df2056f16eb078ae11bbf 

Hash of Price Part 
4489a0052b40f44f83a14ad311808e5ff

295f29f6fcf94f724d1c0b3e6c632bd 

Hash of Technology Part 
85d56bb4cebd08d2619f1629b648acca

1b426897133a2812c82765d4949ba637 

Hash of Clarification Doc. 
39932f24fe11a6baf55145a8ea05e1abd

8f773d4a98a0785ca27183f2ececedb 

Top Hash 
de5075995a9765e5700487903df5c0cd

e2f43407147489ed2b2a995d2f0ba1aa 

Score of Business Part 93 

Score of Price Part 97 

Score of Technology Part 91 

Score of Bid 281 

Clarify Number Done 

Date 05-28-2021 

 

 

Figure 6. Smart Contract Design 

As can be seen from Figure 6, Smart Contract: 

"RecordTest" has three main functions: (1) Save 

Function, (2) Query Function, and (3) History Query 

Function. 
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The two functions of save and query are important 

requirements in the bidding process that requires frequent 

communication. In the design of this article, information 

such as time, bidder, hash value and score of the file, etc., 

are all carried out through these functions. 

In the survey, the actual situation of tendering evaluation, 

data storage is also an essential item. All documents in 

the bidding process (bidding documents, bids, 

clarification documents, confirmation letters, etc.) need 

to be kept appropriately for a possible eventual inspection 

for possible inspection. Based on this fact, the function 

can be designed to query all historical information 

submitted in the past. 

4 Illustrative Example 

This article designs an experiment based on the e-

Tendering System in the Tender Evaluation phase and the 

smart contract used above. The design and experimental 

scenarios are as follows: one purchaser (No.001), one 

bidder (No.002), and one expert group (No.000). 

The bidders submit bids and clarification documents 

according to the process. The purchaser makes queries in 

order. After the clarification is completed, the bid will be 

scored by the expert group. Finally, check the score. The 

function of querying historical information is also set up. 

The whole process is mainly divided into four steps, 

omitting the repetitive steps of the intermediate process. 

This is to verify whether the completed e-Tendering 

System can work normally. The framework is based on 

Hyperledger Fabric 1.4. Specific information about the 

above three scenarios is also shown below. 

4.1 Scenario Ⅰ : Initial Submission of 

Information 

Bidder submits information about the bid for the first 

time; the ID of the Purchaser is 001. The ID of this bidder 

is 002. Therefore, the query code is set to 002001. When 

Purchaser searches for "002001", all the latest 

information provided by the bidder can be obtained. The 

hash value calculated from the files obtained from the 

"public service platform for tendering and bidding" 

database can be compared with the information obtained 

from the blockchain system. 

In general, the three main steps in the bid: Part of 

Business, Part of Price, and Part of Technology, will not 

be changed during the clarification process. So, the 

purchaser needs the bidder to submit clarification 

documents. 

Figure 7 shows the validation results in Hyperledger 

Fabric, transaction data for Step 1, and the current 

blockchain status after Step 1 are displayed.  
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Figure 7. Scenario Ⅰ: Initial Submission of Information 

4.2 Scenario Ⅱ: Update Submitted Data 

This scenario shows two updated information of No.002 

bidder, respectively, in the first clarification (second 

submission) and the fourth clarification (fifteenth 

submission). The content submitted for the fifteenth time 

is the final information submitted by the bidder. The two 

submission dates are April 23, 2021, and May 23, 2021, 

respectively, and the hash value and top hash of the 

clarification information in the content have also been 

updated.  

Because of the complexity of the tendering and Bidding 

process itself, the purchaser often requires multiple 

clarifications. In each clarification work, the bidder will 

also be required to provide corrections/additional 

information as required. In the verification experiment, 

the intermediate steps were omitted as shown in Figure 8. 

However, in the application, there may be multiple 

submissions of information in each clarification. So, 

there will be a fourth clarification, but the number of 

submissions is 15, as shown in Figure 9. 
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Figure 8. Bidder Submits Information for Second Time 
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Figure 9. Bidder Submits Information for Fifteenth 

Time 

4.3 Scenario Ⅲ: Scoring Bid 

After the whole clarification part is over, the expert group 

needs to score the bids submitted by each bidder. Scoring 

the business part, the price part, and technology part, 

respectively.  

As shown in Figure 10, the scores given to the bidder are 

as follows. The business part score is 93, the price part 

score is 97, and the technical part score is 91. The total 

score (score of bids) is the sum of the above three items, 

281 points. The total score of this scene-setting is 300 

points, and the total score of each item is 100. The query 

result is also the score transmitted by the expert group to 

the system and the relevant information of the bid. 

The ID of the expert group set in the experiment is 000. 

Therefore, in the input and query, the ID of bidder 

number 002 should be set to 002000. The ID (002000) 

can coexist with 002001 (the ID used when the bidder 

enters information) in the smart contract. So, there is no 

need to update the chaincode. 

The input data corresponds to the data obtained by the 

query. Since then, the blockchain-based e-Tendering 

System of the entire tender evaluation process has been 

experimentally verified and succeeded. 
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Figure 10. Scenario Ⅲ: Scoring Bid of No.002 Bidder 

According to the information inquired by the purchaser, 

the ID required for the query is 002000. The result is the 

latest submission. The experiment of this step is finished. 

Because a large amount of data needs to be stored in 

tender evaluation, the documents submitted in each 

clarification work need to be properly held for future 

inspection and verification if necessary. The smart 

contract "RecordTest" designed in this article also has a 

historical query function. In the experiment, all the 

information submitted by bidder No. 002 was extracted, 

and the results are shown in Figure 11. 
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Figure 11. Query Historical Data of No.002 Bidder 

Because the format of the input information used in the 

scoring stage is different, when querying the historical 

information of the bidder, the content related to the score 
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is not displayed in the result. As shown in in figure 11, 

because the verification design omits the repeated steps 

in the middle, only the three entered information is 

displayed. They are the first submission (submission of 

bid), the second submission (first clarification), and the 

fifteenth submission (fourth clarification). 

5 Conclusion 

This study proposes a Blockchain-based E-tendering 

Evaluation Framework for enhancing data security in 

electronic biddings. The framework proposes a 

transaction data model to realize the information 

exchange in tendering. A smart contract is proposed to 

complete the interaction between the transaction data and 

the blockchain system.  

The framework has been verified in three scenarios: 

"Initial submission of information," "Update submitted 

data," and "Scoring bid." The verification results show 

that it can provide a more secure e-tendering 

collaboration. 

However, there are still limitations in research: (1) The 

framework only tests some limited scenarios. (2) This 

design only considers tendering evaluation under 

standard conditions. Some special requirements, such as 

quality assessment, have not been validated. 
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Abstract 

 Half of the global population lives in cities, and it is 

still increasing as people are moving to cities in search 

of better education, job opportunities, and so on. The 

existing infrastructures of the cities are being stretched 

beyond their capacity and requirements for well-

organized urban environment and efficient urban 

management are rising. Urban simulation platforms 

create opportunities to review and analyze complex 

urban scenarios and help authorities in effective and 

efficient decision-making. The recent advancement in 

information and communication technologies (ICT) and 

data-driven environments have even aggravated the use 

of such platforms. To understand the current trend of the 

developed urban simulation platforms and to investigate 

the needs for future platforms, this study reviews 

academic research papers that focus on the subject area. 

From the findings of the study, it is observed that most 

of the developed simulation platforms focus on short-

term analysis and cover specific sectors. Also, there 

exist merely few city-level deployment cases of such 

platforms. To this end, this study emphasizes the needs 

for multi-disciplinary, scalable, expendable, open and 

interactive simulation platforms for the development 

and management of future cities. 

Keywords – 

Urban simulation platforms, Urban complexity, 

Interdisciplinary simulation 

1 Introduction 

Cities are large settlements that accommodate large 

populations and support their diverse activities [1]. They 

are also systems of interacting people in densely built 

spaces serviced by infrastructure and managed by 

organizations [2]. In practice, they are commonly 

handled as vast land-use systems to be designed and 

managed based upon best practices from economics and 

engineering [3]. This approach often defines the 

operational issues as simple problems and mainly 

describes the short-term activities, but becomes 

insufficient when considering urban issues over long-

term horizons and problems involved with human 

socioeconomic dynamics [4]. Since the nature of cities 

is complex, attempts to design and manage them with a 

few facets are risky. A more holistic understanding of 

cities becomes critical and is now an emerging trend of 

urban studies [5].  

Theoretical and mathematical models have long 

been used to reduce complexity and produce concise 

understandings of urban structures [5]. Their values are 

to foster broad knowledge of underlying principles of 

urban development, but they are too simplified and 

abstract to support decision-making for agencies. To 

meet the operational needs in planning and governance 

decisions, computerized models were developed and 

used since the 1960s to simulate the dynamic processes 

and interactions of urban developments and components 

[6]. Nevertheless, these models mainly focus on one or 

a few disciplines and systems to provide insights for 

specific policies and investments in particular urban 

settings. They fall short to represent the relationships 

and complexity between different disciplines and 

systems within cities. With the rapidly developing ICT 

in recent years, researchers have started to develop 

urban simulation platforms which can accommodate 

various urban simulation models and data to provide 

more holistic pictures of urban dynamics [7]. However, 

an overall reflection on the past development of these 

urban simulation platforms and their needs and trends 

are lacking.  

The objective of this study is to identify the needs 

and trends of developing urban simulation platforms for 

academia. Related academic literatures are collected and 

reviewed, and their developed platforms are analyzed by 

their related disciplines and technologies, target users, 

and study cases. Limitations and outlooks of current and 

future platforms are summarized based upon the review 

and analysis results. The outcome of this study provides 

readers the state-of-the-art knowledge of the 

development of urban simulation platforms and 

potential directions for future research.   
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2 Developed platforms 

To understand the past development of urban 

simulation platforms by academia, relevant academic 

literature was collected using keywords including 

“urban/city”, “simulation” and “platform” for article 

titles via Scopus in mid-May 2021. 51 papers fitted the 

searching criteria and 14 of them were excluded because 

of their languages (non-English), types (book chapter), 

or focuses (not related to urban governance nor 

planning). The features of these platforms are presented 

as following subsections: their general profile (e.g., 

developed year, affiliation countries), related disciplines 

and technologies, target users and study cases.   

2.1 General profile 

To understand the research trend of urban simulation 

platforms, the collected literature is analyzed by their 

publication years, document types, and sources. The 

discussion on developing urban simulation platforms 

gained attention around 2005 and increased gradually 

throughout the years (as shown in Figure 1). Among the 

37 collected pieces of literature, 26 of them are 

conference papers while the rest are journal articles. 

This indicates that many of the proposed platforms are 

still in their development process and are to be 

completed. As for the document sources of the collected 

literature, most of them are published by different 

sources and this might be because that the development 

of urban simulation platforms is related to a good 

variety of disciples (e.g., cyber-physical systems, 

transportation engineering, etc.).  

Figure 1. Year -wise number of publications 

Among the collected literature, 37 urban simulation 

platforms are developed by 49 universities and research 

groups spreading across 20 countries in the world. 

Figure 2 shows the country-wise number of publications. 

China, Japan, Italy, USA, and Sweden are the top five 

countries in terms of the number of publications related 

to this field. Since Eastern Asia had experienced the 

most rapid urbanization, their needs for developing 

urban simulation platforms are higher than other regions. 

Figure 2. Country-wise number of publications 

2.2 Related Disciplines 

The developed platforms reviewed in this study are 

found to be of seven broad categories: traffic [8], energy 

and sustainability [9], disaster management and urban 

security [10], urban landscape [11], water supply [12], 

3D visualization, and, inter-disciplinary [13]. From the 

distribution of the reviewed simulation platforms in 

Figure 3, it is observed that 78 percent of the platforms 

deal with single-discipline simulations and only 22 

percent focus on simulations integrating multiple 

disciplines. Within the single-discipline applications, 

simulations of traffic-related aspects in the urban 

context are the most studied area followed by energy, 

sustainability, disaster management, and urban security 

aspects. Social and economic urban systems are 

overlooked by the existing platforms.  

Figure 3. Related disciplines of the reviewed simulation 

platforms 

Table1 shows the list of platforms that integrate 

more than one discipline in simulation scenarios for 

assessing inter-disciplinary impacts. The integration 

mostly focused on assessing the environmental impacts 
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of urban mobility, holistic optimization of the city’s 

energy system, and the impact on power supply from 

the incorporation of electric vehicles in the city. Recent 

applications such as Dong et al. (2021) [14] tried to 

simulate traffic, emission, and energy usage scenario 

together. Also, studies like De et al. (2019) [13] focused 

on integrating several disciplines within a scalable 

software system for large-scale simulation through an 

application programming interface (API). Among the 

reviewed platforms, although a few of them were open 

source [7], [14], this is the only one that was created 

with an open-design approach. In this platform the 

functionalities are delivered through API and users get 

the opportunity to customize the system to fit to their 

requirements. Because the urban environment works as 

a complex combination of multiple disciplines, 

simulation of a single discipline without considering the 

impact of other disciplines often leads to unrealistic 

outcomes.  

Table 1. Simulation platforms that integrate multiple 

disciplines. 

Name of the 

platform 

Integrated 

categories 

Year Ref. 

Opus (the open 

platform for 

urban 

simulation) 

Land usage 

and Traffic 

2006 [7] 

A simulator 

integration 

platform for city 

simulations 

Electric 

mobility and 

power supply 

2011 [15] 

A co-simulation 

platform for the 

analysis of the 

impact of 

electromobility 

Electric 

mobility and 

power supply 

2016 [16] 

MobiWay 

(Smart City 

Mobility 

Simulation and 

Monitoring 

Platform) 

Traffic, 

temperature, 

location, 

pollution 

2017 [17] 

InterSCity (A 

scalable smart 

city software 

platform with 

large-scale 

simulations) 

Interdisciplin

ary scenarios 

(e.g., smart 

parking, 

smart grid) 

2019 [13] 

SureCity 

(Sustainable and 

Resource 

Efficient Cities 

platform) 

Holistic 

optimization 

of the energy 

system 

including air 

quality, land 

usage, and 

water usage 

2019 [18] 

Diesel, petrol or 

electric vehicles: 

What choices to 

improve urban 

air quality 

Air pollution 

and road 

traffic 

2020 [19] 

A smart city 

simulation 

platform with 

uncertainty 

Traffic, 

emission, and 

energy usage 

2021 [14] 

2.3 Related Technologies 

The advanced technology adoption in different 

urban simulation platforms was found for four main 

purposes: sensing, visualization, integrated large-scale 

simulation and computing. A list of technologies related 

to different purposes found in the reviewed literature is 

listed in Table 2. Sensing technologies are required for 

collecting data from the real-world environment. The 

collection of data from citizen’s mobile devices through 

crowdsourcing is found to be effective in energy usage 

and carbon dioxide emission simulation [20], street 

lighting simulation [21], and traffic simulation [22]. The 

use of various wireless sensors was also found in many 

applications such as traffic simulation [17], urban 

flooding simulation [10], radiation [23] simulation, and 

so on. Some recent applications have also used vision-

based sensing devices such as LiDAR [23], and image 

capturing devices [11] for simulating radiant heat and 

agricultural production respectively. 

Visualization of simulation scenarios and outcomes 

through a map and/or three-dimensional representation 

provide end-users a better opportunity for well-informed 

decision making. OpenFlight was one of the early 

options for modeling 3D visualization systems [24], 

[25]. However recent simulation platforms have started 

using the latest 3D modeling technologies, such as 

building information modeling (BIM) [9] and CityGML 

[26], and represented them on the world map views 

using OpenStreetMap [27] and Geographic Information 

System (GIS) [11]. Software packages such as ArcGIS 

[11] and QGIS [26] are often used for the analysis of

geospatial information. For more immersive user

experiences, recent studies have represented the

simulation scenarios through virtual reality models

created using a 3D game engine named Unity [27].

Access to the simulation platforms through the web-
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based graphical user interface is also one of the recent 

trends [13][18]. 

The integrated simulations include multiple 

disciplinary simulations, and often those are simulated 

in real-time. As these tasks are computationally heavy, 

performing them in a centralized system will be time-

consuming and inefficient. To overcome that, early 

researchers used de-centralized distributed simulation 

platforms [8][28][16] which follow High-Level 

Architecture (HLA) [29][30], a distributed simulation 

standard published by IEEE. Most recent studies have 

implemented cloud computing [13][21], and edge 

computing technologies for performing complex 

simulations in real-time. Some studies have also 

implemented Hardware-in-the-loop (HWIL) technology 

for simulation through complex real-time embedded 

systems [31]. Uninterrupted connectivity between 

systems and with sensing devices through 4G/5G 

wireless networks is essential for the effective 

implementation of integrated simulation platforms [32]. 

Although earlier simulation platforms have relied on 

various simulation models for analyzing the scenarios, 

recent ones are more inclined to data analytics through 

artificial intelligence techniques such as machine 

learning and deep learning. Agent-based models are 

widely adopted simulation models for simulating the 

actions and interactions of autonomous agents to 

understand the behavior of a system [16][33]. The use 

of various discipline-specific models was also observed 

during the review. For example, Simulation of Urban 

Mobility (SUMO) was used as a traffic simulation 

model [16][8][14], CupCarbon [21], and TinyOS [34] 

were used for wireless sensor network simulation, and 

so on. The latest AI techniques were adopted by Zhou 

and Dai (2021) [11] for agricultural production 

simulation and by Aviv et al. (2021) [23] for simulation 

outdoor radiant environment. 

Table 2. List of technologies used for different purposes. 

Purpose Technology 

Sensing IoT, Vehicular sensor network, 

Wireless sensor network,  

Crowdsourcing mobile data,  

Images, LiDAR point clouds 

Visualization GIS (e.g., Open Street Map), 

3D (e.g., OpenFlight),  BIM 

(e.g., CityGML), 3D game 

engine, Virtual Reality 

Simulation Mathematic models, Artificial 

neural networks 

Computing Parallel Computing (e.g., De-

centralized Distributed 

Platform & HLA), Hardware-

in-loop, Cloud computing, 

Edge computing 

2.4 Target users and study cases 

Most of the developed urban simulation platforms 

are for city governments, infrastructure companies, and 

urban planners to monitor and operate existing 

infrastructure systems and to review and evaluate 

potential urban plans, which is regarded as the top-down 

approach [35]. However, in recent years, more 

developed platforms have also integrated the bottom-up 

approach, which emphasizes citizen engagement for 

urban governance and planning. The importance of 

model reuse and data sharing [9][13][36], 

crowdsourcing input [20][21][22], interactive interface 

[10][18], and immersive environments [25][27] is 

recognized by researchers to develop more public 

engaging urban simulation platforms, yet not addressed 

enough. How urban simulation platforms can interact 

with the public more should be investigated continually 

in the future.  

Applying urban simulation platforms to real-life 

problems is valuable. Among the 37 developed 

platforms, less than half of them (17) was used to study 

real cases, while the rest were applied to virtual cases. 

More case studies should be fostered to validate the 

effectiveness and demonstrate the value of existing and 

future urban simulation platforms. Among the study 

cases mentioned in the collected literature, 6 of them are 

Asian cities (i.e., Tokyo, Kyoto, Beijing, Shanghai, 

Qingdao, Singapore), 6 are European (i.e., Dublin, Paris, 

Cologne, Stuttgart, Luxembourg, Judenburg), 3 are 

North American (i.e., Seattle, San Francisco, 

Philadelphia), and 2 are South American (i.e., Sao Paulo 

and Lima), whose sizes vary from 16,411 km2 (Beijing) 

to 13.22 km2 (Judenburg) and populations from 26 

million (Shanghai) to 1 thousand people (Judenburg). 

How the developed urban simulation platforms can be 

used to study different cities with different sizes from 

different regions is rarely discussed in the collected 

literature and should be investigated in the future.  

3 Limitations and outlooks of current and 

future platforms 

The existing simulation platforms are still in early 

phase for city-scale urban simulation due to the 

following limitations and challenges. Firstly, only a few 

studies have tried to incorporate multiple disciplines and 

domains for co-simulations. Secondly, the existing 

platforms mainly focused on short-term analysis and 

covered specific sectors. The main drawback of such 
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platforms is the inadequacy to support collaborative 

features and their limited or focused set of solutions. 

Thirdly, the open-source approach needs to be adopted 

for engaging more development communities in 

developing integrated platforms. Lastly, flexible 

platforms that support the easy integration of multiple 

disciplines need to be in the focus. 

For existing integrated platforms, challenges lie in 

their scalability, interoperability, maintainability, and 

reuse in the context of different cities. Incorporating 

sufficient uncertainties in simulation is needed for 

making it more robust. These systems need to be tested 

for large-scale complex city scenarios. Production 

instances of such platforms need to be created with city-

level applications. Real case studies highlighting the 

challenges and best practices are still limited in the 

present literature. Furthermore, the use of these urban 

simulation platforms still needs to deal with some open 

challenges such as the security and privacy issues of the 

cyber-physical systems, the requirement of highly 

skilled workforces for operating them, limited 

involvements of citizens and governments. All these 

challenges should be addressed for future urban 

simulation platforms.  

The following characteristics are summarized as 

essential for future urban simulation platforms in 

response to future cities with more complex challenges 

and rapidly changing environments. Firstly, they should 

be interdisciplinary to reflect the essence of urban 

governance and planning. Secondly, they should be 

scalable, level and tempo-wise, to integrate different 

disciplinary simulations. Thirdly, they should be 

flexible and expandable to accommodate new 

simulation scenarios and models. Fourthly, they should 

be open data and source wise to enable future reuse and 

further development. Lastly, they should be web-based, 

interactive and immersive to engage more stakeholders 

for more inclusive urban planning and management.  

4 Conclusion and future work 

Urban simulations are needed to gain a deeper 

understanding of potential future developments and to 

support sustainable decision-making. In recent years, 

scientists have been working on various types of 

simulation platforms to perform such types of analysis. 

In this work, 37 of these urban simulation platforms 

were investigated and compared. This work shows that 

there is a clear rise in the number of platforms available 

over the last few years. With the increase of available 

real-world data and computational resources, more and 

more platforms make use of novel Machine Learning 

and Artificial Intelligent algorithms to predict future 

events. The analysis of the different platforms reveals 

that only a few are currently designed to integrate 

models from different disciplines. Furthermore, 

challenges in platform scalability, interoperability, 

maintainability, security, and privacy are identified. 

While the analyzed platforms build a solid foundation 

for urban simulations, further work is needed to enhance 

the simulations. An important aspect will be the 

capability to integrate approaches from multiple 

disciplines to better model real-world phenomena.  
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Abstract  

Due to the increasing global population, the 

Architecture, Engineering, and Construction (AEC) 

industry is placed in front of a significant challenge to 

provide and maintain the necessary urban 

development and solid infrastructure systems to 

support this increase. Infrastructure systems must be 

resilient and sustainable, especially being critical to 

the nation’s economy and progress. Creating such 

systems can be achieved by implementing emerging 

technologies and adopting efficient and cost-effective 

approaches to rehabilitate and expand the existing 

infrastructure systems and creating new ones. A 

major technology implemented in the horizontal 

construction sector is Building Information Modeling 

(BIM), which also has proven beneficial for the 

vertical construction sector. However, implementing 

BIM in horizontal construction is still emerging. To 

maximize its potential, BIM will require its 

integration with another technology pillar: 

Geographic Information System (GIS). Generally, 

BIM’s central focus is to provide comprehensive 

semantic information of the construction projects, 

while GIS provides spatial data and details about the 

surrounding environment. Thus, their integration can 

leverage their adoption, and it becomes vital to study 

how BIM and GIS interact. This paper addresses the 

BIM-GIS integration by synthesizing the existing 

research corpus and provide insights into the current 

usage of an integrated BIM-GIS system for 

infrastructure. The paper’s findings show that the 

applications mainly cover modeling and design of 

infrastructure assets, infrastructure construction and 

scheduling, monitoring and compliance check, and 

infrastructure facility and asset management. 

Furthermore, this paper investigates the 

requirements to optimize the adoption of integrated 

BIM-GIS for infrastructures.  

 

Keywords –BIM; GIS; Infrastructure; Emerging 

Technologies 

1 Introduction and Background 

The integration of BIM and GIS in the Architecture, 

Engineering, and Construction (AEC) industry has been 

trending in recent years in both research and industry. 

The term integrated BIM-GIS system first appeared in 

literature in journals and conference publications in 2008 

[1]. In 2012, the researcher’s interest in the integrated 

BIM-GIS system increased sharply and peaked in 2016-

2017, indicating an increased awareness of this 

integration's potentials [2]. The integration of BIM and 

GIS can provide a digital representation of architectural 

and environmental entities, manage spatial information, 

facilitate a transformative direction to integrate spatial 

data at different levels of detail, and permitting efficient, 

standardized, and coherent methods to plan construction 

development [2].  

GIS technologies date back to the 1960s with the 

establishment of the Canada Geographic Information 

System (CGIS) as the first recognized GIS application [3]. 

Esri, an “Environmental System Research Institute” 

responsible for supplying GIS software and the web GIS 

geodatabase management applications, defines GIS as "a 

framework for gathering, managing, and analysing data. 

Rooted in the science of geography, GIS integrates many 

types of data. It analyses spatial location and organizes 

layers of information into visualizations using maps and 

3D scenes. With this unique capability, GIS reveals 

deeper insights into data, such as patterns, relationships, 

and situations—helping users make smarter decisions".  

BIM, on the other hand, has contradicting views 

about its date of origin; some researchers date BIM back 

to 1982 with the development of the ArchiCAD software, 

while others suggest that the real implementation of BIM 

started with the establishment of the Revit software 

program in 2000 [4]. Autodesk defines BIM as "a process 

that begins with the creation of an intelligent 3D model 

and enables document management, coordination and 
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simulation during the entire lifecycle of a project (plan, 

design, build, operation and maintenance)".  

Although BIM and GIS provide a digital 

representation of buildings or environmental 

surroundings, their approaches are different. BIM's 

central focus is directed towards construction projects 

with its massive ability to detail geometric and semantic 

construction information [5]. On the other hand, GIS is 

specialized in covering the geospatial data of the outdoor 

environment surrounding the construction project but 

provides limited comprehensive information about the 

building itself [6]. Thus, the strengths and weaknesses of 

both pillars make them extremely compatible. For 

instance, BIM can benefit from GIS's spatial information 

to optimize the tower cranes' location on a construction 

site [7]. Conversely, GIS applications can benefit from 

the detailed design of the pipe network provided by BIM 

for efficient management and analysis of the pipeline 

network [8]. Also, information from GIS such as site 

selection and on-site layout materials can facilitate BIM 

applications, while detailed BIM models can assist GIS 

with better utility management [2]. Therefore, the 

integration between these two systems will lead to the 

effective management of information in all stages of the 

project's life cycle, a better understanding of how the 

projects interact with its surrounding, and the availability 

of heterogeneous multi sourced-data will enhance 

decision making [9].  

 Moreover, the integrated BIM-GIS system is 

considered a pillar for developing sustainable smart cities 

for its ability of data interoperability, quantitative 

analysis, technology applications, and urban 

management [10]. Since GIS is limited in providing 3D 

models, the best practice to leverage its scope and 

implement detailed spatial analysis is by using 3D 

models offered by using BIM software such as Revit, 

CAD, and SketchUp [11]. 

The research done by [1], summarized the benefits 

of an integrated BIM-GIS system compared to using BIM 

on different aspects of AEC’s user requirements 

including quality management, progress and time, cost, 

contract, health safety and environment (HSE), 

information, and the coordination of various sectors. It 

was found that the benefits of an integrated BIM-GIS 

system are way more efficient compared to using only 

BIM and can widely benefit the AEC’s industry user 

requirements. Knowing that the integrated BIM-GIS 

system has shown successful implementation in the AEC 

industry and has been trending in recent years, the 

objective of this paper is to investigate the existing 

research corpus and identify the applications of the 

integrated BIM-GIS system in the AEC industry with a 

focus on infrastructure systems. Also, this paper 

highlights the gap in the existing literature and 

investigates the requirements to leverage the 

implementation of the integrated BIM-GIS system in the 

horizontal construction sector.  

2 Applications of Integrated BIM-GIS 

System in the AEC Industry  

Several researchers investigated the integration 

between BIM and GIS with a wide range of various 

applications. A comprehensive literature review of the 

published research on integrated BIM-GIS applications 

in the AEC industry was conducted. We used Google 

Scholar to search English language articles published 

since 2008 (the year when the term integrated BIM-GIS 

system first appeared in literature) by using 

“BIM/Building Information Modeling” and/or 

“GIS/Geographic Information System”, and “AEC/ 

Architecture, Engineering, and Construction” as key 

terms for the literature’s topic. Since the focus of this 

paper is to highlight the applications of the integrated 

BIM-GIS system, only publications with applications of 

the integrated system in the AEC industry were selected 

by reading the abstract or the full text sometimes. As a 

result, 100 literature items were obtained.  

The obtained literature items were then analysed and 

classified into three categories based on the application 

object: 1) integrated applications on urban districts and 

cities; 2) integrated applications on buildings, and 3) 

integrated applications for infrastructures. The 

distribution of the publications based on the application 

object is represented in Figure 1. As expected, the major 

applications of integrated BIM-GIS covered buildings 

with 57 publications, then urban districts and cities with 

28 publications, and the least are infrastructures with 

only 15 publications.  

 

 
Figure 1. Integrated BIM-GIS Application 

Object Distribution in the AEC Industry 
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2.1 Integrated Applications on Urban 

Districts and City  

It is common to use BIM to create, manage, and share 

lifecycle data of buildings, while GIS provides more 

holistic information on the urban environment. As such, 

the integrated BIM-GIS system is beneficial for Smart 

City applications and urban representation where data of 

the building facilities and urban environment is required 

[10] [12]. It was found that the integration of BIM and 

GIS on urban districts and cities has been applied mainly 

in activities including urban data management [13] [14]; 

urban representation, 3D city models and urban 

visualization  [14], 3D cadaster [15] [16]; waste 

management [17]; energy efficiency and management  

[18] [19]; urban facility management [20] [21], traffic 

planning [22] [23]; safety and disaster management and 

prevention [24] [25].  

2.2 Integrated Applications on Buildings  

Conversely, the application of integrated BIM-GIS 

for buildings can be divided into four sections based on 

the construction phase, i.e., planning and design, 

construction, operation and maintenance, and demolition.  

Applications of BIM in the buildings’ planning stage 

include building modeling, site analysis, and 

architectural planning. Moreover, in the design stage, 

BIM applications consist of program demonstration, 

visualization design, collaborative design, quantity 

statistics, building data collection, energy analysis, safety 

design, and sustainable design [26]. However, the 

applications of the integrated BIM-GIS system in the 

planning and design phase of building projects extend to 

cover the energy and climate adaptation design of 

buildings and to facilitate energy simulations and 

buildings’ energy management  [27] [28]. Also, it was 

implemented for building design [29]; building site 

selection [30]; space conflicts [31]; preconstruction 

operations, structural and post-construction analysis, and 

construction safety planning [32] [33], which optimizes 

the entire design process and improves the building’s 

performance. 

BIM has also been applied during the construction of 

buildings to conduct construction progress and 

organization simulations, digital construction, material 

tracking, site coordination, construction visualization, 

construction safety, and green construction [26]. As such, 

BIM can be protracted and integrated with GIS to support 

visualization of construction time control, supply chain 

management, construction process, and construction 

activity tracking [34] [35]. This integration supported the 

visualization of the construction process and improved 

the coordination between different stakeholders. Besides, 

the integrated BIM-GIS was used for urban renewal 

projects by conducting building retrofit projects to 

support decision-making on building renovation from an 

economical and environmental perspective [36]. 

Traditionally BIM was used for designing buildings; 

however, the application phase of BIM is recently 

moving toward pulling its implementation throughout the 

whole building lifecycle. The application of BIM in the 

operation stage of buildings includes completing model 

delivery, develop a maintenance plan, assist in facility 

management, provide indoor space management, analyze 

building systems, and conduct disaster emergency 

simulations [26]. However, this implementation will face 

several problems such as insufficient levels of details, 

lack of information accuracy, and lack of information 

standardization. Thus,  implementing BIM for the 

operation and maintenance phase should be pull-driven 

by asset owners and requires integration with other 

technologies [26]. As such, most of the applications of 

the integrated BIM-GIS system for buildings collected 

from literature reveal that more than half (35 out of 57) 

of these applications are in the operation and 

maintenance phase. These applications included indoor 

navigation and emergency response [37] [38]; heritage 

management and visualization  [39]  [40]; safety 

management [6] [41]; hazard identification and 

prevention [42]; energy consumption by buildings and 

transportation networks based on people’s behavior [43] ; 

and building facility management [44] [45].  

Furthermore, BIM-GIS integrated system was used in 

the demolition phase of buildings. Data from BIM and 

GIS was integrated to facilitate demolition waste 

management by calculating the number of trucks needed 

to load and haul the generated waste and estimating the 

required travel distance between sites, storages, and 

landfills [46].  

2.3 Integrated Applications on 

Infrastructures  

Since it was found that the applications of the 

integrated BIM-GIS system in the AEC industry for 

infrastructures are still limited, this paper aims to 

highlight and elaborate on the use of the integrated BIM-

GIS for infrastructure. As such, the investigated 

applications were clustered based on the construction 

phase, i.e., planning and design, construction, operation 

and maintenance, and facility and asset management. 

2.3.1 Applications in Planning & Design  

The planning and design of extensive infrastructure 

facilities such as tunnels, bridges, subways, and utility 

networks require a massive amount of detailed data and 

the consideration of different scales; i.e., demanding a 

multi-scale representation of data [47]. As such, 

researchers of [47] utilized BIM and geometric semantic 

modeling to achieve multi-scale models to support shield 

tunnels’ design. Also, they proposed the concept of 
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explicit Level of Details (LOD) in tunnel design by 

extending and using concepts from GIS to help to detect 

clashes between the designed tunnel and the existing 

infrastructure facilities. This mapping supported the 

analysis and evaluation of the tunnel design based on 

geographical criteria. Similarly, [48] investigated BIM 

and GIS integration in China’s tunnel engineering. They 

stated that this integration would simplify the modeling 

and analysis process of tunneling and optimize BIM 

technology implementation in China's tunnel engineering.  

Also, researchers of [49] developed a system that 

integrates BIM and GIS to estimate the cost of building a 

national road to be applied in the feasibility stage. The 

cost estimation included construction costs, land 

acquisition costs, and operation and maintenance costs.  

The user-defined GIS information was imported to the 

CAD system, and the output data related to bridge and 

tunnel properties, earthwork quantities, lot numbers, and 

boundary lines and images were imported to a web 

system that was used to estimate the total project cost. In 

the proposed approach, the end-user can choose the best 

route because of the better 3D visualization, better 

understanding of the project, and the generated cost 

estimation. Also, [50] developed 3D Geotechnical 

Extension Model or 3D-GEM to integrate semantic 

information models to contain surface and subsurface 

objects such as subsurface geological and geotechnical 

objects to support the development of infrastructure 

projects. 

Recently, [51] proposed a framework to integrate 

BIM and GIS for an innovative design approach for 

transport infrastructure. This framework aims to 

eliminate any possible conflict that could be faced 

between the infrastructure design and environmental 

limitations and provide an integrated technical and 

ecological indicator of the proposed design. The 

researchers tested the proposed approach on an airport 

infrastructure, where the information model was 

developed using Revit and Civil3D while the 

environmental model was produced using GIS. Also, [52] 

proposed a framework based on BIM-GIS integration to 

plan and design utility infrastructures to meet the needs 

of expanding cities in the future. The infrastructure 

utilities include freshwater networks, sewer networks, 

and electrical networks. The proposed framework 

emphasizes smart and sustainable cities’ concept and 

supports decision-making for better planning and 

management.  

2.3.2 Applications in Construction  

For the construction of infrastructure projects, BIM 

and GIS were also integrated. [53] integrated BIM 

highway models with Digital Elevation Model (DEM) of 

the surrounding topography, and they utilized real-time 

on-site photos to generate highway construction 

schedules for further schedule management and analysis, 

to monitor construction delays.  

[54] utilized BIM to save data about road components 

in highway construction and the GIS system to import 

data about land boundaries and topographic data. The 

integrated approach aims to provide spatial data analysis 

needed for earthwork calculation. Infrastructure 

geometric information such as road shape and different 

geometrical elements were exported from the 

corresponding BIM models. Conversely, geographical 

reference, soil type, infrastructure data, etc., were 

collected from GIS, then semantic web integration 

between the associated BIM files and GIS files was 

conducted. This approach permits end-users to perform 

several cut and fill simulations and facilitates the 

generation of an optimized construction plan. Moreover, 

[55] utilized BIM to manage all the information and data 

related to subway stations’ construction. Also, they 

installed Global Positioning System (GPS) receivers on 

large, heavy, and high-risk pieces of equipment used in 

the construction process and linked the data with GIS to 

establish the 3D geographic spatial location of machines 

to eliminate high-risk accidents. The integrated GIS-

GPS-BIM system was developed to assist in risk 

management associated with cranes, drilling machines, 

excavators, loaders, and dumpers used to construct 

subway stations. The risks include collisions between 

equipment or neighboring buildings, resulting in the 

deformation of foundation systems and retaining walls. 

This approach will be able to provide early warning 

signals, which will support its development and 

implementation.  

2.3.3 Applications in Operation and Maintenance  

Monitoring and compliance check for roads is 

essential to provide a certain level of serviceability; 

however, roads’ maintenance and rehabilitation are 

complicated because of the widespread road systems. [56] 

developed a Road Monitoring and Reporting System 

(RMRS), which includes a mobile app and a web-based 

RMRS based on the integration of location-based 

services (LBS) and Augmented reality technologies (AR). 

The developed RMRS can be used by the public or 

engineers to monitor defects and report their spatial 

coordinates to the web-based RMRS using a downloaded 

app on their smartphones. The defect location will be 

determined based on the location of the person who 

reported the defect. The reported information will be 

shown on the field road engineers’ phones, and they will 

be able to extract the relevant data from the web-based 

RMRS. The AR technology in the mobile RMRS was 

also programmed and used by field engineers to obtain 

real-time reports and support in visualization and 

planning the maintenance and rehabilitation operations.   

Moreover, [57] developed an automated utility 

132



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

compliance check by integrating natural language 

processing (NLP) -which is an “algorithm that translates 

the description of spatial configuration into a computer 

processable spatial rules”- and spatial reasoning which 

logically extracts the spatial rules to a GIS system to 

identify its compliance. The researchers suggested that 

the developed method can be extended to various 

computing applications if implemented in the BIM 

platform with interoperable mapping and ontologies and 

integrating sensing technologies to obtain spatial data 

from construction sites.  

2.3.4 Applications in Facility and Asset 

Management  

Facility and asset management of buildings with the 

surrounding infrastructure can only be conducted using 

BIM and GIS integration. The building’s internal system 

information is extracted from BIM, and the external input 

of utility infrastructure can be extracted from GIS. In this 

context, [58] connected BIM models of the building's 

mechanical electrical and plumbing (MEP) systems with 

the surrounding subsurface pipeline network. Revit files 

and GIS data were imported and integrated to support the 

network visualization outside the building. 

Moreover, [59] investigated the potential of 

improving asset management by integrating BIM and 

GIS systems. However, the researchers faced challenges 

in exporting the BIM geometry of an underground 

railway into 3D GIS. Also, [60] proposed integrating 

BIM with GIS, and they developed a web-based GIS 

management system to assist in the management of a 

bridge model. The developed system contributes an 

advanced 2D and 3D visualization, in addition to a real-

time sensor data reception to permit real-time 

visualization and monitoring.  

2.4 BIM-GIS Platform for Infrastructures  

Recently, there has been a considerable amount of 

studies and national efforts to encourage the use of BIM 

for horizontal projects on the one hand and extending the 

implementation of BIM to cover the operation and 

maintenance phases of construction projects on the other 

hand. Additionally, the increase in the construction 

projects’ complexity is associated with large amounts of 

challenging data that requires better approaches to store, 

share, and manage [61].  

Moreover, researchers of [61] suggested five trends 

that will remodel how construction projects are 

conducted. The first trend that will shape the future of 

construction is a higher definition of surveying and 

geolocation, associated with the second trend of 5 

dimensions of BIM, in addition to the digitization of 

processes and data sharing (third trend). This will be 

accomplished with the aid of the internet of things (IoT) 

(fourth trend), with intelligent asset management and 

smarter decision-making and designing with materials 

and methods of the future (fifth trend). As emphasized by 

[61], better geolocation and data mapping integrated with 

BIM, IoT, and digitized collaboration are the pillars for 

an inevitable and crucial transformation in the 

construction industry. 

Also, [62] defined BIM for infrastructures as “a 

system of processes for collecting, storing, and 

exchanging data used to plan, design, construct, operate, 

and maintain highway infrastructure through the entire 

life cycle.” The researchers considered data as a keyword 

that pertains to anything that could be accessed in a 

seamless digital environment. Data extend beyond 

physical transportation assets and attributes to include 

functional values such as financial, design, and 

specification information. BIM allows the extraction and 

data sharing among different business units and 

segmented stakeholders to support the department’s 

infrastructure’s decision-making. Conversely GIS has 

proven to be beneficial in providing better visualization, 

simplified data sharing and data accessibility, proactive 

asset management, and informed decision making [63]. 

Therefore, to leverage the implementation of BIM 

for infrastructures, and as emphasized by [61] and [62], 

BIM should integrate with GIS to ensure a geolocation 

mapping that will support the allocation of infrastructure 

assets. This integration will provide information about 

the asset’s condition throughout its lifecycle within the 

surrounding environment. To optimize this integration, 

sensor technology should be used to facilitate real-time 

mapping, data sharing, and data collection, besides IoT 

that will facilitate storing, sharing, and integrating data. 

Integrating BIM, GIS, IoT, and Sensor technology will 

constitute a robust framework toward leveraging the 

implementation of BIM for infrastructures and 

throughout the project life-cycle. This will create one 

source of data instead of data silos, facilitate seamless 

integration, and allow for better decision-making. The 

BIM-GIS platform for infrastructures is presented in 

Figure 2.  

 

 

Figure 2. BIM-GIS Platform for Infrastructures 
(Icons are downloaded from https://thenounproject.com/search/?) 
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2.5 Conclusion and Future Recommendations 

This paper conducted a comprehensive review of the 

applications of integrated BIM-GIS systems in the 

architecture engineering and construction industry. This 

review showed that a total of 15 publications out of 100 

discussed the application of the integrated BIM-GIS 

system for infrastructures.  Also, it was found that these 

applications were mainly implemented for modeling and 

designing infrastructure elements, construction, 

monitoring, and compliance checks, and facility and 

asset management. Therefore, there is a noticeable gap in 

adopting BIM and GIS integrated applications in the 

horizontal construction sector compared to the vertical 

construction sector. As such, optimizing the 

implementation of BIM-GIS for infrastructure and 

leveraging their adoption requires its integration with 

other technologies including the Internet of Things (IoT) 

and sensor technology.  

Data is a contributing element throughout the project 

lifecycle and is a critical asset for better resource 

allocation and decision-making. Thus, detailed models 

with comprehensive information from BIM with the 

advanced GIS capabilities of data integration and data 

analytics will enhance data interoperability and will 

ensure the existence of reliable and high-quality data. 

Therefore, future research is required to investigate the 

potential of this integration to optimize the 

implementation of BIM and GIS for infrastructure and 

identify the requirements and standards necessary for 

leveraging their adoption.  
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Abstract –  

Prefabrication is regarded as the first level of 

industrialization in the construction industry. A 

unified 4D information model with good 

interoperability is the key issue to realize effective 

project management of prefabricated buildings. This 

paper intends to promote prefabricated buildings’ 

management by developing an IFC-based framework 

to institute a unified 4D information model and 

realize its interoperability in Graph Database. The 

framework consists of three parts. The first part is to 

realize a unified IFC-based 4D construction 

management information model of prefabricated 

buildings. The prefabricated building information 

model is extended based on the IFC schema, including 

the extension of schedule information, resource 

information, and cost information. The second part is 

twinning the obtained information model into a graph 

database via Neo4j. The third part consists of 

strategies to interoperate, verify, and visualize the 

IFC-based information model based on the graph 

database. A prefabricated engineering case verifies 

that the proposed framework’s feasibility. This 

framework can be extended to the nD and lays the 

foundation of IFC-based digital twin and thus could 

favorably contribute to the development of 

prefabricated buildings.  

Keywords – 

IFC standard; prefabricated buildings; 

construction management information; graph 

database 

1 Introduction 

In recent years, prefabricated buildings have attracted 

more attention in civil engineering due to their 

characteristics of low pollution, low cost, and high 

industrialization [1]. However, prefabricated buildings 

have not rapidly developed as expected.  

Researches show that information sharing among the 

whole participants and process is one of the most 

influential critical success factors required for 

construction management of prefabricated buildings 

[2,3]. The BIM platform aims to promote information 

sharing between stakeholders at different construction 

project stages to make better decisions [4]. Limited by 

the current barriers of information interoperation in 

different BIM software, the 4D construction management 

information of prefabricated buildings cannot be well 

transmitted to all disciplines, participants, and the whole 

construction cycle. As the primary data standard of BIM, 

the IFC (Industry Foundation Classes) standard 

developed by buildingSMART plays a significant role in 

the process of describing building information since it is 

mainly serving as a global standard for BIM data 

exchange[5]. Therefore, a unified construction 

management information model can be established using 

the IFC standard, thus promoting the management of 

prefabricated buildings. 

Although the IFC standard is widely applied in 

various scenarios, it still has obvious shortcomings. 

Firstly, there is no extension of prefabricated buildings’ 

construction management in the current IFC schema, 

making it challenging to share completed construction 

management information [6]. Secondly, most data 

mining techniques lack the capability to handle IFC 

directly[7]. Further, there is a lack of efficient strategies 

to use IFC as the data foundation of digital twin[8]. 

Therefore, this paper intends to promote prefabricated 

buildings’ management by developing an IFC-based 

framework to institute a unified 4D information model 

and realize its interoperability in Graph Database. The 

framework consists of three parts. The first part is to 

realize a unified IFC-based 4D construction management 

information model of prefabricated buildings. The 

second part is to twin the obtained information model 

into a graph database via Neo4j. The third part consists 

of strategies to interoperate, verify and visualize the IFC-

based information model based on the graph database. 
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This framework will be the foundation of any researches 

about the IFC-based information model’s analysis. 

2 Literature Review 

2.1 4D BIM in construction management 

The 4D BIM construction technology increases the 

dimension of time based on the 3D model[9] so that the 

entire construction process can be expressed dynamically 

and thus more intuitive. The 4D theory was first proposed 

by Stanford University in 1996, and the CIFE 4D-CAD 

system was developed on this basis[10]. Jianping 

Zhang’s team proposed an extended 4D construction 

management model[11]. This model takes WBS as the 

core and combines construction management elements 

such as schedule planning and resource management to 

visualize the construction process. In 2012, a 4D Site 

Management Model (4DSMM)[12] was further proposed 

by this team. 4DSMM links 3D models with specific 

schedules to generate 4D models of site management. 

Additionally, De Soto[13] also used a tabu-search 

algorithm and 4D models to improve the construction 

project schedule. 

Albeit using 4D BIM in the management of 

prefabricated buildings can benefit a lot, 4D BIM cannot 

be cultivated with incomplete, untimely data exchange 

and lacking real-time visibility[14]. Firstly, forming the 

4D BIM models relies on specific BIM software, which 

means information cannot interoperate with other BIM 

software once separate from this particular software. 

Moreover, information from a single BIM model is 

insufficient to meet construction management[15]. 

However, there is no effective information transfer 

mechanism between different BIM models. In summary, 

the lack of information exchange between BIM software 

keeps the management of prefabricated buildings 

inefficient and locked-in to tool vendors[16]. This paper 

intends to adopt the standard for sharing data in the whole 

process of engineering projects - IFC standard - as the 

basis for modeling the 4D management information 

model of prefabricated building. 

2.2 IFC Standard  

The IFC standard has been widely studied and applied 

worldwide once it was launched. Many scholars extended 

the IFC standard in terms of construction management 

information. Jongcheol Seo[17] proposed an IFC 

extended model that can store plan information.  

Akinci[18] proposed extending the IFC framework and 

integrating the project model of completion and design 

information to achieve automatic completion conditions 

assessment. Nevertheless, reviewing the existing 

literature, there is no method to extend the IFC standard 

to the construction management information of 

prefabricated buildings.  

Meanwhile, the extension model based on IFC 

standards can seldom be verified on the appropriate 

software. The functions and characteristics of common 

IFC software are shown in Table 1. For example, 

common 3D BIM software such as XbimXplore can 

perform an excellent 3D display of IFC files, but they do 

not support 4D display of the construction process. 

Table1. Software for parsing IFC files and their features 

Functions Software Features 

IFC files 

parsing 

xBIM It can generate IFC files. 

IFC-gen 
It can automatically 

generate syntax trees. 

IfcEditor 
It can parse text and 

generate syntax trees. 

IFC File 

Analyzer 
It can generate xls files. 

IfcOpenShell 
It supports Python to 

compile IFC files. 

IFC 

models 

display 

BIM Vision 1. Can display 3D 

models. 

2. Support the parsing of 

most IFC entities, 

except IfcTask and 

IfcTaskTime. 

Solibri 

Anywhere 

XbimXplore 

IFC++ 

2.3 Database Technology’s Applying in the 

IFC Information Model’s Storage 

As mentioned before, IFC information model stored 

as pure text is hard to be applied directly. Hence, database 

technology is chosen to store IFC. Researches have tried 

to use a relational database to store IFC information 

models. Solihin[19] transformed BIM data into an open 

relational database to make the BIM data accessible for 

wide ranges of query capabilities. Marmo[20] mapped 

the IFC schema into a relational database to support 

performance assessment and maintenance management. 

However, using a relational database to store IFC 

requires creating extremely complex data tables and a lot 

of time-consuming cross-table joins to perform various 

complex queries. Meanwhile, other researchers verified 

the NoSQL database’s advantages in query speed and 

flexibility. Beetz[21] developed an open-source BIM 

server based on BerkeleyDB, which provides 

incremental model storage, extraction, and conversion 

functions. Lin[22] realized IFC’s storing for path 

planning based on MongoDB. Ma et al. [23] developed a 

Web-based BIM collaboration based on MongoDB. This 

framework will adopt a more intuitive non-relational 

database – graph database to store IFC information 

models. The detailed description of the graph database 

will be seen in Section 3.2. 
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3 Proposed Framework 

This paper intends to promote prefabricated 

buildings’ management by developing an IFC-based 

framework to institute a unified 4D information model 

and realize its interoperability in Graph Database. The 

proposed framework is shown in Fig.1. The framework 

is divided into three parts, namely, establishing, twinning, 

and applying the IFC-based 4D construction 

management information model of prefabricated 

building.

 

Fig.1 Proposed Framework

3.1 Establishing the IFC-based 4D 

construction management information 

model of prefabricated buildings 

This framework proposed a unified method to realize 

an IFC-based 4D construction management information 

model of prefabricated buildings. The establishment of 

an IFC-based 4D construction management information 

model is divided into two steps. The first step is to extend 

the IFC schema by creating the template of the IFC-based 

4D construction management information model. The 

second step is to instantiate the template one by one 

according to the obtained construction information.  

3.1.1 Realizing process information’s extension 

based on IFC standard 

Firstly, this framework realizes process 

information’s extension based on IFC standard. In the 

IFC standard, the entity IfcProcess, its subtypes and the 

corresponding relationship entities are used to describe 

the project’s process. IfcTask is used to describe specific 

tasks in the construction process, and the entity 

IfcRelSequence is used to describe the sequence of these 

tasks. Furthermore, IfcTask can establish a hierarchical 

relationship with each other through the entity 

IfcRelNests.  

Secondly, this framework realizes resources 

information’s extension based on IFC standard. In the 

IFC standard, the entity IfcResource and its subtype 

IfcConstructionResource are used to describe resource 

information. Similarly, this framework realizes cost 

information’s extension based on IFC standard. In the 

IFC standard, the entity IfcCostItem is used to describe 

the cost items. With entities IfcRelAssociates-

AppliedValue, IfcAppliedValue, IfcCostVaule, and  

IfcAppliedValueRelationship to describe the algorithmic 

association between cost and value. Therefore, the cost 

information of the IFC information model can be formed.  

Finally, this model takes the IfcTask as its mainline 

and relates with the relevant components, resource 

information, and cost information. Specifically, 

IfcRelAssignsToProduct associates IfcTask with the 

components related to the construction process, and the 

relationship entity IfcRelAssignsToProcess associates 

IfcTask with the resource information and cost 

information related to the construction process. Fig.2 

illustrates the complete template of the construction 

information model based on the IFC standard. 

3.1.2 Instantiating the IFC-based 4D construction 

management information model of 

prefabricated buildings 

This part will use the xBIM Nuget package under the 

Visual Studio platform to instantiate the IFC-based 4D 

construction management information model of 

prefabricated buildings.  

Through the instantiation of process, resource and 

cost information of prefabricated buildings, a complete 

IFC-based 4D construction management information 

model of prefabricated buildings is formed eventually. 

The prefabricated building construction process is 

divided into components’ prefabrication, transportation, 

hoisting, and installation in the information model. 

Therefore, these four parts correspond to four summary 

job tasks and further subdivide these four summary job 

tasks according to the types of components. The 

summary task TaskFabricate Summary is subdivided into 

prefabricating slabs, walls, roofs and other components. 
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Then the summary tasks at this level are subdivided into 

tasks corresponding to specific components. The rest of 

the summary tasks and specific tasks can be deduced by 

analogy. Finally, each specific task is associated with 

process information, resource information, and cost 

information, and forming a complete IFC-based 4D 

construction information model of prefabricated 

buildings.

 

Fig.2 IFC-based construction management information model’s template 

3.2 Twinning the IFC-based 4D construction 

management information model into 

Neo4j 

Furthermore, this framework twins the obtained 

IFC-based 4D construction management information 

model into a graph database Neo4j. One feature of the 

IFC Standard is that the reference relationship between 

the entities in the IFC-based information model is 

complicated, leading to the poor readability of the IFC 

files. Meanwhile, the IFC files obtained in the previous 

step are hard to modify, update, and interoperate. In sum, 

IFC information models are insufficient in digital 

interoperation. Thus, an automatic algorithm to parse and 

twin IFC files is necessary to reveal the IFC files’ 

complicated inner relationships in an intuitive graph and 

increase data interoperability for further management 

requests.  

The reasons to use Graph Database to store and twin the 

IFC-based information model are as follows. Firstly, 

according to the literature review, the non-relational 

database is more suitable than the relational database to 

store IFC information models. Secondly, the Graph 

Database is more suitable than other non-relational 

databases. IFC files and Graph Database have the same 

graph format. The reference relationship between entities 

in the IFC files is analyzed and shown in Fig.3.  These 

entities’ relationship is very similar to the relationship 

between nodes in a graph database, as illustrated in Fig.4. 

A graph database can be seen as a combination of nodes 

and relationships. And the graph database stores data in 

nodes with attribute values and uses relationships to 

organize these nodes, which are all consistent with IFC 

files’ characteristics. Therefore, using Graph Database to 

store IFC files is more intuitive than other NOSQL 

databases. 

 

Fig.3 Entities reference relationship in an IFC file 

IfcProject

IfcTask Standard A IfcTask Standard B IfcTask Standard N…

IfcTask Standard a IfcTask Standard b IfcTask Standard n…

IfcTask 1 IfcTask 2 IfcTask N…IfcTask 3
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Fig.4 Graph database [24] 

Therefore, it is feasible and reasonable to adopt the 

graph database to store and twin the IFC-based 

information model. All the procedures are realized in 

Neo4j, which is a popular Java-based Graph Database. 

This paper will twin the IFC information model into the 

graph database via Java. The process is divided into the 

following six steps. 

Step1.Using IFC Java Tool Box to parse IFC files. 

The IFC Java Tool Box consists of three main parts: 

obtaining the Java class by parsing the IFC entity type, 

obtaining the Java type by parsing the IFC data content, 

and providing the object model IfcModel for IFC data to 

access. 

Step 2. Based on IFC schema, constructing a 

dictionary of the IFC entities and its key/value is 

corresponding to IFC entities’ attributes; 

Step 3. Specify the database path and create an 

EmbeddedGraphDatabse instance under the path; 

Step 4. Generate the Node instance corresponding to 

the IFC entity through the designed createNode() method, 

and the information in the IFC entity is stored in the 

node’s properties through the key-value set by the 

dictionary; 

Step 5. Create the relationship between nodes, which 

is the relationship between IFC entities, through the 

designed createRelationship() method. 

Step 6. Accessing the graph database using Cypher 

command. 

Therefore, an automatic algorithm to twin the IFC-

based 4D construction information model to the Neo4j 

graph database is realized and the database can be used 

as a platform for participants to interoperate the 

construction information.  

3.3 Applying the IFC-based 4D construction 

management information model of 

prefabricated buildings in Graph 

Database 

3.3.1 Interoperation of the IFC-based Graph 

Database 

The ability to interoperate the construction 

information in real-time is the most significant advantage 

of twinning the IFC information model into the graph 

database. The process of data interoperating is simple. 

Through uploading the Graph Database to the cloud, the 

participants in the process of prefabrication, 

transportation, hoisting, and installation can interoperate 

on-site data to the database. Further, the construction data 

obtained by vision-based construction process 

sensing[25] can also be updated into the database. This 

process will be much easier than interoperate with the 

IFC files. 

3.3.2 Verification of the IFC-based Graph 

Database 

Through this form of a graph, the users can clearly 

understand the inter-related relationship between entities, 

as well as the hierarchical relationship of the entire 

information model.  Benefitting from the graph 

database’s intuitive relationship, users can also get other 

information directly related to the construction 

information. For example, a user searches for a 

construction task and returns an IfcTask node, as well as 

the IfcResouce, IfcCostItem, and IfcProduct nodes that 

are directly associated with the IfcTask.  Accordingly, the 

correctness of the extension is verified.  Specifically, 

whether the extensions of the relevant entities are 

completed and whether the associations between entities 

are correct can be visually verified. 

3.3.3 4D display of the IFC-based Graph Database 

As for the prefabricated buildings, what users are 

most concerned about is the state of the components in a 

prefabricated building over time, as well as information 

about the resources and cost associated with them. This 

section proposed a method to display a process model 

extracting from the IFC-based and graph database-based 

information model in 4D effect. 

In this section, MS Project 2013 and Navisworks 

2019 are used to visualize the information model. Project 

and Navisworks are the most commonly used 

management software in building construction, but they 

don’t support the IFC format well. It makes the use of 

construction management information very inefficient 

and inconvenient. The specific implementation process is 

as follows. Initially, all the IfcTask entities in the created 

IFC-based graph database are obtained automatically 

through programming. Next, these IfcTask entities’ 

properties are written into the Microsoft Project software. 

The same method is used to extract the information in 

IfcCostItem entities to obtain the cost corresponding to 

each IfcTask entity. Finally, importing the Revit building 

model and MS Project data into Navisworks 

simultaneously to achieve the 4D display of construction 

information management. 

4 Case Study 

The engineering case selected is a high-rise 

affordable housing project located in Shanghai, China, 
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with a total construction area of 32,500 square meters, 

and the main building has 13 floors. The simplified 

model is illustrated in Fig.5. 

 

Fig.5 The simplified building’s Revit model 

4.1 Realization of IFC-based 4D construction 

management information model of 

engineering case’s prefabricated building 

According to the framework proposed in this paper, 

an IFC-based 4D construction management information 

model of this case study’s prefabricated building is 

established. 

The central part of this created IFC-based 4D 

construction management information model is shown in 

Fig.6. In this IFC model, the project (#1) has a general 

construction task named TaskGroundLevel(#1036), 

which is composed of 1-13 floor’s construction 

tasks(#1039-#1063). Every floor’s construction task 

includes four summary tasks: fabrication’s summary task 

(#1065), transportation’s summary task (#1091), 

hoisting’s summary task (#1171), and installation’s 

summary task (#1143). Furthermore, taking fabrication’s 

summary task as an example, fabrication’s summary 

tasks nested by slab fabrication’s summary task (#1067), 

slab fabrication’s summary task (#1072), and roof 

fabrication’s summary task (#1085). The slab 

fabrication’s summary task is composed of tasks 

corresponding to specific components (#1067). 

Meanwhile, for each task of a specific component, the 

process information, resource information, and cost 

information related to the task are established in the 

information model. Taking the fabricate task of the 1st-

floor slab as an example (#1067), the process information, 

labor resource information (#1247), material resource 

information (#1248), equipment resource information 

(#1249), and cost information (#1253-#1255) as well as 

the slab (#200) corresponding to the task are associated 

to it. 

 

Fig.6 Selected IFC file 

4.2 Twinning the IFC-based 4D construction 

management information model of 

engineering case’s prefabricated building 

The IFC-based 4D construction management 

information model of engineering case’s prefabricated 

building is twinning into Neo4j Graph Database. From 

Fig.7, we can conspicuous detect that IfcTask is divided 

into four levels. The first layer is the summary 

construction tasks for each floor, which are all associated 

with the IfcWorkSchedule entity representing each floor’s 

general schedule. The second layer is the four summary 

tasks of prefabrication, transportation, hoisting, and 

installation. The third layer is the next layer’s summary 

tasks, which means the fabricate task is divided into three 

summary tasks: slab fabrication, wall fabrication, and 

roof fabrication. The fourth layer is the specific tasks. For 

example, the fabrication of walls is divided into the 

fabrication of No. 1, No. 2, No. 3, and No. 4 walls, and 

the rest of the specific tasks are analogized. Therefore, 
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through the IFC information model’s storage and 

analysis by the graph database, the relationship between 

entities in the IFC information model can be read and 

analyzed intuitively. 

 

Fig.7 Information model’s verification 

4.3 Applying the IFC-based 4D construction 

management information model of 

prefabricated buildings in Graph 

Database 

The interoperation of participants and Neo4j database 

will be performed throughout. In the stage of schedule 

plan, the Graph Database will be imported into a discrete 

event simulation model, established by using 

CBS(constraint based simulation) method [26], and the 

output schedule plan will be updated into the database. 

When it comes to the actual construction phase, the 

construction data obtained by advanced technologies 

such as vision-based automatic progress monitoring[27] 

will also be updated into the database. Therefore, the 

information sharing among the whole construction 

management stages is realized. 

The correctness of the extension and entities’ 

interrelationship can be easily verified in Fig.7. 

The 4D display of IFC-based 4D construction 

management information model is executed as follows. 

First, the process model is extracted from the IFC-based 

and graph database-based 4D construction management 

information model. Fig.8 is the demonstration of this 

step’s effect. Then, importing the Revit building model 

and Project data into Navisoworks simultaneously to 

achieve the 4D display of construction information 

management. The screenshot of the animation is 

illustrated in Fig.9. To distinguish different stages in the 

process of dynamic display, this paper divides the 

construction process of the prefabricated building into 

four stages: prefabrication, transportation, hoisting, and 

installation. In the displayed animation, the four stages 

can be marked with different colors so that the entire 

construction process looks more intuitive and vivid.  

 

Fig.8 Importing process information into Project 

 

Fig.9 Screenshot of animation in Navisworks 

5 Conclusion 

In conclusion, the proposed framework is validated 

through the case study. It is illustrated that this 

framework successfully realizes an IFC-based 4D 

construction management information model of 

prefabricated buildings and twins it into Graph Database 

which can be applied to interoperate, verify, and visualize 

this construction management information model. 

Shortly, the significance of this paper is to innovatively 

propose an IFC-based and graph data-based information 

model to solve the difficulties of ineffective data 

interoperation in prefabricated buildings’ construction 

management.  In the future, this framework can be 

extended to the nD and becomes the standard process to 

extend the users’ needed information during the 

construction management. Further, this framework’s 

IFC-based Graph Database can be the digital foundation 

of advanced smart construction services, such as digital 

twin. 
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Abstract -
Digital 3D environments are already integral parts of con-

struction and are on the critical path of end-to-end site au-
tonomy. They currently provide human users at all levels
of an organisation, access to relevant digital representations
of job-critical information at various lifecycle modes, from
asset design through to asset maintenance. However, exist-
ing solutions lack the real-time functionality, suitable model
resolution and machine interfaces which open the door to
realising operational improvements from these models. This
work proposes a method and proof of concept that enables
high-fidelity, real-time 3D modelling of asset construction
phase operations using Photogrammetry, Terrain Deforma-
tion and Plant Telematics / IoT. This will create a digital
twin to act as a platform to facilitate machine automation,
which is imperative to catalyse and drive adoption of automa-
tion and autonomy in construction. Initially and specifically
seeking to facilitate Connected Autonomous Plant (CAP) for
earth-moving operations, the work will also give rise to other
monitoring, safety, environmental and efficiency benefits, but
also be extensible to other site automation tasks.

Keywords -
3D Environments; Terrain Deformation; Photogramme-

try; Telematics; Connected Autonomous Plant; Digital Twin;

1 Introduction
Enabling the autonomous future should be a priority for

companies to super-charge profitability and safeguard fu-
tures. Companies are increasingly reliant on technology-
based differentiators to win work, and this will only in-
crease as the remit, quality and abstracted nature of tech-
nology solutions increases. We have seen that technol-
ogy companies have a history of creating new markets
and facilitate creation of entirely new business verticals
due to radical innovation. Technology native businesses
pose a significant risk to incumbent businesses [1] and
as such, incumbents need to own differentiated solutions
to overcome incumbent inertia and allow them to grow
market-share whilst also defending against faster moving
new entrants and competition. At a higher level, this

work is a response to the ever present demand for safer,
faster, better, smarter construction project delivery at less
cost, but more granularly, the recent maturity of various
technologies which will be discussed and combined to fa-
cilitate a subset of autonomy and automation specifically
relating to construction Plant and its application within
earth-moving. Earth-moving plant presents a good can-
didate for automation and autonomy due to the scale and
repetitive nature of work however it does present unique
challenges that differentiate it frommanufacturing or auto-
motive automation and autonomy technologies which can
be consideredmoremature [2, 3]. This is alsowhy thus far,
extensive applications of autonomous earth-moving have
been limited to the mining industry, having less change-
able haul routes and far less on-site personnel they are both
easier and safer environments. Not only must a vehicle in
construction interpret and understand its environment, it
must understand and be reactive to the dynamic nature of
construction sites, as well as have the facility to manip-
ulate and alter the environment based on a given design
and specification. Through the lens of Singh [4] there
are three aspects to an operational autonomous machine
of which regular reference will be made throughout this
paper, sense, plan and execute.

Figure 1. Method Diagram
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To that end, this work contributes a method as well as
a review of adjacent technologies required to enable the
method, and can be seen as a early stage presentation of a
much larger investigation which is notable in that the con-
clusion does not draw on any discrete data. As indicated
in Figure 1, the higher level concept is for a telematics
integrated, real-time 3D environment that deforms upon
interaction by plant that can not only act as the bridge
between design and as-built, communicating visually to
project stakeholders, but specifically to earth-moving ma-
chines acting in semi and fully autonomous capacity too,
giving autonomous machines access to detailed informa-
tion about their environment, and other agents within it.
This will also provide the interface to disseminate com-
mands to machines, as well as acting as a central data
platform for visualising and manipulating real-time 3D
data.

2 The Contribution
BIM uses 3D to help inform decision making for stake-

holders, whilst manufacturers provide machine control to
assist plant operators. This work proposes that DTMs
can be combined with plant telematics thus creating a
bridge between the aforementioned, a digital twin or Real-
time Operating EnvironmentModel (ROEM) that can ulti-
mately result in fleets of autonomous vehicles completing
tasks efficiently. Themethod to be described here theorises
that a digital twin can be used to facilitate autonomous
plant by bolstering all three facets of Singh’s [4] sense,
plan, execute philosophy by creating a two-way relation-
ship between intended design, and operational autonomy.
The novelty in this method is the combination of local-
sensors which are the commonly referred to environment
sensing strategy from Singh [5] with non-local and pooled
(drawn from multiple sources) sensing, combined with a
DTM that can deform based on the interaction therein of
accurately simulated plant in real-time (from telematics /
IoT). Other contributions are secondary and are outlined
outlined in section 3.

2.1 The purpose of digital 3D visualisations

Graphical processing and 3D environments are not triv-
ial and present various challenges relating to implementa-
tion, so why use them, especially if the primary purpose
of this work is to facilitate machine control?

3D World In order for machines to execute an activity
within their environment (carry out autonomous work),
theymust first sense their environment and plan the activity
based upon it. It follows that having an accurate digital
3D representation of an environment can enable machines
to understand it, as it is in reality.

Human Control Secondly, while humans remain pri-
mary stakeholders and beneficiaries of construction, and
also while they are universally accepted to be in direct con-
trol of construction (this will change), they will continue
to have a vested interest in acquiring increasingly accurate
information from which to generate insight for decision-
making. It follows that an accessible 3D environment is a
correct method communicate in construction.

3 Use Cases
3.1 Enabling Plant Autonomy

The primary focus of this work is using Digital Twin for
facilitation of Autonomous Plant. The benefits and rea-
sons to automate are not new and are widely researched
within construction. Paulson [6] indicates the prerequisite
technologies and the potential of borrowing from more
automation-mature industries like manufacturing in 1985
with further work by Skibniewski [7] indicating progress
to date, largely validating Paulson’s foresight and further
in Singh 1997 [4] where the slow uptake is indicated but
with acceleration being identified as a result of progress
in safety critical applications in Space and Nuclear out-
weighing the potential economic drivers in construction.
Most recently, a study by National Highways indicated
£200Bn in potential productivity benefits by realising ef-
fective plant autonomy by 2040 [8].

3.2 Earth-moving Optimization

Having an operational environment tracking precise
movements of plant and their interactions with the envi-
ronment means that we can quickly build up a significant
database about the efficiency of the current operation of
earth-moving vehicles, but also compare between projects,
use transfer learning to incorporate existing models, and
most importantly provide a more comprehensive ability
to simulate and optimize earth-moving operations. There
are many existing models that are useful to study in this
area. However, as identified by both Moselhi and Al-
shibani [9] and more recently by Louis and Dunston [2],
they do not support the dynamic changing nature of real-
world operations, nor do they have the facility to optimize
in real-time. The environment to be outlined helps facili-
tate this and should assist developments in Reinforcement
Learning (RL) based optimisation techniques such as ex-
plored by Shitole et al. [10] where an RL agent dictates an
approximately optimal policy that can be enhanced with
real-world data and then disseminated to autonomous plant
to execute the task.

3.3 Monitoring

A real-time 3D environment presents a useful solution
to both operational and strategic leaders, showing changes
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to a site as they occur and enabling time-critical decision
making. An example use case for this is as-built monitor-
ing, we should be able to automatically identify when an
earth volume has been correctly graded thus saving sig-
nificant manual survey time. This is explored further by
Anwar et al. [11]. Additionally to this, similar to the inten-
tions ofWang and Cho [12], real-time 3D digital twins can
be used to give plant operators an additional perspective
of their machine and surrounding environment.

3.4 Safety

Construction remains one of the most dangerous indus-
tries in the UK and the top priority for construction firms.
Accounting for 27% of workplace fatalities in 20/21, and
further, 18% of fatalities involving being struck by a mov-
ing vehicle [13]. Having a connected site enabled by,
for example, wearable IoT positioning locators, integrated
into a real-time 3D environment gives rise to a number
of safety benefits such as automated proximity detection
between machines and humans. This use case builds on
design and planning phase safety improvements from 3D
Environments (BIM), previously largely targeting fall from
height injury and fatality by Zhang et al. [14] into more
operational, real-time safety advances as seen in Teizer
et al. [15]. Utilising autonomous plant as in 3.1 also fur-
ther adds to the safety benefit by removing operatives from
harm’s way enitrely.

4 DTM Capture

In this section we discuss sensors, capture methods and
context relating to capturing a DTM. From first principals,
the basic requirement for the foundation of this method is
to create an accurate digital representation of an environ-
ment fromwhich we can measure, manipulate and predict.
These environmentmodels have various nomenclature and
are often used interchangeably however the following is
generally understood from Li et Al [16], Digital Terrain
Model (DTM) is the all-encompassing term for digitally
representing a physical environment including surface fea-
tures whereas, Digital Elevation Models (DEM) and Dig-
ital Surface Models (DSM) are a subsets indicating bare-
earth. Various hardware is available for collecting 3D
data at varying levels of maturity. For the purpose of this
method, we are primarily considering exterior modelling
across larger geographies although the techniques still ap-
ply for internal building modelling. UAV is the primary
collection method with other methods identified to aug-
ment the UAV base model with delta changes and increase
the real-time nature of collected data.

4.1 Sensors
4.1.1 Photogrammetry

Photogrammetry is the process of using images to gener-
ate information about objects and environments. Initially
used for mapping objects, it has become more widely used
to map larger objects and environments (DTMs) as collec-
tion methods have improved and computer systems have
become more capable of handling large amounts of data.
This is of particular note because the benefits possible
from automation of earth-moving are compounded with
larger work areas and as such the ability to map large areas
is important for a successful outcome. Photogrammetry
creates a higher resolution DTM and is also beneficial be-
cause it uses the visible light spectrum and as such, accu-
rate color data is also captured, important for representing
the environment to both humans andmachines fromwhich
further context about an environment can be understood,
deducing materials for example using techniques as iden-
tified by Rashidi et Al. [17] or surface terramechanics as
demonstrated by Bretar et Al [18].

4.1.2 LiDAR

LiDAR (Light detection and ranging) uses lasers to di-
rectlymeasure distances fromwhichDEMs can be created.
LiDAR has lower absolute accuracy and by default does
not enable a coloured point-cloud (although they can be
coloured in post-processing by using traditional coloured
digital maps). The technology can provide a better result
when the survey area hasmoderate levels of foliage as light
pulses can penetrate gaps in and around foliage, thus reach-
ing ground-level and producing a more complete DTM. It
is most commonly therefore used in a forestry setting for
canopy height mapping, and is less commonly found on a
construction site vs. Photogrammetry.

4.1.3 Combining LiDAR and Photogrammetry

Using a hybrid approach and merging the two tech-
niques has been done and can attain an optimal model for
certain use-cases, see [19] or [20] where two respective
data sets are combined to create a single resultant DTM,
although unless the site has moderately dense vegetation,
the additional payload weight of suitable LiDAR scanner
is not worth the reduced flight range. It is also noted that
although it has been done, there is a literature gap in simul-
taneous capture of Photogrammetry data and LiDAR data
using a dual gimbal of which the method to be described
here would use.

4.1.4 Radar

Radar (Radio detection and ranging) uses radio waves
in a similar strategy to LiDAR but is not to the same extent
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vulnerable to poor lighting and weather conditions which
makes it an attractive candidate for use on a construction
site. It is currently less commonly found due to the sparse
point clouds it generates due to low spatial resolution and
specularity, although a recent technique by Qian et al. [21]
appear to increase point-cloud density, although still far
from the density and overall quality of both LiDAR and
Photogrammetry.

4.2 Platforms
4.2.1 UAVs

UAVs are the primary way in which 3D Data is col-
lected today, principally using structure-from-motion pho-
togrammetry as described above. It is the collection of data
points across a wide range of different locations at a given
altitude above ground that makes it well suited. Due to re-
cent advances in battery technology UAVs have improved
greatly in the past 5 years with many consumer and more
advanced commercial solutions being developed with in-
creased range, payload capacity and control system quality
which has made them the obvious choice for surveyors.

Autonomy The primary challenge of site use of UAVs
through the lens of this framework is the supervised nature
of their operation which is prohibitive to high-frequency
operation. The process currently requires manual setup
and calibration of Ground Control Points (GCPs) or Real-
time kinematic (RtK) base-stations to yield the centimeter
precision needed for accurate surveying, combined with
the need for a pilot to be physically located on the site to
fly and have visual line of sight to the aircraft and also to
change the aircraft battery means that remote piloting and
autonomous recharging solutions need to be in place and
aligned with the regulator. Notable attempts at overcom-
ing this are power-tethered design in [22] or ground task
automation designs proposed in [23]

Sortie Frequency The frequency of airborne scans be
increased to reduce delta drift in the environment, however
it is noted that sorties are best conducted when site activity
is minimal to reduce unwanted artifacts arising from active
operations. A combination of telematics, machine learn-
ing and diffs between sorties can be considered to filter out
plant and other unwanted dynamic artifacts from images
and would allow continuous sorties and data capture.

4.2.2 Static

Static hardware can also be used to assist with DTM
capture, for example Wang in 2015 [12] sets up a multi
camera and scanner system to create a DSM augmented
with live video feed give operators a external perspective
of their vehicle. By mounting capture hardware statically

in this way or for example a on a high point, e.g. crane,
it is possible to get a near real-time point cloud data of a
specific area.

4.2.3 Vehicle Mounted

Mounting capture hardware on vehicles, specifically the
plant machinery that is the focus of this study is an optimal
way to capture local environment data, as is stipulated by
Singh [5]. The quality of data is also higher as the roving
nature of the vehicles gives a wider range of perspectives
from which to interpolate.

4.3 Location considerations

Accuracy and ultimate usability of models is largely de-
pendant on the synchronicity between the captured data
and its alignment with real-world 3D vector space, as
identified in [24]. The importance of accurate location
information increases as we want to superimpose plant
machinery on our DTM as well as use our DTM to inform
plant operationally. There are three primary methods of
attaining this alignment: Ground Control Points (GCPs);
Real-time Kinematic (RTK); Post-processing Kinematic
(PPK).
GCPs are the most commonly used method and they are

often used alongsidemore advanced techniques. They rely
on physically marked locations which are geo-referenced
using traditional survey equipment, these points are then
identified in post-processing to align the model. RTK
and PPK use a drone based receiver with an accurately
positioned base-station/s and enable highly accurate loca-
tion information to be recorded directly into the 3D data
by using carrier phase signals which can be thought of
as a local coordinate reference. These measurements are
either converted in real-time to real-world vector coordi-
nates with RTK or in post-processing in PPK. Kinematic
technologies require more specialist equipment and cost
more, and of the two Kinematic methods, PPK is pre-
ferred for reliability due to reduced number of persistent
reliable connections required and its compatibility with
longer flights, especially beyond visual line-of-sight.

4.4 Software

Once data has been captured, it must be processed. The
goal of this processing is to generate an accurately geo-
referenced point cloud to form the basis of a DTM. This
process varies in complexity dependant on the sensor tech-
nology used, and the specifics are outside the scope of this
work. The steps are outlined here at a high-level and for
this work are handled by Pix4D (7.2) and LGSVL (7.3).

Point Cloud Generation This first step in processing
is to create a point cloud from the captured sensor data.
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This process involves stitching together collections of pho-
tographs or distance data.

Coordinate Plane Alignment The second step is to
align the point cloud with a real-world coordinate sys-
tem. This process depends on the accuracy embedded
location data of the captured images and is largely manual
in the field, however the method in this paper will seek to
make use of an server-based processing engine to create a
robust and automated data pipeline that makes use of new
techniques such as automated GCP identification.

5 Plant Telematics and IoT
In this section we explore the second part of our method,

relating to plant telematics and IoT sensor data that can be
used to accurately model and superimpose vehicles (and
more) into an environment. We again look at context
and important aspects for informing the ultimate system
design.

5.1 Real-time Requirement

Although it is generally accepted that 30fps is the min-
imum frame-rate for which the human eye deems to be
smooth, the definition of real-time, relating to the latency
between an event taking place and being observed in a dig-
ital system is not very well defined, this is largely because
any definition negates itself as in-fact any latency makes a
system no longer technically real-time, however the com-
monality and the one that we will use for this method
relates to the perception of humans to a delay which sets
the requirement for latency from the event happening to it
being displayed to the end-user in the low tens of millisec-
onds.

5.2 Data Communications Requirement

To attain sub 30ms latency, 5G technology is proposed
in this work. Having superior performance and higher
range than WiFi technology, 5G has as low a 1ms latency
and has reached a suitable maturity to make it the obvious
choice for data transfer between site-based devices in this
system and cloud-based processing.

5.3 Location and positioning

In a similar way to the requirement for highly accurate
location information for DTM sensor platforms, any ve-
hicle wanting to interact as part of the environment must
have accurate real-time positioning data available. In prac-
tice, this means employing RTK base-stations from which
all agents interacting in the environment can operate from
the same local reference frame.

5.4 Required sensor data

The sensor data we require for accurate synchrony is
quite comprehensive and also dependant on the specific
vehicle we want to support. Additionally, the precision
of this sensor data must again be sufficient to ensure that
real-world and digital environments do not diverge. The
availability of plant-integrated sensor data is increasing
with time, although the majority of systems currently are
designed for non real-time reporting, such as idle-time
monitoring. Legacy plant can be equipped with IoT sen-
sors to allow them to participate in ROEM.

Standards There are numerous standards that outline
how telematics data should be formatted and specifically
the ones of interest as identified in ISO/TS 15143-3 [25].
Each plantmanufacturer has slightly differingmechanisms
for formatting and accessing its telematics data, despite the
existence of [25]. For each plant manufacturer supported
by the method, a unique feed of raw data must be secured
with appropriate resolution and then cleaned and standard-
ised.

6 Real-time Operating Environment Model
(ROEM)

Telematics, IoT data and DTM are combined to cre-
ate ROEM, a real-time environment containing data from
multiple sources to create an interactive digital represen-
tation of a site. Given the input data from sections 4 and
5, this section identifies the required capabilities of this
model in order that it maintains an accurate representation
of the real-world.

6.1 Terrain Deformation

In this work, terrain deformation is the process of ma-
nipulating ground mesh and point cloud data to allow us
to synchronise the built environment with ROEM by up-
dating it based on plant sensor data from section 5. This
will be achieved in real-time by mirroring the actions of
real-world plant within our model to create delta changes
from our base-model provided by DTM sensor data. To
achieve delta deformation for model synchronicity, we use
the Unity3D Vector3 API to manipulate the meshes by
transforming mesh vertices through a vector based on the
collisions of the digital representation of the plant machine
on the environment.

6.2 Agent State Representation

In order to represent agents (Vehicles, humans etc.)
correctly within ROEM, alongside telematics/IoT data, we
must also have geometrically accurate 3D representations
of the respective agent that we want to represent. This
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is to ensure that we can accurately represent the state of
an agent within the environment and ensure that machine
interaction with the terrain and environment is correctly
modelled, critical for correct terrain deformation.

6.3 Data smoothing

Despite intentions for low latency, high frequency data,
to project data into an environment that is perhaps running
in excess of 100fps, data will be smoothed using a Kalman
Filter seeWelch et al. [26] to facilitate gaps in data between
frame renders and to ensure accurate representation of
machine state.

7 System Architecture
There are two sub-systems making up the architecture

of ROEM as outlined in Figure 2. The first is the data
processing and facilitation system, transforming and per-
sisting data. The second is the 3Denvironment itselfwhich
consumes input data, enables it’s manipulation as well user
interaction andmonitoring, plus additional sub-modules to
enable use-cases defined in Section 3. Both sub-systems
will be contained within an AWS virtual private cloud
environment. This section considers each ROEM input,
process and output step at a high-level.

3D Enivronment
Unity3D

Figure 2. High-Level System Architecture

7.1 Telematics and IoT (Input)

Ingest Real-time telematics data will be ingested from
various sources using AWS Kinesis, a real-time big data
streaming platform.

Clean Data contained within Kinesis shards will be
cleaned using an AWS lambda function and formatted
to a unified format understood by ROEM before being
persisted in an S3 bucket and passed directly onto Unity.

7.2 DTM Data (Input)

Ingest RawDTM image and LiDARdatawill be directly
uploaded to an S3 Bucket, this will trigger an upload event
on SQS (Secure Queuing Service).

DTMGeneration The upload event will be detected by
an SQS consumer running within an EC2 (Cloud Compute
Resource) instance, also running Pix4D engine. The re-
spective 3D data will be processed and combined to create
a single LAS point cloud file. Any post-processing will be
carried out (Diff generation, M/L etc.) on this file before
it is persisted in an S3 bucket where it is fetched by the
ROEM environment and the point cloud and associated
ground-mesh reconstructed.

7.3 3D Environment (Processing)

The environment is the physics engine and 3D model
that combines data to enable us to create a real-time dig-
ital twin, but also allows us to feedback sense, plan and
execute information back to plant whether operating in
autonomous or manual modes.

Unity3D A versatile 3D engine is required to power
ROEM and to enable the user to view and interact with the
environment. Unity3D is a widely used cross-platform 3D
engine originally created for game-development that now
has applications across industries and is seeing growing
use in construction, most commonly for VR and XR pur-
poses. It is the flexibility of this engine, which handles the
complexities of an efficient 3D engine that allows the de-
veloper to focus on implementing differentiating features
and makes it the suitable choice for this method.

LGSVL LGSVL [27] is an open-source project devel-
oped LG Electronics America Research and Development
Lab in California. It provides a set of tools to build au-
tonomous vehicle simulations based on Unity3D as well
as containing a solution to process point clouds and create
associated groundmeshes. It also provides vehicle driving
mechanics, important for agent state representation.

7.4 Machine Control (Output)

Once an activity has been planned within ROEM, it
can be disseminated back to the plant machinery where
machine control can execute the activity.

Clean ROEMoutput datamust be cleaned and formatted
to match the receiving machine control system. An AWS
lambda function will be created for each receiving system.
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Figure 3. Earth-moving site

Egress Different providers of machine control systems
also have different methods of receiving control data.
Provider specific connectors will enable support for these
systems.

8 Case Study
The case study shown in Figure 3 is a proof of concept of

the ROEM 3D environment whereby a 1cm precision scan
of an earth-moving section of a complex real-world road-
building site has been ingested, a point-cloud generated
along with a ground mesh.

9 Conclusion and Future Work
In this paper we introduce the concept that Plant Telem-

atics and IoT can be combined with Digital Terrain Mod-
els to create a Real-time Operating Environment Model
that can be used to accelerate plant autonomy adoption by
providing a mechanism to fulfil Singh’s [4] sense, plan,
execute philosophy alongside other benefits outlined in
Section 3. We explore the relevant adjacent, enabling
technologies and associated literature, before outlining
a system architecture along-side presenting early proof
of concept implementation of the architecture using data
from a real-world construction project. Future work is
listed below and is largely relating to validation of the
concept.

• Complete the implementation of themethod outlined.

• Integrate ROEM in a live site trial.

• Utilise ROEM to manage, optimize and monitor au-
tonomous tasks.

• Gather and synthesize data from this trial and quan-
tify findings and benefits in further papers.
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Abstract 

Numerous modelling and structural analysis 

workflows reflect the heterogeneity and vague 

standardization in the construction industry; hence 

their automation is not straightforward. Procedures 

like redefining geometry from scratch or assigning 

loads one-by-one, are mostly performed manually, 

are time-consuming and error-prone, reflecting 

traditional workflows in digital BIM environments. 

BIM tools for structural analysis, compared to finite 

element method tools, aim to automate and interrelate 

structural design, analysis and documentation. This 

paper investigates the potential and obstacles for 

automation of structural analysis workflows. We 

focus on automation of model preprocessing, the 

procedures which interrelate structural design and 

analysis. 

Through literature review and a practical use case 

analysis, automatable procedures were identified and 

formalized. They were further verified in the experts’ 

panel discussion. The results indicate that defining 

floor levels, loads and load combinations, supports 

and joints are standard model preprocessing 

procedures. In special cases, e.g. special grounding 

conditions or heavy machinery, manual overriding of 

automatically assigned values might be required. 

Lack of clarity and traceability in the structural 

analysis of a complete building model, and the lack of 

confidence in background processes in BIM analysis 

tools, are identified as the main obstacles for 

automation. 

Finally, we deliver a prototype of the automated 

procedures with structural analysis software RFEM 

Dlubal, which exemplifies implementation. The 

automation of preprocessing is especially important 

for design optimization and time-dependent 

structural analysis during construction or demolition. 

This research contributes with an improvement 

proposal of BIM-based structural analysis thus 

enhancing the overall digitalization level of the 

building design process. 

 

Keywords –  

Preprocessing; BIM; Automation; Structural 

analysis 

1 Introduction 

The use of digital tools to perform structural analysis 

increased in the last decades; currently the tools are 

present in most structural analysis practices, although 

some analyses are still performed manually [1]. The 

building information modelling (BIM) paradigm gained 

on popularity among structural engineers, but the finite 

element method (FEM) tools, which have been used for 

a longer time, are not clearly distinct from the ones 

referred to as BIM structural tools. Automatic relations 

between structural design, analysis and documentation is 

found to be the main feature of BIM software tools [2]. 

These relations have not yet been fully realized, and 

significant manual work is necessary for the design tasks 

leading to structural analysis [1]. It is necessary to 

address the technical issues which will provide structural 

engineers with benefits promised by BIM [3]. 

Preprocessing of a building model involves data 

management procedures of assigning new information 

like loads or supports to create an analysis-ready model. 

In this paper, the procedures are called preprocessing 

methods if they are automatically performed. The 

procedures interrelate structural design and analysis, and 

automating them could reduce time, errors and cost 

needed for structural analysis. Achieving an automated 

relation between the design, analysis and documentation 

is the way to fully enable the BIM ideas in structural 

analysis software tools – therefore defining the 

preprocessing methods is unavoidable. Besides 

achieving the full BIM potential, the preprocessing 

methods allow for real-time feedback in the form of a 

quick preliminary structural analysis of the interpreted 

and imported physical building model originating from 

architectural design, as the manually performed time-

consuming tasks are automated and the information 

necessary for the analysis is promptly assigned. 

Automated preprocessing of building models is a 

research gap addressed in this research 

In our preceding research we developed a software 

tool which interprets building models for structural 

engineers [4]. The model which can be used for the 

analysis is prepared on the non-proprietary central 

storage and can be imported to any structural analysis 
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tool which offers a way to access and manage its internal 

structure and data (e.g. via application programming 

interface (API)). A building model imported in such a 

way is not ready for structural analysis and assigning 

additional information is required. However, the 

information origin and the way it is defined remains in 

the gray area, and needs to be further investigated. Some 

design management literature exists which roughly 

indicates services provided by project stakeholders (e.g. 

[5]). The description of services does not reach the 

building element information level (such are objects and 

their properties); therefore the information assignment 

procedures within the workflow need to be investigated. 

Information origin provides the base for automation – 

focus is on the information assigned after the 

architectural model is interpreted and imported 

(analytical model with geometry and element types), and 

before the structural analysis takes place (analysis-ready 

model with supports and loads). 

The next section presents a review of existing research 

regarding the automation of preprocessing procedures. 

Section 3 describes the research methodology, followed 

by the proposal of automation methods in section 4. 

Section 5 provides the example of implementation and 

section 6 the verification of the proposed methods via an 

experts’ panel discussion. The results are discussed in 

section 7.  

2 Literature review 

The topic of automatic preprocessing of structural 

analysis models has not been widely addressed in the 

light of the existing design practices. Literature review 

performed in [6] shows how automation of structural 

analysis is becoming a more popular topic over the years, 

since the structural design automation and 

interoperability with other domains is of highest 

importance for the design process. In the academic 

community, new forms of design workflows are often 

proposed without consideration of the traditional 

approaches, especially in the early design phase. 

Reconsideration of traditional workflows is desired, 

however a complete paradigm shift has not received a 

positive feedback in practice [1]. The aim of this work is 

to provide a solution to automatically perform 

preprocessing steps existing in practice. Such tools have 

not been found for the developed design phase – however 

implementation of preprocessing in the early design 

phase or other domains such as tunnel engineering is 

addressed in the literature. The automatic preprocessing 

promises more design variants due to prompt structural 

analysis feedback, resulting with more optimal design, 

less errors and finally less time and money required for 

the whole project. 

A design cycle lasts longer than a month for a single 

design alternative, the main limitation being unsuitable 

representation for analysis, whereby the engineers spend 

more than half of their time in managing information [7]. 

Automation of analysis of design alternatives is viewed 

as a solution to this problem. Focus of their work [7] is a 

multidisciplinary optimisation with numerous design 

variants, existing in the early design stage. Energy and 

structural optimisation in the early design stage is 

investigated in [8]. Compared to developed design, the 

early design lacks information for a detailed analysis, 

therefore tools used for performing energy and structural 

performance need to consider some uncertainties. 

Accordingly, models with varying amount of information, 

as required during the evolving designs, are proposed [8]. 

In our work, the focus is on developed design where a 

sufficient amount of data is usually available for 

structural analysis. However, a required data scope is 

hardly ever formalized on the level of building elements 

and belonging properties so it could be correspondingly 

validated. 

Automating preprocessing steps for structural analysis is 

more common in infrastructural projects such as tunnel 

design than in the building projects. Similarly to BIM, [9] 

propose tunnel information modelling (TIM) which is 

able to unify multiple models relevant for tunnel design 

in an object-oriented manner. In their “BIM-to-FEM”, 

tunnel design information is extracted and preprocessed 

for the FEM analysis, whereby the boundary conditions 

are automatically assigned based on the design data. A 

framework calculating wind effects on the building is 

developed in [10], recognizing the need for automatic 

geometry interpretation and analysis for such a repetitive 

and error-prone task.  

A workflow common for structural analysis shows how 

significant amount of manual work could be avoided by 

relating it to the architectural model [11]. They present a 

fairly simple case study and describe how loads like self-

weight and uniform design load are manually created for 

the analysis. A traditional design workflow is presented 

in [12], describing that from schematic design through 

design development the architectural design is generally 

imported to FEM tools. They propose a workflow 

supporting data analysis during the design, but focus on 

structural design and not structural analysis. A plug-in for 

structural analysis tool Robot developed in [13] supports 

structural engineers in performing optimization of a 

building structure. Most of the inputs are however 

assigned manually in the model. 

Another form of automation of structural analysis is 

provided as a support tool for architectural design, by 

introducing structural knowledge to architectural design 

tools. Members and connections design can be realized 

in such a way [14]. However, this approach can hardly 

replace established structural analysis practices which 
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rely on structural analysis software tools having a large 

market share. Additional tool in Matlab which helps 

architects in the early design stages to receive feedback 

for the renovation projects based on the floor plans is 

described in [15]. Their motivation are iterative requests 

on design feedback, which structural engineers usually 

provide only at the decided design, similarly to the 

developed design stage. Researchers [15] focus on the 

floor plans and walls as structural elements, which does 

not entirely correspond to the BIM approach in the 

developed design stage. Specialized knowledge 

regarding seismic performance of buildings is automated 

and described in [16]. They propose a platform that 

automates iterative steps usually performed by structural 

engineers to find optimal and satisfying structural design. 

Structural analysis practices for buildings during 

developed design are heterogeneous and have not been 

sufficiently explored. The automated preprocessing 

methods are not available except for methods provided 

by software tools which overcome software-specific 

problems in the form of workarounds. Research 

describing the structural analysis workflows and data 

requirements can be found, and will be considered in 

section 4. As the structural analysis practices differ, so do 

the ways to automate the model preprocessing 

procedures. Besides international standards, numerous 

project-, company- or country-specific standards exist 

defining the workflows leading to structural analysis. 

These standards have suited well the traditional practices, 

but leave plenty space for intuitive experience-based 

decision making which is not suitable for automation in 

such form [17]. The standards do not address objects used 

in the software tools. 

Lack of technical solutions for structural analysis is 

evident from the literature review, especially for the 

developed design stage [3]; automated preprocessing and 

modelling of structural components is a research gap 

addressed in this research. The research question we 

address with this work is: “How to automatically 

preprocess a building model for structural analysis?” 

3 Methodology 

This paper is part of a larger project investigating data 

exchange between architectural design and structural 

analysis. In the preceding research, a tool interpreting an 

architectural building model was developed and 

implemented with multiple building models [4]. Building 

models containing geometry and information about 

element types created by architects are interpreted to 

representation suitable for structural engineers. The 

interpretations focused on geometric information and 

result with an analytical building model. This tool, 

although being a useful aid for structural engineers and 

saving significant amount of time needed for redefining 

information available in another form, does not provide 

structural engineers with an analysis-ready model. 

Additional information which is not available in 

architectural design model is required before the 

structural analysis can take place. The heterogeneity of 

design workflows makes automation of certain 

procedures difficult or even impossible. Hereby, the 

question of automating preprocessing procedures for 

structural analysis is addressed through several 

methodological steps: 

• Pareprocessing methods are identified through 

literature review describing workflows to structural 

analysis on building element level and a real use 

case analysis of a modelling and data exchange 

process of a German structural engineering 

company. This analysis delivers  information origin 

which is a base for formalizing preprocessing 

methods. 

• Preprocessing methods are formalized so they could 

be automated with a data mangement tool. The 

preprocessing methods are derived from the 

previously conducted analysis. The methods are 

developed by comparing the initial and expected 

building models, and by identifying and describing 

processes which provide a desired result.  

• Data management tool is developed as a prototype 

and the formalized methods are implemented. The 

tool maintains communication with the central data 

storage (realized with MongoDB) and facilitates the 

conversion to the particular structural engineering 

finite element calculation tool (RFEM Dlubal). The 

developed preprocessing methods are implemented 

and verified with a test building model originating 

from the above-mentioned structural engineering 

company.  

• Finally, the feedback and evaluation of 

generalization-potential of implemented 

automation methods was assessed through 

practitioners’  panel discussion. Practitioners’ 

expertise is needed to identify optimization 

potentials as preprocessing rules are bound to 

individual or interfirm conventions.  

4 Automatable procedures 

The literature review and the use case analysis revealed 

information stemming from the architectural design as 

well as the information defined by structural engineers. 

Barely any information originates from the cooperative 

work between architects and structural engineers in a 

standard workflow, but a significant amount of 

information is of interest to both stakeholders. This 

analysis was used to propose the preprocessing methods. 
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4.1 Information origin 

The information origin investigation is necessary to 

determine which preprocessing procedures are 

performed in the existing workflows in academia and 

practice - which information is assigned in the 

preprocessing part of the workflow. The preprocessing 

methods are depicted within the workflow (Figure 1), 

which also implies the software tools which will be used 

for their realization. 

From the literature review of workflows presented in 

Table 1 it can be concluded that: geometry of all building 

elements enclosing a space, materials of building 

elements with visual properties and types of building 

elements, is delivered by an architect to a structural 

engineer. Occasionally, after the consultation with 

structural engineers, architects define the information 

about the load-bearing property of building elements, 

foundations and raster. The information which is usually 

not explicitly defined by the architect are the analytical 

geometry of structural building elements, loads, 

structural properties of materials, supports and structural 

connections of building elements. The architectural 

software tools generally do not provide ways to define 

that information. 

 

Table 2 Information origin according to use case analysis 

Information 

origin 

Information 

Architectural 

model 

Geometry, building element 

types – architectural semantics, 

materials with visual properties, 

space uses (not always defined) 

Mutual consent on 

architectural 

model (structural 

model) 

Geometry of structural system, 

load bearing properties 

Structural analysis 

model 

Analytical geometry, building 

element types – structural 

analysis semantics, materials 

with structural properties, load 

types and cases, supports, joints 

Following the literature review, a use case analysis of 

the workflow leading to structural analysis has been 

performed. A use case analysis is performed with a 

German construction company, including the procedures 

of design, interpretation and preprocessing. It was 

conducted in a period of time of eight months through 

multiple interviews, observation of processes and 

continuous feedback through a team of company experts. 

The use case analysis delivered similar results to the 

literature review and they are summarized in Table 2. 

Analysis of processes showed that the engineers use 2,5d 

analysis characterized by multiple models based on slabs. 

They do not use a complete building model to perform 

the analysis, but divide the model into multiple models, 

 Architect Structural engineer 

[18] Geometry, location of the members, types of 

materials and properties 

Load types and cases, boundary conditions 

[19] Drawings, initial dimensions, section sizes Analytical models, structural properties, loads 

[12] Geometry Section properties, boundary conditions, loads 

[20] Appearance – art, geometrical and spatial aspect Simplified model, loading component and joint 

connections 

[21]; 

[22] 

Geometric locations, member section profiles, 

material data, structural members that are 

provided by the architects as a vertical and lateral 

load transferring system 

New structural members, load cases and their 

combinations, geometric boundary conditions 

[13] Geometry (option 1) Geometry (option 2), sections, supports, load cases 

[23] Geometry (physical model) Loads and supports 

[24] Elevation, grids, geometry Analytical model, material properties, section 

properties, boundary conditions, load information 

[25] Geometry, element connectivity, cross-sectional 

dimensions, material mechanical properties 

Geometry and support creation, material definition, 

load assignment 

Figure 1 Overview of the workflow leading to structural analysis 

Table 1 Information origin according to literature review  
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according to the floor levels. While the horizontal load-

bearing elements are represented as building elements, 

vertical ones are represented as loads or supports. 

Therefore, we account 2,5d approaches in the proposal of 

preprocessing methods. 

4.2 Preprocessing methods 

Based on the literature review and the use case 

analysis, it was concluded that four types of information 

are assigned after the data from architects is interpreted 

and recreated. Interpretation of information coming from 

the architects is addressed in more detail in our previous 

work [4]. New information realized through 

preprocessing methods involve the creation of floor 

levels characteristic for 2,5d analysis, load and load 

combination assignment, definition of supports and joints 

between the building elements. Table 3 depicts 

schematically the recognized methods, which are 

enumerated and described in the follow-up. This 

additional information is assigned to the analytical model 

directly within the structural analysis software tool. 

Table 3 Proposal of preprocessing procedures 

 
1. Floor levels 

 
2. Loads and combinations 

 
3. Supports 

 
4. Joints 

 

1. Based on the performed analysis, structural 

engineers do not rely on the analysis of a complete 

3d building model, but rather perform 2,5d analysis. 

2,5d analysis means identifying floor levels and 

modelling only slabs as building elements. Upper 

vertical elements are modelled as loads, while the 

lower vertical elements are modelled as supports. In 

our research we proceed with a 3d analysis as we 

consider it the future of assessing structural 

building performance; still, we identified the need 

to define floor levels in order to support the 

established practices. After the definition of floor 

levels further methods can be implemented. 

2. Loads and load combinations need to be defined for 

structural analysis. Four types of loads can be 

assigned: dead, live, impact and environmental 

loads. Out of these four types, only impact-loads are 

not standard for each structural analysis. We 

identified that self-weight is a requirement for each 

building element as a dead load. Live loads are 

dependent on the use of space which is sometimes 

provided within a model by an architect, but on 

other times needs to be assigned by a structural 

engineer. Environmental loads affect the external 

elements of the building and are based on the 

environmental conditions of the geographic 

location. In the case of 2,5d analysis they are 

assigned to the top slab. Other loads are assigned 

floor-wise to each slab in the model. 

3. Supports can sometimes be found in architectural 

models, but they are usually defined by structural 

engineers as they do not affect a building 

appearance. They are placed on the bottom of 

building elements and can be defined as points, 

lines or surfaces. We assign them to the lowest floor 

depending on the vertical elements above the slab. 

4. Detailed descriptions of the way to define joints in 

the developed design phase was not found in the 

examined literature nor in the use case analysis 

since they were not present in the 2,5d approach (as 

only slabs are represented as building elements). 

Vertical elements represented as supports in 2,5d 

analysis partly indicate the joint behaviour, since 

supports have similar properties. In our work, joints 

are defined as pin-connected, not transferring the 

rotation in the case of column-slab connection, and 

the wall-slab connection can transfer rotation in the 

direction of a connection line. Joint definition is a 

complex topic highly influencing 3d analysis which 

has not been sufficiently investigated for all 

possible cases. 

5 Prototype implementation 

A prototype for RFEM plug-in has been developed that 

is able to preprocess a test building model. The plug-in is 

developed with RFEM Dlubal API and .NET Framework. 

It uses the Open Cascade geometry kernel to handle the 

geometrical information. The plug-in is linked to a 

central storage where information is stored in a non-

proprietary format, and at the same time it is linked to 
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RFEM Dlubal internal storage and proprietary model. 

The preprocessing methods are therefore specific for a 

proprietary software tool, unlike the model 

interpretations taking place on the central open storage. 

It was possible to realize all methods with the prototype 

plug-in, and to perform a satisfying structural analysis in 

the follow-up. Table 4 shows screenshots of a test model 

with the results of preprocessing methods and analysis. 

The methods are fully automated with default values, but 

allow some interventions, e.g. changing the use of space 

influencing the live loads, or the floor level where the 

environmental loads or supports are placed. These 

methods do not represent the exhaustive possibilities for 

structural analysis, however they represent most common 

procedures and aid structural engineers not to start from 

a blank model with their work. Additional enhancement 

are available in the further step directly within the RFEM 

Dlubal, these may however be integrated within the plug-

in if recognized as standard for certain workflows. 

Table 4 Test model after preprocessing and analysis 

 

Test model with assigned supports 

 
Test model with assigned loads and combinations 

 
Analysis results 

6 Panel discussion 

The panel discussion involved structural engineers from 

two companies. The feedback provided by the 

participants in the discussion addressed general issues 

regarding the preprocessing automation, as well as the 

specific preprocessing methods. The remarks were:  

• Both companies use architectural models 

originating from Revit and RFEM Dlubal for 

structural analysis 

• 2,5d is preferred to 3d structural analysis primarily 

due to traceability and clarity of analysis, however 

the analyzed cross sections of building elements 

may be larger than in the case of 3d. 

• 3d analysis delivers results which are difficult to 

verify due to lack of clarity of calculation in a 

structural analysis software tool. Traceability of 

analysis is demanded by inspection engineers, 

which is not provided in 3d analysis. 

• Automation of preprocessing methods is regarded 

as useful and usable, but needs some adaptation. 

• Practices do not significantly differ between 

companies. 

• Structural engineers are generally part of the project 

before the developed design and specific 

information can be defined in advance. 

• Significant amount of experience-based knowledge 

is used for identifying and analyzing the model. 

• Feedback received from the participants recognizes 

the standardization potential in the proposed 

preprocessing methods. 

• A similar approach is performed to identify the 

floor levels; however, an important point is the 

detection of the ground floor, which is usually 

placed close to ±0,00 elevation 

• Foundations can be defined in two ways, based on 

the results of the geotechnical analysis: i) as the 

proposed solution, under each element separately; 

ii) by excluding the support capabilities of a ground 

plate due to bad ground characteristics. 

• Loads are highly dependent on the building use and 

special building requirements. The proposed loads 

can be regarded as standard input. It is necessary to 

include multiple country-specific building codes. 

• Joints can be modelled in two ways, depending on 

whether the i) prefabricated or ii) cast in place 

building system is used; the i) indicates that the 

rotation is not transferred; while ii) can transfer also 

rotation. 

The preprocessing methods require some adaptation, but 

a similar plug-in that could automate the existing 

practices or some preprocessing steps is recognized as a 

great help for a day-to-day business. 
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7 Discussion & conclusion 

Many manual time-consuming procedures are performed 

for each project from scratch, whereby these tasks are not 

only similar between the projects, but often across 

multiple practices. The amount of similarity across 

practices and a unique solution is hard to define due to 

lacking documentation and standards. This paper 

proposes preprocessing methods based on the existing 

research and practice, which have not been formalized 

for automation purposes. The new proposal is based on 

the literature review and use case analysis and is 

implemented as a prototype tool with a test building 

model. The tool was received with appreciation and is 

regarded as a benefit for structural engineering. Further 

investigation of heterogeneous practices is needed for 

providing a tool which would satisfy practices beyond the 

scope of this research. 

The BIM paradigm regarding structural analysis tools is 

still unclear. This paper emphasizes the need for 

automation of preprocessing, and relating structural 

design and analysis in a digital and automated way in 

order to provide prompt feedback about structural 

building performance, save time and money and reduce 

errors during building design. The greatest problem in the 

proposed approach is found in the readiness of structural 

engineers to fully rely on the analysis with 3d geometry. 

However, an approach with automated preprocessing 

methods in a similar way, is recognized as beneficiary 

and required to improve structural analysis work. 

One of the limitations of the provided solution is that it 

does not consider special cases of structural analysis, like 

special grounding conditions or heavy machinery. 

Numerous workflows and projects need to be analyzed in 

order to determine which workflows and procedures have 

automation potential.  In order to generalize this proposal 

and the implemented prototype, certain adaptations and 

extensions based on the results of exhaustive studies 

might be needed. Unique problems might and will occur 

for certain building projects, but still, generalized 

solution needs to be able to cover standard procedures, 

while the special ones can be manually overridden. 

Supporting various practices might potentially be 

realized by using service-oriented system architecture 

like microservices [26]. 

Therefore, next steps regarding the software tool is to test 

the provided methods with additional building models. 

The methods will be tested with other structural analysis 

software tools and additional practices. Similar plug-ins 

are required for other tools, and the proposed prototype 

may serve as a base. A process analysis is required for 

each procedure which is to be automated. The proposals 

changing entirely the existing design workflows, have 

not been successfully accepted in the AEC community. 
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Abstract –  
It is inevitable that the decrease in Japan’s 

working population due to the declining general 

population, low birth rate, and ageing population will 

lead to a shortage of skilled infrastructure inspectors. 

Therefore, it is important to improve and equalize the 

quality of inspection data, which are the basis for 

understanding the condition of bridges, to allocate 

appropriate and optimal budgets, and to formulate 

life-extension repair plans. It is also important to 

improve the quality of inspection data, which are the 

basis for assessing the condition of bridges, and to 

equalize the data so that the progression of damage 

can be properly assessed, an accurate diagnosis can 

be made, and appropriate measures can be planned. 

In this study, we propose a method for supporting the 

field inspection of bridges by visualizing 

abnormalities using a heat map based on 3D point 

cloud data representing the bridge to be inspected. 

The proposed method is evaluated by infrastructure 

inspectors, and the requirements and issues for the 

field support technology are summarized. 

Keywords – 

Bridge Inspection; Three-dimensional Point-cloud 

Data; Heat Map; Digital Transformation 

1 Introduction 

1.1 Background 

1.1.1 Status of bridge inspection 

Japan has about 730,000 road bridges with a length of 

2 m or more. Most of them were built during the period 

of high economic growth and are rapidly ageing. By 2029, 

52% of these bridges will be at least 50 years old. The 

number of bridges managed by local authorities that are 

subject to traffic restrictions due to ageing has tripled in 

the 10 years between 2008 and 2018 [1]. Moreover, there 

are many bridges that are still in use 80 years after their 

construction without major damage due to appropriate 

repair and reinforcement. 

In 2014, a 5-year periodic inspection was stipulated 

to obtain the information necessary for proper 

maintenance of bridges in order to avoid damage to road 

users and third parties, avoid long-term malfunctions and 

failures, and enact timely measures to extend their 

service life [2]. During periodic inspections, the 

condition of the bridge is assessed visually, a diagnosis 

of soundness is made for reference, and countermeasures 

to be taken before the next periodic inspection are 

established. In addition, data on the external condition 

and the degree of damage are obtained for comparison 

with the results of previous inspections and to study the 

maintenance plan. It is also important to transfer the 

information from the inspection results and repairs. 

However, because of the large number of bridges and 

parts to be inspected, it is time-consuming for inspectors. 

1.1.2 Use of digital transformation in the 

infrastructure sector 

The Ministry of Land, Infrastructure, Transport and 

Tourism (MLIT) set up the “Digital Transformation (DX) 

Promotion Headquarters for the Infrastructure Sector of 

MLIT” on 29 July 2020 [3]. As a result, MLIT uses data 

and digital technology in the infrastructure sector to 

transform social infrastructure and public services in 

response to the needs of the public, by transforming the 

work itself, the organization, the processes, and the 

culture and working style of the construction industry and 

MLIT, and by promoting public understanding of 

infrastructure. MLIT has established a policy of 

promoting public understanding of infrastructure and 

realizing safe, secure, and prosperous lives. The 

introduction of advanced and new technologies is 

indispensable for the introduction of new technologies 

and the measures to achieve them, such as Society 5.0 

and DX. In addition, MLIT is promoting “i-Construction,” 

which aims to increase the productivity of construction 

161

mailto:k078673@kansai-u.ac.jp
mailto:k422541@kansai-u.ac.jp
mailto:skubota@kansai-u.ac.jp


38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

sites by 20% by 2025 through the use of information and 

communications technology and 3D data in all 

construction processes. With these initiatives, sharing 

information on bridge inspections with 3D data will 

improve the efficiency of inspection efforts and enable 

rapid response in an emergency. In addition, the use of 

3D data for bridge maintenance and management will 

make it possible to easily grasp the location and extent of 

damage, as well as the overall bridge condition, which 

will be useful for determining the cause and diagnosis of 

bridge deterioration [4]–[8]. 

1.2 Objectives of this study 

To improve the efficiency of bridge inspection work, 

this study proposes a bridge inspection field support 

technology as a method to determine the damage of 

surface irregularities from the 3D data of bridges, to 

efficiently evaluate overall bridge damage, and to 

visually grasp the change and position of damage over 

time. In this paper, we propose a new method for 

visualizing the damage of a bridge using 3D point cloud 

data. The 3D data are acquired by photogrammetry using 

a camera or a ground-based terrestrial laser scanner 

(TLS). 

To improve the efficiency of the periodic inspection 

of bridges, we propose a bridge inspection method that 

uses a heat map to generally check the appearance of 

bridges before visual inspection and to screen the bridges 

or bridge components to be inspected. 

The contribution of this research is that we have 

clarified a method to analytically visualize the ageing 

process using point cloud data sets. The method was 

applied to support bridge inspections, and actual 

practitioners (inspectors) evaluated the method. 

1.3 Research flow 

The research flow of this study is as follows. 

In Section 2, we summarize the status and issues of 

bridge maintenance management since the Sasago 

Tunnel ceiling plate failure accident, and how to use 3D 

data to prevent such failures. 

In Section 3, we set up field situations and summarize 

how to make a heat map. In this section, we present the 

results of experiments based on the contents of  

In Section 4, we conduct a demonstration experiment 

based on the procedures in Section 3. The contents of the 

experiment, the results obtained, and the issues to be 

addressed are summarized. 

Finally, in Section 5, we interviewed inspection 

practitioners about the application of heat maps to the 3D 

damage drawing support system [9] previously 

developed by the authors. This paper reports the 

requirements for the field support technology and system, 

and the issues in applying the system to practice. 

2 Status and challenges of bridge 

maintenance and management 

2.1 Status of bridge maintenance 

In December 2012, the Sasago Tunnel was closed for 

a long time as a result of a fallen ceiling plate which 

claimed the lives of nine people. This incident reaffirmed 

the importance of maintaining and renewing social 

infrastructure, and in March 2014, regular inspections by 

close observation every 5 years became a legal 

requirement. From 2014 to 2018, mandated inspections 

were carried out based on the 2014 edition of the Periodic 

Inspection Guidelines for Bridges. Bridges under the 

direct control of the national government were inspected 

according to the periodic bridge inspection guidelines, 

while bridges under the control of local authorities were 

inspected according to the periodic road bridge 

inspection guidelines. However, in 2019, the periodic 

bridge inspection guidelines were revised to streamline 

the inspection process while ensuring the quality of 

periodic inspections, in response to the occurrence and 

oversight of deformations that may affect the safety of 

third parties after periodic inspections and the 

development of inspection support technologies, such as 

photography and non-destructive testing [10], [11]. In the 

revised guidelines, the focus of periodic inspections is on 

the damage and structural characteristics, and the 

inspection targets are narrowed down to streamline the 

inspection process. In addition, guidelines for the use of 

new technologies and a performance catalogue [12] have 

been developed to supplement, replace, and enhance 

close visual inspection. 

2.2 Challenges in bridge maintenance 

Bridge maintenance has three main challenges. 

2.2.1 Limited budget  

The budget for the maintenance and repair of national 

highways under national government control should be 

increased to cope with the ageing of facilities, but it has 

decreased by about 20% from 320.2 billion yen in 2004 

to 251.5 billion yen in 2013, in line with the decrease in 

the national public works budget [13]. In 2012, a disaster 

prevention and safety subsidy were established, and 

financial support and budget increases were implemented, 

such as priority allocation for inspection and repair 

projects for bridges and other structures. In 2012, the 

government established the Disaster Prevention and 

Safety Grant, which provides financial support and 

increases the budget for bridge inspection and repair 

projects. 
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2.2.2 Underutilization of technology that could 

improve efficiency 

The revision of the inspection guidelines has led to 

the development of guidelines and performance 

catalogues for the use of new technologies that 

complement, replace, or enhance close visual inspection, 

but their use is still limited. 

2.2.3 Lack of human resources and skills 

As of June 2019, there were no civil engineers 

involved in bridge maintenance work in about 30% of 

towns and 60% of villages, and 54% of direct inspections 

and 42% of inspectors commissioned by local 

governments had not taken the road management 

practitioner training course or the road bridge 

maintenance skills course conducted by MILT. In 

addition, many bridges have been reported to require 

repair or reinforcement after the first round of mandated 

inspections, so human resources have been allocated to 

repair planning, design, and implementation. 

2.3 Using 3D data to solve problems 

In this study, we propose an inspection support 

technology that obtains 3D data of a bridge, creates a heat 

map from the data, and visualizes damage points as a 3D 

model to improve the efficiency of on-site work for 

bridge inspectors. We believe that this technology can 

improve the efficiency of inspection work by detecting 

damage from abnormalities identified by the heat map 

and extracting locations should be focused on during 

inspections. 

To solve the problems of insufficient budget, 

technical skills, and manpower, local surveyors who do 

not specialize in bridge design have been commissioned 

to carry out bridge inspections, and inspections have been 

simplified and carried out by local government 

employees (in-house inspections) [14]. However, 

potential problems include inspectors lacking sufficient 

knowledge about bridges and bridge damage, reduction 

in accuracy of the inspection due to simplification, 

differences in results between first and second 

inspections, and damage that had been previously 

identified being missed. The 3D data can be deployed in 

a 3D maintenance management system. By recording 

damage data as a heat map or 3D data and bringing it to 

the site, the risk of missing previously identified damage 

will be reduced. In addition, quantitative evaluation of 

the degree of damage from the heat map will reduce the 

variability of evaluation among inspectors. 

3 Heat mapping and visualization of 

anomalies 

3.1 Visualization of anomalies with heat maps 

The process flow for creating a heat map from point 

cloud data is shown in Figure 1. A camera and TLS are 

used to measure the bridge. Images or movies taken by 

the camera are cut out at regular intervals to generate 3D 

point cloud data with structure from motion (SfM) 

processing to recover the shape from the images. The 

difference between the point cloud data generated by the 

SfM process or the TLS process and the reference data, 

which simulate the undamaged surface, is visualized by 

the colour change. The heat map is created using the point 

cloud processing software CloudCompare. In the 

comparison, first, by using the align function of 

CloudCompare, feature points in the acquired point cloud 

data of two periods are manually selected, aligned, and 

superimposed. Next, the compute cloud/cloud distance 

and compute cloud/mesh distance functions are used to 

Figure 1. Flow of heatmap creation 
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perform a difference analysis of the two superimposed 

data sets and create a heat map. The difference between 

the two data sets is represented by a change in colour, for 

example, a change to blue if the bridge is concave or to 

red if it is swollen. 

3.2 Damage to the detection object 

Damage that can be detected using a heat map 

includes dampness, delamination, exposure of steel bars, 

and cracking of concrete members, as required by the 

periodic bridge inspection guidelines. 

3.3 Equipment used 

In this study, to obtain 3D point cloud data for bridges, 

we use FARO Focus 3D X330 as the TLS and SfM 

technology to generate high-density point cloud data 

from images taken by a camera (GoPro Hero9 Black). 

3.4 Heat map creation 

To create a heat map from the 3D point cloud data of 

a bridge, two field situations were set up. The first is a 

case where previous cloud data for the target bridge are 

available, and the second is a case where no previous 

point cloud data are available. When previous point cloud 

data are available, the past and present point cloud data 

are compared. The flow of the comparison with previous 

data is shown in Figure 2. The point cloud data of two 

periods are aligned so that the same positions overlap, the 

difference analysis is performed using the previous data, 

and a heat map is generated by setting the threshold. In 

addition to analysis of differences in the point cloud data 

by TLS (method (1)) and analysis of differences in the 

point cloud data by SfM (method (2)), comparison of the 

TLS point cloud data and SfM point cloud data is carried 

out on the assumption that the measurement method is 

different between the present and the past (method (3)). 

The heat map patterns are shown in Tables 1 and 2. When 

previous point cloud data are not available, a reference 

plane that simulates the undamaged surface is created and 

compared with the point cloud data. The reference plane 

should be the same as that of the bridge when it was built, 

but if as-built data or drawings are not available, the 

reference plane is made from the current measurement 

data. The reference plane in this study is created by using 

the Primitive Factory function of CloudCompare 

(method (A)), the 3D parametric model [15], [16] 

constructed for the bridge of interest (method (B)), and 

the RANSAC function [17] (method (C)) to generate the 

plane from the point cloud. See Figure 3 for details. 

4 Demonstrations 

4.1 Content and results of the experiment 

The proposed method was tested on two bridges, the 

Warazuhata Bridge in Sennan City, Osaka Prefecture 

(22.1 m long by 4.0 m wide), and an unnamed bridge in 

Saitama Prefecture (2.0 m long by 4.5 m wide), as well 

as on laboratory buildings on the campus of Kansai 

University ‘Figure 4’. Previous point cloud data were 

available for Warazuhata Bridge. At the Warazuhata 

Bridge and the laboratory buildings, paper clay and wall 

stickers with a thickness of about 1 to 2 cm were attached 

to the abutments to simulate damage ‘Figure 5’. The data 

obtained before sticker application were as previous data 

and the data after application of the stickers were used as 

current data. The camera was pointed at the front of the 

abutment and moved to the side. In the TLS measurement,  

Figure 2. Flow of comparison between past and present data 

when historical point cloud data are available 
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Table 1. Patterns of heat map creation when  

historical point cloud data are available 

Creation pattern 
Measurement type 

The past Current 

(1) TLS  TLS 

(2) Camera (SfM) Camera (SfM) 

(3) TLS Camera (SfM) 

Table 2. Patterns of heat map creation when 

historical point cloud data are not available 

Creation pattern How to create a reference plane 

(A) 
Reference plane created using Cloud 

Compare's Primitive factory function 

(B) 
The plane of the 3D parametric model 

is the reference plane 

(C) 

Reference planes created from point 

cloud data using the RANSAC 

function 

Figure 3. Flow of comparison between reference plane and current point cloud data 

when no historical point cloud data are available 

(A) Flow of comparison with reference plane 

(B) Flow of comparison with 3D model 

(C) Flow of comparison with automatically generated criteria 
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the camera was placed in front of the damage and the 3D 

data were constructed using FARO SCENE data 

processing software. The heat map of the Warazuhata 

Bridge is shown in Figure 6. 

The colour of the heat map was set so that the amount 

of difference increases from green to red. The area where 

the pseudo-damage was pasted is drawn in bright green, 

unlike the surrounding area. From the figure, the damage 

can be visualized by the colour change. Figure 7 shows 

the results for method (2), comparison of SfM point cloud 

data. Like method (1), a colour change was observed at 

the point where the pseudo-damage was pasted, but 

relative to the comparison with method (2), the colour 

change was also observed at points other than where the 

pseudo-damage was pasted. This may be due to the 

inferior accuracy of the SfM point cloud data compared 

with the TLS point cloud data. Similarly, in method (3), 

where TLS and SfM point cloud data are used ‘Figure 8’, 

damage can be confirmed from the heat map. As with 

methods (1) and (2), a colour change was observed at the 

point where the pseudo-damage was pasted, and the 

damage could be visualized by the heat map. However, 

because the SfM point cloud data did not measure the 

upper part of the abutment, it was not possible to compare 

the damage of the entire abutment. 

On the unnamed bridge, concrete spalls were widely 

observed on the underside of the deck in the field, as 

shown by the orthographic image in Figure 9. Extensive 

delamination and exposure of steel bars were also 

observed. In this study, the current SfM point cloud data 

were used to verify the results in the absence of previous (L) Warazuhata Bridge, Osaka Prefecture  

(R) Unnamed bridge, Saitama Prefecture 

Kansai University laboratory buildings 

(L) 5th laboratory building 

(R) 4th laboratory building 

Figure 4. Settings of the experiment 

Figure 5. Paper clay and wall stickers pasted on the 

vertical wall of the abutment of Warazuhata Bridge  

Figure 9. Orthoimage of the underside of the main 

deck of the unnamed bridge 

Figure 10. Heat map of the unnamed bridge using 

method (A) 

Figure 6. Heatmap of Warazuhata Bridge Method 

(1) (TLS/TLS) 

(L) General view (R) Enlarged view 

Figure 7. Experimental building Heat map of 

method (2) (SfM/SfM) 

Figure 8. Heat map of Warazuhata Bridge Method 

(3) (TLS/SfM) 
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data. Figure 10 shows the results of visualization of the 

damage by aligning the reference plane created by 

method (A) using the Primitive Factory function of 

CloudCompare on the SfM point cloud data.  

4.2 Considerations 

In this study, the heat map was made according to the 

flow diagram shown in Figure 1. The experimental 

results showed that the position of the pseudo-damage 

and the position of the delamination coincided with the 

position of the colour change in the heat map, suggesting 

that the waviness and delamination of concrete can be 

visualized. This suggests that the proposed method is 

reasonable. However, cracks in the concrete were not 

visualized by a colour change in the heat map. It was 

found that the heat map could visualize damage that 

created unevenness, such as waviness and delamination, 

but could not visualize damage without unevenness or 

small damage such as cracks. By creating heat maps from 

the point cloud data from two different periods, it is 

possible to see the change over time and to identify the 

time when the damage occurred. In the absence of point 

cloud data from two different periods, it is difficult to 

determine the most appropriate among the three methods 

because it takes time to align the planes to visualize the 

damage. and a suitable for creating the reference plane 

differs depending on the measured data. As shown in 

Figure 8, the heat map shows a colour change in areas 

where the pseudo-damage is not pasted, which is more 

extensive in the SfM point cloud data than in the TLS 

point cloud data. This may be due to the difference in 

accuracy between the TLS and SfM point cloud data. 

Because TLS point cloud data are more accurate than are 

SfM point cloud data, it is possible to use TLS as the 

basic measurement method, and to use a camera when 

TLS cannot be installed or when measurement is 

dangerous. The threshold value of the heat map was 

changed for each bridge or building to make damage 

detection easier. However, to evaluate bridges with the 

same standard, the threshold value should be kept 

constant. Because the SfM point cloud data are different 

from the actual size of the bridge, it may not be possible 

to visualize the damage if the threshold is kept constant. 

As a solution to this problem, we propose a method for 

visualizing the damage with the same threshold value for 

all bridges by adding location information to the SfM 

point cloud data. In addition, it is thought that damage 

can be quantitatively evaluated by this method.  

5 Application as a bridge inspection 

support technology and as a bridge 

inspection method 

The authors have developed a support system for 

creating 3D damage diagrams to enable maintenance 

workers to grasp and share the location and status of 

damage intuitively and accurately. Since the heat map 

information proposed in this study is also based on 3D 

point cloud data, it can be superposed on this system. 

Therefore, we conducted an evaluation meeting by 

practitioners to evaluate the effectiveness of using heat 

map information on mobile devices for inspection work 

in the field. The main opinions raised at the evaluation 

meeting are as follows. 

• A heat map showing the areas to be focused on 

during the field survey will improve the efficiency 

of the field work and save time. 

• By looking at the changes over time, 10 years ago, 

5 years ago and now, it is possible to understand the 

trend of damage and make use of this information 

in the inspection. However, care should be taken to 

avoid focusing too much on old damage. 

• In the case of inexperienced practitioners, the 

support is likely to be more effective, while in the 

case of experienced practitioners, quantitative 

evaluation is needed, not just finding support. 

• Differences must also be able to be correctly 

evaluated for point cloud data generated by 

different la-ser scanners and cameras used. 

• It is difficult to use this method in general because 

of the limitation that the results are different de-

pending on the location of the machine and the 

weather conditions. However, it is thought that the 

restriction can be solved by organizing the method 

of measurement, the method of setting up the 

machine and the method of analysis and 

formulating the guideline. 

For the heat map to be used as a "bridge inspection 

method" in periodic inspections, it is essential to increase 

the number of demonstration tests, improve the accuracy 

verification, and be able to quantitatively evaluate the 

size and depth of damage. However, it is suggested that 

the method can be used in some bridge conditions, such 

as where there is no third-party damage, or where there 

is little road traffic, or where the bridge is not on an 

important route. 

6 Conclusion 

In this study, to help infrastructure engineers carry out 

bridge inspection in the field more efficiently, we have 

proposed a method for detecting damage before the field 

survey by constructing a heat map based on 3D point 

cloud data measured by TLS and photography during a 

field survey before the regular inspection. In this study, 

we measured a bridge using TLS and a camera and 

constructed a heat map with 3D data. The method of 

using the results with the 3D data was evaluated by 
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inspection practitioners, and the issues and points to be 

noted were summarized. In the future, we will study how 

to use heat maps to visualize and detect damage with 

generally smooth features, such as narrow cracks, and 

how to evaluate damage quantitatively by adding 

location information to point cloud data. In addition, we 

plan to conduct more experiments to verify the accuracy 

of the method and clarify the range of application. 
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Abstract – 

In construction cost estimation, building 

information modelling (BIM) has been commonly 

utilized to support automatic quantity take-off 

(QTO). However, conventional BIM models do not 

contain all the necessary information for QTO, and 

the calculation does not follow the descriptive rules 

in standard method of measurement (SMM), which 

impact the cost estimation accuracy. Therefore, this 

paper presents a new data model and knowledge-

based system to incorporate the required SMM rules, 

which greatly facilitates BIM software in automatic 

and accurate QTO. The proposed new methods 

involve the development of a generic data model by 

identifying and incorporating the required 

information (e.g., geometry, semantics) in SMM. 

Following this, information checking algorithms are 

developed to check the information completeness 

and textural errors in QTO practices. Furthermore, 

the descriptive rules in SMM are defined to create a 

knowledge library that guides the BIM software in 

performing automatic QTO.  Results of illustrative 

examples indicate that the proposed new methods 

can accurately compute the quantities of building 

components in compliant with SMM, regardless of 

different approaches for model creation. The 

proposed methods also linguistically identify the 

textural errors of parameters and check the 

compliance of descriptive rules for better QTO 

practices.  Practitioners can automate the BIM-

based QTO process to reduce the inaccuracies, time, 

and errors of cost estimation.  

 

Keywords – 

Building information modeling (BIM); Quantity 

take-off (QTO); Knowledge model; Model auditing; 

SMM-compliance 

1 Introduction 

Quantity take-off (QTO) is a critical process in 

construction projects. The measured quantities are the 

prerequisites to many subsequent tasks such as cost 

estimation, material purchase and production planning 

[1]. The advent of Building Information Modelling 

(BIM) technology has brought revolutionary impacts on 

QTO as quantities are extracted directly from the 3D 

design models which contain geometry and semantic 

attributes of components.  This makes the QTO process 

faster and more reliable than the conventional methods 

[2]. However, the automation and accuracy of QTO is 

still matter of concern as BIM models do not 

incorporate all the necessary information for conducting 

an accurate QTO [3], and the calculation of quantities 

does not follow the descriptive rules in the standard 

method of measurement (SMM) , causing  potential 

inaccuracies and errors.   

Therefore, the objective of this paper is to develop a 

new knowledge-based system to incorporate all the 

necessary information and SMM descriptive rules for 

providing automatic and accurate QTO. Through the 

identification of information requirements and rules 

definitions from SMM, a generic data model is first 

developed to represent the 3D geometry and semantic 

attributes of buildings.  Following this, information 

checking algorithms are developed to extract and 

linguistically check the completeness and correctness of 

required information to perform the QTO. Furthermore, 

the descriptive rules in SMM are mathematically 

formulated to create a knowledge library, which guides 

the BIM software in automatic QTO. The proposed 

methodology is validated through illustrative examples. 

This research contributes a new approach to check the 

required information and textural errors as well as to 

calculate accurate quantities in accordance with SMM 

for inaccurate BIM models. Another main contribution 

is the establishment of a generalized approach to 

enhance the automation, accuracy, and efficiency of 

QTO. 
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2 Literature Review  

Early research on QTO attempted to link the 2D 

CAD drawings with the bill of quantities automatically 

to reduce human errors as far as possible [4]. BIM 

provides the ability to extract quantities from design 3D 

model directly and therefore is faster and more reliable 

than traditional methods that are based on 2D drawings. 

Through a case study comparing BIM-based QTO and 

traditional methods, Bečvarovská and Matějka [5] 

concluded that time is saved and errors are reduced after 

applying BIM. In addition to those extracting quantities 

from BIM models directly, research in recent years 

emphasized more on problems of inadequate 

information in BIM models and rule-compliance of the 

results. Choi et al. [6] proposed an open BIM-based 

approach to calculate quantities of structural framing, 

which would check whether the BIM model contains 

adequate information before performing QTO. Liu et al. 

[7] developed an ontology-based system to infer non-

expressed information in BIM models to support QTO 

for wall framing. By studying the New Rules of 

Measurement (NRM), Abanda et al. [8] developed and 

used ontology to calculate quantities in accordance with 

the NRM from BIM models.  

While the previous studies have explored BIM-

based QTO and the corresponding information 

interoperability problem, there is still a lack of a generic 

data model to represent the essential 3D geometry and 

semantic attributes of buildings to perform automatic 

QTO. In addition, the inaccuracy of BIM-based QTO 

due to the  lack of SMM descriptive rules is still a 

matter of concern. Besides, unintended errors in 

geometric and/or semantic information of design BIM 

models is another problem, which impacts the 

recognition of parameters in performing an accurate 

QTO. Therefore, it is of paramount importance to 

develop a new intelligent and automatic approach for 

BIM-based QTO. 

3 Methodology  

Figure 1 shows the methodology framework for the 

knowledge-based system. Since QTO is a knowledge-

intensive process [9], the first step is to leverage SMM 

and domain knowledge from quantity surveyors to build 

a generic data model which incorporates all the essential 

QTO-related information. To ensure that BIM models 

contain adequate and correct semantics to extract 

quantities, the information checking step is needed 

before the QTO step, where an information checking 

method is developed to linguistically check the BIM 

model information based on the data model.  Once the 

QTO-related information is provided and the BIM 

models have been checked, the descriptive SMM rules 

are mathematically formulated in a knowledge library to 

support the computation of building quantities.  

3.1 Development of the generic data model 

In this step, the information requirements from the 

measurement standard for performing automatic QTO, 

including QTO-related entities, attributes, and the 

semantic relations among them, are defined.  This study 

adopts the Hong Kong Standard Method of 

Measurement of Building Works – Fourth Edition [10] 

as the information source for the generic data model.  

Unified Modelling Language (UML) diagrams are 

adopted as the tools for structuring the data model. 

Figure 2 shows a data model for taking off quantities of 

some typical in-situ concrete elements as an example, 

using UML class diagrams. Beam and suspended slab 

are two specific components, so here the In-

SituConcreteComponent class has such two sub-classes, 

which inherit the attributes from it and have their own 

attributes to meet the information requirements of 

different components. Each component may have voids 

and have different shapes with different dimensions 

(e.g., rectangular, circle, polygon). The calculations of 

the beam and suspended slab involve the concrete grade 

information from each other, so they are associated. A 

typical beam-suspended slab joint is chosen as an 

example to further elaborate the measurement rules. As 

shown in Figure 3, the computation flow is structured in 

an UML activity diagram, showing the calculation 

priorities between beams and suspended slabs under 

different situations in terms of concrete grades. 

 

Figure 1. Proposed knowledge-based system 

Generic data model
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domain knowledge

Step 1: Development of 
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Information checking
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information checking
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Figure 2. Data model for QTO in typical in-situ concrete beams and suspended slabs 

 
Figure 3. UML activity diagram for measurement of typical beam-suspended slab joint 

3.2 BIM Model Information Checking 

Then, algorithms are developed to perform the 

model information checking for QTO, as shown in 

Figure 4. The semantic attributes are extracted from 

design BIM models. The computerized algorithm can 

automatically check and identify unintended textual 

errors, and informs users to input more data if the BIM 

model does not contain adequate information for QTO. 

To check the information completeness, design BIM 
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model information is first extracted. Then, null values 

and the associated parameters are removed before 

matching parameter names with the required 

information derived from the generic data model to 

filter parameters with names existed but values missed. 

The required information is concluded as existed if it is 

matched with the parameter name in the extracted BIM 

model information or the Leveshtein distance between 

these two compared strings is less than or equal to 1. 

Levenshtein distance is a string metric measuring the 

similarity between two strings [11]. It indicates the 

minimum number of single-character edits (e.g., delete, 

insert, modify) when changing from one string to 

another. The smaller it is, the more similar the two 

compared strings are. This setting enables a fussy 

recognition so that the algorithm would not miss the 

model parameters that have slight differences with the 

defined required ones but express the same meanings. 

For example, the QTO process requires concrete grade 

information, while the “concrete grade” parameter may 

be misspelled as “concete grade”. In such case, the 

algorithm can still recognize the existence of this 

parameter and would not report that it is missed, which 

reflects the fact of the model. 

 

Figure 4. BIM Model Information Checking  

Details of the information correctness checking and 

auto-correction of textural errors are shown in Figure 8. 

First, the textural parameters are separated into multiple 

words by a separator list that contains common 

punctuations such as underline, dash, and space. The 

separators from the input are kept in a separator 

container for re-joining the words later. Then, a natural 

language processing (NLP) checker equipped with 

different customized domain dictionaries are used to 

check the correctness of each word. If the result is false, 

the algorithm will correct the word if the Levenshtein 

distance between it and the most likely word in 

suggested candidates from the dictionaries is less than 

or equal to 1. This setting is designed to filter numerical 

parts (e.g., 200mm) that are assumed to be correct since 

spelling errors of such parts are less likely to happen 

and checking this part may introduce unnecessary 

complexity. After that, the corrected forms are added to 

the word container together with the original forms in 

previous steps. Finally, the words kept in the word 

container are joined with the separators kept before to 

generate the corrected results. Note that single words 

and correct values also work in this algorithm. 

3.3 Knowledge Library for Automatic QTO 

This step uses the knowledge from the data model 

and the data from the BIM model to design QTO 

algorithms for calculating quantities of the targeted 

elements. As Figure 9 shows, design information (e.g., 

geometry, spatial relation, material and properties) is 

extracted from BIM models and applied with identified 

rule libraries from the standard and data model to 

determine required variables for the measurement of 

quantities, rather than taking the geometric data into the 

calculation directly. 

For example, a rule library identified from the 

HKSMM4 for taking off the quantity of a beam in an in-

situ concrete beam-suspended slab joint is shown in 

equations (1) – (3), 𝑉𝑏𝑒𝑎𝑚 and 𝑉𝑣𝑜𝑖𝑑 are the volumes of 

the beam and void, respectively, 𝑙𝑏𝑒𝑎𝑚   and 𝑤𝑏𝑒𝑎𝑚  are 

the length and width of the beam and slab, respectively, 

ℎ𝑏𝑒𝑎𝑚 is the calculated height of the beam, 𝐻𝑏𝑒𝑎𝑚 is the 

height from the bottom of the beam to the top of the slab, 

𝑡𝑠𝑙𝑎𝑏  is the thickness of the slab, 𝐶𝑏𝑒𝑎𝑚  and 𝐶𝑠𝑙𝑎𝑏 are 

concrete grades of the beam and slab, respectively. In 

other words, when the concrete grades of the beam and 

slab are the same, the slab has higher priority than the 

beam, and only voids with volumes larger than 0.05 𝑚3 

are considered in the calculation. 

𝑉𝑏𝑒𝑎𝑚 =  𝑙𝑏𝑒𝑎𝑚 × 𝑤𝑏𝑒𝑎𝑚 × ℎ𝑏𝑒𝑎𝑚 − 𝑉𝑣𝑜𝑖𝑑    (1) 

ℎ𝑏𝑒𝑎𝑚 = {
𝐻𝑏𝑒𝑎𝑚 − 𝑡𝑠𝑙𝑎𝑏 , 𝐶𝑏𝑒𝑎𝑚 = 𝐶𝑠𝑙𝑎𝑏

𝐻𝑏𝑒𝑎𝑚 , 𝐶𝑏𝑒𝑎𝑚 ≠ 𝐶𝑠𝑙𝑎𝑏
 

(2) 

𝑉𝑣𝑜𝑖𝑑 = {
0, 𝑉𝑣𝑜𝑖𝑑 ≤ 0.05𝑚3

𝑉𝑣𝑜𝑖𝑑 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(3) 

4 Illustrative Examples  

Six different models of the same in-situ concrete 

beam-suspended slab joint are used as the illustrative 

examples to validate the proposed method through Revit 

2021 and Dynamo 2.10 [12]. As shown in Figure 7, they 

are the same joint created by different modelling 

approaches, which are not uncommon to see in practice. 

Besides, Figure 8 shows that the type name is 

misspelled, and the “concrete grade” parameter is typed 

as “concete grade”.  

Information 

checking

BIM model

Parameters

Adequate?

Next step

Correct?

Inform the 

user

Inform the 

user

No No

Yes
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Figure 5. Correctness checking and auto-correction of textural errors  

 

Figure 6. Knowledge-based automatic QTO  

 

   
1: Default joint 2: Switch Joint 3: Half Joint 

   
4: Abutment 5: Unjoined gap 6: Overlap 

Figure 7. In-situ concrete beam-suspended slab 

joint models in Revit using different model 

creation approaches 

  
(a). Misspelled type name (b). Misspelled parameter 

name 

Figure 8. Textural errors of parameters 

Based on the generic data model, the information 

requirements for QTO in this structure are summarized 

and mapped with the Revit parameters to generate a 

checklist, as shown in Table 1. Since unit is a project-

level parameter and every Revit project has units, there 

is no need to check the existence of unit parameters for 

the elements. Of note is that in addition to build-in 

parameters, users can add project parameters or use 

customized families in Revit to express domain-specific 

information, and the naming of the same parameter 

varies among different modelers. For example, “b” is 

the beam width parameter for the system beam type, 

while customized beam families may use “width” to 

represent the beam width parameter. Similarly, 

“concrete grade” can be added as “conc grade” or 

“concrete grade”. So, it is important to know how the 

parameters are expressed and have various kinds of 

domain-specific expressions for the same required 

information in the checklist. For the illustrative 

examples, the beam uses the system beam type. The 

attributes in the right column will serve as the baseline 

to check whether the information from the model is 

adequate or not. 
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Table 1 Mapping required information with Revit 

attributes for the beam model 

Required information Revit attributes 

Id  Type Id 

Name  Type Name/Type 

Unit  N.A. 

Beam length  Length  

Beam width  b 

Beam height  h 

Concrete grade of the 

beam 

Concrete Grade/Conc. Grade 

(beam) 

Concrete grade of the 

slab 

Concrete Grade/Conc. Grade 

(slab) 

Slab thickness Thickness (slab) 

The information checking algorithms are 

implemented in Python. PyEnchant is used as the NLP 

checker to perform the exact and fussy matchings. 

Results are exported to an Excel file for later uses such 

as confirmation of checking results and modification of 

the model. As Figure 9 shows, the beam model contains 

sufficient information for QTO but there are two 

textural errors (“bean” and “concete”) needed to be 

corrected. It indicates that the algorithms can still 

recognize the existence of the concrete grade parameter 

although it is spelled as “Concete Grade” that may be 

missed in the normal keyword checking method, and the 

algorithms can recognize and correct the misspelled 

type name “Bean-600×700mm” and attribute “Concete 

Grade”. 

 
(a). Misspelled type name 

 
(b). Misspelled parameter name 

Figure 9. Information checking results of the beam 

After the information checking step, the QTO 

system is developed using Dynamo. The Dynamo 

scripts extract the design information from the Revit 

model, including geometry and material properties, then 

unionize the geometries together as a whole. After that, 

the scripts introduce the concept of cutting plane as the 

rules. For example, if the concrete grades of the beam 

and slab are the same, the soffit plane of the slab will be 

used to cut the unionized solid, otherwise, the inner 

vertical side of the beam will be the cutting plane. 

Figure 10 shows how example 1 is cut when the 

concrete grades of the beam and slab are the same.  

 

Figure 10. Solid being cut 

Table 2 shows the comparison of the quantities of 

slab using Revit schedule function and the proposed 

method under the same and different concrete grades 

(similar comparison results for the beam). The correct 

quantities are calculated by the authors according to the 

Hong Kong Standard Method of Measurement of 

Building Works – Fourth Edition [10] and verified as 

specification-compliant by an experienced quantity 

surveyor. The results from the proposed method are 

exactly correct, while Revit schedule function gives 

different quantities in some cases. The reason is that the 

Revit function extracts quantities according to pure 3D 

geometries without the consideration of the approaches 

of model creation and semantic data carried by the 

model, while the proposed method follows the 

specifications and is able to validate the information and 

consider both geometrics and semantics. 

Table 2. Results of slab’s quantities using Revit schedule and the proposed method 

Case The same concrete grade (𝑚3) Different concrete grades (𝑚3) 

Revit 

schedule 

Proposed 

method 

Correct 

quantities 

Revit 

schedule 

Proposed 

method 

Correct 

quantities 

1 4.32 4.32 4.32 4.32 3.6 3.6 

2 3.6 4.32 4.32 3.6 3.6 3.6 

3 3.96 4.32 4.32 3.96 3.6 3.6 

4 3.6 4.32 4.32 3.6 3.6 3.6 

5 3.6 4.32 4.32 3.6 3.6 3.6 

6 3.96 4.32 4.32 3.96 3.6 3.6 
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5 Conclusions  

This paper represents a knowledge-based system for 

more automatic and accurate QTO. This includes the 

development of a genetic data model based on SMM 

and domain knowledge, and a textual mapping method 

for comprehensive BIM model information checking.  

The SMM descriptive rules are formulated in a 

knowledge library to support the computation of 

building quantities. While BIM models can be created 

by different methods which cause graphical and/or non-

graphical errors and impact the calculation of quantities, 

the proposed knowledge-based system incorporating the 

SMM descriptive rules can provide more automatic and 

accurate results. 

Six illustrative examples of the in-situ concrete 

beam-suspended slab joint shows that the proposed 

method can automate the QTO workflow with little 

adjustment of the inaccurate BIM models to get accurate 

quantities in different situations. However, this paper 

only covers the in-situ concrete for two basic building 

components. It has room for improvement in respect of 

the scalability. More comprehensive cases (e.g., a whole 

structure, unmodelled elements like formworks, 

scaffolding, and excavations) need to be tested to deal 

with the complexity of a construction project and large 

amount of complex rules in the future. 
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Abstract –  

Identifying hazardous zones is one of the 

priorities and duties of construction safety 

monitoring.  With the emergence of vision 

intelligence technology, hazardous zones detected by 

AI algorithms can support safety managers in 

predicting potential hazards as well as making 

decisions. However, the risky area in images/videos 

continues to suffer from numerous issues as 

undetected or low accuracy. Further, there are many 

kinds of hazardous zones that need to be trained for 

computer vision. This study aims to develop a BIM 

integrated application of hazardous zone registration 

for the construction stage, which is represented as 

construction objects using image stitching. The 

methodology consists of two stages: (1) during the 

pre-construction stage, BIM-based safety planning 

extracts the virtual image with the danger region; 

and (2) during the construction stage, the hazardous 

zone may be recorded in the site image using a 

stitching algorithm. A proposed method has been 

validated by visualizing hazardous zones from the 

actual images of the ringlock scaffold systems 

installed at the ConTIL laboratory. As a result, the 

BIM integrated application is anticipated to assist 

vision intelligent warning systems in proactively 

predefining hazardous zones, ultimately reducing 

repeated accidents associated with other entities 

entering dangerous areas. 

 

Keywords – 

Hazardous zone; BIM application; Image 

stitching 

1 Introduction 

The construction work environment is deemed 

hazardous, as evidenced by industry-wide workplace 

incidence statistics. According to the annual report of 

the Occupational Safety and Health Administration, a 

total of 1061 of the 5333 worker deaths in the United 

States in 2019 happened in the construction industry, 

equating to one fatality for every five construction 

employees [1]. Additionally, 50% of all fatal incidents 

in Korea happened in the construction business [2]. In 

Europe, the construction industry ranks third in non-

fatal injuries, and its total surpasses the average across 

all industries [3]. Specifically, over 90% of accidents 

are caused by reckless behavior and unsafe working 

situations [4]. Various research on construction safety 

stated that workplace safety might have helped reduce 

and avoid accidents. However, identifying and 

managing movement hazards and risks during the 

construction stage is a critical yet still challenging 

endeavor. 

Technical advancements helped by computer vision 

have resulted in developing a very effective instrument 

for automatically detecting and predetermining 

dangerous circumstances in the construction workplace. 

It has been researched and may eventually replace 

existing manual observational techniques in building 

site OHS monitoring [5]. By analyzing the visual input 

data using an AI algorithm, it is possible to derive safety 

information. For instance, Kim [6] suggested a vision-

based hazard avoidance system that alerts employees to 

potentially hazardous situations in real-time. Yan [7] 

addressed the monitoring of struck-by hazards in terms 

of the spatial relationship between a worker and a heavy 

vehicle by employing three-dimensional bounding (3D) 

box reconstruction and three-dimensional spatial 

relationship recognition techniques in conjunction with 

three-dimensional spatial relationship recognition. 

Additionally, other dangerous scenarios have been 

investigated continually, including failure to utilize 

personal protective equipment (PPE), failing to follow 

safety protocols. In particular, assessing a hazardous 

area is a priority for preventing a dangerous context. 

By incorporating a building information modeling 

(BIM) methodology into construction planning, safety 

concerns may be addressed early in the process, such as 

and safety measures [8], visualizing current plans [9], 

camera position planning [10], and enabling safety 

communication. Additionally, workspace modeling has 

been investigated by adopting BIM. Therein, Getuli [11] 

defined terminologies of workspace's type (Worker's 

space, Hazard space, Equipment space, safety space) in 
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the BIM model. As a result, the hazardous area could be 

detected prior to construction. 

In order to overcome the above limitations, this 

paper aims to propose a BIM integrated application for 

hazardous zone registration using image stitching. The 

proposed method consists of two stages with pre-

construction and during construction. The remaining of 

this work includes the following. Section 2 reviews the 

related study; the methodology is explained in section 3. 

A case study is implemented for evaluation following 

section 4. Finally, the author summarizes the method 

and discussion. 

2 Literature Review 

2.1 The current state of construction safety 

monitoring 

Safety monitoring is critical in construction because 

it identifies and promptly corrects, ensuring safety 

concerns by eradicating them throughout the causative 

process. Traditionally, site observations and inspections 

have been widely utilized to assess the risk associated 

with ongoing work and context in construction sites [12]. 

However, these approaches are costly and time-

consuming since they need supervisors or safety experts 

to do manual observations and paperwork. Additionally, 

manual observation is limited by the inability to obtain 

complete and accurate information in a timely manner. 

Recently, implementations enhanced surveillance 

camera performance to give the best monitoring of 

people, resulting in labor and cost savings. Nonetheless, 

identifying dangers such as dangerous circumstances 

and behaviors requires observers to use their perceptual 

and cognitive abilities. For instance, observers must 

examine the monitor system in order to comprehend the 

dangerous context and then evaluate it by comparing it 

to rules, guidelines, or the observers' prior experiences 

to detect unsafe circumstances and actions. Additionally, 

watching many contemporaneous displays dilutes the 

safety manager's concentration. 

2.2 Hazardous zone monitoring using 

computer vision 

Numerous studies have been conducted on computer 

vision-based construction safety. For instance, Seo [12] 

derived a general framework for computer vision-based 

safety and health monitoring. Zhang [13] reviewed the 

vision-based occupational health and safety monitoring 

of construction site workers. Mneymneh [14] presented 

a unique motion detection algorithm and human 

classifier for automatically detecting persons who are 

not wearing hard hats and identifying non-compliance 

with safety rules. Fang [15] developed a method based 

on deep learning for detecting non-hardhat users in far-

field surveillance footage. Further, various studies focus 

on detecting unsafe behavior, unsafe contexts, such as 

the correlation between hazardous areas and workers 

[16].  However, there are many types of danger zone 

with different dimensions that are challenging in 

practically applying computer vision. 

2.3 BIM-based safety planning 

Construction safety planning is now being carried 

out using BIM-based approaches. Fall hazard 

identification techniques based on building information 

modeling were created by Zhang [17] to help workers 

become more aware of potential dangers by visualizing 

them. Tran [8] proposed a framework for hazard 

identification of spatial-temporal activities. Besides, 

BIM is integrated with other emergence technology to 

improve safety performance effectively. Deng proposed 

the idea for the assistance of indoor evacuation in fire 

scenarios, mainly including indoor positioning and 

rescue route planning by integrating BIM and computer 

vision. Further, BIM information can assist computer 

vision performance, such as automatic labeling 

construction site images [18]. 

3 Methodology 

We proposed an approach for hazard zone 

registration using BIM, as illustrated in Figure 1. The 

BIM integrated application comprises two stages 

following the construction process. The input 

information is extracted from BIM-based safety 

planning. As a result, virtual images, including 

reference objects and hazardous areas, could be 

exported from the BIM model prior to the construction 

stage. After that, the virtual image will be matched with 

the site image. Through reference objects, the hazardous 

area from the BIM model would be registered in the 

actual image. The following sections would go into 

further detail on the structure and substance of the 

solutions given in this approach and the fundamental 

rationale for each of them. 

3.1 Pre-construction stage 

In this stage, existing construction safety-related 

information can be integrated into BIM to effectively 

develop safety planning. There are two types of 

information that are integrating into BIM, including 

geometry and non-geometry information. For instance, 

Table 1 shows an example OSHA regulation of an area 

around a scaffold. Rule 1926.451(h)(2)(i) required 

employees not to be permitted to enter the area under 

the scaffold to prevent falling items. Rule 1926.451(f)(6) 

asks for the clearance distance between scaffolds and 
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power lines. Through rule-based modeling, the 

hazardous zone can be simulated in a BIM environment. 

Continuously, the BIM model provides surveillance 

camera placements planning. The camera position, field 

of view (FoV) are visualized so that the hazardous area 

in the FoV can be extracted in the virtual image, as 

illustrated in Figure 2. 

Table 1. Example of hazard area around scaffold 

following OSHA regulations 

3.2 Construction stage  

In order to realistically implement safety planning in 

the construction stage, there is a need for a robust 

monitoring system. Computer vision-based safety 

monitoring automatically supports safety managers to 

identify hazard conditions. Construction objects (worker, 

PPE, rail, opening, etc.) are detected using the CV 

algorithm. Besides, combining with BIM-based safety 

planning, the static hazardous areas can also be 

registered as objects that are used for CV. Hence, the 

hazard condition based on the correlation between 

hazard areas and other objects is identified. 

 

Figure 2. Control points in the virtual image. 

3.2.1 Image stitching process 

Image stitching is a process of composing two or 

multiple images with the overlapping region to create a 

new image with useful information from both images. 

In this case, the hazard zone will be determined after 

stitching the virtual image and the actual image. The 

virtual image was extracted from the BIM model (in 

Figure 2), and the actual image is the image was 

captured at jobsite by the camera (in Figure 3). The 

reference objects from the BIM model are employed as 

control points to stitch with control points from the 

actual image. The corresponding control points need to 

be identified from two of these images. As illustrated in 

Figure 2 and Figure 3, seven control points were 

selected; these control points need to be evenly 

distributed in images to increase accuracy. Then, based 

on the control points, the transformation matrix is 

estimated to warp the virtual images into the 

actual image. After blending the warping image and 

actual image, the hazard zone will be shown on the 

actual image. 

Regulation Contents 

1926.451(h)(2)(i) The area beneath the scaffold 

where things might fall should be 

blocked, and no person shall be 

authorized to access the hazard 

area. 

1926.451(f)(6) The following distances should be 

maintained between scaffolds and 

electricity lines. 

  

         

        

             

              

          

           

       

            

         

     

        

       

    
          

      

       

         

             

           

                  

                         

                                        

                        

Figure 1. BIM-based Hazardous zone registration approach in construction site image 
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Figure 3. Control points in the actual image 

4 Case study 

4.1 Introducing case scenario 

To validate the applicability of the proposed method, 

the authors performed a case study for registering 

hazardous areas around scaffolds installed at the 

ConTIL laboratory, as illustrated in Figure 4. In the case 

study, BIM-based workspace planning is developed 

(Figure 5), including scaffold location and hazardous 

area. The hazardous area has been highlighted following 

OSHA regulation by using a visual programming 

language (Dynamo), as depicted in Figure 6.  

 

Figure 4. Scaffold installation at ConTIL 

Laboratory 

 

Figure 5. Installation planning scenario 

Furthermore, the camera position is shown in a 

green circle as well as the reference object, which is in 

the yellow circle. After that, the camera and reference 

object are installed in the proper position on the actual 

site. Using a mapping algorithm in section 3.2.1, the 

hazardous area could be mapped to the actual image. It 

means the hazardous area is drawn as an object 

supporting computer vision. 

 

Figure 6. Highlighting hazardous zone using 

Dynamo 

4.2 Results 

After setting up a camera on the construction site, 

the images have been captured. To identify hazardous 

zone, the image from BIM-based safety planning is 

stitching with the site images. Through this, the 

hazardous zone is mapped with a site image. Figure 7 

illustrated the results of the registration process. The 

orange area is presented as the hazardous zone. Hence, 

other entities entering this zone could be warned as risk 

actions. 

 

Figure 7. Hazardous zone registration in reality image 

5 Discussion and conclusion 

Identifying hazardous zone plays a vital key in 

achieving safety monitoring success. Current research 

meets a gap between transforming hazardous zone from 

planning to the monitoring process. This study proposed 

a BIM integrated application for registering hazardous 

zone into construction site images using image stitching. 

First, the information from BIM-based safety planning 

(such as monitoring area, reference objects, virtual 
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image exportation) is extracted. After that, the camera 

systems could be placed following the planning. Finally, 

the hazardous zone can be combined into the actual 

image. 

The proposed method was tested in a lab 

environment. Test results illustrate the hazardous zone 

in the actual image. However, there are limitations yet 

to be addressed. First, the approach still has a manual 

effort that requires the employee to pick control points 

in the virtual and actual image. Second, the study has 

not investigated the number of control points need for 

image stitching and the registration accuracy. Third, the 

study assumes the camera placement base on the camera 

installation plans; however, the images captured by the 

camera may be partially occluded the control points by 

the dynamic obstructions.  

For future studies, the authors would focus on the 

accuracy of stitching algorithms between virtual and 

actual images. Then, developing a correlation between 

hazardous zones and other objects (such as workers and 

mobile equipment). To reduce manual effort, automatic 

stitching between reference objects also needs to 

investigate. Control points from the BIM model would 

automatically stitch with control points from an actual 

image using pattern recognition..  
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Abstract -
IFC-based building energy performance and life cycle

analysis require structured data about thermal, ecological,
and financial building material properties (e.g., thermal con-
ductivity, global warming potential, construction cost). Ded-
icated databases to these domains exist, but share no common
property sets, making the mapping process of all required
properties to the materials in the IFC (Industry Foundation
Classes) model, and subsequently to input data of energy
performance engines or LCA/LCC software, labor intensive
and error-prone. This study introduces (i) IFC property sets
(psets) designed to fulfill the material input data require-
ments for EnergyPlus and the BIMERR LCA/LCC analysis
module, (ii) third-party sources for providing the necessary
input data, (iii) a building material classification system and
ontology to integrate the identified data sources, (iv) a build-
ing material mapping approach to map similar building ma-
terials across different data sources, and (v) our validation
results with three different building material databases and
one real-world building.

Keywords -
Building Energy Performance and Renovation; IFC;

Property sets; Ontology; Building material databases

1 Introduction
Identifying, evaluating and selecting building renova-

tion measures require a quantitative assessment of their
impact in terms of cost, energy savings, comfort im-
provement, etc. Within the H2020 EU-funded project
BIMERR1, RenoDSS has been developed. RenoDSS is
a decision support system which automatically generates
potential renovation scenarios based on the as-is Building
Information Model (BIM) in IFC4 format of an existing
building and rule sets on how to combine the various reno-
vation measures. For each renovation scenario, RenoDSS
calculates economic, energy, sustainability, and comfort

1https://www.bimerr.eu

KeyPerformance Indicators (KPIs)which are used to com-
pare candidate renovation scenarios and enable the user to
select the one that meets their preferences.
The KPI calculation relies on the availability of data

for building materials which are used or replaced during
the renovation. These data include among others thermal
parameters (e.g., thermal conductivity and specific heat),
cost parameters (e.g., purchase costs for the various mate-
rials, installation costs or depreciation), and LCA-related
parameters (e.g., embodied energy, lifetime expectations
or recyclability of the materials).
Although such data can be extracted from existing li-

braries and databases, often, the required information is
not provided by a single source (e.g., the IFC file or a third-
party material database). Hence, it is necessary to obtain
it from distributed sources (building material databases,
vendor information, IFC file, user information, etc.) and
map it to the building materials within the BIM-model.
The main challenge at integrating different data sources is
to correctly map their property sets and to convert prop-
erty units (e.g., from kg to m3) if necessary. To this di-
rection, we rely on semantic technologies, more precisely
ontologies, which are formal and explicit conceptualisa-
tions of shared knowledge [1] and allow for heterogeneous
data integration providing explicit semantic information
by means of well-known standard languages. In this work,
we present our contributions to support this information
gathering and mapping process:

• development of IFC property sets (Psets) which fulfill
the material data requirements of EnergyPlus [2] and
the BIMERR LCA/LCC module for calculating the
building performance KPIs - see Appendix A,

• identification of third-party data sources which pro-
vide the input data required for economic, energy,
sustainability, and comfortKPIs calculation - see Sec-
tion 3,

• development of a building material classification sys-
tem and ontology which integrate the identified data
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sources (including harmonization of measurement
units) - see Section 4,

• development of a building material mapping ap-
proachwhich can be used to collaboratively and semi-
automatically map similar building materials across
different data sources - see Section 5, and

• validation with three different building material
databases (baubook, ökobaudat, ASHRAE) at one
real-world building - see Section 6.

The developed approach enables the user to efficiently
map building material data across various data sources,
re-use mappings which have been created by other users,
enrich the IFC-model with the selected building material
data, and finally use it for automated performance analysis
with EnergyPlus and the BIMERR LCA/LCC module.

2 Related work

This section reviews related work and existing models
in the building material domain. In a recent study [3], a
BIM-LCA framework that integrates LCA data from the
ÖKOBAUDAT database using IFC has been proposed.
The authors developed a Model View Definition (MVD),
which defines the software subset of an IFC data model to
meet the exchange requirements (ER) for a whole build-
ing LCA. The research results enable the identification of
information exchange requirements to perform life cycle
analysis within a BIM-based environment.

The Digital Construction Building Materials ontology
[4] is a semantic building material model and aims at
describing building elements, construction details, mate-
rials and their respective properties. The models follows
the IFC material set definition pattern which states that a
building element can be decomposed using three types of
material definitions: a layer set, a constituent set, and a
profile set. Each of these material definitions has one or
many materials, each one linked with material properties
that describe them. However, no classification ofmaterials
is provided.

Another example is the Green Building Material Type
and Green Building Material Name ontologies [5]. The
main purpose of these ontologies in tomanage green build-
ing materials information. The Green Building Material
Type Ontology (GBMTO) consists of elements that de-
fine the material properties, whereas the Green Building
Material Name Ontology (GBMNO) describes the ma-
terial classification system. Although the model allows
the classification of materials and the description of some
properties, it is not intended to represent building elements
in detail.

The Materials Design Ontology [6] forms an effort to
represent material science knowledge, mostly from the
solid state physics domain.
Finally, the European Materials & Modelling Ontol-

ogy (EMMO) [7] is a top level ontology which aims at
the development of a standard representational ontology
framework based on current materials modelling and char-
acterization knowledge. It has been developed from the
very bottom level, using the actual picture of the physi-
cal world coming from applied sciences, and in particular
from physics and material sciences. Although, EMMO
and its extensions cover several sub domains, none of them
tackle the building materials, energy or LCC/LCA perfor-
mance simulation domains.

3 Building material databases
In this section, databases that provide the required ther-

mal, ecological, and financial building material data are
introduced. The required data is defined by the input data
requirements of the energy performance (EnergyPlus) and
the BIMERR LCA/LCC calculation module which are
used to calculate the economic, energy, sustainability, and
comfort KPIs of each renovation scenario. Please see Ap-
pendix A for the Psets which are required for each building
material.

3.1 Thermal data

In Baubook [8] the building materials are declared ac-
cording to thermal and ecological parameters and other
product group-dependent properties. The information is
supplemented with a product description, pictures, safety
data sheets and technical data sheets as well as manufac-
turer and, if applicable, dealer data. The data is entered
by the manufacturer and quality-assured by Baubook. The
Baubook XML file provides building physics and ecol-
ogy reference values for (i) generic building materials, (ii)
concrete products, and (iii) combined building structures
(walls, roofs, etc.). Table 1 shows the data properties pro-
vided by Baubook for 1.198 building materials. We use
Baubook data to initialize the developed Building Mate-
rial & Component database with thermal and ecological
building material data.
EnergyPlus requrires the following entities and proper-

ties to simulate the materials’ thermal behaviour: mate-
rial (roughness, thickness, conductivity, density, specific
heat), material no mass (roughness, thermal resistance),
air gap (thermal resistance), and glazing (thickness, solar
transmittance, front side solar reflectance, back side solar
reflectance, visible transmittance, front side visible re-
flectance, back side visible reflectance, infrared transmit-
tance, front side infrared hemispherical emissivity, back
side infrared hemispherical emissivity, and conductivity).
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Property name
Title
Description
Category
Group
Manufacturer
Component structure for composite products
Lambda
Heat transfer coefficient (Ud)
Diffusion resistance (My)
Specific heat capacity
Resistance to water vapour diffusion (sd)
Bulk density
Thickness
Area weight
PENRT Non-renewable primary energy, total
PENRM Non renewable primary energy, as raw
material
PENRE Non renewable primary energy, as energy
source
PERT Renewable primary energy, total
PERM Renewable primary energy, as raw material
PERE Renewable primary energy, as energy source
GWP100 Total global warming potential
GWP100 C content Global warming potential
GWP100 Process Global Warming Potential
AP Acidification potential of soil and water
ODP depletion potential of the stratospheric ozone
layer
POCP Formation potential for tropospheric ozone
EP Eutrophication potential

Table 1. Baubook data properties

Such data can be extracted from the ASHRAE 2005 Hand-
book of Fundamentals; relevant materials and thermal
properties data come with the installation of EnergyPlus.
We enrich the Building Material & Component database
with ASHRAE data to meet the EnergyPlus data input
requirements.

3.2 Ecological data

The ÖKOBAUDAT [9] database provides life cycle as-
sessment (LCA) data sets on building materials, construc-
tion, transport, energy and disposal processes. Currently
more than 1.200 data sets are provided for the different
building products - since 2013 conforming to DIN EN
15804, making ÖKOBAUDAT the first life cycle assess-
ment database to completely follow this standard. The
data of the ÖKOBAUDAT-database are based on the back-
ground databases ’GaBi’ and ’ecoinvent’. Table 2 shows
the data properties provided by ÖKOBAUDAT. All values
are provided per life phase according to EN 15804 (e.g.,
A1-A3: production). We enrich the Building Material &
Component database with ÖKOBAUDAT data to meet the
LCA/LCC calculation data input requirements.

3.3 Financial data

The availability of open building material price
databases is very limited. Those which are available pro-
vide price data only for a certain geographical region or a
limited set of building materials. One example is the US
National Residential Efficiency Measures Database [10]
which provides data on residential building retrofit mea-
sures and associated costs. The database offers retrofit
measures in the field of: (i) appliances, (ii) domestic hot

Property name
Name
Category
Type
Reference size
Unit of reference
Bulk density (kg/m3)
Surface weight (kg/m2)
Bulk density (kg/m3)
Layer thickness (m)
Yield (m2)
Length weight (kg/m)
Conversion factor to 1kg
Module
Global warming potential (GWP) - total
Depletion potential of the stratospheric ozone layer
(ODP)
Formation potential for tropospheric ozone (POCP)
Acidification potential (AP)
Eutrophication potential (EP)
Potential for abiotic depletion of non-fossil resources
(ADPE)
Potential for abiotic depletion of fossil fuels (ADPF)
Renewable primary energy as energy source (PERE)
Renewable primary energy for material use (PERM)
Total renewable primary energy (PERT)
Non-renewable primary energy as energy source
(PENRE)
Non-renewable primary energy for material use
(PENRM)
Total non-renewable primary energy (PENRT)
Use of secondary materials (SM)
Renewable secondary fuels (RSF)
Non-renewable secondary fuels (NRSF)
Use of freshwater resources (FW)
Hazardous waste to landfill (HWD)
Non-hazardous waste disposed of (NHWD)
Radioactive waste disposed of (RWD)
Components for reuse (CRU)
Materials for recycling (MFR)
Materials for energy recovery (MER)
Exported electrical energy (EEE)
Exported thermal energy (EET)

Table 2. ÖKOBAUDAT data properties

water, (iii) enclosure, (iv) heating, ventilation, and air con-
ditioning (HVAC), and (v) lighting. Each retrofit measure
is described by properties such as lifetime, physical de-
scription, performance data, costs, etc. As costs vary
across regions and building projects, a range of costs for
the US market is provided. Cost data refers to the sole
implementation of the retrofit measure.
As it was not possible to centrally obtain financial data

required by the LCA/LCC module (material cost, installa-
tion cost, maintenance cost, disposal cost) for all possible
renovation scenario configurations (location, project size,
building type, etc.), we decided to let the user input project-
specific cost for material and installation with regards to
the used building materials and components. It is worth
mentioning though that the LCA/LCC module provides
default cost values based on cost data of similar projects
which are stored in RenoDSS.

4 Building material classification and ontol-
ogy

This section details the materials data model used
to harmonize the different aforementioned data sources.
The model is implemented as an ontology using the
W3C OWL language [11] and has been developed fol-
lowing the LOT methodology [12]. The ontology is
published according to the W3C best practices [13] un-
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der the URI “http://bimerr.iot.linkeddata.es/def/material-
properties#”, which will be compacted as “mat:” along
this section. Figure 1 presents an overview of the classes
(coloured boxes), relations (arrows) and attributes (dashed
boxes) included in the materials ontology.
The main purpose of the materials data model is the

description of building elements, their materials, and their
corresponding properties. The ontology is focused on the
building components that follow the material set definition
stated in the IFC 4 standard. Examples of these elements
include walls, slabs and roofs. The material set definition
indicates that an element may have a construction of type
mat:MaterialLayerSet, mat:MaterialProfileSet,
or mat:MaterialConstituentSet. These con-
struction types can be further decomposed into
mat:MaterialLayer, mat:MaterialProfile, and
mat:MaterialConstituent respectively, where each
of these entities has a set of related materials
(mat:Material).
The materials can be further described by a set of prop-

erties. For this purpose, the model reuses the artefacts
provided by the SAREF ontology v3.1.1 [14] . As we can
see in Figure 1, the mat:Material class is related to the
concept mat:PropertySet, which group together similar
properties or properties that have a common denomina-
tor such as “properties for a wall”. The properties are
related to specific measurements (mat:Measurement),
connected at the same time to different units of measure
(mat:UnitOfMeasure).
Additionally, a classification schema is constructed un-

der the mat:Material concept to enable the user to ef-
ficiently find a given material and map different building
material data sources. Figure 2 illustrates the building
material classification schema which was derived from the
used data sources Baubook, ÖKBAUDAT, and ASHRAE.
In its current version, materials of the third-party data
sources Baubook, Ökobaudat and ASHRAE have been
linked to the material categories. The developed mapping
methodology is described within Section 5.

4.1 Data model instantiation example

Figure 3 showcases how we can use this ontology to
describe the materials of a wall. The element described
in this example is the wall data:Wall01 with IFC iden-
tifier “WallIFCGuid” that has a construction represented
by the concept data:MaterialLayerSet01. This wall
is composed by several layers, one of them is the layer
data:MaterialLayer01 that has a thickness of 10 cen-
timeters and is in the second position within the structure
of the wall, where the ordering starts from the layer that
interfaces with the internal spaces of the building.
This layer is made of brick masonry

(data:BrickMasonry01) as the main material, which

Figure 1. Building materials ontology

has a set of properties that are organized in property
sets (data:PropertySet01). One of the properties
considered in this set is the Density (mat:Density),
which for this specific material has a value equal to 1922
Kg-per-m3.

5 Category/product matching
In a first step we manually mapped the categories of the

building material databases Baubook, ÖKOBAUDAT, and
ASHRAE. This enabled us to group all materials of these
databases to a unified classification structure (see Figure
2). The materials properties information is structured ac-
cording to the materials ontology presented in Section
4. The materials from each database are instances of the
mat:Material class; the properties for these materials are
instances of the mat:Property class which are grouped
into property sets; and the values and units of measures for
those properties are instances of the mat:Measurement
and mat:UnitOfMeasure classes, respectively.

In a second step our goalwas to identify similar or equiv-
alent products stemming from different databases within
each category. As outlined before, each database has a
different focus (e.g., thermal or ecological data) and none
of them provides the full thermal, ecological, and financial
data set.

The developed building material mapping methodology
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• Adhesive and filler 

• Air 

o Heat flow horizontal 

o Heat flow upwards 

o Heat flow downwards 

• Building board 

o Fibre-cement board (interior) 

o Plasterboard 

o Wood and wood-based panel 

o Clay building board 

o Sheets of bonded lightweight aggregate 

o Cement-bound lightweight concrete slab 

• Building technology 

o Electrical installation 

o Heating system 

▪ Biomass boiler 

▪ Fossil boiler 

▪ Radiators/radiator 

▪ Heating pipe 

▪ Heat pump 

o Hot water tank 

o Photovoltaic system 

o Pipe material 

o Sanitary installation 

o Solar system 

o Ventilation system 

▪ Ventilation unit 

▪ Ventilation pipe 

▪ Accessories 

• Ceiling and roof element 

• Coating and impregnation 

• Concrete 

o Concrete in WU quality 

o Concrete with pumice aggregate 

o Concrete with expanded shale aggregate 

o Concrete with expanded clay or brick chippings aggregate 

o Concrete with EPS aggregate 

o Concrete with slag pumice aggregate 

o Concrete with sulphate slag cement 

o Normal concrete 

o Reinforced concrete / normal concrete with reinforcement 

• Constructive (solid) wood 

• Door 

• Facade cladding 

• Fills and aggregate 

• Floor covering and skirting board 

o Elastic floor covering 

o Solid floor covering of wood and other natural raw materials 

o Mineral floor covering 

o Textile floor covering 

o Underlays and back coating of floor covering 

• Gas 

• Sealing sheet, vapour barrier, foil 

o Waterproofing membrane 

o Vapour barriers and brake 

o Film protection material 

• Wall element 

o Chipboard concrete wall element 

o Wall element made of lightweight concrete 

o Wall element made of cellular concrete 

• Wall paint and covering 

• Water 

• Window and window component 

o Window (total) 

o Window frame 

o Glazing 

o Linear thermal bridge coefficient (PSI value) 

 

• Insulation 

o Insulating material from renewable raw 

material 

▪ Cotton insulation material 

▪ Flax insulating material 

▪ Grass fibre insulation board 

▪ Hemp insulating material 

▪ Wood fibre insulating material 

▪ Wood shaving (loose), sawdust 

▪ Coconut fibre insulating material 

▪ Cork insulating material 

▪ Sheep wool insulation 

▪ Reed insulation panel 

▪ Straw insulation material 

▪ Cellulose fibre insulation material 

o Mineral insulation material 

▪ Glass wool insulating material 

▪ Wood chip insulation board 

▪ Wood wool insulation board 

▪ Wood-wool multi-layer insulation 

board 

▪ Mineral foam insulation board 

▪ Perlite insulation board 

▪ Foam glass insulation board 

▪ Rock wool insulation material 

▪ Vacuum insulation panel 

o Synthetic insulating material 

▪ EPS insulating material 

▪ Phenolic resin foam board 

▪ Polyester fibre insulating material 

▪ Polyethylene (PE) insulating material 

▪ PUR/PIR insulation board 

▪ XPS insulation board 

▪ Cement-bound EPS board 

• Masonry 

o Concrete masonry 

o Sand-lime brickwork 

o Adobe masonry (unfired) 

o Natural stone masonry 

o Aerated concrete masonry 

o Brick masonry 

▪ Filling brick 

▪ High perforated brick masonry 

▪ Slotted brick masonry 

• Mounting accessories / individual building material 

• Natural stone 

• Outdoor surfacing 

o Asphalt pavement 

o Floor covering capable of infiltration 

• Plaster and mortar 

o External plaster 

o Adhesive bridges and pre-spray 

o Interior plaster 

o Mortar 

o Plaster base 

• Roof covering 

• Screed 

• Sealant, adhesive, and filler 

o Bitumen coating 

o Bitumen adhesive, sealant, and filler 

o Bitumen grouting compound 

o Sealing tape and thermal bridge interrupter 

o Sealant 

o Liquid foil 

 

Figure 2. Building material classification system

enables users to efficiently plug-in additional building ma-
terial data and map missing data points for the LCA/LCC
and energy performance calculation. After loading the
renovation project and the corresponding IFC file in Ren-
oDSS, the completeness checking of the building material
data (thermal properties, LCA/LCC properties, etc.) will
be performed.
If building material data is missing from the loaded

IFC file, RenoDSS supports the user at completing the
data by the following building material mapping approach
(initiated by clicking on the green button as shown in
Figure 4 and 5):

• For each data point (MRU, GWP, AP, etc.) RenoDSS
checks for existing mappings to similar building ma-
terials.

• For each data pointwithout an existingmapping, Ren-
oDSS provides the user a list of potential mapping
candidates. Each building material which belongs to
the same category and provides themissing data point
will be shown as a potential mapping candidate. The
candidates are sorted by the attribute (e.g., density
in case of insulation materials) which has been de-
fined in the admin view for the specific category. The
sorting properties are used to order the list of similar

Figure 3. Example of use of the materials ontology

materials so that more similar materials are shown
first to the user. This helps the user to find a match-
ing material more easily. Each category/subcategory
can have its own sorting property.

• When the user selects an alternative material, the
value for which this material was selected is automat-
ically updated with the value of the selected material.
If the materials reference units do not match, a unit
conversion is done to the selected unit of reference.
It is also possible to overwrite existing values with
values from other materials or by manually providing
the data. A checkbox is provided so the user can de-
cide if they want to keep the original value or replace
it with the new one.

Once the mapping is done all mappings are globally
stored and thereby accessible to other users to minimize
future mapping efforts. Figure 6 shows the completed
building material data after the mapping.

6 Validation
We validated our methodology using the IFC file of an

existing two-storey residential building, located in Thessa-
loniki, Greece. The IFC file did not contain any building
material properties which are required as input for the En-
ergyPlus and theBIMERRLCA/LCCmodule simulations.
Listing 1 and 3 show instances of a wallboard and an out-
door air conditioning unit respectively, extracted from the
input IFC file. Applying the developed approach, building
material and components in the IFCfilewere enrichedwith
links to the described psets, whereas the developed user
interface was used to complete the property values. List-
ing 2 and 4 present the output of the developed approach
applied on the exemplary wallboard and air conditioning
unit of Listing 1 and Listing 3, respectively.
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Figure 4. building material mapping modal

Figure 5. alternative material selection

Listing 1. Input wallboard
#2366=IFCMATERIALLAYER(#2317,0.0216,$,’Gypsum Wall

Board’,’SpecificHeat: 840, ThermalConductivity:
2.13254593175853, MassDensity: 1100, Emissivity:
0.9, Compressibility: 0’,’Generic’,$);

#2317=IFCMATERIAL(’Gypsum Wall Board’,’SpecificHeat:
840, ThermalConductivity: 2.13254593175853,
MassDensity: 1100, Emissivity: 0.9,
Compressibility: 0’,’Generic ’);

Listing 2. Output wallboard
#2366=IFCMATERIALLAYER(#2317,0.0216,$,’Gypsum Wall

Board’,’SpecificHeat: 840, ThermalConductivity:
2.13254593175853, MassDensity: 1100, Emissivity:
0.9, Compressibility: 0’,’Generic’,$);

#2317=IFCMATERIAL(’Gypsum Wall Board’,’SpecificHeat:
840, ThermalConductivity: 2.13254593175853,
MassDensity: 1100, Emissivity: 0.9,
Compressibility: 0’,’Generic ’);

#61829=IFCMATERIALPROPERTIES(’OpaqueMaterialProperties
’,$
,(#61833,#61834,#61835,#61836,#61837,#61838,#61839)
,#2317);

#61833=IFCPROPERTYSINGLEVALUE(’Density’,$,
IFCMASSDENSITYMEASURE(1250.),$);

#61834=IFCPROPERTYSINGLEVALUE(’Roughness ’,$,IFCTEXT(’
MediumSmooth ’),$);

#61835=IFCPROPERTYSINGLEVALUE(’Conductivity ’,$,
IFCTHERMALCONDUCTIVITYMEASURE(2.85433070866142),$
);

#61836=IFCPROPERTYSINGLEVALUE(’SpecificHeat ’,$,
IFCSPECIFICHEATCAPACITYMEASURE(960.),$);

Figure 6. completed building material data

#61837=IFCPROPERTYSINGLEVALUE(’ThermalAbsorptance ’,$,
IFCREAL(0.9),$);

#61838=IFCPROPERTYSINGLEVALUE(’SolarAbsorptance ’,$,
IFCREAL(1.),$);

#61839=IFCPROPERTYSINGLEVALUE(’VisibleAbsorptance ’,$,
IFCREAL(1.),$);

#61840=IFCMATERIALPROPERTIES(’SustainabilityProperties
’,$
,(#61841,#61842,#61843,#61844,#61845,#61846,#61847)
,#2317);

#61841=IFCPROPERTYSINGLEVALUE(’GWP’,$,IFCREAL(1.),$);
#61842=IFCPROPERTYSINGLEVALUE(’AP’,$,IFCREAL

(0.013603200000000001),$);
#61843=IFCPROPERTYSINGLEVALUE(’ODP’,$,IFCREAL(5.31143E

-10),$);
#61844=IFCPROPERTYSINGLEVALUE(’ADPE’,$,IFCREAL

(3.7040999999999973E-06),$);
#61845=IFCPROPERTYSINGLEVALUE(’EP’,$,IFCREAL

(0.00093749),$);
#61846=IFCPROPERTYSINGLEVALUE(’ADPF’,$,IFCREAL

(107.2727),$);
#61847=IFCPROPERTYSINGLEVALUE(’POCP’,$,IFCREAL

(0.0118382),$);
#61894=IFCPROPERTYSINGLEVALUE(’Lifetime’,$,IFCREAL

(30.),$);

#61888=IFCMATERIALPROPERTIES(’Pset_CostProperties ’,$
,(#61889,#61890,#61891,#61892,#61893) ,#2366);

#61889=IFCPROPERTYSINGLEVALUE(’InstallationCost ’,$,
IFCREAL(1.),$);

#61890=IFCPROPERTYSINGLEVALUE(’DisposalCost ’,$,IFCREAL
(1.),$);

#61891=IFCPROPERTYSINGLEVALUE(’MaintenanceCost ’,$,
IFCREAL(5.),$);

#61892=IFCPROPERTYSINGLEVALUE(’MaterialCost ’,$,IFCREAL
(1.),$);

#61893=IFCPROPERTYSINGLEVALUE(’InstallationYear ’,$,
IFCREAL(1970.),$);

Listing 3. Input AC unit
#69763=IFCUNITARYEQUIPMENT(’0WfKv63y9AXxoSruVWpscy

’,#42,’Outdoor LG simple box KRIPIS v1:
ARUN080LTE4:1442645’,$,’Outdoor LG simple box
KRIPIS v1:ARUN080LTE4 ’,#69762,#69756,’1442645’,.
AIRCONDITIONINGUNIT.);

Listing 4. Output AC unit
#69763=IFCUNITARYEQUIPMENT(’0WfKv63y9AXxoSruVWpscy

’,#42,’Outdoor LG simple box KRIPIS v1:
ARUN080LTE4:1442645’,$,’Outdoor LG simple box
KRIPIS v1:ARUN080LTE4 ’,#69762,#69756,’1442645’,.
AIRCONDITIONINGUNIT.);

#117305=IFCRELDEFINESBYPROPERTIES(’1
yrbumZfX2k9X0gWmLP8Kj ’,#117299,$,$,(#69763)
,#117306);

#117306=IFCPROPERTYSET(’169bcZ9rv8ChphMX$sdtoi
’,#117390,’Pset_SustainabilityProperties ’,$
,(#117369,#117374,#117375,#117376,#117377,#117389,
#117394));

#117307=IFCRELDEFINESBYPROPERTIES(’0
blbQARfr078mWLvt6mZV9 ’,#117299,$,$,(#69763)
,#117308);

#117308=IFCPROPERTYSET(’138h010xf1JfzJHzWyCXc1
’,#117370,’Pset_VRFSupplyProperties ’,$
,(#117378,#117379,#117380,#117381,#117382,#117383,
#117384,#117385,#117386,#117387,#117388));

#117369=IFCPROPERTYSINGLEVALUE(’GWP’,$,IFCREAL
(582.91728),$);

#117374=IFCPROPERTYSINGLEVALUE(’AP’,$,IFCREAL
(3.176493),$);

#117375=IFCPROPERTYSINGLEVALUE(’ODP’,$,IFCREAL(4.194E
-05),$);

#117376=IFCPROPERTYSINGLEVALUE(’EP’,$,IFCREAL
(1.79562178),$);

#117377=IFCPROPERTYSINGLEVALUE(’POCP’,$,IFCREAL
(0.26948552),$);

#117378=IFCPROPERTYSINGLEVALUE(’Name’,$,IFCTEXT(’
ARUN080LTE4 ’),$);

#117379=IFCPROPERTYSINGLEVALUE(’EER’,$,IFCREAL(5.11),$
);

#117380=IFCPROPERTYSINGLEVALUE(’COP’,$,IFCREAL(5.5),$)
;
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#117381=IFCPROPERTYSINGLEVALUE(’
ConsumptionCoolingCapacity ’,$,IFCPOWERMEASURE
(4380.),$);

#117382=IFCPROPERTYSINGLEVALUE(’
ConsumptionHeatingCapacity ’,$,IFCPOWERMEASURE
(4580.),$);

#117383=IFCPROPERTYSINGLEVALUE(’
EfficiencyCoolingCapacity ’,$,IFCPOWERMEASURE
(22400.),$);

#117384=IFCPROPERTYSINGLEVALUE(’
EfficiencyHeatingCapacity ’,$,IFCPOWERMEASURE
(25200.),$);

#117385=IFCPROPERTYSINGLEVALUE(’
MaxOutdoorTemperatureCooling ’,$,
IFCTHERMODYNAMICTEMPERATUREMEASURE(43.),$);

#117386=IFCPROPERTYSINGLEVALUE(’
MinOutdoorTemperatureCooling ’,$,
IFCTHERMODYNAMICTEMPERATUREMEASURE(-10.),$);

#117387=IFCPROPERTYSINGLEVALUE(’
MaxOutdoorTemperatureHeating ’,$,
IFCTHERMODYNAMICTEMPERATUREMEASURE(18.),$);

#117388=IFCPROPERTYSINGLEVALUE(’
MinOutdoorTemperatureHeating ’,$,
IFCTHERMODYNAMICTEMPERATUREMEASURE(-25.),$);

#117389=IFCPROPERTYSINGLEVALUE(’ADPE’,$,IFCREAL
(0.0148703),$);

#117394=IFCPROPERTYSINGLEVALUE(’ADPF’,$,IFCREAL
(2324.34),$);

7 Conclusion
Within the validation we have shown how the research

results can be used to enrich an existing IFC file with the
property sets and input data required to run automated and
IFC-based energy performance simulations with Energy-
Plus and LCA/LCC analysis with the BIMERR LCA/LCC
module. The research results enable the user to efficiently
gather the required input data by using predefined build-
ing material mappings or define new ones based on the
developed building material classification system and on-
tology. The following limitations exist and it is planned to
address them in future research: project-specific costs for
material and installation must be provided by the user, as it
was not possible to centrally obtain this data for all possi-
ble project configurations (location, project size, building
type, etc.). Currently, the BIMERR LCA/LCC module
provides default cost values based on cost data of similar
projects which are stored in RenoDSS.
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Pset name Property name Template Type Unit
OpaqueMaterial-Properties Roughness IfcProperty-SingleValue IfcText -

Conductivity IfcProperty-SingleValue IfcThermalCond-uctivityMeasure W/mK
Density IfcProperty-SingleValue IfcMassDensity-Measure kg/m3
SpecificHeat IfcProperty-SingleValue IfcSpecificHeat-CapacityMeasure J/kg K
ThermalAbsorptance IfcProperty-SingleValue IfcReal -
SolarAbsorptance IfcProperty-SingleValue IfcReal -
VisibleAbsorptance IfcProperty-SingleValue IfcReal -

Pset_Glazing-Material-
Properties

Ufactor IfcProperty-SingleValue IfcThermal-Transmittance-
Measure

W/m2K

SolarHeatGainCoefficient IfcProperty-SingleValue IfcReal -
VisibleTransmittance IfcProperty-SingleValue IfcReal -

for materials: GWP IfcProperty-SingleValue IfcReal -
Sustainability-Material-
Properties

AP IfcProperty-SingleValue IfcReal -

ODP IfcProperty-SingleValue IfcReal -
for objects: POCP IfcProperty-SingleValue IfcReal -
Pset_Sustainability-
Properties

ADPE IfcProperty-SingleValue IfcReal -

EP IfcProperty-SingleValue IfcReal -
ADPF IfcProperty-SingleValue IfcReal -

Pset_Cost-Properties MaterialCost IfcProperty-SingleValue IfcReal -
InstallationCost IfcProperty-SingleValue IfcReal -
MaintenanceCost IfcProperty-SingleValue IfcReal -
DisposalCost IfcProperty-SingleValue IfcReal -

Table 3. Required psets and properties for opaque and glazing materials

Pset name Property name Template Type Unit
Pset_Radiator-Properties AvailabilitySchedule IfcProperty-

ReferenceValue
IfcIrregular-TimeSeries -

HeatingCapacity IfcProperty-SingleValue IfcPowerMeasure -
HeatingType IfcProperty-SingleValue IfcLabel (HotWater, Electric) -

Pset_Boiler-Properties BoilerType IfcProperty-SingleValue IfcLabel (DistrictHotWater, Hot-
WaterBoiler, CondensingHotWa-
terBoiler)

-

Capacity IfcProperty-SingleValue IfcPowerMeasure W
Efficiency IfcProperty-SingleValue IfcReal -
FuelType IfcProperty-SingleValue IfcLabel (Electricity, NaturalGas,

Diesel)
-

MinimumPartLoadRatio IfcProperty-SingleValue IfcRatioMeasure -
MaximumPartLoadRatio IfcProperty-SingleValue IfcRatioMeasure -
OptimumPartLoadRatio IfcProperty-SingleValue IfcRatioMeasure -
WaterOutletUpper-TemperatureLimit IfcProperty-SingleValue IfcThermodynamic-

TemperatureMeasure
C

Pset_VRFSupply-Properties Name IfcProperty-SingleValue IfcText -
EER IfcProperty-SingleValue IfcReal -
COP IfcProperty-SingleValue IfcReal -
ConsumptionCoolingCapacity IfcProperty-SingleValue IfcPowerMeasure W
ConsumptionHeatingCapacity IfcProperty-SingleValue IfcPowerMeasure W
EfficiencyCoolingCapacity IfcProperty-SingleValue IfcPowerMeasure W
EfficiencyHeatingCapacity IfcProperty-SingleValue IfcPowerMeasure W
MaxOutdoorTemperature-Cooling IfcProperty-SingleValue IfcThermodynamic-

TemperatureMeasure
C

MinOutdoorTemperature-Cooling IfcProperty-SingleValue IfcThermodynamic-
TemperatureMeasure

C

MaxOutdoorTemperature-Heating IfcProperty-SingleValue IfcThermodynamic-
TemperatureMeasure

C

MinOutdoorTemperature-Heating IfcProperty-SingleValue IfcThermodynamic-
TemperatureMeasure

C

Pset_VRFDemand-
Properties

SupplySideSystemName IfcProperty-SingleValue IfcText -

CoolingCapacity IfcProperty-SingleValue IfcPowerMeasure W
HeatingCapacity IfcProperty-SingleValue IfcPowerMeasure W

Pset_Thermostat Name IfcProperty-SingleValue IfcText -
HeatingSetpoint IfcProperty-SingleValue IfcThermodynamic-

TemperatureMeasure
C

CoolingSetpoint IfcProperty-SingleValue IfcThermodynamic-
TemperatureMeasure

C

Pset_Residential-ACunits ConsumptionCoolingCapacity IfcProperty-SingleValue IfcPowerMeasure W
ConsumptionHeatingCapacity IfcProperty-SingleValue IfcPowerMeasure W
EER IfcProperty-SingleValue IfcReal -
COP IfcProperty-SingleValue IfcReal -
CoolingDesignSupplyAirTemperature IfcProperty-SingleValue IfcThermodynamic-

TemperatureMeasure
C

HeatingDesignSupplyAirTemperature IfcProperty-SingleValue IfcThermodynamic-
TemperatureMeasure

C

SupplyFanTotalEfficiency IfcProperty-SingleValue IfcReal -
SupplyFanDeltaPressure IfcProperty-SingleValue IfcPressureMeasure Pa
SupplyFanMotorEfficiency IfcProperty-SingleValue IfcReal -

Table 4. Required psets and properties for HVAC components

Pset name Property name Template Type Unit

Pset_SolarCollectors MaximumFlowRate IfcProperty-
ReferenceValue

IfcVolumetric-FlowRateMeasure m3 /s

SurfaceName IfcProperty-SingleValue IfcText -
GrossArea IfcProperty-SingleValue IfcAreaMeasure m2
TestFlowRate IfcProperty-SingleValue IfcVolumetric-FlowRateMeasure m3 /s
Coefficient1of-EfficiencyEquation IfcProperty-SingleValue IfcReal -
Coefficient2of-EfficiencyEquation IfcProperty-SingleValue IfcReal -
Coefficient3of-EfficiencyEquation IfcProperty-SingleValue IfcReal -
Coefficient2of-IncidentAngleModifier IfcProperty-SingleValue IfcReal -
Coefficient3of-IncidentAngleModifier IfcProperty-SingleValue IfcReal -

Pset_WaterHeater/ Storage TankVolume IfcProperty-SingleValue IfcVolumeMeasure m3
HotWaterSetpointTemperature IfcProperty-SingleValue IfcThermodynamic-

TemperatureMeasure
C

DeadbandTemperatureDifference IfcProperty-SingleValue IfcThermodynamic-
TemperatureMeasure

C

MaximumTemperatureLimit IfcProperty-SingleValue IfcThermodynamic-
TemperatureMeasure

C

HeaterMaximumCapacity IfcProperty-SingleValue IfcPowerMeasure W
HeaterFuelType IfcProperty-SingleValue IfcLabel (Electricity, NaturalGas,

Diesel, DistrictHeating)
-

HeaterThermalEfficiency IfcProperty-SingleValue IfcReal -
UseSideDesignFlowRate IfcProperty-SingleValue IfcVolumetric-FlowRateMeasure m3 /s
SourceSideDesignFlowRate IfcProperty-SingleValue IfcVolumetric-FlowRateMeasure m3 /s

Pset_Photovoltaics SurfaceName IfcProperty-SingleValue IfcText -
RatedElectricPowerOutput IfcProperty-SingleValue IfcPowerMeasure W
NumberOfSeries-StringsInParallel IfcProperty-SingleValue IfcCountMeasure -
NumberOfModulesinSeries IfcProperty-SingleValue IfcCountMeasure -
FractionOfSurface-WithActiveSolarCells IfcProperty-SingleValue IfcRatioMeasure -
CellEfficiency IfcProperty-SingleValue IfcReal -

Table 5. Required psets and properties for solar collectors, water heater, and photovoltaics
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Abstract –  

In recent years, an increasing number of 

unprecedented rainfall events around the world 

brought about devastating floods that have been a 

challenge for urban planners and decision-makers. 

Numerous studies addressed these floods to climate 

change and investigated its trends at different time 

scales. In face of many uncertainties caused by 

environmental phenomena, considering the current 

magnitude of extreme events is a crucial step towards 

preventing disasters. In this study, the Dez dam, 

which is an arch dam on the Dez River in the 

southwestern province of Khuzestan, Iran, is selected 

to study if it could be operated more efficiently to 

store a larger fraction of the feeding river flow. 

Remote sensing provides means to monitor 

hydrological and environmental changes over large 

areas. In addition, it enables researchers to detect 

vulnerabilities in civil infrastructures. Satellite 

images are used to estimate the reservoir area of the 

dam and then to estimate the height and volume of the 

water behind the dam. The results show a spike in the 

height and volume of the water behind the dam to 94% 

of the dam’s capacity, which can endanger the dam 

itself, and downstream urban infrastructure. 

Therefore, better flood management strategies are 

required to minimize the risk and destruction created 

by these flood events. An online Cyber-Physical 

System should be in place to monitor the dam 

condition and integrate the data to the runoff 

stormwater downstream to get a fully functional 

prediction and prevention framework for extreme 

floods.   

 

Keywords – 

Satellite images; Remote sensing; Flood; Dam 

sustainability; Volume estimation; Infrastructure 

monitoring;  

 
 

1 Introduction 

In recent decades, the increasing number of natural 

and manmade threats are endangering the civil 

infrastructures that are crucial to the functionality of 

societies. The vulnerability of critical infrastructures, 

which generally form 10-15% of the built environment, 

has been one of the main concerns for scientists and 

decision-makers. Thus, considering the aftermath of a 

disaster and its effect on the welfare of the public, overall 

safety, security, and impacts on economical markets are 

of great importance [1].  

With the growing need for freshwater, constructing 

dams became a vital part of the survival of modern 

societies and a key contributor to the better management 

of water resources under climate change and water 

scarcity. However, critics of dams point out that benefits 

have been overvalued and socio-environmental aspects 

of them are getting neglected [2]. Secondly, the 

hydropower projects, which are clean and 

environmentally friendly sources of energy, may not 

have enough capacity to overcome the tensions caused by 

deterioration, population growth, climate change, and 

extreme events. Thus, accurate estimation of inflow to a 

dam reservoir has significant importance to the 

management and operation of reservoirs, hydroelectric 

energy generation, and control infrastructures [3].  

New sensing and geospatial technologies such as the 

Internet of Things, Geographical Information System 

(GIS), and remote sensing proved to be great tools for 

smart infrastructure control and monitoring under severe 

loading conditions [1], [4], [5]. Remote sensing provides 

means for environmental monitoring over large areas. It 

is the process of inferring reflected or emitted 

electromagnetic radiation from the land surface [6]. The 

availability of high-resolution satellite images provides a 

new data source for capturing environmental and urban 

changes. For instance, GIS and image processing 

approaches, enable aerial and satellite images to be used 

for object detection, which has an important role for a 
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wide range of applications [7] such as vehicle detection, 

building extraction [8], air quality, and traffic monitoring.  

Over the 2018-2020 period, Iran has fortunately 

experienced wet seasons after years of struggling with 

drought. However, this has brought about devastating 

consequences such as floods that took place across the 

northern and western regions. One particular region of 

significance was the Khuzestan Province, which is the 

home of some largest dams in the country such as Dez, 

Karkheh, and Karoon. During the first month of spring 

(referred to as the month of “Farvardin”, spanning from 

March 21st to April 20th), Iran was hit by devastating 

floods in 26 of its 31 provinces. These floods cost about 

$3.5 billion U.S. dollars to the economy and caused 78 

fatalities [9], [10].  

With the recent challenges in water resources 

management of Khuzestan Province, Dez dam as one of 

the critical infrastructures located in the middle peaks of 

Zagros finds socio-environmental importance. The range 

of the Dez basin is 32˚35ˊ to 34˚07ˊ North latitude and 

48˚20ˊ to 50˚20ˊ east longitude [3]. Since data collection 

is still a difficult task, using remote sensing for flood 

analysis is a common approach that can be helpful for 

hazard management [11]. 

Remotely-sensed data have provided information that 

can help us uncover many aspects of environmental 

challenges with an eagle eye. One of which is volume 

estimation of floods and consequently investigating dam 

sustainability based on several digital images that have 

been gathered in a certain period. This can help us plan 

for the next extreme events, monitor the current state of 

civil infrastructures based on the experienced load, and 

prevent possible disasters. However, the control actions 

(e.g. Dez dam height control) at a given site cannot 

necessarily guarantee the stability of a complex system 

[12]. This is why a GIS-based monitoring system coupled 

with remotely sensed data is necessary to control the 

flows across the scale of the entire stormwater system. 

This study aims to estimate Farvardin’s flood inflow 

to the Dez dam using remote sensing and evaluate if the 

dam could be operated more efficiently to store a larger 

fraction of the feeding river flow. To this purpose, the 

authors used satellite imagery to estimate water volume 

stored in the Dez dam before and after Farvardin’s flood. 

2 Background 

Using remote sensing for predicting potential areas of 

flash flood hazards is one of the substantial topics that 

have an enormous impact on sustainability and future 

developments. Hussein et.al. (2019) used an active 

microwave and visible/Near-IR (VNIR) remote sensing 

coupled with land use data and showed that most of the 

southern Quseir city is in danger of flash floods. Also, 

several dams are required to minimize the predicted 

hazards in that region [13]. Andre (2012) presents a 

preliminary analysis of the concept of sustainability 

assessment in the context of dam development [14]. 

Furthermore, Karami and Karami (2020) suggested that 

for investigating the sustainability of a dam there should 

be a framework consisting of social dimensions, 

environmental dimensions, and economic dimensions [2]. 

In addition, selecting a suitable site for a dam in the first 

place can prevent decades of mismanagement in the 

future. Current trends show a tendency to use new 

technologies for sustainability purposes. Figure 1 

presents an overview of new technologies that are being 

used for smart flood monitoring systems. 

 

Urban and Environmental Sustainability
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Environmental 

dimension

Economic 
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Remote sensing 

& GIS
Internet of Things

Artificial 

Intelligence

Flood Resilient Cities and Environments
 

Figure 1. An overview of new technologies being 

used for smart flood monitoring systems 

One of the primary focuses of remote sensing in 

hydrology is estimating hydrometeorological states and 

fluxes such as land surface temperature and 

evapotranspiration [6]. Noori et.al. (2019) used remote 

sensing, GIS, and multi-criteria decision-making 

techniques to show the suitable dam site between four 

potential locations [15]. Capolongo et.al. (2019) 

investigated the long-term monitoring of a flood event in 

the Strymonas dammed river basin, Bulgaria, based on a 

multi-temporal dataset of high-resolution X-band 

COSMOSkyMed, C-band Sentinel-1 SAR, and optical 

Landsat-8 images of the region [11]. Mixing Machine 

Learning techniques and GIS is one of the new 

approaches that Motta et.al. (2021) used to establish 

sensible factors and risk indices for urban floods. This 

new method can be outlined as a long-term flood 

management strategy for Smart Cities [16]. Also, 

Mourato et.al. (2021) developed an interactive Web-GIS 

fluvial flood forecast and alert system that integrates: i) a 

rainfall forecasting model (WRF), ii) a hydrological 

model (HEC-HMS), iii) a hydraulic model (HEC-RAS 

2D), and iv) a Web-GIS platform to provide 

responsiveness to disasters and timely decision making 

[17]. By installing wireless sensor networks for rainfall 

monitoring, developing an alerts system that can predict 

flood events is a reachable goal. Ortega-Gonzalez et.al. 

(2021) evaluated the best options of wireless 

communication protocols that are suitable in a rainfall-
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monitoring device [18]. Flood events are natural disasters 

that consist of natural risks and vulnerabilities. For 

preventing infrastructural damages, distresses, revenue 

losses, injuries, and fatalities, researchers are proposing 

new solutions based on the Internet of Things (IoT), Big 

Data (BD), and Neural Networks. Anbarasan et.al. (2020) 

presented a flood disaster detection system using IoT, BD, 

and Convolutional Neural Network that gives a very 

accurate result compared to other methods such as 

Artificial Neural Network (ANN) and Deep Learning 

Neural Network (DNN) [19]. Although having IoT 

devices gather data in larger areas can be challenging, 

lack of data is a bigger problem that can justify the large-

scale installation of IoT. Using remote sensing can give 

a bigger picture in many cases of flood disasters. Figure 

2 presents the architecture for an integrated flood 

monitoring system. 

 

AI Flood Prediction 

Model

Authorities

Smart IoT Devises For Flood 

Monitoring

Remote Sensing

Internet

 

Figure 2. The architecture of Flood Monitoring 

Systems 

Yuan et.al. (2021) used Sentinel-1 data to monitor 

flood disasters in China [20]. Research on flood disasters 

using remote sensing and GIS is trending because of its 

little cost and huge benefits. FloodStroem is a fast 

dynamic GIS-based urban flood and damage model that 

can generate a surface network of depressions and flow 

paths alongside flood depth maps and associated damage 

costs [21]. As an application of GIS in determining dam 

storage volume, İRvem (2011) estimated the reservoir 

storage volume for the Buyuk Karacay Dam using the 

Ripple method [22]. 

Learning from previous studies and integrating them 

with the recent surveys of the Dez dam one can obtain 

suitable answers to the sustainability problem. The 

impacts of climate change in the Dez basin have been 

investigated by Norouzi (2020), which shows that this 

basin faces discharge reduction, and modified water 

management strategies are required to adapt to climate 

change in this area [23]. 

3 Research Framework 

The Dez River Basin, as a third-order basin, is a 

subset of the Greater Karun Basin and is located in a 

larger subdivision of the Persian Gulf and the Sea of 

Oman. Dez dam is a concrete hydroelectric dam that was 

built on the Dez River (Figure 3).  

The dam irrigates 125,000 hectares of downstream 

land and plays an important role in controlling upstream 

floods. The lake of this dam is 65 kilometers long and has 

an area of about 60 square kilometers and its final 

capacity is 3.3 billion cubic meters. This dam, with a 

height of 203 meters, at the time of its construction was 

known as one of the highest dams in the world. 

This research aims to use satellite imagery to estimate 

the water volume stored in the Dez Dam before and after 

March’s flood. First off, ArcMap was used to extract the 

underlying river network of the basin draining into the 

Dez dam. The location of the Dez dam was applied as the 

outlet of the delineating basin. 

One of the principal inputs of the above process is 

defining the minimum area ( 𝐴𝑡ℎ ). 𝐴𝑡ℎ  is applied to 

determine the initiation point of the first-order channels. 

The extracted river network from airborne imagery was 

applied to compare and validate the chosen 𝐴𝑡ℎ. For this 

task, Google Earth images were digitized and used. Also, 

drainage density was calculated to analyze the river 

networks.  

In the next step, multiple river networks were 

extracted from different 𝐴𝑡ℎ’s to determine the best 𝐴𝑡ℎ 

resulting in the most realistic river network.  

For satellite imagery analysis, the number of Sentinel 

satellites images were downloaded. Downloaded images 

were digitized for the aim of delineating the boundary of 

the water storage behind the dam. ArcMap tools were 

utilized for calculating the area of the polygons obtained 

in the previous step. 
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For calculating the water levels and volumes from the 

estimated water surface areas, we employed the data of 

the Iran Dam Organization, which includes water level 

and corresponding areas and volumes. In the final step, 

the changes in the time series of water level and water 

volume behind the dam were analyzed. Figure 4 shows 

the data provided by the Iran Dam Organization on the 

various conditions that the Dez dam has been, in terms of 

volume, area, and height. 

 

 
Figure 4. Relationship between Volume-Area-Height of 

Dez dam 

 

Based on the calculated area and matching it with the 

Iran Dam Organization Area-Volume-Height chart 

(Figure 4), the respective height and volume are 

estimated and presented in Table 1. 

Table 1. Respective height and volume for the different 

areas calculated by the digitization of the Dez dam 

water reservoir 

Date 
Area 

(km2) 

Height 

(m) 

Volume 

(MCM) 

12/27/2018 51.1729 333.403 2301.047 

1/11/2019 56.2901 341.049 2665.295 

1/26/2019 57.2388 341.906 2710.071 

2/5/2019 58.524 343.558 2783.809 

2/20/2019 54.8043 340.315 2609.719 

2/25/2019 53.8039 338.724 2531.548 

3/2/2019 53.2809 337.99 2490.254 

3/7/2019 52.2428 335.36 2391.425 

3/12/2019 52.8602 336.889 2447.872 

3/22/2019 53.8482 338.846 2541.588 

4/8/2019 62.5709 348.759 3140.691 

4/21/2019 61.7841 347.718 3089.148 

4 Real-case Application of Remote 

Sensing in Dez Dam 

In this study, the Dez River network was evaluated 

using GIS and network samples were drawn for the study 

area with different minimum areas (𝐴𝑡ℎ). To select the 

best 𝐴𝑡ℎ  from satellite images, authors analyzed local 

rivers and selected those 𝐴𝑡ℎ  that are most compatible 

with the existing rivers. In the second stage, images 

Figure 3. Dez dam study area 
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related to the Dez dam were received from the Sentinel 

satellite with a cloud cover of less than 10% from 11 Jen 

2019 to 21 Apr 2019. After performing radiometric and 

atmospheric corrections in ENVI software, the lake area 

was calculated in ArcMap software at different times. In 

the first part, the sub-basin of Dez dam lake was 

estimated through the 2nd-degree sub-basins of Iran, and 

the digital elevation model (DEM) of the sub-basin was 

downloaded from the NASA website.  

In order to fill the gap points in the DEM and drawing the 

flow lines and flow accumulation, tools such as fill, flow 

direction, and flow accumulation have been used. The 

type of flow lines and flow accumulation in ArcMap was 

set to D8. To draw the flow lines, first, the coordinates of 

the outlet point of the Dez dam were found and applied 

to the flow accumulation. The point closest to the dam's 

outlet, which is located on the flow accumulation lines, 

was selected as the main outlet of the flow lines. Then, 

the raster calculator tool was used to apply the 𝐴𝑡ℎ in the 

ArcMap. In this study, the 𝐴𝑡ℎ is calculated from 500 to 

4000 with intervals of 500. 

Authors reached the best 𝐴𝑡ℎ by comparing several 

tributaries with satellite images. Finally, radiometric and 

atmospheric corrections were performed on the Sentinel 

images with less than 10% cloud cover. 

5 Results 

When it comes to the Farvardin’s floods, one of the 

hurtful mismanagements in the Dez dam was not 

releasing water from the reservoir in a timely manner. As 

it is shown in Figure 5 the dam reservoir was not emptied 

in the last three months of the year and with the increase 

in rainfall, the volume of water in the reservoir has 

increased from 65% to 85% in just 38 days. 

 

 

Figure 5. Dez dam water height in different times 

In addition, the estimated water volume shown in 

Figure 6 indicates that not emptying the water was a hard 

decision for the authorities. The danger threatening 

downstream cities is that they may face floods after 

releasing this volume of water in the river and eventually 

reaching cities such as Dezful. In this case, there should 

be sensor networks that can monitor the rainfall status, 

stormwater runoff, and capacity of the urban sewer 

systems to get a sense of the consequences of releasing 

the water behind the dam. Integrating IoT and remote 

sensing can provide a framework for these situations and 

minimize uncertainties of extreme flood events. Such 

devices are already developed and can be used on a large 

scale. For instance, Chaduvula et.al. (2021) developed an 

IoT device for flood alert monitoring systems using 

microcontroller 8051 [24]. 

 

 

Figure 6. Dez dam water volume in different 

times 

As the country has faced a wet season at the end of 

2018 and the beginning of 2019, the Dez dam has 

contained a number of floods in the last months of 2018. 

With the increase in rainfall in March and April 2018, a 

critical situation has been created for this dam and the 

volume of water in the reservoir in April 2018 reached its 

maximum capacity with 3.14 billion cubic meters, 

equivalent to 94% of the total capacity of the reservoir. 

Any action during a crisis must be planned in the pre-

crisis time. The most important executive-managerial 

damage for controlling recent floods is the lack of a flood 

management program. Because of the high probability of 

flooding in March and early April, measures should be 

taken to reduce future risks and damages. The most 

important steps that could be taken in this regard are as 

follows: 

1. Predicting the inflow to the dam and then 

planning on releasing it based on the input and 

downstream capacity 

2. Keeping the volume of flood in control  

3. Having a releasing framework and flood 
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management program before and after the crisis  

4. Establishment of flood warning system in 

reservoirs of dams and downstream rivers 

The lack of images from satellites in some periods and 

cloudy days made some of the critical times to be 

considered as missed data. According to our analysis, the 

critical state happens on the 8th of April 2019. Therefore, 

the higher the number of photos, the more accurate the 

results will be. Also, Low resolution of the satellite 

images makes it very hard to digitize them manually, and 

this made errors in the final calculation of the area of the 

reservoir. Therefore, using machine learning techniques 

to automatically detect the water of the reservoir and 

calculated the area can be a very good step towards 

automating the digitization process. 

6 Conclusions  

Constructing dams is regarded as one of the major 

contributors to water resources management techniques 

across the world, especially in arid and semi-arid regions. 

Despite the significance, there is a lack of comprehensive 

investigations in regards to impacts of climate change 

and extreme events on critical infrastructures and 

appropriate approaches to automatically monitor and 

control them.  

This research focused on estimating flood volume 

associated with Farvardin’s floods in the Dez river basin 

and consequently obtaining a sensible result on the 

sustainability of the Dez dam. In addition, using satellite 

imagery, this study evaluated if the Dez dam could be 

operated more efficiently to store a larger fraction of the 

feeding river flow. Having a clear picture of the past and 

present of an environmental system helps us prepare for 

similar anomalies that will happen in the future. This is 

now possible with remote sensing and GIS. Having these 

technologies coupled with IoT sensors enables us to have 

an all-in-one monitoring platform at the system scale. 

This study showed such a system is necessary for 

controlling future flood events. 

One of the many problems in environmental 

monitoring is accessing real-time data. Most of the time, 

because of security reasons, governments and institutions 

do not provide scientists with the data that is required to 

develop prediction models. Authors suggest that 

decision-makers install wireless sensor networks in areas 

with the highest potential flood events as a monitoring 

system. Next, integrating it with remote sensing and 

Web-GIS systems to get a synchronized and online 

platform. This way scientists and urban planners can 

access data and develop real-time prediction models 

based on this cyber-physical system. Extreme flood 

events over the past decade showed an argent need for 

smart flood management systems based on IoT, BD, and 

remote sensing.  

As a future study, this research aims to integrate 

meteorological data such as evapotranspiration, which 

needs various climatological and physical parameters, 

with sensors data, which are located in water systems of 

the urban regions. This can help to find new relationships 

and schemes of smart water management in the cities. In 

addition, the decision-makers can predict the 

consequences of heavy raining events and possible 

extreme floods and respond appropriately. 
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Abstract –  

As a product of commercialization in 
prefabricated buildings, the information of the whole 
life cycle of Precast Concrete (PC) is an important 
basis for product quality traceability and progress 
control. During the stage of production, 
transportation, storage and installation, some quality 
problems inevitably appear on PC, and according to 
the degree of damage, there are different procedures 
to handle the PC. In case of a PC is slightly damaged, 
it can still be used in the subsequent installation and 
will not produce quality impact on the building 
structure; While if the damage is serious, then the PC 
is needed to be repaired before using in construction. 
Therefore, the tracking of status information of PC 
becomes particularly important.  

This paper presents a status information 
management method for PC from production in the 
factory, loading and transportation to temporary 
storage and installation on the construction site. The 
system model of PC information management in the 
installation stage of the construction site is established 
by giving each component an identity and then using 
the image recognition based on Quick Response Code 
(QR code), so as to achieve the purpose of prior 
quality inspection and information traceability. In the 
future research, PC will have visible changes of stage 
and traceable historical information, just like 
commodities on the market. 

 
Keywords – 

Precast Concrete; Off-Site Construction; Status 
Information; Tracking Information Management  

1 Introduction 

1.1       Research Background and Purpose 
Prefabricated building generally refers to the building 

where the components and units processed and 
manufactured in the factory, are transported to the 

construction site and assembled on site through reliable 
connection. Due to the advantages of prefabricated 
building, such as short construction period, high 
production efficiency, high resource utilization rate, 
environmental protection, in line with the concept of 
sustainable development and so on, multiple countries 
have issued relevant regulations and policies to 
vigorously develop strategic emerging prefabricated 
buildings. For example, the China State Council 
proposed that by 2020, the proportion of prefabricated 
buildings in new buildings must reach more than 15%, 
and more than 500 prefabricated building demonstration 
projects should be cultivated[1]. This has greatly 
stimulated the development of construction 
industrialization, also gradually reduced the dependence 
on labor force. 

However, some features which are difficult to 
manage also exist. For example, a large number of 
components and complex processes need to be 
systematically managed; as well as the information 
dynamic change, which means members may be 
damaged or have other quality problems at any stage of 
the project. Some of them can still be used after repair 
measures are proceeded, while some have to be 
discarded. In the process of prefabricated construction, 
due to the lack of effective means of communication and 
the low level of information sharing between on-site 
process and off-site management, an increase in 
unnecessary waste of resources and engineering costs can 
be expected. 

Inevitably, in the actual construction process, it is 
complicated to transfer the status information of 
component and locate the component. Besides, it takes a 
long time to manually check one by one according to the 
drawings[2]. Thus, the real-time status and historical 
traceability information of each prefabricated component 
that can be shared with all required participants is very 
necessary for project planning and schedule. 

In addition, Building Information Modeling (BIM) 
provides scientific and feasible technical support for 
prefabricated building construction with its dynamic 
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information, visualization, intercommunication, 
simulation, coordination, optimization and other 
characteristics. 

The aim of this study mainly concentrates on the 
tracking of the status of prefabricated components, which 
are divided into different degree of damage and have 
corresponding on-site diversion processes in the 
construction site, and the visualization of project 
progress. Through the mobile intelligent device, the 
construction status of all components can be viewed, and 
the precautions can be confirmed on electronic 
equipment before installation, which help to get rid of the 
paper data filling. Finally, the information of each 
component is integrated and displayed in the model, and 
the project progress can be seen intuitively. The result 
should make the information exchange and transmission 
between on-site and off-site more immediate and 
effective. 

1.2       The Scope and Methods of Research 
Therefore, this paper proposes a framework of PC 

traceability management system. PC may be damaged, 
cracked and other quality problems during transportation 
and storage. Therefore, a platform was established to help 
on-site staff and off-site managers communicate 
effectively. QR code was used to identify each PC 
member and manage the information through mobile 
intelligent devices. 

The method and process of this research is: 
(1) research trend 
- preceding research analysis 
- analysis of OSC workers’ needs 
(2) a whole-process approach to traceability and 

information management of PCs 
- components identification 
- tracking management of production and delivery 

process 
- information management during the installation 

stage of PCs  
(3) combination of image recognition and PC 

information check 
- experimental hardware and software 
- build database for image target 
- build information management platform during the 

installation phase. 

2 Research Trend 

2.1       Literature Review 
In order to eliminate the shortage of manual 

identification in positioning components, Ergen, E., 
Akinci, B., and Sacks, R.[3] proposed an automatic 
system which combines Radio Frequency Identification 

(RFID) technology with Global Position System (GPS) 
technology, so that the system needs the least labor input. 

The precast production management system which 
has been developed by Yin and Tserng[4], using Personal 
Digital Assistants (PDA) and the application of RFID for 
preform production management, including incoming 
material inspection, production process inspection, mold 
inspection, specimen strength feedback, logistics and 
receipt management. 

Wang Z and Zhang Q[5] proposed a framework 
integrated with the computer vision methods to monitor 
the construction process of prefabricated walls 
automatically. The framework combines target detection, 
instance segmentation and multi-target tracking to obtain 
the location and time information of the prefabricated 
wall from surveillance video. The identified and 
collected state information is stored in JavaScript Object 
Representation (JSON) format and then sent to the 
appropriate BIM to add a timestamp to the wall 
component. 

Li and Xue[6] designed an IoT platform, which used 
RFID technology to collect data for the on-site 
installation process of prefabricated components. The 
captured data is synchronously uploaded to the cloud to 
provide decision support for relevant site managers and 
staff. It also uses BIM and virtual reality (VR) technology 
to develop the functions of visualization for construction 
process and traceability for PC, which enable managers 
to monitor on site construction and approximate cost 
information faster and more accurate. 

Li and Lu[7] designed the Proactive Construction 
Management System (PCMS). It uses real-time 
positioning technology based on Chirp-Spread-Spectrum 
(CSS) and data visualization technology based on 
Unity3D to track on-site construction matters, such as 
equipment and workers. Real-time feedback and 
postoperative visual analysis can be obtained. 

Kiziltas and Akinci[8] believed that data capture 
technology, such as smart tags, laser scanners, and 
embedded sensors, can simplify related processes, and its 
performance is different from the manufacturer's 
specifications when used in the construction site due to 
interference, data reading range, data transmission and 
other problems such as accuracy, hardware and software 
interoperability, and memory limitations. 

BIM is a very useful tool to help facilitate on-site 
assembly services (OAS) of prefabricated construction as 
it can effectively manage physical and model data. 
However, the advantages of using BIM in prefabricated 
construction OAS cannot be cultivated due to incomplete 
and untimely data exchange, as well as the lack of real-
time visibility and traceability. To address these 
challenges, Lee and Xue[9] Designed the Internet of 
Things (IoT) platform and integrated BIM and IoT into 
prefabricated public housing projects in Hong Kong. The 
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data captured on site is transported to the cloud in real 
time for decision support of relevant site managers and 
workers. Visualization and traceability features using 
BIM and virtual reality technologies allow managers to 
monitor construction progress and approximate cost 
information in real time. 

The table below shows some of the existing studies 
on PC information management.  

Table 1. Research topics and existing methods 

Research topics Relevant Method  
 
 

PC tracking 

Optimization of supply chain; 
Locating components using 
Global Position System (GPS); 
radio frequency identification 
technology(RFID); 
global navigation satellite system 
(GNSS); 

 
PC identity 

Identity number; 
QR code; 
Barcode; 
RFID 

 
 

PC information 
management 

Formalization of the information 
flow; 
4D building information model 
(BIM); 
Cyclic operation network 
(CYCLONE) simulation model 

Because this study only needs to read the identity 
information of each PC, and no need to achieve the effect 
of data exchange, it is unnecessary to adopt RFID 
technology which is more expensive and complex to 
develop. And the development of QR code has been very 
mature. Furthermore, the data forms after reading QR 
could be various directly, not limited to data in the form 
of dozens of bytes. While RFID technology need a  data 
processing system to transform the byte data into a 
visualized form . So by comparing the general methods, 
the most feasible QR code representing component 
identity is selected. 

2.2       Analysis of OSC workers’ needs 
Based on the discovery and observation of the on-site 

assembly process, Lee and Xue lists the requirements 
analysis in the installation stage as shown in table 2[9] . 
Discover that the managers need real-time assembly 
management services, like the project process, 3D BIM 
models and components tracing service; and on-site 
workers need handling service to record emergent 
condition of on-site PCs. 

Table 2. Requirement analysis of on-site assembly 
by Lee et. al 

Requirement   Priority 
System needs to keep a record of 
pending prefabricated elements (with 
or without ID) for current working day 

Preferred 

Be aware of prefabrication are safely Must have 
Be aware of prefabrication are erected Must have 
Be aware of place where prefabricated 
components are held 

Optional 

Batch upload of photos synchronized 
or synchronized with hand-held scan 
data upload 

Optional 

Also, an interview with a company’s employees was 
done by Moon[10]. The result shows that workers need 
intelligent applications to help construction, data 
validation, inspection and guidance, especially in 
communication support and schedule management. 
Moreover, it is necessary for on-site workers to have an 
intelligent system on mobile devices to share information 
in the process of implementation. Among these, “data 
confirmation and check” was identified as the most 
important requirement as shown in Figure 1. 

 
Figure 1. Result of interview by Moon et. al 

Therefore, it is very necessary to update the status 
information of PCs at the construction site for the control 
and management of installation progress. Meanwhile, in 
the installation process, it is also important to confirm the 
quality of each component and check the safety of the 
installation environment, which can be displayed on the 
smart mobile device. 

3 A whole-process approach to 
traceability and information 
management of PCs  

Information expression of PCs is expressed through 
BIM 3D model. As the information carrier in the project, 
BIM model tracks the model components and manages 
the whole process of PC from production, transportation, 
lifting and installation, and records the operator, time, 
specific location and on-site working pictures in detail. 
And through the platform to reflect information in the 
BIM model, so as to achieve information management. 

The information traceability of PCs requires the 
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cooperation of multiple parties. The specific process 
allocation is shown in Figure 2. 

 
Figure 2. Multi-party collaborative processes for 
the track of PCs 

3.1       Component identify  
Current research extensively uses barcode, Quick 

Response Code (QR code) or Radio Frequency 
Identification (RFID) technology to give every 
component identities. Compared with RFID, barcode and 
QR code are widely used in many industries all over the 
world because of their low cost and perfect standard 
system. Since the QR code still could be identified after 
partial damage, it has a certain bearing capacity for the 
harsh environment; while, when scanning the code, 
mobile devices can not only read-only information, but 
also write information to other layers through the 
Internet. It can also quickly locate BIM components, 
query component attributes and related information, 
which can be updated on PC, and mobile devices can scan 
QR code to obtain the latest information. 

Since this study focuses on the management of PCs 
after they are manufactured in the factory and transported 
to the construction site, the simulation method is used to 
obtain the QR code. Suppose that the manufacturer has 
already pasted the identification label for each 
prefabricated component, and has input the basic 
information, such as name, size, number, location, 
quality inspection and so on, as available for viewing at 
any time. The process of QR code application and 
corresponding responsible parties are shown in Figure 3. 

 
Figure 3. QR code application process and the 
corresponding responsible party in th whole 
process 

3.2       Tracking management of production and 
delivery process 

Efficient production and transportation scheduling 
are the key factors to ensure PC to be delivered on time. 
In practice, however, production and transportation 
planning are mainly based on experience. In addition, 
production plants are often reluctant to pursue timely 
delivery at the expense of costs[11]. Therefore, the 
implementation of information tracking for PCs to master 
the progress of engineering materials, in order to adjust 
the gap between the actual progress and the plan is very 
important and practical, so it is worth paying attention. 

The phased tracking management of PCs during 
production and delivery is shown in the table 3. 

Table 3. The work items of PC tracking 
management in different stages during production 
and delivery 

process  Work items 
 
 
 

Production and 
quality control 

• Print the QR code and paste  
• Scan the QR code and input 

the information of each 
prefabricated component 

• Quality check and input 
quality inspection 
information to upload 
platform 

 
 
 
 
 

Leave the 
production plant 

• Scan the QR code and input 
the relevant information of 
the transport vehicle, as well 
as the type and quantity of 
the components loaded 

• When the vehicle leaves the 
factory, the vehicle number 
is scanned and submitted 

• Scan again and confirm the 
component information and 
total number to complete the 
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registration 
 

Location 
tracking 

• The location information of 
the vehicle with components 
being transported can be 
obtained through the driver's 
mobile phone positioning 

 
 

Enter on-site 
management 

• Scan the vehicle's QR code 
and enter the site to register 

• Scan the QR code of 
components to confirm the 
quality file and quantity 

• Check the quality of 
components again, and input 
the results according to the 
extent of damage on the QR 
code pasted by each 
component 

• Stack PCs reasonably in 
order of installation 

3.3 Information management during the 
installation stage of PCs 

Jeong[12] had constructed an automated concrete 
crack detection system implementing object detection 
method using deep learning. Quality of each PC 
component is being checked and analyzed after reaching 
the construction site. Rather than filling up the quality 
inspection checklists annually, an auto-checking and 
reporting system was proposed to reduce the manpower 
and time taken for quality inspection works of PC 
components at construction site. In their study, the main 
criteria for inspection and analysis is the present of crack 
on PC component, then each component is divided into 
three risk levels according to width and length of crack 
detected on the PC component. Based on the study, level 
1 refers to PC component that need to be returned to the 
manufacture for dismantle or repairment purpose; level 2 
refers to PC component that can be repaired on-site or 
returned to the manufacture for further repairment 
purpose; level 3 indicates the PC component that is safe 
to be used regardless of the existence of crack on the PC 
component.  

In this study, a further procedure was proposed to 
help on-site workers to trace the PC components and 
manage the relevant information via a smart mobile 
device after each component is being inspected. All PC 
components are attached by different QR code 
respectively. All information can be read or updated by 
just scanning the QR code with minimum manual input. 
The installation schedule management in the construction 
stage of prefabricated buildings mainly relates the BIM 
model to the schedule plan, compares and analyzes the 
deviation between the two in real time, and then uses the 
BIM model to intuitively reflect the construction 

schedule. The changes in the state of the PCs on site are 
closely related to the progress of the project and also 
related to the information traceability during inspection. 

The components on-site process and corresponding 
state changes of key nodes displayed on the system are 
shown in Figure 4. 

 
Figure 4. PCs on-site installation process and 
system display status changes of key nodes 

As shown in the figure above, when PC enter a stage, 
their state changes accordingly. It is worth mentioning 
that according to the degree of damage, the components 
are divided into “complete and usable” “repairable” and 
“cannot be repaired”. PCs that need to be repaired would 
be in the state of "Scrap or Lose"; PCs that are not 
repairable or lost will be in the state of "Scrap or Lose", 
and no further state changes. 

4 Combination of image recognition and 
PC information check 

4.1       Experimental hardware and software 
In recent years, there has been a lot of software about 

making the management system. Unity was chosen as the 
development tool in this study, not only because of the 
need for visualization on the construction site and 
subsequent research, but also because its powerful user 
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interface (UI) design can meet almost all the needs. 
What’s more, Unity is a universal, real-time 3D platform 
for creating visual products and building interactive and 
virtual experiences, real-time rendering with VR, AR and 
MR devices[13]. 

Meanwhile, Vuforia SDK for Unity is also used in 
this research as a Unity’s package. Vuforia's AR Camera 
can well recognize any static image by extracting image 
features. Because at present, compared with image 
recognition, it is still difficult to automatically recognize 
PC objects[14], so the image with more feature points is 
selected to represent each PC. Two-dimensional image - 
QR code is well adopted in this paper. 

Unity supports a variety of non-desktop and Web 
platforms, such as universal windows platform, tvOS, 
PS4, iOS, Android, WebGL, etc. Since the construction 
site needs a relatively convenient way to communicate 
and convey information, the hardware device selected in 
this research is the mobile device of iOS system. 

4.2       Build database for image target 
Image target, in this article, refers to the images 

captured with a mobile device to generate the 
corresponding checklist that contains PC status and 
surrounding environment for pre-installation checking. 
Because PC physical features are difficult to extract, and 
the difference is not obvious enough. Therefore, the QR 
image with obvious features is selected as the 
representative of each component. The comparison of 
feature point extraction is shown as follow.  

              

 
Figure 5. Comparison of QR code and PC image 
effects (yellow points mean feature points 
extracted by Vuforia) 

As shown above, it turns out that the feature points of 
QR code image could be extracted easily; as for the PC 
image, due to the lack of distinct feature, only two feature 
points were extracted. Therefore, if the PC image is 
directly used, the camera will not recognize accurately, 
and QR image is a better substitute. 

Besides, Vuforia engine developer portal is utilized to 
build a database for QR code images as shown in Figure 
6. In the target manager, target name, type, status and 
date modified, etc. were shown for further checking. 

 
Figure 6. Screenshot of the image database 

4.3       Build information management platform 
during the installation phase 

 

 
Figure 7. The flow of PC’s checklists shown in 
mobile devices 

In accordance with the general order of assembly, 
there are two pre-installation checklists about PCs, 
respectively vertical PC checklist and horizontal PC 
checklist. There are three aspects: component, appliance 
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and steel， to confirm whether the component can start 
to be installed. Then import them into the corresponding 
QR code image in Unity as shown in Figure 7. The 
finished system is then generated as an installation 
package and sent to the mobile device. 

As shown in the above interface, if all the items are 
checked "YES", then the checklist of the component can 
be submitted and the status of the component changes 
from "Start Installation" to "Installation completed". If 
any item is selected as "NO", then the "Submit" button 
will not run and the state of the component will remain 
"arrived". 

5 Conclusion 
In this paper, an algorithm was proposed in order to 

trace and manage the information of PC components 
which are being transported to construction site. 
Procedure to handle the PC components of different risk 
levels was summarized and checklist of information 
required for PC installation is constructed as well. 

In addition, this study only preliminarily establishes 
the UI of PC information management in the installation 
stage of the construction site. The summary of the 
information after the installation of each PC and reflected 
in the BIM model for visualization is the direction of 
future research. There are two forms that can be adopted 
to achieve the purpose of visualization of installation 
progress: one is through statistical graphics that can 
reflect the progress, and the other is to establish a 
connection between each PC and BIM model. 
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Abstract -
Energy retrofitting is paramount to reduce the use of en-

ergy in existing buildings, with benefits to the environment
and people’s economy. The increasing use of novel technolo-
gies and innovative methodologies, such as Terrestrial Laser
Scanning (TLS) and Building Information Modelling (BIM),
is contributing to optimise retrofit processes. In the con-
text of energy efficiency retrofitting, complex semantic 3D
BIM models are required that include specific information,
such as second level space boundaries (2LSBs), material en-
ergy performance properties, and information of theHeating
Ventilation and Air Conditioning (HVAC) system and their
layout. All this information is necessary for energy analysis
of the existing building and planning of effective retrofitting
strategies. In this paper, we present an integrated (semi-
)automated Scan-to-BIM approach to produce BIM models
from point clouds and photographs of buildings by means
of computer-vision and artificial intelligence techniques, as
well as a Graphical User Interface (GUI) that enables the
user to complete the models with information that cannot
be retrieved by means of visual features. Information about
the materials and their performance properties as well as
the specification of the HVAC component is obtained from
a database that integrates information from BAUBOOK,
OKOBAUDAT and ASHRAE. The Scan-to-BIM tool intro-
duced in this paper is evaluated with data from an inhabited
two-storey building, delivering promising results in energy
simulations.

Keywords -
BIM; Energy; Retrofit; Scan-to-BIM; TLS; Photogram-

metry; HVAC

1 Introduction
Following the recast of the Energy Performance of

Buildings Directive, the retrofitting of the building stock
paves the way to energy savings and reduction in green-

house gas emissions. To accurately predict the actual
energy performance of existing buildings and evaluate the
impact of potential energy retrofitting scenarios, Building
Energy Performance (BEP) simulations are increasingly
used. However, the preparation of the input data for sim-
ulation suffers from two major drawbacks: (1) it is a very
time-consuming process, often requiring more time than
is available within project deadlines, and (2) it is a non-
standardised process that producesBEP simulationmodels
whose results can significantly vary from one modeller to
another.
Over the last decades, Building Information Modelling

(BIM) has played a pivotal role on digitalising the Ar-
chitecture, Engineering and Construction (AEC) industry.
Considering the tangible benefits of BIM tools to facilitate
communication, collaboration and information exchange
between stakeholders, a number of national governments
have actively promoted BIM and in some cases established
BIM regulatory requirements [1]. As a consequence, the
adoption and availability of Building Information Models
have significantly increased. The extensive information
compiled in BIM models has promoted this methodology
as a key enabler to automate the generation of BEPmodels
[2, 3, 4], contributing to the resolution of the aforemen-
tioned issues.
The generation of BIM models of existing buildings is

challenging due to the complexity and diversity of build-
ing geometry. New technologies, such as Terrestrial Laser
Scanners (TLS) or photogrammetry (PG), now enable the
acquisition of dense and accurate 3D geometric data, in the
form of point clouds. This data can be used as guidelines to
define the geometry of the building components in the pro-
cess called Scan-to-BIM [5, 6]. Although Scan-to-BIM is
generally a manual process in current industrial practice,
there is extensive research to develop algorithms to au-
tomatically extract geometric features from point clouds
and define the geometry delimiting spaces in buildings
[7] [8]. Other authors [6] have gone a step further, pro-
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ducing structural BIM entities (e.g. walls) from semantic
information extracted from point clouds.
However, for robust modelling and simulation of the

energy performance of existing buildings and designing
of any retrofitting solution, more information is required
than just geometry of the structural (i.e. ‘primary’) com-
ponents of buildings (e.g. floors, ceilings, walls, open-
ings). First, Second Level Space Boundary (2SLB) [9]
geometry must also be inferred from this. Besides, mate-
rial types (and energy performance properties), as well as
the location of Heating Ventilation and Air Conditioning
(HVAC) components and organisation of HVAC systems
also need to be captured and modelled. These aspects
have received comparatively less interest from the research
community. Some works have been published on the de-
tection of ‘secondary’ components, such as Mechanical
(or HVAC), Electrical, and Plumbing (MEP) equipment
[10, 11]. But, an important aspect is the integration and
codification of structural and MEP information in unified
models, ideally in the open IFC format [12], to provide
interoperability (which is important as such information
may then be employed by various software packages to
conduct energy simulation and retrofitting design).

In this paper, we present a Scan-to-BIM approach that
is able to: (1) automatically model structural and MEP
components, by processing point clouds and photographs
of buildings, (2) enables the manual editing of materi-
als and MEP properties using a large online repository
of actual components and materials, and (3) outputs the
semantically-rich model in standard-compliance IFC for-
mat with all the required information for robust energy
analysis and design of the retrofitting strategy.

2 Methodology

The approach presented in this paper, illustrated in Fig-
ure 1, can be divided into three sub-components:

1. Structural Scan-to-BIM (Subsection 2.1), where
structural elements are extracted from a point cloud
and an initial BIM model is produced in IFC format;

2. Mechanical, Plumbing and Electrical (MEP) Scan-
to-BIM (Subsection 2.2), in which MEP components
are detected in pictures and added to the BIM model;
and

3. Scan-to-BIM Editor (Subsection 2.3), which is used
for manually populating the BIM model with infor-
mation that cannot be extracted from visual features
(e.g. material layers and properties, as well as MEP
component properties).

2.1 Structural Scan-to-BIM

The objective of the Structural Scan-to-BIM sub-
component (delimited in green in 1) is: the detection in
the input point cloud of the main structural components
of buildings, their parameterisation, and the codification
of the delivered information into an IFC-SPF file. This
tool is divided into a number of tasks (or algorithms),
which analyse the building from general to specific and
are summarised in the following.

• Storey identification: The first stage of the Scan-to-
BIM process consists in the segmentation (i.e. la-
belling) of the point cloud (Figure 2a) into storeys.
The proposed approach for this operation is based on
the analysis of point density along the vertical axis.
Similarly to the strategy followed in previous works
(e.g. [13], [14]), a histogram is generated and ceil-
ings and floors are extracted. Then, these are used
for defining the storeys, and points with a z-value
between I 5 ;>>A_8 and I248;8=6_8 are labelled as being
part of storey 8, as illustrated in Figure 2b.

• Structural component detection: Each segmented
point cloud representing a storey of the building is
processed tomodel the slabs (Figure 2c) and to extract
the wall boundaries.
The points corresponding to the ceiling of each storey
are first extracted and subsequently voxelised and seg-
mented into clusters using the Euclidean Cluster Ex-
traction algorithm [15], since no ceiling points are
found inside walls. Each of the resulting clusters
delimits a space (i.e. room) (Figure 2d).
The boundary of the ceiling of each space is modelled
as a boundary representation (B-Rep) and, assuming
that walls are vertical, the points defining the visible
surface of each wall are searched and labelled accord-
ingly (their projections onto the plane defined by the
ceiling lie on the vicinity of the segments).
As a result, the point cloud corresponding to each
storey is segmented into polygons that define the
Boundary Representation (i.e. 1LSB) for each space.
Finally, these polygons are analysed to define the ge-
ometry of walls. This is carried out by matching
sets of parallel vertical polygons with opposite nor-
mal vectors. If a wall surface remains without any
matching plane, then, an artificial surface is created
to fully define the wall. The outcome of this process
is the set of 3D walls for the given storey (see Figure
2e).

• Opening detection: Opening elements (e.g. doors
andwindows) are then detected inwalls by processing
point clouds representing both sides of each wall.
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Figure 1. Pipeline of the proposed strategy for the (semi-)automatic generation of BIM models.

Bounding boxes are calculated for all empty areas
within the wall surfaces, applying a hole detection
strategy similar to that proposed in [16]. Openings
are then detected based on the size of the bounding
box and the overlap between pairs of bounding boxes
on both sides of the walls. The result of this process
is illustrated in Figure 2e).

• Calculate 2=3Level Space Boundaries (2LSBs):
Once structural entities, including openings, are pa-
rameterised, the relationships between spaces and
surfaces, and subsequently the 2LSBs, are automat-
ically determined (Figure 2f). As discussed earlier,
2LSBs are important for energy simulation and anal-
ysis (more specifically to calculate heat transfers). In
contrast to the approach of Lilis et al. [9], our process
is able to exploit the geometric information and the
semantics extracted from the point cloud instead of
extracting that information from an existing IFC file.

• IFC generation: Geometric and semantic informa-
tion extracted for the structural entities using the
above-described method are codified into a BIM
model, following the IFC standard [12].

2.2 MEP Scan-to-BIM

The objective of the MEP Scan-to-BIM sub-component
(delimited in yellow in Figure 1) is the detection and local-
isation of some MEP components (e.g. HVAC systems)
in images of the environment, and subsequent codification

of these entities into the IFC-SPF file outputted by the
Structural Scan-to-BIM sub-component.
The MEP Scan-to-BIM process encompasses the fol-

lowing steps:

• MEP object detection: The first step of the MEP
Scan-to-BIM process is the detection of different
MEP components in the input images – here prin-
cipally heating and cooling system components. The
algorithm used is based on deep learning and it is
structured as follows. First, a Faster Regional Con-
volutional Neural Network (Faster R-CNN) [17] is
trained using a dataset of images labelled with MEP
components. The Faster R-CNN uses Neural Archi-
tecture Search Net (NASNet) [18] as a feature extrac-
tor and has been previously trained on the Microsoft
Common Objects in Context (MS-COCO) [19] de-
tection dataset. Then, the trained model is tuned
through a cycle of validation and optimisation to
achieve the best possible performance on the dataset.

• 3D reconstruction: In parallel to the previous step,
the input images are loaded into a PG Structure-from-
Motion (SfM)-based solution to generate a 3D point
cloud of the environment [20]. This point cloud is
used as a bridge between the images, where the ob-
jects are detected, and the TLS point cloud, in whose
coordinate system the MEP entities are subsequently
modelled. The registration of the PG point cloud
to the TLS coordinate system is carried out manu-
ally in CloudCompare [21] by selecting four pairs of
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Figure 2. Intermediate results of the Structural Scan-
to-BIM process. a) Point cloud; b) Point cloud di-
vided into storeys; c) Slabs; d) Spaces; e) Struc-
tural elements with openings; and f) 2=3 level space
boundaries.

corresponding points in the two clouds. This opera-
tion, performed only once per PG model, delivers the
transformation matrix between coordinate systems.

• Locate MEP objects in the semantic model: The
inputs for this process are: the image MEP detection
bounding boxes from ‘MEP Object Detection’, the
PG reconstruction of the scene (including the exter-
nal calibration matrices of the camera images), the
intrinsic matrix of the camera, the PG-TLS transfor-
mation matrix, and the point cloud delivered by the
laser scanner. The PG-TLS transformation enables
the localisation (location and orientation) of the cam-
era images in the coordinate system of the TLS point
cloud and therefore the 3D model (IFC) outputted by
the Structural Scan-to-BIM. The internal calibration
matrix is then used to reproject the detected MEP
objects into the 3D model.

• Model MEP objects in the IFC model: The infor-
mation (i.e. the type of detected MEP object and
the projected 3D bounding box coordinates) is coded

and added into the IFC model file of the Structural
Scan-to-BIM model.

2.3 Scan-to-BIM Editor

The purpose of the Scan-to-BIM Editor (see Figure 3a),
is to enable the user to add information to the generated
Scan-to-BIM IFC model that cannot possibly be detected
from the input point cloud and images. This includes in-
formation about wall layers andmaterials, material proper-
ties, as well as MEP properties. The inputs to this tool are:
an IFC file containing structural components (see Subsec-
tion 2.1) and MEP components (2.2); and information on
materials and MEP entities, which is stored in an online
database and harvested by the Editor.

This database, called the Building Material & Compo-
nent Database, contains data about 1,198 building materi-
als originating from the third-party databasesBaubookVo-
rarlberg Energy Institute and IBO GmbH [22], Ökobau-
dat German Federal Ministry of the Interior, Building and
Community (BMI) [23], and ASHRAE [24]. Each ma-
terial is assigned to a class within a unified classification
schema, covering the used third-party data schemes and
thereby enabling the user to efficiently retrieve material
information across all data sources.

The operations that can be performed with the Scan-to-
BIM Editor include:

• Creating and editing material layers: After select-
ing a structural component (i.e. slab or wall) in the
Editor, multiple layers can be defined and populated
with materials from the Building Material & Com-
ponent Database. An example is presented in Figure
3b).

• Populating material information in entities lo-
cated in openings: In as similar way, after selecting
doors or windows in the Editor, material information
can be added to these entities. For example, this en-
ables specifying the type of glazing for the windows,
which is important for energy analysis.

• MEP object properties: For heating and cooling
systems, properties related to power, relationships be-
tween elements (e.g. boiler feeding a radiator), and
other characteristics (i.e. type ofmachine) can be pro-
vided and edited. Alternatively, anMEP object in the
model can be matched to an MEP component in the
Building Material & Component Database, thereby
providing all relevant properties.

• Assigning spaces to zones: Finally, the Editor en-
ables the user to create zones (codified as ifcZones)
and link spaces (i.e. ifcSpaces) to them, as illustrated
in Figure 3c. This information is necessary to per-
form the thermal zoning, or spatial discretisation, in

207



38 Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2021)

which the building is divided into thermal zones (i.e.
groups of spaces), representing nodes with averaged
values of thermal parameters.

Figure 3. Scan-to-BIM Editor. a) Main window; b)
Materials and layers for a wall; c) Zone annotation.

3 Application to a Pilot Site

The approach presented in the previous section has been
preliminary tested in one of the pilot sites for the Hori-
zon2020 -funded BIMERR project (http://bimerr.
eu), called the ‘Kripis House’. This is a two-storey build-
ing, located in Thessaloniki (Greece). It is a smart home,
equipped with one reception, three working spaces, two
living rooms, three bedrooms, three toilets and one bath-
room. The house has many rooms, including toilets with
lower suspended ceilings, and HVAC devices are installed
across the building.

3.1 Generation of aBIMmodelwith the Scan-to-BIM
tool

A total of 69 scans were taken from strategic locations,
both indoors and outdoors, with a Faro Focus 150s Terres-
trial Laser Scanner. An unstructured coloured point cloud
containing 16M points, with a density of 1?C/2<2, was
delivered after pre-processing and sub-sampling the data
(see Figure 4).

Figure 4. Coloured point cloud of Kripis House.

Besides, a total of 4,080 images were collected of the
indoors with a mobile phone camera. The images were
then sampled and used for 3D reconstruction and MEP
object detection. Figure 5 shows some sample images.

Figure 5. Sample images of the Kripis House.

Following the approach presented in Figure 1, the Struc-
tural Scan-to-BIM tool took the point cloud shown in Fig-
ure 4 as input and delivered a BIM model in IFC format.
As illustrated in Figure 6a, the model is aligned to the
point cloud. The main structural entities were detected
and modelled in the BIM model: slabs, walls and open-
ings (see Figure 6b), as well as spaces. Finally, the 2LSBs
were calculated as shown in Figure 6c.
In parallel to the Scan-to-BIM structural process, the

images taken from the Kripis house were used to simulta-
neously:

• produce a 3D photogrammetric reconstruction (i.e.
coloured point cloud) of the rooms (Figure 7a); and
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Figure 6. Results of the Structural Scan-to-BIM pro-
cess for the Kripis house. a) Model aligned to the
point cloud; b) Model including structural elements,
openings and spaces; and c) 2=3 level space bound-
aries.

• automatically detect the MEP objects installed in the
building (Figure 7b).

All the MEP objects detected in the pictures are then
reprojected onto the cloud (see Figure 7) and BIM model,
and added to the BIM model.

Finally, the Scan-to-BIM Editor is executed to enable
the user to provide the structural entities with material in-
formation and the MEP objects with additional properties.
This additional information is delivered by the BIMERR
Building Material & Component Database – the online
repository described earlier.

Once the IFC file is completed, further processes are
executed in order to evaluate the energy performance of
the building and subsequently plan an effective retrofitting.
This approach is detailed in the following sections and
illustrated in Figure 8.

Figure 7. Initial MEP Scan-to-BIM processes for the
Kripis house. a) Photogrammetric reconstruction of
a room; b) Reprojection of detected MEP compo-
nents to point cloud.

3.2 Data quality checking

The IFC file automatically generated by the Scan-to-
BIM sub-components may contain some errors (e.g. ge-
ometric inaccuracies, missing semantic links or miss-
ing/incomplete components) that need to be checked and
corrected before being used as input to the BEP model
generation processes.
To identify and correct these errors, the produced IFC

file is used as input to two of the BIM Management Plat-
form (BIM-MP) [25] online services: MVD complete-
ness and geometric correctness checking [26]. These tools
deliver a report, highlighting the required modifications,
which will be used by a BIM modeller to amend the IFC
file. This iterative modification of the BIM model is per-
formed in the ArchiCAD [27] BIM authoring tool until a
faultless IFC file is produced.

3.3 Use of the BIM model for energy simulation and
retrofit design

The final IFC model is used to produce an Input Data
File (IDF), which is the main input to the EnergyPlus sim-
ulation engine [28]. The IFC to IDF mapping process
is automatically performed by means of the Building En-
ergy Performance Module’s IDF Generator. The resulting
file contains information about the building and the HVAC
system to be simulated and it is used together with an En-
ergyPlus Weather (EPW) file as inputs to EnergyPlus in
order to perform the simulation. Results of each Energy-
Plus simulation are post-processed to estimate predefined
energyKey Performance Indicators (KPIs) used as input to
the Renovation Decision Support System (RenoDSS). The
RenoDSS, in turn, illustrates the renovation options for the
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building, evaluates their impact on the building’s perfor-
mance, and guides the user through various alternatives
towards the optimal choice for given boundary constraints
(such as size of intervention, budget, target energy savings,
etc.).

Figure 8. Processes and tools employed for the gen-
eration of an IDF of Kripis House.

4 Conclusions
This paper presented an integrated Scan-to-BIM ap-

proach for energy performance evaluation and retrofitting
of buildings. The proposed tool comprises three sub-
components to create BIM models from point clouds:
Structural Scan-to-BIM, to identify and model the struc-
tural entities; MEP Scan-to-BIM, to detect and model
MEP components; and Scan-to-BIM Editor, to complete
the BIM model with additional non-visible features (e.g.
materials and properties) and classify spaces into zones.
The tool is also integrated within a broader process that
includes a BIM Management Platform (BIM-MP) that
checks the geometric correctness and completeness of the
generated IFC file, as well as the Building Energy Per-
formance Module. The latter, invoked by RenoDSS to
estimate the energy performance of the building, it ini-
tially receives the IFC file, automatically transforms it to

proper simulation input data files and launches EnergyPlus
to calculate predefined KPIs.
The Scan-to-BIM tool, as well as the broader process,

was validated in a two-storey building. This showed
the quality of the BIM model produced by the Scan-to-
BIM tool, which saves time during the modelling phase.
Nonetheless, future work remains to increase the robust-
ness of the Scan-to-BIM tool, especially to identify open-
ings more accurately and detect a larger range of MEP
objects.
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Abstract – 
Construction is among the most dangerous 

industries for the safety of workers. Due to the 

dynamism typical of construction sites, where 

workers, materials and equipment resources are often 

in motion, collisions and contact with moving 

construction machineries and heavy equipment 

represents one of the main safety problems. The study 

described in this paper concerns with the preliminary 

development of a proximity warning system (PWS) 

for construction activities, which is based on the 

implementation of sensing technologies for situation 

awareness. Preliminary results, the feasibility of the 

PWS and its practical potential are described, 

highlighting the needs of a continuous monitoring 

process and the expectations about the system 

configuration. The adoption of the Ultra Wide Band 

(UWB) technology is within the scope of the paper. A 

front-end loader and an excavator are the 

construction machineries taken into account for the 

analysis of the use case, which considers the 

differences between equipment with fixed and 

variable geometries in terms of sensor devices. The 

possibilities for real-time position tracking of workers 

and equipment in both outdoor and indoor conditions 

based on the system architecture settings are 

discussed. Moreover, the compliance of the system 

architecture with the requirements imposed by the 

General Data Protection Regulation (GDPR) is 

described. Future works will validate the system in 

the context of actual construction sites. Furthermore, 

factors to be considered when sensing technologies for 

tracking the position of resources on construction 

sites are implemented will be evaluated as far as 

planning and scheduling activities are concerned. 

Keywords – 

Construction safety; Proximity hazards; sensing 

technologies; Ultra Wide Band; General Data 

Protection Regulation 

1 Introduction 

Construction represents one of the most dangerous 

production sectors in terms of risks for the safety of 

workers [1]. In fact, although around 7% of the 

workforce worldwide is employed in construction, this 

accounts for between 30% and 40% of deaths at work [2]. 

Statistics compiled at international level show that 

construction safety is a global problem. In the United 

States, for example, census data from the U.S. Bureau of 

Labor Statistics (BLS) show that a total of 1.061 workers 

died in 2019 from fatal work injuries in the construction 

industry, accounting for 9.7% of all work-related 

fatalities; based on these data, construction ranks fourth 

among all manufacturing sectors for fatal work injuries 

[3]. As it emerges from the analysis of the data regularly 

provided by INAIL (Italian National Institute for 

Insurance against Accidents at Work) in relation to 

accidents in the workplace, construction has been always 

considered a high risk sector, with workers exposed to 

greater risks to their health and safety than in other work 

environments [4]. Although recording a slight decrease 

in 2018 compared to previous years, the Italian 

construction sector also shows the highest rate of 

accidents causing fatal injuries. In particular, looking at 

regional data, the accident phenomenon remains 

concentrated in northern Italy (60%), where Lombardy 

and Emilia Romagna alone account for about a third of 

all accidents (17% and 12% respectively). With regard to 

the construction sector, albeit with slightly decreasing 

numbers, in 2018 Lombardy was the region with the most 

complaints for accidents at work, 1389, followed by 

Veneto with 1060 (-23.7% complaints compared to 

Lombardy) and Emilia-Romagna with 982 complaints (-

29.3% compared to Lombardy) [4]. 

1.1 Collision accidents with construction 

machineries in motion 

In this context, proximity of workers to moving 
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construction machineries and heavy equipment 

represents one of the main safety problems in 

construction. More than six hundred construction worker 

deaths in the United States between 2004 and 2006 were 

linked to collisions and contact with moving construction 

machineries and heavy equipment [5]. INAIL data sets 

also show that the risk for collision accidents on 

construction sites represents one of the most frequent 

causes of death [6]. The causes of this kind of accident 

could be sought in the dynamic features proper to 

construction site activities, where the involved resources, 

such as workers, materials and equipment, are often in 

motion in situations of excessive proximity on a 

construction site space that is often insufficient, at least 

temporarily, to guarantee the safe performance of 

operations.  

Collision accidents, in fact, are often due to a poor 

analysis of spatial interferences during construction 

planning and workspace design [7] [8]. Moreover, a lack 

of knowledge of existing specific risk factors, which is 

aggravated in daily activities by the possible loss of 

concentration due to fatigue and repetitive tasks, and the 

fact that no real-time information is gathered during the 

incident are some of the main factor influencing collision 

detection on construction sites [5]. Furthermore, 

visibility for workers driving construction machineries is 

often reduced due to blind spots and it increases the 

probability of risk of workers being run over and invested 

[2]. In fact, procedural non compliances causing fatal 

injuries are often related to the non-verification of the 

absence of operators by the driver of the construction 

machinery and the positioning of workers in the 

manoeuvring area. Further issues are detected such as 

shortcomings in the safety devices of the construction 

machineries (e.g., rear-view mirrors, reversing horns) 

and inadequate signposting of pedestrian transit routes 

[6]. 

In order to prevent workers being undetected in blind 

spots or in too close proximity, a warning system is 

needed that will promptly alert workers and equipment 

operators [5].  

1.2 Objective of the research project 

The study aimed at the preliminary development of a 

Proximity Warning System (PWS) for the real-time 

detection of a potential risk for construction workers 

because of an excessive proximity to a construction 

machinery in motion. Such a system has been conceived 

and developed in the form of a Proof of Concept (PoC) 

in order to demonstrate, as a preliminary result, its 

feasibility and practical potential, highlighting the needs 

of a continuous monitoring process and the expectations 

of the system configuration.  

In particular, sensing technologies are considered in 

an Internet of Things (IoT) scenario that would allow 

collecting real-time data directly from the construction 

site in order to support workers and protect their safety at 

work, taking into account the balance between safety and 

productivity. Moreover, the evaluation of the adoption of 

Ultra Wide Band (UWB) technology as a continuous 

monitoring system for the safety of construction workers 

is within the scope of the paper. UWB technology, in fact, 

has an optimal trade-off between location accuracy and 

cost of devices, which makes it the ideal solution for 

sensing precisely the distance in construction sites. 

Moreover, the design of a precise location service for the 

PWS should take into consideration workplace privacy, 

an aspect generally neglected by similar solutions 

proposed in literature.  

In the following paragraphs the study will be 

introduced with respect to the research background. The 

research methodology implemented and the system 

architecture adopted for the development of the 

proximity warning system will be then described. 

Furthermore, the compliance of the proximity warning 

system with the requirements imposed by the General 

Data Protection Regulation (GDPR) will be shown. 

Finally, achieved results, findings and outcomes will be 

discussed in the light of the objectives of the research 

work, highlighting its limits with respect to the 

application domain. Possible future developments will be 

presented in terms of both the use case and the 

technological system. 

2 Research background 

Although accident prevention is a key step in the 

management of construction safety, traditional methods 

such as risk analysis, training of workers, site inspections 

and compilation of checklists, do not always guarantee 

optimal levels of continuous safety monitoring and 

effective and timely prevention of accidents during the 

construction process. Even when all the aforementioned 

measures are adopted effectively, workers tend not to 

recognise as a potential source of risk many of the 

hazards occurring on the construction site during their 

own activities [9] [10]; among them, there are the 

proximity of workers to construction machineries in 

motion [11].  

2.1 Sensors technologies for situation and 

context awareness on construction sites 

Strengthening the increasing attention to this type of 

risk for the safety of workers in the construction sector, 

the adoption of tracking systems to monitor construction 

entities (e.g., machineries, workers and materials) is 

discussed in literature. Vision-based and sensor-based 

methods exist for this purpose. The former track 

construction machineries from videos by deploying 
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cameras on construction sites. The latter refer to tracking 

entities by various sensors such as GPS, RFID, UWB, 

and laser scanners [12].  

Cameras have become standard equipment on 

construction sites [12] However, if currently no vision-

based tracking method can achieve processing speed in 

the tracking of construction machines, especially in the 

case of multiple ones simultaneously, sensor-based 

methods for proximity warning systems allows the real-

time tracking of construction entities [12]. Moreover, 

vision systems are also very sensitive to operating 

conditions (e.g., reduced visibility due to dust on the 

construction site, or rain) and they require much more 

maintenance (e.g., frequent cleaning of the system optics). 

Furthermore, vision-based methods could be more 

expensive of sensor-based ones (e.g., UWB) and many 

more cameras are needed to avoid blind spots on the 

construction site. 

Among the sensor-based methods, the use of Inertial 

Measurement Units (IMU) capable of tracking the kinetic 

movement data of workers to determine the areas where 

falls are most likely to occur has been exploited. Other 

studies have relied on the adoption of Unmanned Aerial 

Systems (UAS) to identify situations of risk of falling 

from heights. The increasing use of wearable devices also 

got the potential to make workers significantly safer on 

construction sites [13]. The adoption of sensor-based 

methods has often been referred to proximity warning 

systems. PWS locate the position of workers in relation 

to potential safety hazards in the workplace such as 

proximity to restricted areas and construction 

machineries in motion. In addition, proximity warning 

systems use localisation systems not only to monitor the 

relative position of workers in relation to possible 

hazards, but also to warn them, by sending notification 

signals, if they come dangerously close to sources of risk 

to their safety. Previous studies have shown that the 

adoption of sensors systems can effectively improve the 

perception of risks by workers, who are able to take 

appropriate measures to avoid them once they receive an 

alert signal [11].  

Considering wearable sensor devices, previous 

studies have used Bluetooth-based Low-Energy (BLE) 

technology [14] in order to identify the positions of 

workers with respect to potentially dangerous situations; 

other attempts, instead, have adopted a real-time 

localisation system (RTLS) based on Radio-frequency 

identification (RFID) technology [15] to locate workers 

and equipment with respect to the position of high-risk or 

restricted areas, implementing radio-frequency sensing 

technology also in order to identify possible collisions 

between workers, heavy equipment and moving 

construction machineries [5]. Several other technologies, 

including laser scanning, UWB, Global Positioning 

System (GPS), and computer vision have been suggested 

for similar purposes [11]. 

2.2 UWB technology 

The adoption of the UWB technology is of particular 

interest. It has been developed to transmit spectrum-

dispersive modulated signals over very wide bands (i.e., 

500 MHz or more) [16]. UWB applications, in fact, 

include sensor networks where high data rates are not 

required but it may be useful to ensure a good coverage 

range. They also include remote tag localisation systems 

for applications such as logistics, safety, medical, 

domestic, security and military.  

A typical UWB RTLS is shown in Figure 1. An 

infrastructure of nodes called anchors is deployed in 

fixed locations while nodes called tags are applied to the 

mobile objects which should be tracked. The network 

coordinator is the node in charge to allow new nodes to 

join the network as well as to organise the transmission 

timing among nodes. 

 

 

Figure 1 UWB RTLS principle architecture 

Usually deployed with a maximum distance of 25 m, 

anchors send radio pulses to start the location process, 

which usually has an error within 30 cm with an update 

rate every 50 ms, depending on the available hardware. 

Such a result, it is hard to obtain using GPS technology, 

unless to adopt solution like GPS receivers with Real 

Time Kinematic (RTK) support, but which costs are not 

feasible for a large deployment in construction sites. 

Usually deployed for automatic asset tracking in indoor 

environments, UWB technology has several benefits that 

satisfy large part of the use case requirements. UWB is 

capable of reaching a range of 100 m in outdoor 

environments. It also does not need additional hardware 

to operate, such as routers. Generally, dynamic scenarios 

(i.e., with moving objects) such as construction sites can 

be monitored adopting UWB sensor technologies, but 

there may be problems if the environment in which the 

monitoring is done undergoes major changes that prevent, 

for example, the reception of signals. Moreover, this 

technology requires manual anchor localisation and 

registration in RTLS system for tag trilateration. In the 

literature there are several solutions to address this issue, 

by using self-configuration approaches, but, the 
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complexity, in term of protocol effort, introduced by 

them is not justified by the considered use case.  

3 Research methodology 

UWB technology was selected for the development of the 

PWS. Research activities were managed in six macro-

phases, with some of them overlapping during the testing 

in order to proceed with an iterative process of data 

collection and analysis (Figure 2). 

• Phase 1 - analysis of the use case for the 

applicability of the PWS in construction site safety 

management 

• Phase 2 – set up of the system architecture 

• Phase 3 - on-site tests for real-time proximity 

analysis 

• Phase 4 - iterative review of the system architecture 

• Phase 5 - Verification of the compliance with 

GPDR 

 

Figure 2 – Research methodology 

3.1 Description of the use case 

The paper analyses the specific use case related to the 

risk of a construction worker of being run over or 

invested by a construction machinery in motion. For the 

purpose of the study, two construction machineries were 

considered, chosen because of their different 

configurations: (1) fixed geometry (i.e., the body of the 

construction machinery has a fixed geometry and 

configuration during movement) and (2) variable 

geometry (i.e., the body of the construction machinery 

has a variable configuration during movement): 

1. front-end loader [Takeuchi TL6R] (i.e., fixed 

geometry) (Figure 3) 

2. excavator [Takeuchi TB640] (i.e., variable 

geometry) (Figure 4) (Figure 5) 

Based on technical documentation and workforce 

experience, five circular areas around the construction 

machineries have been defined:  

1. black area (i.e., the radius of action of the 

construction machinery) within which there is an 

imminent permanent injuries or death risk;  

2. red area (i.e., an area of 2 m from the radius of 

action of the construction machinery in which, 

according to the manufacturer's instructions, no 

persons may be present when the equipment is in 

motion) within which an immediate reaction is 

needed to avoid permanent injuries or death;  

3. yellow area, within which operations are allowed 

but attention must be made as the risk could quickly 

increase to red and black;  

4. green area, within which the presence of heavy 

machinery working nearby is notified;  

5. white area, within which no risk related to heavy 

machinery operations is present.  

 

Figure 3 Front-end loader (fixed geometry) 
 

 

Figure 4 Excavator (variable geometry) – 

retracted arm 

 

Figure 5 Excavator (variable geometry) – 

extended arm 
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3.2 System architecture setup 

The system architecture setup is shown in Figure 6 

and it is composed by three layers: infrastructure, 

operator and construction machinery. 

 

Figure 6 The architecture of UWB position 

detection system 

The infrastructure layer is composed by a network of 

Decawave DWM1001, which can act as both anchors or 

tags with a suitable configuration (marked as AX for 

anchors and TX for tags in Figure 6). Tags are connected 

to a smartphone, running a custom APP developed for the 

project, by a Bluetooth Low Energy (BLE) link. The 

positions of tags are, then, locally collected by the 

smartphone that could perform the calculations needed to 

identify the area and alert the operator. If a suitable 

communication infrastructure (e.g., Wi-Fi or LTE) is 

available, the smartphone could act as a gateway and 

forward position data via MQTT (Message Queue 

Telemetry Transport) to a cloud backend in charge of all 

the computation. The performance difference between a 

full cloud or a mixed cloud-edge architecture has been 

analysed in [17][18]. 

3.3 PWS compliance with the General Data 

Protection Regulation (GDPR) for data 

privacy 

The development of PWS has raised questions about 

the risk of violation of the privacy of workers' data due to 

the continuous monitoring of their position on the 

construction site to ensure the effective development of 

an alert system. In this sense, it is underlined that the 

absolute position of workers is never recorded, while 

their relative position with respect to a moving 

construction machinery is recorded: this allows to 

monitor their exposure to the risk and not their actual 

location on the construction site.  

In addition, each operator has access to data related 

only to the tags and UWB anchors assigned to a specific 

worksite. The tag-user association is recorded in the app 

the PWS is based on and is not exported to other systems; 

it is also assumed that this association activity is 

validated by the site manager (e.g., during the delivery of 

personal protective equipment). 

Moreover, each app has a client with a unique ID, 

which is generated each time the user accesses a specific 

part of the app. The data saved involves only the tag 

information regarding the location of the resources and 

their mutual positioning; if necessary, it is possible to add, 

as additional data, which client actually sent this location. 

The tag-media association follows the same logic. 

The only information known to all members of the 

system, therefore, is the type of tag (user/worker, 

construction machinery) or UWB (which delimits the 

monitored worksite area). Based on those considerations, 

the PWS complies, in this preliminary setting, with the 

European General Data Protection Regulation (GPDR) in 

terms of data privacy. 

4 Results of the application of sensors 

technology 

Figure 7 shows the experimental setup. It is formed 

by 5 anchors (A, B, C, D, E) and a network coordinator I. 

The area is divided in two part: an indoor area on the left 

of anchor B and E, and an outdoor area on the right of 

anchors B and E. B and E are positioned in the indoor 

side of a concrete wall with a 2 m open door in the middle 

(pink line in Figure 7). The experimental set-up has been 

defined in order to validate the behaviour of UWB 

sensors in significant operational environments (indoor 

as well as outdoor). 

 

Figure 7 UWB test setup 

Data have been collected using the MQTT+ backend 

configuration leveraging an ad-hoc Wi-Fi network to 

connect the smartphone with a laptop PC acting as 

backend. Since the type of movement of the workers and 

of the construction machinery are different, two set of 

experiments have been performed, to validate the 

capability of the UWB technology to monitor each of 

them independently: 

1. detection of an operator equipped with a tag on his 

chest, as shown in Figure 8 (top); 
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2. detection of a moving construction machinery as 

described in Section 3.1. For the variable geometry 

of the excavator (i.e., retracted arm and extended 

arm) two tags have been installed as shown in 

Figure 8. 

 

Figure 8 Position of tags for both operator and 

construction machinery 

Figure 9 and Figure 10 show, respectively, the results 

of the experiments performed during the first and the 

second set of experiments. In particular, Figure 9 shows 

the real-time position of a worker walking alone outside 

and then going inside the building. Figure 10 shows the 

position of a moving construction machinery, in the same 

area, without the presence of the worker. The 

construction machinery started moving in the indoor area. 

In both the experiments, the position of the workers and 

of the construction machinery has been sampled each 

50 ms.  

 

 
Figure 9 Position tracking of a worker 

 
Figure 10 Position tracking of a machinery 

 

Thanks to the location accuracy provided by the 

UWB sensors (nominal location accuracy of 30 cm), the 

proposed PWS is able to detect the fine details of the 

movement of the construction machinery. This is the 

reason of the overlapping trajectories shown in the 

slashed orange rectangle, which correspond to the 

operation of the construction machinery. 

5 Conclusions 

5.1 Discussion of the results 

The obtained results aim to demonstrate the 

applicability of the proposed system in a near to reality 

testing environment, which includes the presence of 

workers as well as construction machinery. As 

demonstrated by the experimental results, the system is 

able to track the real-time movement of both a worker as 

well as of a construction machinery, in indoor as well as 

outdoor scenarios. With the respect to similar proximity 

warning solutions used in construction sector based on 

Bluetooth technology [19] [20] [21] [22], ultrasonic [23] 

or LoRaWAN devices [24], the proposed solution 

exploits the use of UWB radio to reach a localization 

accuracy on the order of 30 cm, at an update rate up to 

50 ms, as indicate by the technology provider [25] and by 

scientific literature Error! Reference source not found.. 

According to the technology provider documentation 

[25], there are several factors affecting the localization 

accuracy. One of the main sources of uncertainty is the 

power of the received signal, which is affected by the 

environmental conditions. The UWB technology is only 

partially affected by multipath effect, because the UWB 

pulses are transmitted in the RF frequency between 

3.5 GHz and 6.5 GHz. This frequency band is rather 

immune to multipath effect, but it could experience the 

radio frequency attenuation of the signal. According to 

the device technical document [25], an attenuation of the 

signal varying in the range from -60 dbm to -95 dbm, 

corresponds to a an error in the location estimation from 

-20 cm to 10 cm, respectively. 

Notwithstanding these limitations, the UWB remains 

the most feasible solution for a precise location at a low 

cost. As demonstrated in the paper, the system is able to 

track, at the same time, the position of operators and of 

machineries in the area under monitoring. In fact, when 

the geometrical distance between a worker and each of 
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the construction machineries located in the site is below 

one of the security areas defined in Section 3.1, an alert 

or a warning (depending the security area involved) is 

raised to the involved operator. The location accuracy 

provided by UWB devices was taken into account when 

defining the security areas, to avoid any risks for the 

workers. 

In addition, according to the recent trends in 

proximity warning system, which achieved some success 

as a result of contact tracing systems [26], the proposed 

solution has been designed to take into account the 

privacy of the workers, as highlighted in Section 3.3. 

5.2 Limitations of the study 

First of all, the tests described in this paper were 

carried out in a simplified environment and considering 

separately the movement and the related real-time 

detection of the resources “workers" and "equipment" 

(i.e., construction machineries). In fact, the tests do not 

fully consider the complexities linked to the dynamism 

of a construction site. 

As regards the technologies adopted, which have 

been selected for their easy availability on the market and 

low cost that has enabled them to be used effectively 

within the time and economic resources of this project, 

the problem of antenna direction and orientation of UWB 

tags and anchors to ensure continuous signal 

transmission regardless of the positioning and movement 

of the resources has not yet been resolved. 

A further limitation of this project is that, to date, no 

indications have been given as to the actual distances to 

be maintained between the operator and the moving 

construction machinery in order to successfully 

guarantee the safety of workers in the event of the risk of 

being run over or hit by moving construction machineries. 

These analyses are in the development phase and need to 

take into account all the aspects related to the quality of 

the data as well as the time needed for its recording, 

processing and subsequent communication in the PWS. 

5.3 Future works 

Future works will validate the measurement system 

in the context of actual construction sites, with a focus on 

a panel of construction activities that requires 

collaboration between workers and construction 

machineries (e.g., procedure of excavation). 

Moreover, a further series of tests will be carried out 

that integrate the system architecture with certified 

telemetry systems in order to set it up a correct 

monitoring process and assess the effective validity of the 

digital twin represented in the virtual environment. 

A suitable notification system will be set up in order 

to communicate the presence of a safety risk to the 

workers, once the PWS detects excessive proximity 

between workers and moving construction machineries. 

These notification systems will have to consider the 

conditions of disturbance and noise typical of 

construction sites as well as the risk of a decrease in the 

attention of operators in the event of receiving excessive 

notifications. 

Furthermore, in order to optimise the PWS in terms 

of technological equipment, a collaboration with 

manufacturers could allow acting directly on the 

construction machinery itself, hypothesising scenarios of 

gradual slowing down and stopping in the event of 

danger or sending timely notifications and warning 

signals directly from the equipment itself. 

Finally, from the construction management 

perspective, future developments could also integrate the 

assessment of the positioning of UWB anchors in the 

design of construction site layouts and the planning of 

construction phases so as to include their installation and 

possible displacement among the activities to be taken 

into account in order to ensure signal coverage that is 

always consistent with the activities currently underway.  

Generally speaking, the current and expected 

outcomes show how the proposed and tested technical 

solutions could be exploited with a broader digital 

ecosystem, enabling a data-driven control room for safety 

management. 
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Abstract – 

Building Information Model (BIM) with rich 

geometric and semantic information of facilities has 

increasingly been used to establish the City 

Information Model (CIM). Although BIMs for new 

buildings are becoming more available, BIMs for 

most existing buildings can only be modelled from 2D 

drawings and specifications. Manual BIM modelling 

is an error-prone and time-consuming process, which 

becomes more challenging for the city scale. Recently, 

automating the 3D BIM modelling process for 

existing buildings from their 2D drawings has been an 

emerging research trend. To understand the state-of-

the-art and guide future research, this paper presents 

a systematic review of automated BIM modelling for 

existing buildings from 2D drawings. Fifty-five 

publications, including 34 journal articles and 21 

conference papers identified from Scopus from 1998 

to 2021, were reviewed and analysed. A chronological 

distribution shows that most papers (60%) aimed to 

generate 3D geometric models, and BIM modelling 

with semantic information appeared in 2015 and 

increased dramatically. This review classified the 

existing work into three aspects: geometric modelling, 

semantic modelling, and model quality checking. The 

results show fully automated conversion of 2D 

drawings to semantically enriched BIM has not been 

eventuated, future work may consider overcoming 

the following challenges: (1) height information is 

either set as default or entered manually, and complex 

components such as staircases are barely studied; (2) 

most research only focused on floor plans and ignored 

semantic information contained in other drawings; (3) 

drawing errors have not been well addressed, and the 

validation of the generated model is still cumbersome.  

Keywords – 

Building Information Model (BIM); Existing 

building; 2D drawings; City information model (CIM) 

1 Introduction 

An accurate 3D information model at the city scale 

has the potential to support a wide range of applications 

such as infrastructure planning, policy evaluation, 

disaster management, energy demand estimation, 

situational awareness, and multiple domain integration 

[1]. Building information models (BIMs) of buildings 

and civil infrastructure have been widely acknowledged 

as a key data source to establish the City Information 

Model (CIM) [2]. Although the BIM of recently 

completed or new buildings has been modelled in the 

design process and can be directly used for CIM, the BIM 

of most existing old facilities is often unavailable. 

Therefore, the automation of BIM modelling for existing 

buildings has drawn growing attention in the past years.  

Currently, there are two main methods of BIM 

modelling for existing buildings, i.e., (1) on-site 

surveying and (2) as-built documentation. 

The first method is through on-site surveying. To 

generate BIM for existing buildings, the collection of 

sufficient spatial information is essential. Various 

sensors (e.g., laser scanning [3], photogrammetry [4], etc.) 

have been adopted to collect 3D point cloud data, and 

then building components are detected and modelled. 

Although the 3D model generated through on-site 

surveying could represent the current state of existing 

buildings, the modelling process is time-consuming and 

labour-intensive, especially when it comes to digital 

modelling at the city scale. Besides, those surveying 

approaches can only detect the exterior and interior 

surface geometry. Structural components, such as beam 

and column, are usually hidden from view for aesthetic 

reasons, which makes measuring their geometry 

impractical. Additionally, missing points are common in 

the data collection process, and, more importantly, the 

point cloud does not contain any semantic information.  

There have been some strategies suggested to add 

engineering rules in the modelling process using point 

cloud, however it is still challenging to develop a 

220



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

semantically-rich BIM using this approach [5]. 

The second method focuses on generating BIMs from 

2D drawings since as-built documentation contains 

abundant geometric and semantic information, which 

better describe the building. Since manually extracting 

building information from 2D drawings and modelling 

all facilities at the city scale is error-prone and 

challenging, automated BIM modelling from design or 

as-built documentation has seen a growing research 

interest. Gimenez et al. [6] provided an in-depth review 

of advanced technologies toward each step of the 

generation of 3D building models from 2D scanned plans 

in 2015. However, literature aimed to achieve 3D 

modelling from drawings has not been well analysed, and 

many semi-automated and automated methods have been 

proposed during the last few years. Kang et al. [7] 

reviewed the recent development of 3D indoor 

reconstruction but mainly focused on technologies based 

on on-site surveying. A comprehensive review of recent 

advances in BIM modelling from as-built documentation 

is required urgently. 

To fully understand the contributions and limitations 

of current research studies, this paper provides a 

systematic review of automated BIM modelling for 

existing buildings from 2D documentations. The 2D 

documentations refers to various types of drawings, 

including digital drawings, paper-based drawings, 

architectural drawings, structural drawings, and floor 

plans. The structure of this paper is organised as follows: 

Section 2 presents the overall design of the literature 

search. Section 3 describes three aspects of BIM 

modelling: geometric modelling, semantic modelling, 

and model quality checking. Section 4 discusses the 

limitations of existing research studies and points out 

possible further research opportunities. Finally, Section 5 

summarises the finding with a conclusion. 

2 Review methodology 

This research adopted the five-step review 

methodology to conduct a systematic review [8]. First, a 

keyword search-based approach was adopted to collect 

relevant publications. Searching attributes and their 

corresponding values are listed in Table 1. 

The main keywords were, for example, ‘2D’, 

“drawing”, “floor plan”, “floorplan”, “BIM”, “building 

information model”, “3D model”, “construction”, 

“reconstruction”, “creation”, “generation”, and 

“modelling”. The Scopus database was selected for 

literature searching, and papers not published in English 

were omitted. Since this review focused on the 3D model 

generation for existing buildings from as-built 

documentation, only four relevant subject areas, 

Engineering, Computer Science, Social Science, and 

Environment Science, were considered. Other subject 

areas, such as Mathematics, Material Science, and 

Physics and Astronomy, were excluded. Journal articles 

and conference papers are both included in this review. 

Table 1 Literature search methods 

Search attributes Values used in the search 

Database Scopus 

Keywords and 

Boolean 

operators 

(“2D” AND (“drawing” OR 

“floorplan” OR “floor plan”) 

AND (“BIM” OR “building 

information model” OR “3D 

model”) AND (“generation” OR 

“creation” OR “reconstruction” 

OR “construction” OR 

“modelling”)) 

Search scope Article title, abstract, or 

keywords 

Published year From all years to present 

Subject area Engineering, Computer science, 

Social Science, Environment 

Science 

Document type Journal article; Conference 

paper; 

Language English 

The initial literature search has resulted in a total of 

456 papers. Then, the title and abstract of the literature 

search results were analysed to identify relevant 

publications. The filtering criteria are as follows: 

(1) Publications aimed to construct a 3D model from 2D 

drawings were included. 

(2) Articles that only mentioned creating a 3D model 

from 2D documentation but did not focus on were 

excluded. 

(3) Other publications, such as those focused on 

converting the building design process (from CAD 

to BIM), were excluded.  

In addition, the snowballing technique was employed 

to find additional papers through the reference and 

citation lists. As a result, a total of 55 papers, including 

34 journal articles and 21 conference papers, were 

retained for in-depth review and analysis. 

Figure 1 shows the chronological distribution of all 

included papers, which are classified into “Semantic BIM” 

or “Geometric model”. The group of “Geometric model” 

included publications focused on construct 3D geometry 

such as indoor or surface model, other publications aimed 

at creating a BIM with semantic information fell into the 

group of “Semantic BIM”. Research on 3D model 

construction from 2D drawings started in 1998, and all 

identified papers published before 2015 aimed to create 

the 3D geometric model, such as indoor or surface model. 

The semantic BIM modelling from 2D drawings first 
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appeared in 2015, and a dramatic increasing trend can be 

observed. Then, all identified publications are reviewed 

critically according to three aspects of BIM modelling: 

geometric modelling, semantic modelling, and model 

quality checking. Key limitations regarding each aspect 

are concluded, and future work aimed to address these 

limitations are illustrated. 

 

Figure 1. Chronological distribution of included papers 

3 BIM Modelling from 2D documentation 

In this section, the state-of-the-art BIM modelling for 

existing buildings from 2D drawings is summarised in 

terms of three aspects, namely geometric modelling, 

semantic modelling, and model quality checking. 

Geometric modelling aims to construct the 3D geometry 

of buildings. In contrast, semantic modelling focuses on 

extracting and attaching semantic information (e.g., room 

identity, component dimension, construction material, 

etc.) contained in 2D drawings as properties of objects in 

the 3D model. Once the 3D model is constructed, the 

model quality checking process is performed to verify its 

completeness and correctness. 

3.1 Geometric modelling 

3D building geometric model has been envisioned as 

the data management platform for facility management. 

However, manually modelling existing buildings is error-

prone and time-consuming [9]. In the past decades, there 

has been a growing interest in automating 3D modelling 

based on 2D drawings. Existing research studies 

regarding geometric modelling are summarised in Table 

2. 

The first step in the 3D model generation is 

identifying and extracting building component 

information from 2D drawings. Since the geometry of 

different components is usually divided into different 

layers during computer-aided building design, layer 

information in CAD drawings has been widely used for 

component recognition [9–12]. However, errors on layer 

classification need to be corrected in advance, and layer 

information is unavailable for hand drafting. Another 

solution is using geometric features and symbols to 

identify building components. As the most common 

features in 2D building drawings, line segments were 

used for identifying walls [13–18], columns [19], and 

rooms[20]. Symbols were adopted to detect grid lines, 

then building elements (such as columns, beams, and 

walls) can be further identified [21,22]. But these 

methods are not applicable for building components with 

irregular shape and will lead to false matches due to 

missing or inconsistent information in as-built 

documentation. With the rapid development of artificial 

intelligence (AI), the adoption of AI for drawing analysis 

shows a significant increase. Walls and openings are 

detected from floor plan image based on a convolutional 

neural network [23,24]. Rho et al. [25] developed a 

machine learning-based classifier to extract text 

information for component detection and localisation. 

Zhao et al. [26] detected structural components (e.g., 

columns and beams) from the framing plans based on 

Faster R-CNN, further created IFC BIMs for multi-story 

buildings. However, the existing application of AI only 

focused on detecting specific part of information. A 

unified solution for identifying all component 

information and texts is preferred for automating 3D 

model generation. 

After components were identified, most research 

projects extruded the labelled 2D floor plan to generate 

the 3D building model [9,10,12–19,21,23-26]. However, 

the floor elevation and height of openings were either set 

as default or entered manually.  Lu et al. [22] proposed to 

generate three orthogonal views (the top, side and front 

view) of each component from the 2D architectural 

drawings. Then, the 3D model of all components can be 

constructed and integrated to obtain the 3D building 

model. But this method only suits the modelling of 

simple geometry due to the challenge regarding the 

generation of three orthogonal views of building 

components from 2D drawings. In addition, the 

combination of floor plans and elevation drawing was 

proposed by Bortoluzzi et al. [20] to create BIM with 

room layout and exterior openings for existing buildings. 

Yin et al. [11] constructed a façade BIM model by 

locating exterior components in floor plans and 

extracting height information from elevation drawings. 

However, height information of interior building 

components (e.g., interior openings, beam) cannot be 

identified from elevation drawings. The combination of 

more as-built documentation is preferred to obtain all 

required information for automated 3D modelling. 

Another vital part of 3D building model generation is 

the matching and integration of different floors. Most 

existing research studies only considered 3D modelling 

of one floor, and few papers studied the matching of 
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Table 2 Summary of geometric modelling 

Themes Approach Description of the approach Research 

Drawing 

analysis 

 

 

 

 

 

 

 

Generating 

the 3D 

building 

model 

 

 

 

 

 

 

 

Integrating 

different 

floors 

 

● Based on layer 

information 

 

● Based on 

geometric features 

● Artificial 

intelligence 

 

 

● Extrusion of 2D 

drawing 

 

● Modelling from 

three orthogonal 

views 

 

● Combine floor 

and elevation 

drawings 

 

● Floor plan-based 

matching 

 

● 3D feature-based 

matching 

The geometry of different components is stored in different 

layers of CAD drawings, but it is not applicable for manual 

drafting; 

Geometric features and symbols are used to identify building 

components, but irregular components cannot be detected; 

Using artificial intelligence to identify building components, 

which is suitable for all types of drawings and irregular 

components; 

 

Extrude the labelled floor plan to generate the 3D model, but 

height information (e.g., floor elevation, the height of 

openings) is either entered manually or set as default; 

Generate 3D model of components from three orthogonal 

views, then integrate all component models to obtain a 3D 

building model, but it’s hard to extract the three orthogonal 

views from 2D drawings; 

Detect building components from floor plans, then extract 

heigh information of external components from elevation 

drawings, but internal components haven’t been considered; 

 

Align other floor plans to the first inputted floor plan based 

on drawing features or use global coordinates to locate 

components; 

Match 3D model of different floors based on geometric 

features like pips, staircases, corners and bearing walls; 

[9–12] 

 

 

[13–22] 

 

[23–26] 

 

 

 

[9,10,12–

19,21,23-26] 

 

[22] 

 

 

 

[11,20] 

 

 

 

[11,15,16] 

 

 

[17] 

different floors to generate a 3D model of the entire 

building. The matching approaches could be divided into 

two groups. 

(1) Floor plan-based matching. For example, Zhu et 

al. [15] and Li et al. [16] aligned other floor plans to the 

first inputted floor plan by intersection points between 

axes; Yin et al. [11] used the global coordinate system to 

locate components of each floor plan. 

(2) 3D feature-based matching. For instance, Dosch 

et al. [17] proposed to match models generated from 

different floors based on features like pipes, staircases, 

corners and bearing walls. 

3.2 Semantic modelling 

In addition to geometric modelling, semantic 

modelling is the next stage of BIM modelling for existing 

buildings. Following the construction of the geometric 

models, a common approach is to classify building 

components [10,11,13,18,24,25], or attach identities to 

space objects  [14,15,17,20,22,23]. To generate 

semantically-rich BIM and further improve its 

functionality, other semantic information contained in 

2D drawings are extracted and modelled accordingly. For 

example, Li et al. [16] built a profile containing building 

type, size and other semantic information along with the 

constructed 3D model. Lu et al. [21] generated Industry 

Foundation Class (IFC) model from 2D drawings and 

further attached material information of components 

through on-site surveying. By analysing component lists 

(including column list, beam list, slab list, and wall list) 

and floor plans, Byun et al. [19] created the IFC model 

with the material property of concert and rebar for 

reinforced concert structures. Yang et al. [9] focused on 

the semantically-rich 3D BIM modelling from 2D CAD 

drawings. Structural components and corresponding axis 

were first detected and generated, then semantic 

information of components (e.g., coding number, 

element cross-section, element reinforcement 

information) was linked to the axis as parameters. 

3.3 Model quality checking 

Once the 3D building model is constructed, it should 

be checked manually, semi-automatically, or 

automatically to verify its completeness and correctness. 

Research on model quality checking can be divided into 

three areas.  

(1) Checking the drawing quality before the 3D 

modelling. Once any errors contained in 2D drawings are 

corrected, the 3D model generation can proceed using the 

drawings, mitigating the risk of inheriting errors or 
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inconsistencies [12,18].  

(2) Comparing with ground truth. Gimenez et al. [14] 

proposed to compare the automatically labelled drawing 

with manually annotated one to evaluate the component 

identification results. To evaluate the constructed 3D 

model, the number of components in the input 2D 

drawings and output building model are compared 

[14,19]. Rho et al. [25] and Yang et al. [9] checked the 

constructed BIM model by comparing it with a manually 

modelling result.  

(3) Checking without ground truth. The philosophy is 

to evaluate consistency and conflicts according to basic 

rules, which is mainly used for checking building design 

results with building codes [27]. Nikoohemat et al. [28] 

proposed an approach for checking the geometric, 

semantic and typological consistency of the constructed 

3D model based on formal grammars defined through 

existing international standards. 

4 Discussion 

Although a number of automatic and semi-automatic 

approaches for BIM modelling from as-built 

documentation have been proposed, further research is 

still needed toward fully automated modelling of 

semantically-rich BIMs for existing buildings. This 

section summarises the limitations and challenges of 

current research along with possible future research 

directions. 

Although building geometric information is 

distributed in various drawings, most existing research 

only used floor plans for geometric modelling. The 

height information, including floor elevation and height 

of openings, is either set as default or entered manually. 

Few publications have proposed to extract floor elevation 

from building elevation drawings [11,20].  To 

automatically identify the height information of all 

building components, future research could focus on the 

combination of various 2D as-built documentation. 

Another challenging problem is that only common 

building components are modelled, and complex 

components, such as staircases, are ignored in current 

research. The modelling of these building components 

should be further studied to create a complete BIM model 

for existing buildings. 

In contrast to geometric modelling, semantic 

information modelling for existing buildings has not been 

given the attention it needs. Most research studies only 

detected room identity and component category from 

floor plans. The generated BIM can be used for energy 

consumption simulation [14] or indoor navigation [23]. 

However, to support facility management and disaster 

simulation, semantic information like space function and 

activities, occupancy characteristics, building materials, 

and properties of various building elements are required. 

Future efforts are needed to integrate all information in 

multiple drawings and explore the modelling of a 

semantically-rich BIM data model. 

Errors in drawings are inevitable, and existing research 

only focused on detecting and correcting specific types 

of errors [12,18]. A comprehensive illustration of various 

forms of errors in 2D drawings and their corresponding 

influences in 3D modelling is preferred. To evaluate the 

accuracy and quality of the constructed 3D model, 

comparing it with ground truth is reliable but requires 

extensive manual work, especially when the reference 

model does not exist. Compliance checking could be 

conducted fully automatically and is envisioned as an 

ideal solution for model evaluation. However, existing 

research only considered simple building component 

compliance [28]. To provide a more reliable model 

evaluation report, a comprehensive analysis of building 

compliance rules is required. In addition, methods aimed 

at automatically checking all relevant building 

compliance aspects are needed in future studies. 

5 Conclusion 

BIM modelling for existing buildings from 2D 

drawings and specifications has attracted growing 

research interest. It has the potential to support the 

development of CIM. This paper provides a systematic 

review of 55 relevant publications to understand the 

state-of-the-art to guide future research. A chronological 

distribution is used to illustrate the research trend. It has 

been found that most papers (60%) aimed to construct 3D 

geometric models, such as indoor or surface models, and 

semantic BIM modelling first appeared in 2015 and 

increased dramatically. 

Recent advances in three aspects of BIM modelling, 

namely geometric modelling, semantic modelling, and 

model quality checking, have been reviewed and 

analysed critically. Limitations and challenges of 

existing research on each aspect have also been identified, 

as follows: 

(1) For geometric modelling, the height information 

(e.g., floor elevation, the height of openings, etc.) are 

either set as default or entered manually. Besides, most 

research studies only focused on few categories of 

building components. Modelling of complex components 

such as staircases has barely been studied;  

(2) In contrast to geometric modelling, semantic 

modelling has not been given the attention it needs. In 

particular, since most research only considered floor 

plans, rich semantic information in other drawings has 

been ignored;  

(3) Errors in drawings have not been well addressed, 

and the validation of the generated 3D model is still 

cumbersome. 

To overcome these drawbacks, the integration of all 
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as-built documentation should be solved for automatic 

semantically-rich BIM modelling. In addition, more 

research efforts are recommended to explore the quality 

evaluation of the generated BIM model. 
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Abstract –  

A critical aspect of BIM is the capability to 

embody semantic information about its element 

constituents. To be interoperable, such information 

needs to conform to the Industry Foundation Classes 

(IFC) standards and protocols. Artificial intelligence 

approaches have been explored as a way to verify the 

semantic integrity of BIM to IFC mappings by 

learning the geometric features of individual BIM 

elements. The authors through previous studies also 

investigated the use of geometric deep learning to 

automatically classify individual BIM element classes. 

However, such efforts were limited in the number of 

training data and restricted to subtypes of BIM 

elements. This study has significantly expanded the 

training set, to include a total of 46,746 elements 

representing 13 types of BIM elements. The 

magnitude of the data set is considered to be the first 

of this kind. Furthermore, Conditional Random 

Fields as Recurrent Neural Networks (CRF-RNN), a 

deep learning algorithm for semantic segmentation, 

was deployed to enhance the quality of individual 

input images. Deploying the dataset and segmentation 

improved the performance of previous model (Multi-

View CNN) by 4.37% and achieve an overall 

performance of 95.38%. 
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1 Introduction 

Building Information Modeling (BIM) has become 

the mainstream medium for integrating and 

disseminating information during the project life cycle of 

construction projects. Multiple stakeholders today 

employ a variety of specialized BIM tools tailored to 

their various needs in the design, engineering, and 

construction management of their projects.  

The Industrial Foundation Classes (IFC), a neutral 

and open data format, is a critical component in ensuring 

interoperability within the BIM centric work process. 

The absence of such a standard would require local data 

protocols for each and every pair of applications, quickly 

making BIM based project execution intractable.  

Working under the IFC protocol requires BIM 

elements, relationships, and their properties to be 

represented in conformance to its standards. However, 

due to the lack of logical rigidity of the IFC schema, IFC 

model instances are prone to misrepresentations and 

misinterpretations, resulting in a lack of semantic 

integrity [4].  

Such issues continue to be addressed in the domain of 

‘semantic enrichment’, which reasons about the relations 

and meaning implicit in the geometry and topology of 

BIM models to check and rectify semantic inaccuracies.  

In particular, a subset of these studies investigated 

ways to check the correct mapping of individual BIM 

elements to their corresponding IFC entities [1-3, 12, 16]. 

For example, [12] formalized sets of inference rules 

to check mappings, and subsequently automate 

inaccurate associations.  

More recently, artificial intelligence approaches have 

been employed as an alternate approach to check the 

integrity of BIM-element to IFC-entity mappings. This 

approach has been conducted by extracting geometric 

features existing in the IFC or using 2D image or 3D 

shape information of each element for learning model 

training. [3] conducted a study to classify space in the 

BIM model using geometric features-based machine 

learning, and demonstrated that the classification 

accuracy of machine learning approach was superior to 

the inference rule-based approach. [11] used images 

extracted from BIM models to classify building types, 

and [6] classified BIM furnishing elements using 2D 

CNN.  

The authors also explored the use of different 

machine learning and deep learning models to determine 

their applicability [7-9]. Mainly, we trained learning 

models based on the geometric features of individual 

BIM elements. In particular, we attained promising 

results from incorporating Multi-View CNN(MVCNN), 

a geometric deep learning model that learns from 

multiple panoramic images of a 3D artifact to learn and 

distinguish its shape [7].  
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However, despite its relative high performance, 

MVCNN still was limited in correctly classifying 

specific BIM elements despite their distinct geometric 

differences. The classification errors were attributed 

mainly to two factors. The first factor was the limited 

number of training data, as well as the imbalance in the 

number of samples per element class. Secondly, and 

more technically, was the lack of definition between the 

boundary of objects in the individual images, which 

made it difficult to detect the geometric detail of the 

elements. 

Commensurately, novel approaches were newly 

explored to rectify these limitations. First, the data set for 

training was increased by applying data augmentation 

based on parametric modeling. Secondly, as a data 

preprocessing step prior to training MVCNN, 

Conditional Random Fields as RNN (CRF-RNN), a deep 

learning-based semantic segmentation technique, was 

applied to sharpen the geometric features of the images 

for each and every BIM element. 

13 types of BIM elements with high utility in the 

architectural field were collected, and an expanded data 

set was constructed by performing data augmentation via 

parametric modeling. Afterward, the deep learning model 

was applied to the dataset to compare their performances. 

The first step was to learn the MVCNN algorithm, and 

the second step was to learn the MVCNN algorithm after 

applying semantic segmentation based on the CRF-RNN 

algorithm. Finally, by testing the two deep learning 

models on a BIM model excluded from the dataset, the 

classification performance of the developed model was 

compared to quantitatively verify the degree of 

performance improvement. 

2 Research Background 

2.1 Multi-View CNN (MVCNN) 

With the recent development of computing 

technology, it is possible to directly utilize 3D data, and 

object recognition research using a 3D model-based 

CNN algorithm is increasing. However, 3D raw data is 

very large in size to be directly applied to deep learning 

algorithms, so it must be accompanied by a lightweight 

process to reduce it to a size suitable for learning [13, 14, 

17]. Furthermore, the problem of performance 

degradation due to the loss of detailed features of objects 

in the lightweight process also makes it difficult to 

directly use the 3D CNN model.  

MVCNN, designed specifically to resolve this issue, 

has been proven to provide better performance than 

directly utilizing existing 3D data. MVCNN utilizes the 

multi-angled images of a 3D model, while using multiple 

CNN layers which in effect prevents loss of geometric 

details [15]. 

Figure 1 below shows the architecture of MVCNN. A 

3D object is rendered as 12 images taken panoramically.  

Each image is then input to individual Convolutional 

Neural Networks (𝐶𝑁𝑁1), which extracts compact shape 

descriptors representing the characteristics of each image. 

All extracted shape descriptors are reduced to one shape 

descriptor in the view-pooling layer, and they are 

transmitted to CNN ( 𝐶𝑁𝑁2 ) for final classification 

through the softmax classifier. Each CNN used in 

MVCNN utilized a VGG-M network composed of five 

convolution layers (𝐶𝑁𝑁1), two fully connected layers 

and, a softmax classification layer (𝐶𝑁𝑁2). 

 

 

Figure 1. Multi-view CNN for 3D Shape recognition 

[15] 

2.2 Conditional Random Field as Recurrent 

Neural Networks (CRF-RNN) 

2D image-based deep learning models such as 

MVCNN have a disadvantage that their performance is 

highly dependent on the resolution and sharpness level of 

the data. That is, to improve the classification 

performance of the learning model, it is necessary to 

collect high-quality image data for training or to improve 

the resolution and clarity of the previously collected 

images. Accordingly, this study aims to improve the 

classification performance of MVCNN models by 

applying semantic segmentation to images of individual 

elements collected. 

In this study, the CRF-RNN algorithm was used as a 

method for semantic segmentation. CRF (Conditional 

Random Field) refers to an undirected probabilistic graph 

model used for pattern recognition and structural 

prediction by labeling and segmenting consecutive pixels 

in an image. The simple CRF is composed of a lattice 

form in which adjacent nodes (pixels) in an image are 

connected by an edge, and due to this, exquisite 

segmentation was impossible during image segmentation. 

Accordingly, a Fully Connected CRF methodology that 

enables exquisite image segmentation by connecting all 

pixels of an image in pairs has been proposed, but there 

is a limitation in that the computation time is very long. 

Afterward, a method was devised to reduce the time 

required for label inference to 0.2 seconds by simplifying 

the complex structure by applying mean field 

approximation to the fully connected CRF.  

CRF-RNN is a method of reconstructing two models 
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into one framework based on a Recurrent Neural 

Network (RNN) to utilize weights output via CRFs with 

mean-field approximation as parameters in CNN learning. 

Due to this, it is possible to reduce the computation time 

and secure high semantic segmentation accuracy, and for 

this reason, it was adopted as a methodology for semantic 

segmentation in this study. 

 The formula below is the operating structure of the 

CRF-RNN algorithm for one iteration of the mean field. 

In the equation below, T denotes mean-field iteration, 

𝑄𝑖𝑛  and 𝑄𝑜𝑢𝑡  denote input and output according to

respective one average field iteration, and  𝑄𝑓𝑖𝑛𝑎𝑙 denotes

the final prediction result of CRF-RNN. 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑈) is 

the output value of the CNN operation, 𝑈 is the unary 

potential value, 𝑓𝜃(𝑈, 𝑄𝑖𝑛 , 𝐼)  is the weight inferred by

𝑄𝑖𝑛, 𝐼 is the image, and 𝜃 is the parameter of the CRF.

𝑄𝑖𝑛(𝑡) = {
𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑈),   𝑡 = 0

𝑄𝑜𝑢𝑡(𝑡 − 1),    0 < 𝑡 ≤ 𝑇
 (1) 

𝑄𝑜𝑢𝑡(𝑡) = 𝑓𝜃(𝑈, 𝑄𝑖𝑛 , 𝐼),   0 ≤ 𝑡 ≤ 𝑇  (2) 

𝑄𝑓𝑖𝑛𝑎𝑙(𝑡) = {
0,    0 ≤ 𝑡 < 𝑇

𝑄𝑜𝑢𝑡(𝑡),    𝑡 = 𝑇
 (3) 

After integrating the structure into one deep neural 

network, end-to-end learning is possible by 

implementing a back propagation algorithm. Through 

this process, semantic segmentation was performed on 

panoramic 12 images for each element, and an example 

of the result is presented in figure 2. 

Figure 2. CRF-RNN-based semantic segmentation 

3 Research Methodology 

3.1 Parametric Modeling-based Data 

Augmentation 

 A goal of this study was to build a sufficiently large 

BIM element data set to train MVCNN. Ideally, BIM 

element samples need to be collected from open-source 

libraries or existing BIM models.  However, such 

avenues were limited due to copyright issues or lack of 

high-quality data from attainable BIM models. 

Thus, a data augmentation process that creates new 

data based on existing data was required. In this study, 

parametric modeling, an element technology of BIM was 

used. 

Parametric modeling applies the concept of an 

independent parent/child to the composition factors (line, 

point, spline, plane, etc.) of individual BIM elements and 

connects them in a mutually related structure [10]. In 

other words, by defining the dimensions of the element 

as parameters and expressing their relationship as a 

function, the user can convert it into a shape suitable for 

the purpose through parameter setting. Since the 

operating principle, range, and limit of the result are 

directly affected by the modeling method in this process, 

it is necessary to clearly set the shape control criteria [5]. 

To establish the shape control criteria in this research, 

13 types of major building elements were collected from 

four IFC standard building models and three online BIM 

libraries (KBIMS Library, NBS, bim object), and their 

shapes were investigated and analyzed. As a result, 45 

parameters and their ranges were extracted from 13 

elements, and the results are shown in Table 1. 

Subsequently, parametric modeling was performed using 

Revit Dynamo software based on the parameters. Figure 

3 shows an example of parametric modeling of a beam 

element using this method. 

Table 1. Parameters and range for each BIM element 

Element  Parameter Range(mm) 

Beam 

Width 250-600 

Height 400-1,100 

H (web width) 100-900 
B (flange width) 75-400 

Column 

Width 4-19 

Height 7-37 

H (web width) 200-1,000 
B (flange width) 200-1,200 

t1 (web thickness) 100-900 

t2 (flange thickness) 75-400 
Diameter 4-19 

Double door 

Width 7-37 

Height 500-1,000 
Frame width 1,800-2,400 

Panel thickness 1,800-2,400 

Opening width 40-60 

Single door 

Width 15-35 
Height 40-60 

Frame width 900-1,100 

Panel thickness 1,800-2,400 
Opening width 50-70 

Slab 
Width 20-40 

Length 90-110 

Covering 
Width 100-400 
Length 100-400 

Wall Length 3,000-11,000 

Window 
Width 800-1,800 
Height 900-1,600 
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Frame width 80-120 
Panel thickness 10-30 

Frame thickness 30-70 

Glass thickness 2-22 

Revolving 

door 

Width 1900-2,500 
Height 2100-2,800 

Opening width 500-2,000 

Curtain 

wall 

Length 12000-1,7000 
Height 4000-6,000 

Vertical grid 12,100-16,900 

Horizontal grid 4,100-5,900 

Stair flight, 
Member 

Shape 

U-shape with middle 
U-shape straight 

Straight with land 
Spiral 

L-shape winder 

U-shape winder 
Straight 

Type 

General 

Reinforced concrete 

Wood 
Metal 

Steel 

Stainless steel 
Aluminum 

Width 1,000-3,000 

Radius 1,200-1,500 
Step 3-10 

Railing Type 

Wood 

Metal 

Steel 

Stainless steel 

Glass 

Toughened glass 
*Stairs include stair flight, member, and railing, so when parametric 

modeling is applied to stairs, these elements are applied at the same 

time. 

 

 

Figure 3. Parametric modeling using Revit Dynamo 

The research team named the expanded data set built 

through this process ‘ArchShapesNet’, and released this 

data set in an open source form on the i3LAB homepage 

(http://i3l.seoultech.ac.kr) for other researchers to use. 

3.2 ArchShapesNet Overview 

12,672 elements of 13 types were collected from the 

four IFC standard architectural models (Table 2) and 

three BIM libraries mentioned in Section 3.2.  Parametric 

modeling-based data augmentation was then performed 

to finally construct the ‘ArchShapesNet’ data set 

consisting of 46,746 elements. The data distribution for 

each element is presented in Table 3. After constructing 

an element classification model by applying a deep 

learning algorithm to the constructed ArchShapesNet 

data set, the performance was verified for ‘Sejong city 

stadium’, which was not used for learning. 

Table 2. Five models for training and test 

IFC model Train/Test Image 

Office building 

Train 

 

Cultural and assembly 

facilities 

  

Educational research 

facilities 

  

Single house 

  

Sejong city stadium Test 

 

Table 3. Collected and augmented train data set status 

Type 
Beam Column Slab 

Original Augmented Original Augmented Original Augmented 

No. 

of element 
1,908 3,882 848 3,086 2,562 4,002 

Rendering 

   

Type 
Wall Window Stair flight 

Original Augmented Original Augmented Original Augmented 

No. 

of element 
3,731 4,917 781 3,353 140 5,407 

Rendering 

   

Type 
Member Railing Curtain Wall 

Original Augmented Original Augmented Original Augmented 

No. 

of element 
55 2,451 62 3,729 195 4,195 

Rendering 

   

Type 
Covering Single door Double door 

Original Augmented Original Augmented Original Augmented 

No. 

of element 
364 2,364 1,022 3,568 990 2,674 
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Rendering 

   
Type Revolving Door    

Original Augmented     

No. 

of element 
14 3,178     

Rendering 

 

    

3.3 Data Preparation for Deep Learning 

Implementation 

Each element in ArchShapesNet were rendered into 

panoramic 12 images for MVCNN training. 'KBIM 

Assess-Lite', an automatic IFC model checking software, 

was used for this conversion process. The images consist 

of 10 side images taken panoramically at 36° intervals 

and 2 images taken from top and bottom. 

Table 4 shows the data distribution for each element 

of the verification model (Sejong city stadium). In other 

words, model training is performed with the data 

constructed in Section 3.2, and the performance of the 

model is evaluated by testing the elements presented in 

this section. However, the verification model was 

composed of curtain walls without windows due to the 

characteristics of sports facilities, and the member and 

revolving door elements were not included, so 

verification of those elements were excluded. 

Table 4. Status of test data set (Sejong city stadium) 

Type No. of element 

Beam 164 

Column 171 

Slab 61 

Wall 308 

Window 0 

Stair flight 19 

Member 0 

Railing 24 

Curtain wall 63 

Covering 12 

Single door 19 

Double door 4 

Revolving door 0 

Total 845 

3.4 MVCNN Implementation 

Figure 4 shows the MVCNN model construction 

process using the panoramic 12 image data for each 

element. When the 12 images of individual elements pass 

through the neural network (𝐶𝑁𝑁1), the features of the 

elements in the image are extracted. Afterward, the 

features of each extracted image are integrated in the 

view-pooling layer, which is again passed through the 

secondary recurrent neural network (𝐶𝑁𝑁2). Here, 𝐶𝑁𝑁2 

is composed of the softmax layer, and through this, the 

classification results for individual elements are output. 

The MVCNN implementation utilized python-based 

Tensorflow, and through this, a first step learning model 

(baseline) for 13 building elements was established. 

 

 

Figure 4. MVCNN architecture 

3.5 CRF-RNN+MVCNN Implementation 

Figure 5 shows the second step MVCNN model 

learning process using images with improved clarity by 

applying semantic segmentation. In this step, the 

MVCNN model was trained after applying the CRF-

RNN algorithm so that the model can focus on the shape 

of the element by clearly dividing the region where the 

element exists. In this process, CRF-RNN was applied 

using python-based Keras, and a CRF-RNN+MVCNN 

model was built through the above-mentioned series of 

processes. 

 

 

Figure 5. CRF-RNN + MVCNN architecture 

4 Results 

Table 5 and Figure 6 below show the results of the 

MVCNN model validation based on the verification data 

presented in section 3.3. As a result of verification, the 

MVCNN model was confirmed to recognize and classify 

elements in the actual BIM model with an accuracy of 

91.01%. However, in the case of slab, covering, and stair 

flight elements, the classification accuracy were notably 
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lower than that of other elements. 

Table 5. Validation results (MVCNN) 

Element Precision Recall F1 score 
Accuracy 

(%) 

Beam 0.86 0.99 0.92 99.39 

Column 1.00 0.99 0.99 98.83 

Slab 0.77 0.33 0.46 32.79 

Wall 0.99 0.94 0.96 93.51 

Window - - - - 

Stair flight 0.88 0.79 0.83 78.95 

Member - - - - 

Railing 1.00 0.92 0.96 91.67 

Curtain wall 1.00 0.94 0.97 93.65 

Covering 0.11 0.83 0.20 83.33 

Single door 1.00 1.00 1.00 100.00 

Double door 1.00 1.00 1.00 100.00 

Revolving door - - - - 

Total 0.78 0.87 0.83 91.01 

 

Figure 4. Precision-recall curve (MVCNN) 

Table 6 and Figure 7 show the results of the CRF-

RNN+MVCNN model verification. This hybrid model 

recognized and classified elements in the actual BIM 

model with high accuracy of 95.38% and achieved 

overall accuracy of over 90%. The model has difficulty 

for slab elements, with an accuracy of 68.85%. Yet, it still 

retained a higher classification accuracy compared to the 

standalone MVCNN model. 

Table 6. Validation results (CRF-RNN + MVCNN) 

Element Precision Recall F1 score 
Accuracy 

(%)  

Beam 0.94 1.00 0.97 100.00 
Column 0.99 0.99 0.99 99.42 

Slab 0.88 0.69 0.77 68.85 

Wall 1.00 0.96 0.98 96.10 
Window - - - - 

Stair flight 1.00 0.95 0.97 94.74 

Member - - - - 
Railing 1.00 1.00 1.00 100.00 

Curtain wall 1.00 1.00 1.00 100.00 

Covering 0.12 0.50 0.19 50.00 
Single door 0.95 1.00 0.97 100.00 

Double door 0.80 1.00 0.89 100.00 

Revolving door - - - - 
Total 0.87 0.90 0.88 95.38 

 

Figure 7. Precision-recall curve (CRF-RNN + MVCNN) 

5 Discussion 

5.1 Discussion of the Results 

The ACC values of the previously presented 

MVCNN and CRF-RNN models were 91.01% and 

95.38%, respectively, and the 𝐹1 𝑠𝑐𝑜𝑟𝑒𝑠 were 0.83 and 

0.88, respectively. Through this, when CRF-RNN-based 

semantic segmentation was applied to the MVCNN 

learning process, the ACC improved by 4.37% and the 

𝐹1𝑠𝑐𝑜𝑟𝑒 improved by 0.05, so it was possible to confirm 

that applying semantic segmentation improved 

MVCNN’s ability to classifying the BIM elements.  

The 4.37% improvement is meaningful as the 

increase in accuracy resulted from specific elements that 

MVCNN by itself had trouble in distinguishing correctly. 

As shown in the confusion matrix (Table 7), the slab 

element, which was previously misclassified as either 

covering or beam, was classified properly, resulting in a 

significant ACC improvement. Moreover, the 

classification accuracy of elements with complex 

geometric features such as stair flight, railing, and curtain 

wall also increased. Thus, employing CRF-RNN to 

sharpen images was conducive to enhancing MVCNN’s 

most relevant shortcomings.  
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Table 7. Confusion matrix of delta values between 

MVCNN and CRF-RNN+ MVCNN  

5.2 Limitations  

 Although applying CRF-RNN-based semantic 

segmentation improved the classification accuracy, for 

elements of similar shapes, namely slabs and covering 

elements, were still misclassified. This is because many 

the two elements are indistinguishable in their shape, 

apart from their thickness.  So, it is difficult to distinguish 

them due to the characteristics of the MVCNN model, 

which considers only geometric shapes in the training 

process. When considering the two elements as a single 

type, the classification accuracy of the CRF-

RNN+MVCNN model increases to 98.22%. The higher 

value indicates that our model performs is competent in 

distinguishing geometric features of individual elements.  

Nevertheless, from a practical point of view, it is 

necessary to recognize slab and covering as separate 

elements when verifying the semantic integrity of 

architectural BIM models, thus improving this limitation 

is planned by adding additional attribute variables or 

utilizing relational information in conjunction with the 

learning process in the future. 

6 Conclusion 

This study aimed to construct a BIM element 

classifier using a 3D geometric deep learning algorithm 

and improve its performance by increasing the definition 

of individual images using semantic segmentation.   

ArchShapesNet, an expanded data set, was 

constructed by applying parametric modeling-based data 

augmentation so that learning for each element class was 

sufficiently performed, and CRF-RNN-based semantic 

segmentation was applied to properly reflect the 

geometric features of the BIM element in the learning 

process. As a result, the ACC of the MVCNN model 

applying CRF-RNN prior to the learning process was 

found to be high at 95.38%, which is a 4.37% 

improvement in ACC compared to the baseline MVCNN 

model. In detail, the classification accuracy of slab and 

elements with complex geometry was increased, and  

 

 

 

through this, it was confirmed that the application of 

CRF-RNN improved MVCNN performance. However, 

there was a limitation in that it was not possible to 

distinguish similar geometric shapes (slab and covering). 

Future works will be conducted to solve this issue 

through model training using additional property 

variables or relational information between elements that 

can distinguish between the two elements. 

Despite the limitation and future work, the results of 

this study are then encouraging as the test was performed 

on an entirely separate BIM model that was not used in 

the training. Whereas, existing studies conducted testing 

using a designated portion of the dataset, this study was 

more stringent in using a BIM model previously not seen 

by the deep learning models. ACC’s of 95.38% suggests 

that our model can be deployed to classify and check the 

classifications of newly created architectural BIM 

models, albeit it be for 13 elements trained in this study.  
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Curtainwall 0 0 0 0 0(▼4) 0 0 0 63(▲4) 0 0 0 0 63 

Covering 1 0 5(▲4) 0 0 0 0 0 0 6(▼4) 0 0 0 12 
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Doubledoor 0 0 0 0 0 0 0 0 0 0 0 4 0 4 

Revolvingdoor 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Total 175(▼15) 171(▲2) 48(▲22) 296(▲5) 0(▼4) 18(▲1) 0 24(▲2) 63(▲4) 25(▼19) 20(▲1) 5(▲1) 0 845 
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Abstract  

Building design processes usually follow similar 
workflows with different stakeholders and 
interdisciplinary design teams incorporating their 
individual domain knowledge. To improve the holistic 
performance of building designs considering 
economic and environmental qualities, design 
decisions based on simulations and analysis in early 
phases have a significant impact on the resultant 
design. 

In this context, first, the advantages and 
limitations of the current approaches are analyzed 
with the help of a systematic literature review. Then, 
a framework for optimizing building designs is 
developed using Building Information Modelling 
(BIM) as a main source of truth for a multicriterial 
analysis. The framework compares multicriterial 
variants to support decisions during the early design 
stages, including the selection process and feedback 
communications of design changes. For a holistic 
variant comparison, several criteria are considered, 
with the main focus on life cycle assessment (LCA).  

 
Keywords – 

BIM, early design, design decision support, LCA, 
multicriterial optimization 

1 Introduction 
In modern societies, the built environment is essential 

in many ways. For example, the real estate industry is not 
only an important economic sector with 10% of the gross 
value added but is also responsible for 42% of the final 
energy consumption, 35% of the greenhouse gas 
emissions [1]. In order to improve the ecological impact 
of a building, life cycle assessments (LCA) are used to 
calculate the environmental impact along the entire life 
cycle of the building (embodied energy + operational 
energy). Up to now, these calculations have been carried 
out manually to a large extent, which is time-consuming 
on the one hand. On the other hand, the complete depth 
of information is only sufficiently available in the late 

planning phases. This leads to the fact that optimization 
potentials in the early design phases cannot be used so far 
[2]. With the introduction and development of new 
digital methods, such as Building Information Modelling 
(BIM), and uniform data standards for building models, 
technologies are available to the construction industry to 
optimize these LCA calculations. During the BIM 
process, a semantic data model is created during the 
planning phase, which provides all current information in 
digital form for all project participants and the building's 
entire life cycle. It makes sense to use this already 
bundled data for such a calculation of the LCA and thus 
to design the process efficiently. 

Building design processes usually follow similar 
workflows with different stakeholders and 
interdisciplinary design teams incorporating their 
individual domain knowledge. Nevertheless, each 
building project is unique in its context, as national 
regulations, building owners, and the composition of 
design teams vary often. This means that design 
decisions differ from each project while the dependencies 
and relationships of their consequences in design quality 
remain the same. For example, decreasing the investment 
costs of a design may negatively influence the 
operational costs and environmental impact of the 
building. Therefore, a holistic consideration of several 
design qualities must be taken into account during the 
design decision process.  

This paper aims to enable the holistic performance of 
building designs considering economic and 
environmental qualities by a model-based design 
decision approach based on simulations and analysis in 
early phases. After analyzing existing approaches, a 
robust framework is proposed based on the findings of 
the literature review. 

2 Background and Related Work 
To improve the holistic performance of building 

designs considering economic and environmental 
qualities, simulations and analysis in early design stages 
have a significant impact on the resultant design [3]. At 
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the same time, the effort and cost of changing the design 
at these stages are relatively low. During the design 
process, several disciplines exchange different design 
information necessary for their specific needs, such as 
materials of construction elements for structural 
engineers or U-values for energy efficiency analysis. In 
this context, Building Information Modelling (BIM) is 
used as a main source of truth for a multicriterial analysis, 
while simulation-based on BIM helps the decision-
making process in early design stages [4]. BIM facilitates 
the evaluation of design variants based on the same 
baseline design to optimize the different qualities of the 
building design, such as costs or environmental impacts 
[5]. 

Nevertheless, in conventional projects in practice, the 
main focus is still on the economic performance of 
buildings, while environmental qualities are not widely 
spread yet. This is the reason to approach the holistic 
multicriterial variant analysis, in the early design stages, 
based on existing approaches of BIM-integration 
strategies for LCA. Current approaches still have limits 
of fully automated workflow with open BIM models [6]. 
The main scope of this paper is focusing on the early 
design phases. To support the decisions at these phases, 
detailing decisions from more detailed phases are 
additionally analyzed. Based on the current approaches 
in the literature analysis, the findings are considered to 
further extend the approach in the sense of a holistic 
analysis that is adaptable for further criteria, for example 
Life Cycle Costs (LCC) or similar.  

3 Literature Analysis 
To analyze existing methods and identify their 

missing aspects in context of multicriterial variants using 
BIM in early design stages, a specific literature analysis 
is carried out. 

3.1 Existing literature reviews 
To avoid conducting similar literature reviews, 

existing ones are first analyzed considering their focus. 
While the research field of BIM-based simulation of 
operational energy in early design stages has been 
ongoing for more than ten years [7], the focus on real-
time feedback, e.g., by Machine-Learning-based 
prediction [8], is getting more important. In the following, 
the focus is more on the multicriterial analysis, for 
example, a combination of embodied and operational 
energy or LCC. 

Soust-Verdaguer et al. analyzed eleven papers from 
2013-2015 in a structured literature review of the BIM-
based LCA method and differentiated between Data 
input (BIM-LOD, LCA goal & scope, stages, and 
inventory), Data analysis (BIM software, Energy 
Consumption Calculation, LCA tool) and Outputs and 

communication of results (Environmental impact 
indicators, sensitivity analysis, embodied and operational 
CO2 emissions) [9].  Wastiels and Decuypere identified 
and compared five general different strategies on how to 
integrate BIM and LCA [10]. These five strategies 
contain the export of Bill of quantities, import of IFC 
surfaces, a BIM viewer for linking LCA profiles, an LCA 
plugin for BIM-software as well as LCA enriched BIM 
objects. Based on these findings, Potrč Obrecht et al.’s 
recent literature review is comparing more update 
approaches and classified them according to these five 
strategies [11]. Additionally, they divide each of them 
between manual, semi-automated and automated 
approaches which gives a holistic overview of the current 
state of approaches. Nevertheless, this literature review 
does not focus on the adaption of each approach for 
multicriterial variant analysis. Cavalliere et al. showed in 
their literature review the combination of BIM and 
parametric-based tools for LCA calculation, considering 
25 publications between 2013 and 2018 [12]. Parametric-
based LCA (PLCA) was first developed for the first time 
in 2016 by Hollberg et al. and entirely based on Visual 
Programming Language (VPL), in their case Rhino and 
Grasshopper, while no BIM-integration was considered 
[13]. Finally, Llatas et al. include in their systematic 
review also LCC and social LCA (sLCA) besides LCA 
and develop their own methodological approach based on 
their findings [14]. They generally reviewed 36 
publications based on the integration of BIM and LCA, 
while just six approaches included both LCA and LCC, 
and none included sLCA.  

3.2 Classification of literature analysis  

Based on the classification and findings of existing 
literature reviews, a new systematic literature review was 
started in the field of BIM-based LCA in this paper. In 
total, 59 recent papers were reviewed, of which 25 from 
the years 2018-2021 were connected to the integration 
process of the BIM method for LCA calculations. 
Besides the described existing literature reviews, some 
papers have a deeper focus on specific subtopics, like 
visualization of LCA results, feedback communication 
into the BIM authoring tool, or LCA benchmarks and 
databases. To better overview and understand the 
advantages and disadvantages of the different approaches, 
a selection of 25 papers was investigated in more detail. 
A classification was established for better comparison 
and evaluation. The classification criteria are grouped as 
following (Table 1):  

Table 2 Classification groups of literature analysis 

Group  Subgroup Classification 
BIM Design 

stage 
Early Phase 
Detailed Phase 
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Parametric (VPL) 
LOD 

Data 
exchange 

IFC 
gbXML 
IDM/ BPMN 
ER/ MVD 

BIM-LCA 
integration 

Integration 
strategy 

Bill of Quantities 
IFC-Import 
BIM-Viewer – LCA-
Profiles 
LCA-Plugin 
Enriched BIM 
objects 

Feedback Feedback 
communication 

LCA LCA Scope Embodied Energy of 
Building 
Construction 
Embodied Energy of 
MEP/ HVAC 
LCA, including 
Operational Energy 
LCA including LCC 
LCA Phases 

LCA 
Inputs/ 
Goals 

Functional Unit 
Case study 
Vagueness/ 
uncertainty 
Environmental 
impact categories 
Database 

3.3 Findings 
After evaluating the different approaches, it turns out 

that several are mainly focusing on the detailed design 
stages and do not have their focus on early design stages 
[5, 15, 16]. This fact does not support the optimization of 
building design when information is uncertain or missing. 
Rezaei et al. are suggesting a LCA-workflow for early 
design stages based on Autodesk Revit, but including an 
optimization process or other criteria [17].  

For the exchange of the BIM models, there are 
different strategies. Most of the evaluated approaches use 
the open BIM format, Industry Foundation Class (IFC). 
In contrast, some use Green Building Extensible Markup 
Language (gbXML) as an exchange format when 
considering operational energy [18], others seem to use 
closed BIM, such as Autodesk Revit [19, 20] or Revit in 
combination with Autodesk Dynamo [21–25]. Other use 
VPL like McNeel Rhino and Grasshopper [13, 26, 27] or 
3D modeling tools like Trimble SketchUp [28]. 

For the integration strategy of LCA into BIM 
workflow, the classification of five different strategies 
from [10] was investigated. As a finding, two main 

approaches are mainly implemented in the investigated 
approaches. While most approaches using authoring 
tools use the Bill-of-Quantities integration approach, 
which was already the tendency of [11], those using IFC 
for data exchange often enrich BIM objects using 
Property Sets (PSets) [5, 15, 29]. Lee et al. suggest a new 
approach giving a BIM template for authoring tools to 
avoid interface problems [30]. A few also use existing 
LCA-Plugins in Revit, such as Tally, eToolLCD or One 
Click LCA [18, 31–34]. Nevertheless, there are mainly 
two approaches that include a computer-readable 
feedback communication of the results back into the BIM 
model, so not just using the model for a down-streaming 
approach [35]. 

As this paper focuses on multicriterial design 
optimization, life cycle assessment of the building 
construction is not the only criteria, although all analysed 
approaches include it as a minimum. Kiamili just puts the 
focus on embodied energy of HVAC systems [22], while 
others include both embodied energy of building 
construction and HVAC [16, 26]. Other approaches even 
include embodied energy of building construction, 
HVAC as well as operational energy [18, 19, 36]. 
Another criterium which is relevant to consider next to 
LCA are Life Cycle Costs (LCC), which are also 
considered in some approaches [5, 15, 19]. In conclusion, 
no approach enables an integration of all criteria LCA for 
building construction and MEP systems, operational 
energy as well as LCC. 

Finally, almost all approaches consider the whole 
building as a functional unit. But just a few also consider 
uncertainties [26]. Furthermore, most of the approaches 
include as environmental impact category Global 
Warming Potential (GWP), some are not only focusing 
on CO2-emission but even consider several more impact 
categories such as Ozone Depletion Potential (ODP), 
Photochemical Creation Potential (POCP), Acidification 
Potential (ADP), Eutrophication Potential (EP) and more 
[5, 28, 29, 32, 37]. Many different international databases 
were used, while the German Ökobaudat, ecoinvent and 
KBOB from Switzerland and product-specific 
Environmental Product Declarations (EPD) are the most 
common. 

The literature analysis shows a significant potential 
for multi-criterial optimization in early design stages 
using BIM models, especially with IFC data. As well, a 
sufficient representation of a simplified calculation of 
embodied energy of HVAC is missing as usually it is 
generalized by 20% of the construction emissions 
according to the LCA calculation methodology of DGNB 
[38]. In addition, most approaches consider only one 
criterion (due to the chosen focus mainly LCA) for 
optimization using BIM. At the same time, the potential 
is the simultaneous comparison of costs and 
environmental impacts with real-time feedback. This 
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shows the potential for further research on integrating 
several criteria in one holistic building optimization 
methodology using open BIM format. Having that in 
mind, an automated mapping of LCA and IFC data on 
component level is not developed or solved yet [39]. 

4 Proposed Methodology 
The aim of this paper is to develop a framework for 

optimizing building designs based on component-
specific design variants to support decision-making with 
the help of multicriterial analyses in early design phases. 
Necessary information for simulations is based on the 
same consistent variants and can be executed 
simultaneously. Furthermore, multiple optimization 
criteria are considered, while the main focus stays on life 
cycle assessment (LCA). In more detail, first, the 
advantages and limitations of the current approaches are 
analysed with the help of a systematic literature review. 
Then, a new methodology that facilitates a multicriterial 
variant comparison and feedback communication of 
design changes is developed. For a holistic variant 
comparison, several criteria, including embodied energy, 
operational energy as well as capital and operational 
costs, are selected.  

The methodological approach shall include open BIM 
data exchange in early design stages, multicriterial 
variant analysis (primarily environmental and economic 
impacts of construction, operation, and End-of-Life 
phase of buildings), as well as an automated mapping of 
relevant information from the model. Therefore a robust 
implementation should take different modeling 
approaches (planers & software products) into 
consideration. Furthermore, adding individual cost 
benchmarks and EPDs (Environmental Product 
Declarations) shall be addable in a later stage. First drafts 
of the conceptual and methodological developments are 
shown in the following. 

4.1 General Framework 
To perform these criteria, engineers require a set of 

information to be present in the model. However, 
typically, a lot of information is still missing or uncertain 
in the early design stages, which influences the 

conducted simulations and analysis results. Therefore, a 
standard component database that couples all relevant 
information for the LCA calculation and other criteria, 
which is subsequently mapped to the corresponding 
building component, is developed. The database can 
support exploring the different variants when any 
information, such as elements or properties, is missing or 
uncertain by offering a set of possible options or range of 
values. Accordingly, the performance of the different 
design variants can be evaluated according to the 
influence of the incorporated uncertainties on the 
economic and environmental qualities. In the end, the 
selected design changes are communicated back to the 
BIM authoring software to implement them in the design. 
The proposed methodology leverages the open BIM 
standards, the Industry Foundation Class (IFC), and 
model view definitions (MVD) for the exchange of 
building models and the specification of simulation 
requirements. 

In the first stage, a robust methodology is presented 
in theory (Figure 1), which already considers all the 
mentioned work packages. It consists of a use case 
selection process before the planning starts. This defines 
which use cases and analysis types should be calculated 
later on. Necessary exchange requirements are handed 
over to the planers/ BIM modelers. The next step includes 
mapping the relevant IFC data to a standard component 
database (also see Figure 2). In the following steps, 
different criteria, such as Embodied Carbon (LCA) and 
others are automated calculated. In the last step, the 
results are visualized, and design variants are compared 
for better decision support, including relevant 
benchmarks. When the final configuration of variants is 
chosen, the changes of the selected variants are 
communicated backward as feedback for the planer or 
BIM modeler. 

4.2 Standard Component Database 
The standard component database, based on 

components, elements, layers and materials, shall contain 
all information, which are relevant for holistic calculation 
of different criteria and missing in the IFC model. The 
systematic of the standard component database contains 

Figure 1: General Framework of the proposed methodology with the focus on LCA 
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a link with different external databases for example for 
environmental criteria (Ökobaudat, etc.) (Figure 2). One 
challenge is to provide all necessary input information for 
a holistic and correct calculation and analysis, which 
might be missing in an early BIM model or the IFC 
schemata. Another challenge is to combine the external 
databases with different input information representing 
the domain knowledge of multiple criteria analysis. 
International databases can be added to the database 
using this methodology as well as material/product-
specific Environmental Product Declarations (EPD) can 
be linked, too.  

The component database provides on a material or 
component level additional information necessary for a 
sufficient calculation, like the lifespan of a component, 
End-of-Life scenarios if missing in the dataset, or 
densities if missing in the BIM model. The database itself 
is structured similar to the German Cost Grouping DIN 
276 on the third level but provides a material-specific 
level of different component layers. Different 
combination possibilities of material layers for each 
building component are referenced for the variant 
selection process. By this one, the one-hand side domain 
knowledge can be represented, and on the other side, 

deviations of the materials consider semantical 
uncertainties in the early design phase. Other criteria 
information like cost values or U-values (if missing in the 
model) for calculating operational energy are stored on 
the material level of the standard component database as 
well. This ensures that a change of the variants leads to a 
change in all criteria calculations and shows the complex 
dependencies of the multi-criterial design decision 
process. 

4.3 Automated Mapping Method 
The automated mapping is necessary to avoid time-

consuming manual mapping of the BIM components 
with its correlating components from the database for 
correct analysis and calculation. The challenge is to 
correctly map them and find a robust workflow that 
considers multiple ways of modeling and exporting the 
BIM model with IFC. The proposed method includes 
several steps (Figure 3). At first, IFC data are classified 
using their IFC class types (e.g., ifcWall/ isExternal, etc.). 
These classifications lead to different groups of standard 
components in the database, which is oriented to the 
German norm of cost groupings (DIN 276). According to 
the German cost grouping (CG) schema, there are two 

Figure 2. General Strategy for a standard component database for multi-criterial variant analysis 

Figure 3. Proposed steps for an automated mapping method of IFC models and the standard component database 
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options to guarantee a correct classification of all 
components according to German cost grouping (CG) 
schema: either it can be defined according to a specific 
categorization of IFC exchange requirements, or it needs 
to be automatically clustered algorithmically. In some 
use cases in Germany, a CG classification already occurs 
so that it can be used as a byproduct for this framework. 
If this is not the case, an algorithm can help to cluster 
relevant components and elements based on their IFC 
class types automatically to the CG classification to 
ensure the first step of the automated mapping method 
with the standard component database. 

In a second level, the modeled component layers with 
their material attributes are mapped to an environmental 
dataset of the used database. In late design stages, 
conventional mapping methods usually have a manually 
mapped UUID for each IFC material from existing 
databases, like Ökobaudat, as an attribute [16]. Another 
approach by Georg Reitschmidt follows also automated 
mapping on material level [40]. In a first step, material 
names of IFC are tokenized, while every token is 
searched in the environmental dataset of Ökobaudat 
resulting in a hit list. In a second step, the listed hit with 
the smallest the Levenshtein-Distance is chosen as the 
mapped dataset, if it fulfills a certain threshold to ensure 
a correct result. All these approaches expect, that all 
necessary information of all LCA-relevant component 
layer is modelled which is usually in detailed design 
stages the case.  

In early design phases, information about material 
layers and their combinations are approximate or missing. 
An approach for gradually deciding on a specific material 
value is by defining a material group (according to 
existing classification system) and evaluate the 
individual materials within each group [41]. Therefore, 
instead of checking the similarity between textual words 
(the same as Reitschmidt 2015) or manually mapping 
them to existing materials, we propose employing 
Natural Language Processing (NLP) techniques to 
measure the “semantic similarity” between materials. 
Measuring the semantic similarity involves converting 
the text of every material type to a vector representation 
(A vector is a list of numerical values, where the 
combination of them represents the overall meaning) [42]. 
Afterwards, the similarity between vectors can be 
measured using the cosine similarity. Accordingly, the 
similarity of Brick to Terracotta is expected to be higher 
than the similarity to Concrete or Glass. Measuring the 
similarity between the numeric vectors has performed 
remarkably well in different domains [43]. A promising 
implementation of the state of the art in the field of NLP 
is the pre-trained neural network model spaCy [44], 
which represents every word with a vector of 300 
dimensions and includes 685k unique vectors in its 
corpus. In this regard, we will evaluate and extend the 

existing model provided by spaCy to deliver an automatic 
mapping of material layers an evaluate the proposed 
methodology.  

5 Conclusion & Future Work 
With the help of a systematic literature review, the key 
potentials and limitations of current approaches of BIM-
based LCA in early design phases were investigated, 
such as multi-criterial analysis based on open BIM 
format for holistic building optimization. A new adapted 
methodology based on open BIM format and a standard 
component database was proposed based on these 
findings. The component database is flexible to extend 
for several criteria like LCC and embodied as well as 
operational energy and contains missing detailed 
information of early BIM models based on domain 
knowledge. For an automated mapping, two different 
steps were suggested. The first one is to classify each 
component according to German cost grouping, either 
manually as an exchange requirement or algorithmically. 
In a second step, similarity analysis of layers and 
materials helps to identify the BIM component in the 
component database automatically with the help of NLP. 

As future work, this theoretical approach needs to be 
validated with a real-life case study. Therefor, the 
different steps need to be implemented prototypically and 
tested with several IFC models for validating the 
robustness. Also, the mentioned standard component 
database needs to be implemented and validated for 
further research. Another focus will be on the design 
decision process. On the one hand side, an intuitive 
visualization of the results and variant comparison helps 
for the selection process. On the other hand, the selected 
variants and changes need to be communicated back to 
the BIM modeler with a computer-readable interface to 
the authoring tool. 
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Abstract 

Virtual reality (VR) has been widely applied in the 

construction industry, enabling users to view 

unfinished buildings in an immersive virtual 

environment. A game engine can be used to create a 

virtual environment with parametric characteristics 

from building information modeling (BIM), enabling 

the BIM parameters to be presented in the VR 

environment. This study integrated VR with BIM to 

facilitate modifications to an apartment. A cost 

estimation system for modifications was established. 

The proposed system can provide customers with a 

first-person view of possible design changes to a home, 

minimizing discrepancies in seller–customer 

perceptions. Costs for customer modifications are 

calculated in real time using the database and the unit 

price database. 

 

Keywords – 

Building Information Modeling; Virtual Reality; 

Cost Estimation; Presold Home Customization. 

1 Introduction  

In recent years, virtual reality (VR) has been widely 

applied in the construction industry, enabling users to 

view unfinished buildings in an immersive virtual 

environment. The use of a game engine (Unity 3D) as a 

development platform for creating a virtual environment 

[1,2,3,4] in conjunction with parametric characteristics of 

building information modeling (BIM) enables the 

parameters of building components to be presented in the 

VR environment. In this study, VR was integrated with 

BIM to facilitate modifications to an apartment. Through 

the combination of VR and BIM, a cost estimation model 

for modifications was established. The proposed model 

can provide customers with a first-person view of 

possible design changes to a home, minimizing 

discrepancies in seller–customer perceptions. Moreover, 

the proposed model shortens the time required for 

calculation of change cost in traditional changing process. 

2 Literature Review 

2.1 Integration of BIM with VR 

A BIM system contains all relevant construction data 

and can thus be used as a VR resource. System efficiency 

can be enhanced through program compilation. BIM and 

VR systems can be combined for design evaluation, 

discussion, construction, and safety evaluation and can 

reduce rework and improve safety [5,6,7]. 

2.2 Application of VR in Change Orders  

Davidson et. al. [2] incorporated a BIM system into 

Enscape [8], which subsequently enabled them to 

promptly update and display the interior furnishing and 

design. Data from a BIM system can be used to instantly 

display the costs associated with design changes. 

Amed et. al. [3] established a new order process to 

enable clients to view modified building designs through 

VR and augmented reality. However, in this study, 

changes in cost caused by modifications to the structure 

could not be viewed. 

3 Cost Estimation Model for Changing 

Orders Combining BIM and VR 

3.1 Establishment of BIM System 

Before a constructed BIM system is imported into the 

VR environment for cost estimation, it must be equipped 

with quantity (i.e., total area) data. The following 

sections detail the establishment of the model and the 

data importation. 

3.1.1 Establishment of the Model 

A BIM system includes basic elements such as pillars, 
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beams, floors, walls, and ceilings. In addition, in 

consideration of the following discussion on quantity in 

decoration, the decorative elements must be established 

to acquire the calculation parameters. 

3.1.2 Addition of BIM Data 

To acquire the necessary quantity parameters from 

the decorative elements, information such as the 

decoration material and unit price and cost must be 

included in the “entity parameters” of the decorative 

elements. Elements involving structural changes must be 

marked in the “Note” field in order to facilitate the 

calculation of costs associated with the structural changes 

and decorative materials added to the VR environment. 

3.2 Establishment of the VR Environment  

The importation of a BIM system into the game 

engine in an FBX (Filmbox) file format results in the loss 

of render data; therefore, the system must be rerendered 

in the Unity game engine [9]. Additionally, a BIM system 

does not include interior lighting; hence, skylight must be 

added manually with Unity before the light mapping 

calculations. Realistic lighting can thus be generated in 

the virtual environment, and the VR system can still 

perform efficiently. 

3.3 Extraction of Data and Derivation of 

Formulas to Calculate Construction 

Quantity  

After the connection of the BIM database to the game 

engine, the program can extract data from the database 

and create formulas for quantity calculation. Data for and 

quantity of each element in the virtual environment can 

be viewed. 

3.3.1 Extraction of BIM Data 

To enable instant viewing of BIM data in the VR 

environment, a database can be connected to the game 

engine after the addition of BIM data to the database. 

Thus, the parameters of each element in the VR 

environment can be dynamically accessed either upon the 

client’s request or for quantity calculation in the system 

(Figure 1). 

BIM data extraction Sample Code

Set TCP/IP and enable 

SQL function

Establish a connection 

and specify the read 

data table

Specify reading fields 

and specify search 

conditions for reading

IP：
TCP Port：
TCP Dynamic ports ：
using UnityEngine;

using System.Data.SqlClient;

using System.Data;

using System;

 con = new SqlConnection

("server=******;database=KUANCHENG;uid=**;pwd=****

*");

 sda = new SqlDataAdapter("select* from dbo.Floors", con);

 System.Data.DataSet ds = new System.Data.DataSet();

 con.Open();

String selectCmd1 = "Select***,***,**** from dbo.Floors  

Where ID = " + searchID + "";

SqlCommand cmd = new SqlCommand(selectCmd1, con);

if (read1.Read())

 {   }

Database presetting

Connect to 

the database

Selecting data

 

Figure 1. Structural diagram of data extraction 

3.3.2 Calculation of Quantity in VR 

Quantity calculations can be conducted in the VR 

environment by using BIM data. The database can be 

called according to specific requirements(such as the 

same ID of the component), and the parameters necessary 

for the element quantity calculations can be accessed 

when the data match the requirements. Finally, quantities 

can be calculated, and the results can be displayed in the 

VR environment. 

3.4 Selection of Different Materials 

The client can select alternative materials from a 

materials menu in the VR environment. Items in the 

materials menu must correspond to the materials data 

stored in the database, and each material can be selected 

from the list and applied with a single click. Hence, the 

client can immediately view the results of the application 

of the selected material. Through this method, the client 

and designer can reach a consensus regarding the 

changed elements. 

3.5 Evaluation and Comparison of VR Cost 

Environments 

A database is applied to determine unit prices. In 

addition, the study system uses a BIM database for the 

quantity data. These databases are consulted in tandem to 

calculate the cost of the changes. The unit price database 

can be based on the company's internal historical unit 

price database. Generally speaking, the content of the 

unit price database is an XML format file. Nevertheless, 

MS Excel can still be used for editing when the data in 

the database needs to be added or changed. 
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4 Case Study 

4.1 Case Introduction 

A residential building constructed in central Taiwan 

was used to test the system. The building has six 

apartments on each floor; one was selected for testing. 

The decorative materials and structure of the space were 

modified according to the client’s preferences to 

investigate the feasibility of the proposed system. The 

building is depicted in Figure 2. 

 

Figure 2. Case study model 

4.2 Establishment of the BIM System 

The BIM system was used to select decorative 

elements and to identify data required for the quantity 

calculations. Details are as follows. 

4.2.1 Establishment of the System 

Revit was used to establish the BIM system including 

basic elements such as pillars, beams, floors, walls, and 

ceilings. In addition, a new layer of decorative elements 

was added to the final structure of each element, as 

presented in Figure 3. 

 

Figure 3. Placement of decorative elements 

4.2.2 Addition of the BIM Data 

“ Project Parameters” comprised decorative 

elements; each element contained three entries as the 

entity parameters: decorative material, unit price, and 

cost. Parameter data (the name and unit price of the 

decorative material) were displayed by clicking on each 

element. For example, the decorative element “composite 

laminated wooden flooring” comprised the data on the 

floor decoration material field, whereas “1,000” (i.e., 

NT$1000) was entered in the unit price field. In addition, 

in accordance with the client’s preference to reduce the 

living room space, the word “changed” was entered in the 

“Note” field for the two walls associated with the 

modification. This note was a reference for later 

confirmation of changes in the structure. 

4.3 Establishment of the VR Environment 

After the BIM system was imported into the game 

engine, materials and light sources were added to the 

system. In the properties panel of the rendered model, the 

object was set to “Lightmap Static,” and all the light 

sources were set to “Mixed Lighting.” After baking, the 

baked lights used concurrently with instant lights were 

judged to create a more authentic virtual environment. 

4.4 Extraction of Data and Derivation of 

Formulas for Calculating Construction 

Quantity 

The element ID was used to look up data for each 

element as well as to calculate quantities by using the 

data. 

4.4.1 Extraction of BIM Data 

After the information from the database (shown as 

Figure 4) was connected with the program, the ID of each 

element was used to look up the data for the element and 

extract the parameters required for calculations of each 

object. For example, if the client desires to paint a wall, 

the decorative material, the unit price, and the number of 

walls would be used to calculate the total cost of the 

modification. For structural changes, the system 

automatically searches for elements with a “Note” field 

marked “changed.” The system can extract the “range” 

parameters from these elements to the database. 
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Figure 4. Information from the database 

 

4.4.2 Calculation of Quantity in VR 

For the quantity calculations, the element ID and the 

element data from the necessary fields were first 

extracted. The calculation formula for each object (such 

as wall painting, flooring, doors and windows) was then 

derived. For modifications to the walls, floors, or 

structure, “range” parameters (means the area of the 

room) were used as the quantity data. Thus, the quantity 

of each element could be displayed in VR (Figure 5). 

Moreover, for structural changes, “range” parameters for 

walls were added to the elements marked as “changed,” 

and the total quantity after the living room structure 

modifications could be viewed in VR and was 1.2 m2. 

 

Figure 5. Parameter extraction and quantity 

calculation 

4.5 Selection of Different Materials 

In the test case, the client intended to change the 

living room floor material from “composite laminated 

wooden flooring” to “polished butter-colored marble 

flooring.” To change the living room floor in the VR 

environment, the user must simply click to open the 

material list (Figure 6) and select “polished butter-

colored marble flooring” as the new material. 

 

Figure 6. Replacement with material list 

4.6 Evaluation and Comparison of VR Cost 

Environments 

After changing the material and structure, the user 

could view the changed pattern and cost. As displayed in 

Figure 7, changing the living room floor from “composite 

laminated wooden flooring” (NT$1,000 per unit) to 

“polished butter-colored marble flooring” (NT$900 per 

unit) reduced the cost from NT$14,202 to NT$12,780. In 

addition, structural changes made by the client increased 

the space of the second bedroom, whereas the space of 

the living room was decreased. Due to the application of 

the lightweight drywall partition system (NT$4,000 per 

unit), the additional cost of the modification was 

NT$4,800. The calculation was the result of multiplying 

the quantity (1.2 m2) by NT$4,000. Because the program 

could instantly display the modified pattern and the cost 

of the modifications, the client could immediately make 

comparisons and receive advice regarding the decisions. 

 

Figure 7. Instant feedback regarding modification 

costs 

4.7 Record of changes 

The system used in the test case enabled the client to 

understand the modified pattern and difference in cost 

due to the instant changes displayed by the system. Data 

regarding the changes were also recorded in a text file. 
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The client and the construction company could use the 

recorded data to discuss further changes. The record of 

changes is displayed in Figure 8. 

 

Figure 8. Record of changes 

5 Conclusion and Future research  

5.1 Conclusion 

This study proposes a cost evaluation system for 

building changes that combines BIM with VR. The 

system facilitates client modifications to both the 

decoration and structure of the house, in addition to 

estimating the costs of these changes. No previous work 

has proposed a system that can achieve all three of these 

capabilities. The client can also immediately review the 

changes in an immersive VR environment. Overall, the 

following two key achievements were obtained. 

1. Use of VR to display the modified design 

Easy material changes by using the developed 

application provides the user with multiple materials 

(such as wood floor, stone, or tile) to select from; the 

user can then easily add other decorative materials on 

the basis of their preferences. In addition, the virtual 

environment enables instant viewing of the modified 

design and comparisons between multiple options. 

Thus, the client can discuss their opinions with the 

designer efficiently. 

2. Accelerating cost calculation for change orders 

The calculation formulas in the system enable 

automatic calculation of element quantities and the 

total bill of quantities made to design elements. The 

client can thus immediately see the cost of the changes. 

Furthermore, each modification, cost variation, and 

total cost of changes can be recorded, and after making 

changes to the system, the user can provide a record to 

the client and the construction company when 

deciding whether to apply the changes. The 

calculation process can thus be shortened compared 

with the conventional calculation process. 

5.2 Future Research 

This study did not consider the situation of multiple 

users watching in the same virtual reality environment. 

The benefits of the discussion should be increased if 

designers, construction companies, customers and other 

parties can discuss in the same virtual reality 

environment at the same time. Therefore, follow-up 

research can take multi-person collaboration technology 

into consideration. 
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Abstract – 

4D simulation can be used in the planning phase 

of a project for constructability analysis, which aims 

to optimize construction processes and improve safety 

management. The same 4D simulation can be used as 

a digital twin in the construction phase for progress 

monitoring and identifying potential safety issues 

based on micro-schedules. A micro-schedule is a 

schedule listing tasks of short durations (i.e., days or 

hours) with the information of the resources assigned 

to each task (i.e., workers, equipment and materials). 

The site data can be collected using Computer Vision 

(CV) or Real-Time Location Systems (RTLS) to 

identify and recognize the activities of construction 

resources, as well as to capture the progress of the 

project. This paper aims to explore the possibility of 

developing near real-time digital twins of 

construction sites. The digital twin is developed as a 

high Level of Development (LOD) 4D Simulation 

based on CV and RTLS data. A case study is 

performed to investigate the proposed method. 

Keywords –  

Digital Twins; 4D Simulation; Computer Vision; 

RTLS 

 

 Introduction 

4D simulation through Building Information 

Modeling (BIM) is now widely applied and has been 

proved to be beneficial throughout the lifecycle of 

construction projects [3]. According to the results of the 

survey conducted by Jones and Laquidara-Carr [12], 

performing 4D simulation can result in reducing project 

cost by at least 5%. 4D simulation can be used in the 

planning phase of a project for constructability analysis, 

which aims to optimize construction processes and 

improve safety management [6,7,10,15,17,18,25]. The 

required Level of Development (LOD) of 4D simulation 

for different purposes are different [2,8,9]. Guevremont 

and Hammad [9] proposed a guideline for defining 4D-

LOD for the construction project simulation based on the 

requirements. When more details are required, high 

LODs are required for both the 3D BIM model and the 

schedule. The highest LOD is required for proximity 

detection requiring in order to track the equipment 

movement and their workspaces.  

The 4D simulation can be used as a digital twin in the 

construction phase for progress monitoring and 

identifying potential safety issues based on micro-

schedules. A micro-schedule is a schedule listing tasks of 

short durations (i.e., days or hours) with the information 

of the resources assigned to each task (i.e., workers, 

equipment and materials). A digital twin refers to a 

digitization technology that integrates cyber space with 

physical space [1,7,23]. Grieves [7] has defined the 

digital twin in manufacturing, which has three parts: (a) 

physical objects in real space, (b) virtual model in virtual 

space, and (c) connections between virtual space and real 

space. In a digital twin model, raw data collected from 

the real world are processed to reveal the reality in the 

virtual space. Then, further processing is performed to 

extract useful information for improving the 

management of the real space. The implementation of the 

digital twin emerged in the manufacturing industry and 

became popular as one of the most important 

technologies toward Industry 4.0. In addition, with the 

emerging technologies (e.g., IoT, CV, BIM, Big Data), 

the digital twin becomes applicable in the construction 

sector [1,14]. In order to improve construction project 

management, previous researchers have established 

frameworks of generating digital twins by integrating 

BIM with other technologies [19,20,21]. The site data 

can be collected using Computer Vision (CV) or Real-

Time Location Systems (RTLS) to identify and recognize 

the activities of construction resources, as well as to 

capture the progress of the project.  

CV-based activity recognition of resources, such as 

workers or equipment, is gaining a lot of interest among 

researchers [5,16,22,24]. Activity recognition can be 

used for different purposes such as health, safety, 
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productivity analysis, or workspace planning. There are 

two main challenges for monitoring the progress of 

construction projects using CV-based methods. The first 

challenge is the dynamic environment of construction 

sites, along with the existence of numerous types of 

equipment and their associated activities. The research in 

this area has been mainly focused on detecting the 

activity of workers [24] or a single type of equipment 

such as excavators (e.g. [5]), with works addressing more 

than one type of equipment only emerging recently [13]. 

The second challenge is that CV methods suffer from 

light conditions and occlusion problems. Therefore, 

having an additional source of information (other than the 

video) can help in enhancing the assumptions of the CV 

processes and providing a reference for tracking the 

progress of the project.  

This paper aims to explore the possibility of 

developing near real-time digital twins of construction 

sites. First, the as-planned 4D simulation is used to 

provide valuable information about the spatio-temporal 

distribution of activities on the site, which can help 

focusing the scope of CV/RTLS processes. Then, the as-

built digital twin is developed as a high LOD 4D 

Simulation based on CV and RTLS data. A case study is 

performed to investigate the proposed method. 

 Proposed Method  

A high LOD 4D simulation can provide valuable 

information about the type and location of objects and 

activities from the 3D BIM model integrated with a 

micro-schedule. For example, the information from the 

as-planned 4D simulation related to the expected 

durations, locations, number of resources, and output of 

tasks, can be used to limit the scope of classes used in 

object detection and activity recognition. The as-planned 

4D simulation can be also used to compare with the as-

built 4D simulation based on the information extracted 

from the CV analysis. 

The proposed method has three steps as shown in 

Figure 1. In the first step, the requirements are identified 

in the planning phase according to the purpose of the 

simulation. Based on these requirements, the LOD of the 

4D simulation is defined. The definition of the LOD can 

be divided into two parts: defining LOD of the 3D model 

and defining LOD of the schedule. In the second step, 

according to the defined LODs, the 3D BIM model and 

micro-schedule are generated. Then, the 3D BIM model 

and micro-schedule are linked to generate the high LOD 

4D simulation. The third step, which is in the 

construction phase, the 4D simulation is integrated with 

monitoring data from CV and RTLS for different types 

of applications including progress monitoring, delay 

claim analysis, and safety monitoring. 

 Identifying the required 4D LOD based on 

the requirements  

The requirements of 4D simulation vary according to 

application area. For example, when generating the as-

built model for progress monitoring, the focus is on the 

outcomes of each construction task assigned to the 

construction team. Therefore, the simulation is required 

to show the outcomes from each task clearly. For instance, 

as shown in Figure 2, for the construction of an isolated 

foundation, the focused outcomes are: (1) building 

footing formwork, (2) adding footing reinforcement, (3) 

adding column longitudinal reinforcement, (4) pouring 

footing concrete, (5) removing footing formwork, (6) 

adding column stirrup, (7) building column formwork, (8) 

pouring column concrete, and (9) removing column 

formwork. The schedule should be developed with 

outcomes and execution plans on a daily basis to an 

hourly basis, depending on the required LOD. Table 1 

summarizes the requirements of 3D model and schedule 

for different purposes. 

 Developing high-LOD 4D simulation 

According to the defined LODs and the 

corresponding requirements in the 4D simulation, the 

corresponding 3D model and micro-schedule can be 

developed. The as-planned micro-schedule can be 

developed in advance by the project manager or the 

scheduler. The video monitoring of the site can be used 

as the ground truth of the as-built micro-schedule. The 

next step is linking the 3D model with the micro-schedule. 

It is important to note that multiple adjustments should 

be performed in order to fit the 3D model with the 

schedule.  

 Integrating 4D simulation with monitoring 

data from CV and RTLS  

2.3.1 Integrating 4D simulation with CV for 

productivity analysis 

CV-based activity recognition approaches focus on 

atomic activities, such as hammering for workers [24] or 

digging for excavators [5]. These detailed low-level 

recognitions cannot be used for productivity analysis, 

progress tracking, or generating the as-built 4D models. 

However, combining a series of these atomic activities 

results into micro-tasks that have longer durations and 

can give a higher-level understanding of what is 

happening on the site. For example, a micro-task, such as 

building footing formwork, consists of a series of atomic 

activities, such as transporting wooden materials and 

hammering them, repeated over and over. In this study, 

the atomic activities for workers (as an example of 

construction resources) are obtained using YOWO53 [24] 

and the micro-tasks are obtained by sliding a temporal 
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window of adaptive length on the activity recognition 

results and comparing the prominent atomic activities 

laying inside the window to the atomic activity pattern 

of predefined micro-tasks. The micro-task that matches 

these atomic activities is chosen for the first frame of 

the window. If no pattern is matched, the duration of 

the window is extended until a match is found or until 

the length of the window exceeds some limits. In 

addition, if more than a certain portion of the window 

is occupied by non-value adding activities (e.g. 

walking or standing), the micro-task is set to idling.  

 

 

Figure 1. Proposed method 

1. Building footing 

formwork 

2. Adding footing 

reinforcement 

3. Adding column 

longitudinal 

reinforcement 

4. Pouring footing 

concrete 

5. Removing footing 

formwork 

     

     
6. Adding column 

stirrup 

7. Building column 

formwork 

8. Pouring column 

concrete 

9. Removing 

column formwork 

    

    
Figure 2. Micro-tasks and the corresponding outcomes 

Table 1. Required LOD of 3D model and schedule for different purposes 

Purpose Required 3D BIM LOD Required schedule LOD Unit of time 

Progress monitoring • Outcomes after each task 

 

• Tasks Day to hour 

Activity recognition • Outcomes after each task 

• Resources (equipment, 

workers, materials) 

• Tasks with related resources Hour 

Safety 

(Proximity Detection) 
• Outcomes after each task 

• Resources (equipment, 

workers, materials) 

• Tasks with related resources Hour to minute 

Start

Identifying requirements and defining 
4D LOD

Defining LOD of schedule
•Unit of time
•Information involved

Developing high LOD 4D simulation

Potential application:
• Progress monitoring
• Delay claim analysis
• Safety monitoring

External monitoring data:
• Computer vision
• RTLS

End

Defining LOD of 3D model
•Model of resources 

according to schedule
•Deliverables 

Developing micro-schedulel

Developing 3D BIM model

Linking 3D BIM with 
micro-schedule
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Integration of CV-based micro-task recognition and 

the as-planned 4D simulation helps improving the 

recognition. CV-based micro-task recognition can give 

the approximate location of micro-tasks at each frame. 

The approximate locations of these micro-tasks in the 

real world can also be derived from the pixel locations 

using camera calibration matrices. Having this 

information together with the as-planned 4D simulation 

helps eliminating recognition errors at different areas of 

the site. The as-planned 4D simulation also provides a 

reference for comparing the actual and expected status of 

the site for productivity analysis and progress tracking. 

For example, based on the as-planned 4D simulation, the 

footing formwork construction is scheduled within a 

specific period (𝑡1 to 𝑡2) by 𝑛 workers in a specific area 

of the site, and 𝑚  completed footing formworks are 

expected at the end of this duration. CV analysis can 

provide similar information using micro-task recognition, 

tracking, and object detection methods. If the CV results 

do not match the expectation, this can indicate low 

productivity and requires investigating the underlying 

reasons for the poor performance. In addition, the results 

of CV can also be used to update the as-built 4D model 

with detailed data as the project moves forward, as shown 

in Figure 3. 

2.3.2 Integrating 4D simulation with RTLS for 

proximity detection 

RTLS have been used to collect accurate position data 

of workers and equipment for proximity detection. 

However, decreasing the number of unnecessary alerts is 

still a challenge. One case where proximity alerts can be 

considered unnecessary is when the workers and 

equipment belong to the same team [11]. For example, 

when a worker is loading materials to a telehandler, the 

worker and the equipment are very close and the 

movement of equipment is very slow. Besides, the 

worker and equipment operator should pay attention to 

each other during this task. In this case, generating alerts 

is unnecessary and may disturb the worker and the 

equipment operator, which may eventually lead to 

ignoring the alerts. By integrating the position data with 

the 4D simulation based on the micro-schedule, more 

details can be added to the model. This information can 

be used to improve the performance of proximity 

detection by eliminating unnecessary alerts. 

 Case study 

The case study is conducted with the data collected 

from a construction site of an electric substation near 

Montreal, Canada. The dimensions of the site are 110 m 

× 70 m. Cameras were installed on four poles to capture 

the videos of the site, which were used as reference when 

generating the micro-schedule. In addition, RTLS 

sensors were installed on the poles to collect the positions 

of workers and equipment. Multiple isolated foundations 

are built in the main construction area. In this section, two 

examples of generating 4D simulation for different 

purposes are presented. In the first example, the 4D 

simulation is developed to act as the ground truth of 

progress monitoring. In the second example, the 4D 

simulation with high LOD is integrated with CV as the 

reference in activity recognition.  

 Developing high-LOD 4D simulation  

Since in this project the simulation is mainly for post 

analysis, the micro-schedule is developed with site 

videos captured by the four cameras as ground truth. By 

observing the videos, the task and activities on the 

construction site can be identified. The task of 

constructing an isolated foundation can be divided into 

multiple micro-tasks as shown in Figure 2. The 3D model 

of the site is developed using Autodesk Revit based on 

the 2D drawings provided by the contractor. Then, using 

the site videos, the progress of the work is used to extract 

the detailed as-built schedule. Table 2 shows an example 

of a micro-schedule for the tasks related to building block 

1C during the period of September 25 to October 30, 

2019. The as-built detailed 4D model is developed using 

Autodesk Naviswork. Figure 4 shows the example of the 

4D high LOD simulation over four days.

 

 

Figure 3. Developing high-LOD as-built 4D model based on activity and micro-task recognition 
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  Table 2. Sample of a simplified micro-schedule for block 1C 

Date Time Micro Task 

2019-09-25 16:00 -17:00 
Building footing formwork 

2019-09-26 13:00 -14:00 

2019-10-01 
11:00 -12:00  Adding footing reinforcement 

15:00 -16:00 Adding column longitudinal reinforcement 

2019-10-08  
09:00 -10:00 Removing footing formwork 

16:00 -17:00 
Adding column stirrup 

2019-10-09  07:00 -08:00 

2019-10-28  
09:00 -10:00 

11:00 -15:00 
Building column formwork 

2019-10-29  17:00 -18:00 Pouring column concrete 

2019-10-30 
12:00 -13:00 

Removing column formwork 
15:00 -16:00 

 

Date Video 4D Simulation 

2019-10-07 

  
2019-10-08 

  

2019-10-09 

  
2019-10-10 

  

Figure 4. Example of 4D simulation during foundation phase  

 Activity and micro-task recognition using 

CV 

Activity recognition using YOWO53 is first applied 

to two hours of formwork construction to recognized six 

different atomic activities (i.e., standing, walking, 

transporting, hammering, drilling, placing/fixing rebars). 

The video is recorded on 25th of September from 15:00 

to 17:00. Frames are extracted at the rate of 3 FPS. The 

activity recognition processing is almost real-time with 

inference time of 2.15 hours. The atomic activities that 

comprise the building footing formwork micro-task are 

hammering and transporting, and the atomic activities 

that comprise the adding footing reinforcement micro-

task are placing/fixing rebars and transporting. Table 3 

shows the activity recognition results. The atomic 

activity ratio is computed by dividing the number of 

recognitions for each atomic activity by the total number 

of recognitions in the entire duration of the video. Next, 

micro-tasks are recognized for every non-overlapping 

one-hour segments of the video and are compared to the 

ground-truths obtained manually from the video. Table 4 

shows micro-task ratios for each hour. The micro-task 

rates are computed similar to Table 3. The unmatched 

micro-tasks happen when the maximum number of 

window extensions is reached without finding a match as 
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explained in Section 2.3.1. Figure 5 shows the location of 

workers during the same two hours based on CV. It also 

shows the locations of blocks. The green stars show the 

blocks are built during the same day, and red stars show 

the remaining blocks. The figure shows that the site is 

more congested in the proximity of the blocks that were 

being constructed at the time. In addition, the congestion 

near block 2C can be explained by the fact that the 

materials used for the construction of the formwork are 

placed at this location and workers travel there frequently. 

 Reducing unnecessary RTLS proximity 

alerts based on micro-schedule information  

This test focuses on the alerts generated for the 

proximities between the workers and three kinds of 

equipment, which are a boom lift (Equipment-1), a 

telehandler (Equipment-2), and a crane (Equipment-3). 

Figure 6(a) and (b) show the images of the site and the 

map generated by the developed system, respectively, on 

January 28, 2020, at time 13:47:43. Whenever a worker 

enters the danger zone of equipment, the IDs of the 

equipment and the worker are shown on the map. Figure 

6(b) shows a detected proximity of 3.21 m (Case 2) 

between Equipment-2 (telehandler) and Worker-A. As 

the micro-schedule identified that this worker and the 

telehandler belong to the same team, the proximity alert 

is not generated [11]. 

 Summary and future work  

This paper explored the possibility of developing near 

real-time digital twins of construction sites as a high 

LOD 4D Simulation based on CV and RTLS data. The 

case study shows that the proposed method can be 

efficient in developing the digital twin, which can be used 

for productivity analysis or safety management. Future 

work will focus on the automatic generation of the as-

built real-time 4D simulation. 

 

Table 3. Atomic activity ratios for the period of two hours (%) 

Standing Walking Transporting Hammering Drilling Placing/Fixing rebars 

51.6 87.0 19.5 28.1 19.4 0.7 

Table 4. Micro-task ratios (%) 

Time 
Building footing 

formwork 

Adding footing 

reinforcement 
Idling Unmatched 

15:00 -16:00 65.9 2 28.2 3.6 

16:00 -17:00 93.3 0 6.4 0.1 

 

 
Figure 5. Worker’s movement patterns during two hours  
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  (a) Image of the site                          (b) Map generated by the developed system 

Figure 6. Monitoring the positions of equipment and workers
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Abstract 

This study was aimed at developing a building 

information modeling (BIM) process logger that can 

capture modeling process information as an event 

log file. BIM log mining is a research area that 

focuses on utilizing a massive amount of data created 

from BIM software usage. Several studies have 

monitored, analyzed, improved, and predicted 

modeling process based on BIM log mining. 

However, the BIM logs recorded using current BIM 

authoring tools do not offer explicit information 

about modeling commands and object-related 

parameters. The BIM logger proposed in the current 

work was developed using the application 

programming interface (API) of BIM authoring 

software to create an enhanced log file that can 

represent the modeling process. The reproducibility 

of the modeling process in the log file created using 

the developed logger was evaluated via quantitative 

and qualitative methods. 

 

Keywords  

Building Information Modeling (BIM); BIM Log 

Mining; Modeling Process Representation; Data 

Enhancement 

1 Introduction 

With a massive volume of data created from 

digitalized industry platforms, a data analysis strategy 

that utilizes the data to monitor, analyze, improve, and 

optimize a process is currently in the limelight [1]. 

Building information modeling (BIM) has become an 

operational core of the architectural, engineering, and 

construction (AEC) industries, working as the 

digitalized platform of the industry. The growing 

utilization of BIM applications has resulted in the 

accumulation of a massive volume of computer-

generated data regarding the process [2]. One type of 

such data is BIM logs. BIM logs automatically record 

BIM usage data in a BIM authoring tool.  

BIM log mining is a young discipline in a research 

area that focuses on utilizing the event logs created from 

the BIM usage process. Extensive research has been 

conducted to perform BIM log mining for various 

purposes, such as design pattern analysis, design 

productivity analysis, social network analysis, modeling 

process visualization, and modeling command 

prediction.  

The data maturity of BIM logs, however, has not 

been questioned in most previous research [3–11], even 

though it very much affects the results of analyses in 

event log mining. The quality of an event log varies 

according to the purpose of the analysis [12]. For 

reliable and precise modeling process analysis, the 

modeling information in BIM event logs needs to be 

self-descriptive to the level at which it can reproduce 

the process [1]. During a literature review, we verified 

that the modeling process data created in the current 

BIM log file is not explicit enough to reproduce the 

modeling process for process analysis [13]. In this 

regard, we focused on increasing the process 

reproducibility of the modeling log using a custom-

developed BIM logger. 

In this paper, we propose a BIM logger to create a 

modeling log that can reproduce the modeling process 

with the log, itself. In the next section, previous research 

on BIM log mining and its data usage is reviewed. In 

the third section, the research method used in this study 

is described. In the fourth section, the development 

sequence and algorithm of the modeling logger are 

explained. In the fifth section, the reproducibility of the 

log created from the logger is evaluated. Section 6 

concludes the paper, along with its contributions, 

limitations, and future research. 
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2 Literature Review 

Parametric modeling is a process that enables 

designers to translate and embed domain knowledge 

about original modeling processes as geometric 

expressions that can automatically generate modeled 

objects in modifiable form [14]. Designers can 

manipulate parametrically modeled objects during or 

after a modeling process by modulating geometrical 

attributes and relationships between objects [15]. 

Parametric modeling is distinguished from BIM logs in 

that it is implemented on the basis of a designer’s 

knowledge of the modeling process. Conversely, BIM 

log files record each and every process during modeling 

process.  

Recently, several researchers have made efforts to 

utilize BIM logs to solve issues during the design phase. 

Yarmohammadi et al. proposed a BIM log mining 

method to attain insights into the design process [2][13] 

by analyzing Revit journal files and BIM log files 

provided by Revit from Autodesk [16]. 

 Zhang et al. proposed methods to evaluate the 

modeling productivity of project participants by 

analyzing the design patterns retrieved from the Patricia 

tree structure [4]. Pan et al. conducted research on 

design productivity analysis by identifying implicit 

command execution patterns from BIM logs using the 

Efficient Fuzzy Kohonen Clustering Network (EFKCN) 

algorithm [6] and the Adaptive Efficient Fuzzy 

Kohonen Clustering Network (AEFKCN) [9].  

An analysis of collaborations among designers and 

the relationships between collaborative` characteristics 

using a social network analysis was another research 

topic suggested by Zhang and Ashuri [3], and Pan et al. 

[10].  

Modeling command prediction was the most recent 

research topic in BIM log mining. It was conducted with 

the application of recent deep learning techniques, such 

as the long short-term memory neural network (LSTM 

NN) and recurrent neural network (RNN) by Pan et al. 

[7] [8].  

In all previous research reviewed, the Autodesk 

Revit journal file was the only source of the analysis. As 

shown in ‘Figure 1’, a command executed on the Revit 

system is specified by the type of general command, 

event, and specific command. General command 

explains how an activity is executed in the system. 

Event explains whether the command is creating, 

deleting, or modifying an object. Specific command 

discriminates a command from other commands by a 

given identifier (ID). From the example, however, the 

geometric attributes of the modeled object, thickness, or 

height of the wall, in this case, cannot be verified. 

Moreover, the object affected by the activity is not 

specified in the example. The modeling information 

provided by the Autodesk Revit journal is not 

sufficiently specific to reproduce the whole modeling 

process. 

Further reinforcement of information about 

modeling commands and modeled object attributes is 

required to reproduce an already-created model. With 

sufficient modeling information that can reproduce 

modeling processes and results, the accuracy and 

reliability of BIM log mining results can be highly 

increased. The objective of the study is to enhance the 

modeling information in the BIM log to where the 

representation of the original modeling process is 

possible.  

3 Research Method  

The research method of this paper comprises two 

steps, as illustrated in ‘Figure 2’:  

1. Development of the BIM logger to enhance the 

modeling information described in Section 4.  

2. Evaluation of the enhanced log described in Section 

5. 

The development of the BIM logger consists of two 

phases, including real-time logging and capturing the 

object information. Through the two phases, the 

modeling process logger is developed. The details of 

each phase of the development are explained in the next 

section. 

In the evaluation section, the enhanced log created 

from the logger is evaluated. The goal of BIM log 

enhancement in this study was set to the level at which 

repeating the original modeling process is possible. To 

validate the equality of the process between the original 

modeling result and the represented modeling result, the 

equality of the modeling process is defined. A standard 

to evaluate the reproducibility of the modeling process 

is introduced in Section 4. 

 

Figure 1. Example of the Revit journal file 
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4 Development of a BIM Logger  

Rhinoceros (Rhino, for short) [17] is a widely used 

software for architectural designers in the early stages of 

the design process. This study used Rhino and 

Grasshopper—a visual programming module of 

Rhino—to develop a BIM logger with enhanced 

modeling information.  

To conduct event log mining, the activity, timestamp, 

and case ID are required [1]. Activity in the event log 

specifies which activity has taken place. A timestamp 

records the precise time of each activity. A case ID is a 

numeric identifier assigned to a unique case. 

In the case of modeling event log mining, activity is 

the modeling-related command. The timestamp is the 

record of the time when a modeling command is 

executed. Case ID is defined by the globally unique 

identifier (GUID) of each modeled object. The 

following subsections describe how these information 

items were recorded.  

4.1 Real-Time Logging 

Rhino provides a modeling history that works as a 

user-system communication board. The modeling 

history shows the process of each command execution. 

As shown in ‘Figure 3’, the modeling history of Rhino 

includes a command, subcommand, command options, 

parameters, system message, and result message. The 

modeling history shows the ongoing command after 

“Command:” and reveals the result of the command. 

The user can easily understand the status of the actions 

running on the system. It is also possible for users to 

verify the options and input parameters from the 

modeling history so they can decide which action to 

take. We built an algorithm to extract and record a 

modeling history through the Python-based Rhino API 

[18] while a modeler is creating a design. Grasshopper 

executes the script in real-time and stacks each 

command event. The BIM logger captures commands, 

subcommands, and parameters from the modeling 

history, timestamp, and object information. The BIM 

log can be exported as a comma-separated values (CSV) 

file. More details on an algorithm to capture object 

information are described in the next section.  

4.2 Capturing Object Information 

During the modeling process, a modeled object is 

affected by the modeling command being created, 

deleted, or modified. Thus, object information is core 

information that needs to be clarified to reproduce a 

modeling process based on a BIM log. Nevertheless, 

neither the Rhino modeling history nor the Revit journal 

file includes object data.  

The BIM logger developed in this study captures an 

object’s GUIDs to record objects created or changed 

through a modeling process. Each object in all BIM 

authoring tools, including Rhino, has a GUID to 

discriminate a modeled object from other objects [19].  

To add GUID information to the BIM log, a Python 

script was written. The script identifies the GUID of 

currently modeled objects by comparing the total list of 

GUIDs of modeled objects. The total list of GUIDs is 

recorded based on real-time updates from the Rhino 

system on command execution. If a command creates an 

object, the GUID of the created object will be added to 

the list of GUIDs. The script, therefore, can verify 

which object is either created, deleted, or modified on 

command executions.  

The developed algorithm of enhanced BIM logger is 

presented as pseudocode in ‘Figure 4’.  

 

Figure 2. Research flowchart 

 

Figure 2. Research flow 
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5 Evaluation 

This section describes how the reproducibility of the 

created log was evaluated. Since there is no standard or 

common method to evaluate the reproducibility of a 

model, this study proposes the level of reproducibility 

(LOR) and the intersection of union (IoU) as 
measurements. Section 5.1 describes LOR. Section 5.2 

reports the LOR of the enhanced BIM logger through a 

test case. Section 5.3 compares the modeling 

information included in the existing BIM log and the 

enhanced BIM log. 

5.1 Level of Reproducibility 

This study proposes LOR to quantitatively measure 

the extent to which a model is reproduced from BIM log 

data. The algorithm for calculating the LOR is as 

follows:  

For the 𝑖  𝑡ℎ  object (𝑜𝑖 ) from the original modeling 

process, if the object 𝑜𝑖  exists in the represented 
model, the value of a variable 𝑋𝑖  is 1 and otherwise 0.  

Additionally, IoU is used to measure the 
geometrical similarity between an original object 
and a reproduced object. IoU is a commonly used 
metric for measuring the overlap between two 
bounding boxes or masks by calculating the intersected 

area divided by the unified area of the boxes or masks. 

This study used the volume of the intersection and 

union of the object’s volume instead of the area, (see 

Equation (1)). After the 𝑖  𝑡ℎ IoU (𝐼𝑜𝑈𝑖) is calculated, the 

LOR of the model total sum can be calculated, (see 

Equation (2)). 

 
Figure 3. A modeling process and the modeling history of the process 
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𝐼𝑜𝑈𝑖  =  𝑉𝐼𝑛𝑡𝑒𝑟𝑖

 / 𝑉𝑈𝑛𝑖𝑖
 (1) 

𝐿𝑂𝑅 =
∑ 𝑋𝑖

𝑖
𝑛=1 ∗ 𝐼𝑜𝑈𝑖

𝑖
∗ 100 (%) 

 

(2) 

5.2 Evaluation of Model Reproducibility 

For comparison, the Barcelona Pavilion, designed by 

Mies van der Rohe, was modeled. A total of 288 

instances of commands and subcommands were used, 

including Polyline, Box, Cylinder, Boolean Difference, 

Extrude, Cap, SelLast, and Delete. As shown in ‘Figure 

5’, the original modeling process created 27 modeled 

objects. The modeling process was represented based on 

the enhanced log from the logger developed in the 

previous section through execution of modeling 

command by code. Among 27 modeled objects, the 

reproduced model included 24 model objects with 21 

correctly created model objects and three incorrectly 

created model objects. The modeling process 

reproducibility of the enhanced log shows 64.08% LOR 

with an average of 0.98 𝐼𝑜𝑈𝑖.  

5.3 Comparison of Log-Containing 

Information 

 ‘Table 1’ shows modeling information included in 

the Revit journal file. Although the file stores data on 

 
Figure 4. Pseudo code of the modeling logger 
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modeling commands, it does not sufficiently represent 

the modeling process because it lacks a discrimination 

of commands. For example, it is impossible to examine 

differences between commands if there is a command 

that creates a wall that is two meters long and one that 

creates a wall that is three meters long. In addition, 

because an object ID or attribute is missing, the file is 

unsuitable for specifying which modeled object is 

affected by command execution. Meanwhile, ‘Table 2’ 

indicates that the modeling information, including 

GUID, commands, command orders for subcommand 

discrimination, and parameters, is enhanced. With 

GUID included in the enhanced log file, the object 

instance of a modeling command can be specified. The 

Revit journal file and enhanced modeling log both 

provide the names of commands, but the enhanced 

modeling log provides the explicit parameters included 

in commands. For example, if a command intended to 

create a box from a width, a depth, and a height is 

recorded by the enhanced modeling logger, the log 

created from the process will not only record the box 

creating the ‘Command’ and ‘GUID’ of the created box 

but also record the width, depth, and height as 

‘Parameter’ in separate event logs marked as the same 

command by ‘Command Order’. An enhanced modeling 

log therefore provides more explicit data about the 

modeling process than that generated by an ordinary 

BIM log file. 

6 Conclusion 

Current BIM logs do not include sufficient data to 

reproduce a modeling process. This study proposed a 

BIM logger that could reproduce a modeling process. 

Enhanced modeling logs from the BIM logger include 

specified modeling data. The enhanced log is eligible 

for reproducing the original modeling process at a 

reasonable level, as shown in the evaluation section.  

This study contributes to the body of knowledge by 

presenting a BIM logger that creates an enhanced log 

that can reduce the gap between real-life modeling 

processes and logged modeling processes. The 

enhanced log, which provides specific modeling 

information, can be used as a source of future BIM 

mining research to attain more reliable and meaningful 

results. 

The results of this study demonstrated the possibility 

of reproducing a BIM model from a BIM log, which 

cannot be implemented using current BIM logs. 

However, this study is limited in that the proposed 

method was examined only on the basis of a small test 

case. The reproducibility of a model should be tested 

through full-scale projects to demonstrate the 

practicality of the proposed method.  

 

Figure 5. Comparison of the original model and 

the represented model 
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Even though the aim of developing an enhanced 

BIM logger is to attain a more reliable result from BIM 

log mining, the application of enhanced logs was not 

examined in this study. Future research can involve the 

application of enhanced logs in tasks such as the 

analysis or prediction of modeling processes. In 

addition, a more comprehensive BIM logger can be 

developed to collect not only geometric attributes but 

also non-modeling events and non-geometric features.  
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Abstract –  

The accurate modeling of critical infrastructure 

systems (CISs) and their interdependencies is 

essential to assessing and predicting the behavior of 

interdependent CISs under various operation 

scenarios. Existing modeling approaches have 

limited ability to incorporate CIS domain knowledge 

and capture the systemic heterogeneity among the 

CISs, and thus cannot simulate the behavior of 

interdependent CISs with much detail and accuracy. 

In this study, a high level architecture (HLA)-based 

framework for modeling interdependent CISs is 

proposed that provides a methodology for co-

simulating heterogeneous fine-grained CIS domain-

specific models, reproducing with high fidelity the 

complex coupled systems. The results from a case 

study of two interdependent power and water 

systems revealed that the HLA-based CISs model 

could capture and simulate various systemic 

heterogeneity dimensions and their impact on the 

systems behavior, thus proving the efficacy of the 

proposed framework.  

 

Keywords – 

Critical infrastructure system (CIS); High level 

architecture (HLA); Distributed simulation; 

interdependencies; Domain knowledge; Systemic 

heterogeneity 

1 Introduction 

With the growth in scale and complexity of urban 

critical infrastructure systems (CIS) such as water 

supply systems and power supply systems, CISs are 

becoming increasingly dependent on each other for 

proper operation. Various events in history have shown 

that tight interdependencies among CISs can 

significantly increase the systems’ vulnerabilities, 

leading to catastrophic chain of events throughout the 

complex system of systems. On the other hand, the 

presence of interdependencies can play a significant role 

in improving the efficiency of CISs, since the CISs can 

provide functional and operation support to each other. 

Therefore, understanding the nature of CISs 

interdependencies and the role they play in the day-to-

day operations of CISs is essential to assessing and 

predicting the behavior of CISs in various operational 

scenarios.  

Several modeling approaches have been proposed in 

previous studies for modeling interdependent CISs and 

analyzing systems behaviors and interactions. Among 

these approaches, the agent-based modeling (ABM) and 

network-based (NB) modeling are the most commonly 

adopted approaches to develop monolithic 

interdependent CISs models [1]. A significant challenge 

when adopting monolithic models is to reasonably 

model, within a single conceptual framework, the 

heterogeneous nature and behavior of multiple systems 

[2]. Heterogeneities in physical network features, 

transported material properties, operational mechanisms, 

and disaster response patterns, among the CISs are 

usually not captured by these models because of the 

limited ability of these models to incorporate low-level 

features and domain knowledge of the various CISs 

within the monolithic model. A few studies have 

attempted to overcome the limitations of monolithic 

models by co-simulating multiple CIS models [3, 4]. 

However, due to the challenges in ensuring the 

interoperability of complex heterogeneous models, these 

studies either relied on highly abstracted CIS models or 

modeled the CISs using general-purpose modeling and 

simulation tools to facilitate model interoperability. 

Consequently, the developed models did not incorporate 

the domain knowledge of each CIS and had a limited 

ability to simulate the interdependent systems' behavior 

with sufficient details and accuracy.  

This study therefore aims at addressing the 

challenges in developing interdependent CIS models 

that can extensively utilize domain-specific knowledge 

to simulate CISs functions and capture various systemic 

heterogeneity dimensions among the CISs. The study 

proposes a framework for modeling interdependent 

CISs, one that will allow for the integration of multiple 

fine-grained CIS domain-specific models, leveraging 

well-tested practices, data, and simulation tools 

accumulated over years of wide usage in the various 
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CIS domains. The framework takes advantage of the 

data management and synchronization capabilities of 

the high level architecture (HLA) standards for 

distributed simulation to facilitate the interoperability of 

multiple CIS models. A case study of two 

interdependent power and water systems was conducted 

to demonstrate the efficacy of the framework and reveal 

the importance of incorporating domain knowledge and 

accounting for systemic heterogeneity when simulating 

interdependent CISs behavior. 

The proposed framework provides a methodology 

for developing high-granularity interdependent CISs 

models that can contribute to unveiling in-depth 

knowledge on CISs interdependencies, feedback loops, 

system vulnerabilities, cascading failure mechanisms, 

and so on, and hence improve the accuracy and 

reliability of future models for CISs behavior prediction, 

vulnerability assessment, disaster response management 

and so on. 

2 Background 

2.1 Overview of HLA 

HLA is an open international standard for distributed 

simulation platforms, initially developed by the U.S. 

Department of Defense (DoD) and is nowadays known 

under the IEEE 1516 family of standards [5]. The HLA 

simulation environment (federation) allows multiple 

simulators to work together and seamlessly interact. A 

typical HLA federation architecture, as depicted in 

Figure 1, consists of simulators known as federates, a 

middleware known as the run-time infrastructure (RTI), 

and a federation object model (FOM). The RTI provides 

data exchange management, synchronization and 

coordination services during federation execution. The 

FOM, which serves as the federation language, contains 

detailed information about the object and interaction 

classes, attributes, and data types of the federates, and is 

designed following the HLA OMT specifications [5]. 

2.2 Related Work 

In his review article, Ouyang [1] reviewed several 

interdependent CISs modeling approaches. The majority 

of these approaches model the topological and 

functional characteristics of CISs, as well as the spatial 

and functional interdependencies between CISs using 

generic modeling principles instead of algorithms or 

nonlinear equations specific to each CIS domain. Wang 

et al. [6] demonstrated how by doing so, systemic 

heterogeneities among CISs may not be captured, which 

could impact the reliability assessment of CISs. This 

study adopts HLA standards to develop interdependent 

CISs models using CIS domain-specific models. 

In its early stage of development, HLA was used as 

a gaming environment to simulate joint-attack strategies 

involving multiple military units, vehicles and aircrafts 

[7]. Over the years, HLA applications have expanded to 

a wide range of domains including the modeling and 

simulation of large-scale computing systems [8], cyber-

physical systems [9], infrastructure systems [10], and so 

on. 

Meanwhile, HLA is slowly paving its way into the 

interdependent CISs domain. A few studies have 

adopted HLA to develop interdependent CISs models. 

In these studies the simulator outputs are either directly 

exchanged between the CIS models through the RTI 

middleware [11], or merged in an abstract model to 

reproduce the inter-system interactions [12]. The 

limitation of the former is that only simple interactions 

can be modeled when using heterogeneous CISs 

simulators because the simulators have limited ability to 

manage and assimilate the data published by the other 

simulators. The limitation of the latter is that by 

abstracting the functionalities of the system components, 

the developed compound model may significantly lose 

its ability to accurately simulate systems behavior since 

portions of the data representative of component states, 

functions and operations are lost. The above limitations 

arise due to the challenging task of achieving the 

interoperability of heterogeneous models. Most prior 

studies therefore either relied on general-purpose 

simulators, which can provide better interoperability but 

lack simulation functions specific to the modeled CIS 

domain, or simply adopted homogeneous models to 

represent their CISs. Consequently, the developed 

models could not leverage the CIS domain knowledge 

offered by specialized simulation tools and could not 

reasonably account for systemic heterogeneities. 

Therefore, the HLA-based framework proposed in this 

study aims to address the above limitations. 

Runtime infrastructure (RTI)

Federate 1
P S

Federate 2
P S

Federate n
P S

...

                           FOM

P SPublish Subscribe
 

Figure 1. HLA federation architecture 

3 Methodology 

With the aim of incorporating CISs domain 

knowledge and capturing systemic heterogeneity when 

modeling and simulating interdependent CIS, this study 

proposes to integrate and coordinate fine-grained CIS 

domain models in a compound interdependent CISs 
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model. The proposed framework presents a federation 

architecture that describes the structure of the 

interdependent CISs model as well as its data 

management and exchange scheme. 

3.1 Interdependent CISs Federation 

Architecture 

When studying the behavior of interdependent CISs, 

the developed interdependent CISs model must 

accurately represent the topology and functionalities of 

the CIS, and capture, with high fidelity, the various 

formalisms governing the CISs interdependencies and 

their interactions with the external environment. To 

meet the above requirements, the interdependent CISs 

model is developed as an HLA federation consisting of 

a few functionally distinct modules that communicate 

via a central RTI, as illustrated in Figure 2. A module is 

a federate or a group of associated federates responsible 

for simulating a particular system, agent or factor 

composing the interdependent CISs model. There are 

three types of modules, namely the CIS modules, User 

module, and External Environment module.  

The CIS module consists of all the models and 

simulation tools responsible for simulating a particular 

CIS. These can include a CIS simulator for modeling 

the system’s physical network and component functions, 

as well as management and control simulators for 

modeling additional management and control 

functionalities such as SCADA (supervisory control and 

data acquisition), backup systems, decision-making, and 

resource allocation. The External Environment module 

consists of the simulators necessary to model and 

simulate various external factors that affect the CISs, 

such as socio-economic variables, government policies, 

natural disasters, and so on. The User module consists 

of the user interfaces necessary to facilitate the 

interactions between the federation users and federation 

components such as GUI (graphical user interface), GIS 

(geographic information system), data output monitor, 

visualization tools, and so on. 

3.2 CIS Module Implementation 

Each CIS module comprises three layers, including 

the application layer, organizational layer, and 

communication layer.  

The application layer consists of the various domain 

simulators responsible for simulating the CIS and its 

management and control functionalities. Some CIS 

models might have the management and control 

functionalities embedded within their simulators, in 

which case extra management and control simulators 

are not needed. 

CIS A simulator
Management and 
control simulators

API functions

RTI library functions

DPU 1

CIS B simulator
Management and 
control simulators

API functions

RTI library functions

DPU 3 DPU 4

Runtime Infrastructure (RTI)

User Module External Environment Module

CIS A Module CIS B Module

Application layer Organizational layerCommunication layer

DPU 2

 

Figure 2. The proposed interdependent CISs 

federation. 
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Figure 3. Data management and exchange 

through the DPUs. 

The organizational layer consists of data processing 

units (DPUs) that process subscribed data to generate 

input data that can be assimilated by simulators in the 

application layer. The DPUs can be used to model 

functions such as failure dynamics of components, data 

conversions, and so on. The organizational layer can be 

implemented as a single DLL (dynamic link library) 

wrapper file that contains all the DPU functions, or as 

multiple small programs. 

The communication layer consists of the application 

programming interface (API) function libraries and RTI 

libraries necessary to control the simulators and 

communicate with the RTI. API functions are specific 

to a simulator and are used to invoke model 

functionalities that edit, update or retrieve model 

attributes. The RTI library consists of the federate 

ambassador and RTI ambassador that allow the RTI to 

manage calls and callbacks between the CIS module and 

the rest of the federation. 

The data exchange mechanism of the CIS module, 

depicted in Figure 3, is controlled by the DPU of the 

organizational layer. The DPU identifies the subscribed 

data (S) and other variables (V) provided by the 

management and control simulators, if any. It then 

processes the subscribed data by means of dependency 
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functions (f) to generate the simulator input (I). The 

input and output data of a simulator are values assumed 

by entity attributes at time (t) of the simulation. An 

entity is a model component that plays a particular role 

during simulation. An attribute is a parameter that 

characterizes an entity. The DPU can also retrieve 

simulator output (O) to be published to the rest of the 

federation as well as generate logfiles for the model 

users. 

4 Case Study 

4.1 Case Description 

The proposed framework was tested in a case study 

of the Shelby County’s interdependent water and power 

supply systems. The topology of the case systems was 

adapted from [13, 14] and considered only the major 

facilities and trunk distribution elements of the systems, 

as described in Section 4.1.1 below. 

4.1.1 Topology of the Interdependent CISs 

The Shelby County power network consists of eight 

gate stations that act as the system's supply facilities. 

The electric power is then transmitted via 115 kV and 

23 kV transmission lines to 23 kV and 12 kV 

substations which relay the electric power to end-users 

loads. The dense power grid of the original system was 

simplified to avoid undue complexities in modeling by 

considering only 17 substations, nine of which supplied 

power to the pumping stations of the water network. 

Figure 4 depicts the simplified power supply network.  

The Shelby County water supply system consists of 

nine pumping stations which draw water from deep 

wells and deliver it to six elevated storage tanks and 

numerous distribution nodes via buried pipes. The node 

elevations range from 63.6 m to 126.6 m and pipe 

diameters range from 16 cm to 122 cm. The network 

was simplified to consider 43 distribution nodes and 71 

pipelines that can reasonably represent arterial water 

mains and major secondary feeders. Figure 5 depicts the 

simplified water supply network. 

4.1.2 System Interdependencies 

The power and water supply systems depend on 

each other to perform their intended functions. The 

power substations supply electric power to the pumping 

stations of the water supply system, and thus the power 

consumption of the pumps was modeled as loads on the 

power substations. Meanwhile, the generators of the 

power supply system depend on water supplied at the 

water distribution nodes, and thus the power generators 

were modeled as demand nodes on the water network. 

The interdependent system facilities were coupled based 

on their geographic proximity. Each pump station and 

power generator were linked to the closest power 

substation and water node, respectively, as depicted in 

Figure 6. 
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Figure 4. Topology of the power system (not to 

scale). 
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Figure 5. Topology of the water system (not to 

scale). 
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Figure 6. Dependent component pairs of the case 

systems. 
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4.2 CISs Model Development 

The development of the model followed three steps, 

namely design of the simulation scenario, selection of 

the CIS domain models and simulation tools, and 

implementation of the interdependent CISs federation. 

4.2.1 Design of the Simulation Scenario 

A simulation scenario is designed that can showcase 

various system functionalities that are unique to each 

CIS domain, and hence reveal a variety of systemic 

heterogeneities among the simulated systems and how 

they affected system behavior. 

Under the designed simulation scenario, the 

interdependent systems are simulated under normal 

operating conditions for 48 hours. The water flow and 

pressure requirements at each node during the 

simulation period are predefined based on a typical 

urban daily water consumption pattern, with the least 

demand between 12 am and 6 am, and peak demand 

around 8 am and 7 pm [15]. Water is pumped from 

water wells by the nine pump stations and delivered to 

the distribution nodes and elevated water tanks. If the 

actual water flow and pressure at the water distribution 

nodes is above the demand, the tanks will fill up, 

otherwise the tanks will empty out to increase the water 

flow and pressure at the distribution nodes. The 

operational state (open or closed) of each pump is 

controlled by the water level in tanks and the water 

pressure at the distribution nodes.  Each pump has a 

performance curve which determines its power 

consumption during operation. This power is supplied 

by the power substation it depends on. To meet the 

power demand of the pump stations, the substations 

relay the power generated at the eight power generators 

of the power network. 

4.2.2 Selection of CIS Domain Models and 

Simulation Tools 

Highly specialized simulation tools were selected to 

accurately model the systems topology and 

functionalities, and to leverage the domain knowledge 

of each CIS. The water supply system was modeled 

using the EPANET v2.2 software, a widely used open-

source software application for modeling and simulating 

water distribution systems that can execute a 

comprehensive set of hydraulic analyses. The electric 

power supply system was modeled using the OpenDSS 

v9.0 software, a comprehensive simulation tool for 

electric utility power distribution systems that has been 

used in support of various research and consulting 

projects requiring distribution system analysis. No 

additional system control and management simulators 

were required for this case study since EPANET and 

OpenDSS could model both the physical network and 

supervisory control system of the infrastructure systems. 

Communication between the federates was established 

using the CERTI v4.0 middleware, which is an open-

source HLA RTI that supports HLA 1.3 specifications 

(C++ and Java), and partial IEEE 1516-v2000 and IEEE 

1516-v2010 (C++) standards. In this case study, 

interactions between the federation and federation users 

were completed within the user interfaces of the 

federates selected above; thus, no additional tools 

belonging to the User module were required. 

4.2.3 Implementation of the Interdependent CISs 

Federation 

Based on the simulation scenario and datasets of the 

selected domain models, the publish-subscribe schemes 

of the federates were defined and illustrated in Figure 7. 

The publish-subscribe schemes and the dependency 

relationships between the system components were then 

used to develop the DPUs of each federate in MATLAB. 

Pump station (P) Distribution node

P S P

Pump 

Statuses

Power 

consumption

Power 

Supply

Water 

pressure

Water supply system (EPANET)

Substation Generator (G)

S P S

Power supply system (OpenDSS)

P: Publish  ;  S: Subscribe
 

Figure 7. Dependent component pairs of the case 

systems. 

The FOM was developed using an FOM editor tool 

developed by MAK Technologies and contained 

information about the data exchanged between the 

federates (also known as objects), and the event types 

that affected both systems (also known as interactions). 

Table 1 summarizes the main content of the FOM. 

The federates were then connected to the RTI to 

create, test and debug the federation. To create the 

federation, the Master federate (in this case refers to the 

water system federate) loaded the FOM to the RTI and 

set a federation name. The federation was joined by 

both federates which then declared their publish-

subscribe schemes. The Master federate initiated the 

LoadScenario interaction followed by the Start 

interaction, which triggered the simulators to load the 

simulation scenario data and simultaneously start 

executing the simulation scenario. The PauseResume 
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interaction could be initiated by the Master federate at 

any time during the simulation to pause or resume the 

federation execution. The RTI managed the data 

exchange and time synchronization between the models 

and printed event logs that were used to debug the 

federation. The final simulation output of each federate 

was generated by its DPU as spreadsheets, enumerating 

all entity attributes of the federate at each simulation 

time step, for follow-up analysis. After the simulation 

was completed, the federates resigned from the 

federation execution and disconnected from the RTI. 

The federated interdependent CISs model was executed 

under the predefined simulation scenarios, and detailed 

results are reported in the following section. 

Table 1. Main content of the FOM. 

 Class Attribute/Parameter 

Interactions 

LoadScenario 
ScenarioName 

SimulationTime 

Start  

PauseResume  

Objects 

Pump 
Status 

PowerConsumption 

DistributionNode 
Demand 

Pressure 

Pipe 
Flow 

Diameter 

Tank WaterLevel 

SubstationLoad PowerSupply 

Generators 
Status 

PowerOutput 

Substation 
Status 

Voltages 

TransmissionLine Resistance 

5 Simulation Results 

The developed interdependent CISs model was 

simulated for 48 hours starting at midnight of day one. 

Figure 8 shows the statuses of the pump stations, Figure 

9 shows the pressures at the distribution nodes over the 

simulation period, and Figure 10 shows the loads on 

substations supplying power to the pump stations. The 

initial status of all nine pump stations at timestamp 0:00 

(midnight) was open. Then, water was pumped into the 

network to meet the water flow and pressure 

requirements at the distribution nodes. During the night 

period, the demand at distribution nodes was low, and 

thus the control system of the water network temporally 

closed pumps P2, P5, P6, P7 and P9 at timestamps 4:43, 

3:35, 3:35, 2:59 and 2:59, respectively, as depicted in 

Figure 8.  

P1

0 4 8 12 16 20 24 28 32 36 40

P2

P3

P4

P5

P6

P7

P8

P9

Time (hours)

Closed

44 48

Open  

Figure 8. Pump statuses. 

Around daybreak when the water demand at the 

distribution nodes began to significantly increase, a 

gradual drop in the water pressure throughout the 

network was observed, as depicted in Figure 9. This 

drop in the water pressure triggered the control system 

to reopen pumps P2, P7 and P9 at timestamps 14:02, 

18:59 and 18:59, respectively. It can be observed that in 

the late evening and night, when the water demand was 

low, the pressure at distribution nodes increased rapidly, 

triggering the closure of pumps P2, P7 and P9 at 

timestamps 25:04, 23:22 and 24:36, respectively. 

It can be observed from Figure 9 that distribution 

nodes N4 and N8 demonstrated a slightly smoother 

pressure pattern compared to the other nodes. This 

difference in the patterns was due to the positions of N4 

and N8 within the networks. These two nodes were 

isolated from the action of the pump stations and were 

supplied directly by the tanks, resulting in a steadier 

water flow. 

 

Figure 9. Water pressures at the distribution 

nodes. 

From Figures 8 and 10 it can be observed that when 

the status of a pump station was closed, the load at the 

corresponding power substation was at minimal power 

value close to zero. On the other hand, when the status 
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of a pump was open, the load on the corresponding 

substation would vary according to the power 

consumption of the pump. Changes in pump status 

would cause a sudden drop or rise of the power 

substations loads. In addition, it can be observed that 

during the night time when the pumps were less 

solicited, the loads reasonably dropped as it would be 

expected in reality. 

 

Figure 10. Loads on substations in scenario one. 

6 Discussions 

It can be inferred from the simulation results that by 

adopting domain specific models to simulate the CISs, 

the domain knowledge from each CIS was incorporated 

in the developed interdependent CISs model and 

significantly impacted the systems’ behavior. The 

system components exhibited unique functionalities, 

interaction mechanisms and data types because different 

CIS components followed very distinct physical and/or 

logical laws specific to their domains. For example, it 

can be observed from Figure 10 that the power 

delivered by each power substation was continually 

changing, implying that the water system model was 

able to compute and provide specific values of pump 

power consumption at each time step based on the 

actual status of the water system. Also, the fact that N4 

and N8 exhibited a completely different pressure pattern 

than other distribution nodes as depicted in Figure 9 

shows that the water flow at different sections of the 

water network was calculated differently depending on 

the location of critical components such as pumps and 

tanks. These observations demonstrate a significant 

improvement in the level of details of the simulated 

systems behavior compared to existing interdependent 

CISs models in which only the operational states of 

system components or harmonized flow indices can be 

computed. It can therefore be inferred that incorporating 

a wide range of domain knowledge in the 

interdependent CISs models can help simulate more 

realistic and accurate system behaviors.  

Previous studies have demonstrated that, by failing 

to adequately account for systemic heterogeneities when 

modeling interdependent CISs, the accuracy of the 

simulated systems behavior might be significantly 

affected [6]. To verify the efficacy of the proposed 

framework in capturing systemic heterogeneities among 

CISs, the simulation results should reveal a variety of 

systemic heterogeneities among the simulated systems 

and their impacts on the behavior of CISs. Among the 

systemic heterogeneities captured by the developed 

interdependent CISs model, the heterogeneity in 

material flow properties had the most significant impact 

on systems behavior. It can be observed from Figures 9 

and 10 that changes in the water levels within the water 

network were relatively slow and gradual, while 

redistribution of flow within the power distribution 

system were abrupt. The heterogeneity in material flow 

properties can significantly affect the way and speed at 

which the systems respond to the events to which they 

may be subjected, such as component failures, system 

restoration sequences, and so on. By adopting 

homogeneous modeling frameworks and 

oversimplifying CIS models, the existing interdependent 

CISs modeling approaches fail to capture most of these 

critical systemic heterogeneities, resulting in their 

limited ability to accurately simulate system behavior, 

hence justifying the need for the proposed framework.  

In summary, the developed model was able to 

leverage the domain knowledge of both CISs and 

capture various heterogeneity factors among the CISs, 

thus meeting the objectives of this study. 

7 Conclusions 

Critical infrastructure systems (CISs) 

interdependencies have a significant impact on CISs 

behavior under different operational conditions. As 

modern CISs are becoming increasingly complex, the 

modeling of their behavior requires models that can 

accurately represent the topological, functional, and 

operational characteristics of the systems. This study 

addresses the limitations of existing modeling 

approaches by proposing an HLA-based framework for 

modeling and simulating interdependent CISs that 

integrates the domain knowledge of CISs and accounts 

for systemic heterogeneities.  

The case study results showed that by adopting CIS 

domain specific models, the developed interdependent 

CISs model was able to model the systems’ topology 

and functions with more details, while revealing the 

impact of systemic heterogeneities on the 

interdependent systems’ behavior. Therefore, models 

developed using the proposed framework can help 

unveil new knowledge on CISs interactions, responses, 

cascading failures, and so on, pushing the boundaries of 

270



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

research on interdependent CISs.  

The proposed framework suffers two technical 

limitations. Firstly, when using off-the-shelf simulation 

tools to model and simulate the CISs, the amount of 

control the user has on the models strictly depends on 

the available simulator APIs. Secondly, when 

implementing CIS modules composed of multiple 

simulators with complex interactions between them, the 

overall updating rate of the module may be affected, 

resulting in longer processing time compared to other 

approaches. These limitations will be addressed in the 

authors’ future works. 
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Abstract –  

With the growing popularity of blockchain 

technology in the construction industry, smart 

contracts are becoming increasingly common. A 

smart contract is a self-executing contract, which 

contains if-then rules that automatically execute 

certain processes when certain conditions are met. 

Such smart contracts serve as programmable 

blockchain applications. Using blockchain-enabled 

smart contracts, many processes like construction 

contracting and payments can be automated. Since 

research on blockchain-enabled smart contracts in 

the construction industry is still theoretical, 

researchers usually assume that users (e.g. clients, 

contractors) can directly program the conditions in a 

smart contract. However, it is difficult for 

stakeholders to program smart contracts themselves 

due to a lack of knowledge. The smart contracts 

developed by programmers might not fully represent 

stakeholders’ ideas.  

Therefore, this paper proposes an approach that 

illustrates how graphical workflow notations (e.g. 

BPMN, YAWL) can be translated into smart contract 

programming languages (e.g. Solidity, Vyper). In this 

way, non-programmers can also design and generate 

their own smart contracts. To test the feasibility of 

this approach, an illustrative example is presented for 

generating smart contracts displaying automated the 

reporting, checking and payment process of 

construction works. In particular, the smart contracts 

in this example are translated from YAWL graphical 

representations into Solidity smart contract 

languages. Finally, improvements and further 

developments of the approach are discussed in several 

aspects.  

 

Keywords – 

process modeling; smart contracts; blockchain; 

construction industry 

1 Introduction 

Smart contracts can be used in the construction 

industry for process automation, for processes like 

construction, contracting, or payment. However, the 

applications and uses of smart contracts are still at a 

conceptual level. Moreover, smart contract languages are 

programming languages that are difficult to read, 

understand, or write for the stakeholders of construction 

projects, as they are usually not programmers. In the 

current situation of using smart contracts for system 

development or construction projects in the construction 

industry, two group of actors need to be involved: 

construction stakeholders (e.g. clients and contractors) 

and software programmers. The stakeholders need to 

decide system functionality, capture requirements, 

implement smart contracts and analyze the execution of 

the smart contracts for the system development. On the 

other hand, the programmers need to interpret 

requirements from stakeholders, develop and deploy 

smart contracts, and evaluate the execution of smart 

contracts. Implementation of proper smart contracts is a 

challenge for the non-programmers, which is related to a 

high effort in terms of time and resources. Otherwise, the 

programmers' interpretation could be wrong, leading to 

stakeholders having to deal with the consequences of 

these codes, which stakeholders may not be able to 

understand. The construction industry is not the only area 

with these problems. In the finance area, 60% 

decentralized finance (DeFi) users cannot read or 

understand the source code of smart contracts [12]. 

It is worthy and necessary to develop an approach that 

allows for the automatic translation of human-readable 

texts or graphics into smart contracts. Compared to pure 

text-based languages, graphical representations are more 

intuitive which can simplify complex contexts, enabling 

non-programmers to read, understand, verify and design 

them. This study proposes an approach to translate from 

graphical representations (e.g. BPMN or YAWL) to 

smart contract languages (e.g. Solidity) with a detailed 

explanation of translation and checking steps based on 

the YAWL graphical representation and the Solidity 

smart contract language. As a graphical workflow in 

XML-based format for business processes, YAWL (Yet 

Another Workflow Language) is the language that not 

only has proper formal semantics to check properties for 
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academic purposes, but also supports the control-flow 

patterns for business processes in practice [8]. Solidity is 

currently the most well-known and most common-used 

smart contract language, a language designed for the 

Ethereum blockchain according to the characteristics of 

smart contracts. The approach is tested via a payment 

case in the delivery and acceptance process of certain 

construction works by translating from the YAWL 

representation to Solidity.    

2 Related work 

2.1 Graphical workflow 

A workflow can be defined as “a collection of tasks 

organized to accomplish some business process (e.g., 

processing purchase orders over the phone, provisioning 

telephone service, processing insurance claims)” [6]. To 

express the information, knowledge or systems of a 

business process in a structure by a consistent set of rules, 

different process modeling approaches have been 

proposed, including the Business Process Model and 

Notation (BPMN), the Web Services Business Process 

Execution Language (BPEL), the Event-driven Process 

Chain (EPC), the Yet Another Workflow Language 

(YAWL) and Petri nets [8]. 

As Lohmann et al. [8] pointed out, academics prefer 

languages such as Petri nets, which have proper formal 

semantics to check properties on corresponding models. 

However, practitioners prefer languages such as BPEL, 

EPC and BPMN, which usually lack proper formal 

semantics. As an exception compared to the above 

languages, YAWL originated in academia but has 

actually been used in practice [1]. YAWL supports the 

most common control-flow patterns found in current 

workflow practices, allowing most workflow languages 

to map to YAWL without losing control flow details, 

even languages with high-level structures (such as 

cancellation regions or OR-joins) [8,17].  

Graphical workflows are also used in the construction 

industry to describe data flows and processes, with 

Integration Definition for Function Modeling (IDEF), 

extended EPC, or BPMN being commonly used [3].  

2.2 Smart contract 

A smart contract, which was first proposed by Szabo 

in 1994 [14], is a self-executing digital agreement. After 

Buterin et al. [4] implemented the smart contract concept 

as a blockchain application to write, verify and enforce 

transaction conditions that allows non-currency data 

stored on the Ethereum blockchain platform in 2014, 

smart contracts become popular in research and practice. 

Up to 2020, there are already more than 4,119 papers 

related to smart contract languages, and 24 different 

blockchain platforms are being developed with 101 smart 

contract languages (e.g. Solidity, Vyper) in total [16].  

More and more researchers in the construction 

industry study the possibilities of using smart contracts. 

For example, Penzes [11] pointed out that smart contracts 

in construction can be applied in three directions: 1) 

payment and project management; 2) procurement and 

supply chain management; and 3) BIM and smart asset 

management. Badi et al. [2] investigated the smart 

contract adoption in the construction industry by a survey 

among UK construction practitioners, and conclude that 

smart contracts can be useful in payment, construction 

contract and in general for organization. 

2.3 Research on smart contract generation  

The existing research on smart contract generation 

mainly focuses on using either text-based languages or 

graphical-based languages to translate smart contracts. 

The text-based languages can be natural languages [10, 

15] and other specification languages [7], while the 

graphical-based languages can be BPMN [9, 12], Petri 

nets [19], Unified Modeling Language (UML) [5] or 

Finite State Machine (FSM) [13]. 

Tateishi et al. [15] proposed an approach that 

translates from controlled natural languages to a domain-

specific language for smart contract (DSL4SC), then to 

state chart and finally to executable smart contracts with 

four defined actions: order, ship, arrive and pay by using 

a predefined template. Monteiro et al. [10] introduced a 

prototype method by translating natural language 

processing (i.e. plain text (TXT) or structured text with 

markups (XML or HTML)) to smart contract code. A 

specification language called SPESC designed by He et 

al. [7] defined contract, party, term and type to assist 

smart contract generation. However, a direct translation 

from text-based languages to smart contract languages is 

error-prone, which is not visual and the logic error could 

be difficult to discover.  

Many other researchers focus on translating graphical 

workflows to smart contract languages [5, 9, 12, 13, 19]. 

For example, López-Pintado et al. [9] introduced and 

implemented a blockchain-based BPMN execution 

engine called Caterpillar to generate smart contracts by a 

BPMN-to-Solidity complier. Since BPMN does not have 

a logic checking mechanism like Petri nets, the generated 

smart contracts from BPMN could be error-prone 

without an additional verification step. Skotnica et al. [12] 

proposed a model-driven approach to generate smart 

contracts based on a visual domain-specific language 

called DasContract. It is a complex approach where the 

users not only need to define data structures in a 

programming way and draw BPMN graphics, but also 

define a user form, which could be difficult to use by non-

programmers. Zupan et al. [19] presented a method and a 

prototype tool based on Petri nets for smart contract 
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generation. Using Petri nets to model smart contracts is a 

suitable method to minimize logical errors. However, 

Petri nets cannot specify roles or tasks so well like BPMN 

or YAWL for business process. Lohmann et al. [5] 

proposed to generate smart contracts through UML class 

diagram. Nevertheless, the design of UML class 

diagrams requires some basic programming background. 

Another approach designed by Suvorov and Ulyantsev 

[13] is using FSM synthesis for automatic smart contract 

generation. Using FSM is good for showing the states and 

actions of the smart contracts, but lack role specifications.  

3 Methodology 

3.1 Overview 

It is assumed that a workflow is created in a BPMN 

or YAWL software tool and exported as XML format. 

The XML files serve as an import for the proposed smart 

contract language generator system. The overview of the 

approach is shown in Figure 1.  

 

Figure 1. Overview of methodology 

An XML-format file is generated via a BPMN or 

YAWL software tool, and imported into the proposed 

smart contract language generator system. Such a system 

needs functionalities for parsing, translating and 

checking a workflow. Finally, the generated smart 

contract is exported into the selected format for 

deployment. Even through the XML structure of YAWL 

and BPMN are different, the principle of the generation 

step is the same. YAWL is a graphical representation 

which not only allows logic checking, but is also easy to 

understand by non-programmers. Meanwhile, YAWL 

allows the mapping from most workflow languages 

without losing the details of the control flow. Therefore, 

YAWL is used as a graphical representation for the 

detailed explanation of translation and checking steps in 

the following two subsections. 

3.2 Translation step 

After parsing the data from an XML format file, the 

obtained information is translated into a certain smart 

contract language. To understand the obtained 

information, the structure of the XML format file should 

be explored. Therefore, the XML structure and the format 

explanation of YAWL and its roles are shown as Figure 

2. 

 

Figure 2 The explanation of the YAWL and the 

YAWL roles files 

In the YAWL file, the stored information can be 

divided into two parts: specification and layout. The 

specification stores all the functional information of each 

task specified in the YAWL, where the layout stores all 

the geometrical data of these tasks. To aid the automatic 

translation from YAWL to smart contracts, an action type 

is designed in this method. As shown in Figure 2, the type 

named “Action” is defined in the XML schema 

(xs:schema) of the YAWL file for distinguishing 

different actions in tasks. The actions can be divided into 

three types, namely “view”, “modify” and “pay”. These 

three actions are defined as variables in the root net. Each 

task should declare one and only one variable in the 

“Action” type with one of the three variables to specify 

the action of this task. In this way, tasks can be 

automatically translated with the specified action 

variable. The “view” task specifies that this task is to 

view some information and no data should be changed in 

this task. The “modify” task indicates that the value of 

one or more state variables will be assigned or modified. 

The “pay” task executes automated payment action with 

a specific payment amount from one user address to 

274



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

another user address.  

There are two kinds of deposition in the specification, 

distinguished by with or without the isRootNet attribute. 

The former is the root net that stores the information of 

local variables and process flows, where the latter kind is 

a task storing input variables, output variables, and an 

“Action” type variable. The process flow information is 

stored in the element called processControlElements 

with the flow information of all tasks. The start and end 

tasks are tagged as inputCondition and outputCondition 

elements, respectively. Each task element stores not only 

the join type, split type and role identifier(s) of the current 

task, but also the flow condition and the name of the next 

task.  All roles used in the YAWL file are defined and 

stored in the YAWL roles file, including the identifier, 

the name, the description (which can be used to store the 

Solidity address) and the notes of each role.  

According to the explanation of  the YAWL and its 

roles files shown in Figure 2, the information of local 

variables, roles, tasks with role identifier(s) and variables, 

and process flows can be extracted. The mapping 

relationship of the extracted YAWL information and the 

components of Solidity smart contract language is shown 

in Figure 3.  

 

Figure 3 The component mappings from YAWL 

to Solidity 

Solidity is an object-oriented language, which has 

similar components like all modern programming 

languages and other smart contract languages. All local 

variables defined in the YAWL file can be translated as 

state variables in the Solidity main contract. The roles 

extracted from the YAWL roles file will be defined as 

state variables under address type and be declared as 

modifiers at the same time in the Solidity main contract.  

A Solidity modifier is used to restrict the executing 

conditions of a function. When a modifier is called in a 

function, the function can be executed only when the 

conditions stated in the modifier are satisfied. The 

declared modifiers for roles are used to restrict that only 

certain roles can execute certain functions. The role(s) 

and variables of each task will be translated as modifiers, 

input parameters, return variables and statements based 

on the variable in Action type of each function in the 

Solidity main contract. Since the logic of tasks in YAWL 

and functions in Solidity are different, the output 

variables of tasks are the input parameters of functions. 

The process flows are translated into state variables, an 

enumeration, modifiers and functions in the Solidity 

SCProcessFlow contract, which is a parent contract of 

the main contract, to restrict the executing order of 

functions in the main contract. 

3.3 Checking step 

The aim of the checking step is to verify the 

correctness of the generated smart contracts. In this step, 

certain rules should be defined for verifying the 

translated smart contracts. Eight checking rules of a 

Solidity contract are shown as Figure 4. A translated 

Solidity contract has five basic components: parent 

contract(s), enumerations, state variables, modifiers and 

functions.  

 

Figure 4 Checking rules of the Solidity smart 

contract language 

When a contract is defined based on one or more 

parent contracts, the existence of the parent contract(s) 

should be checked. All the defined component names 

should be unique and valid. A unique name is not the 

same as any other names or keywords in the contract. A 

valid name does not contain any special characters except 

“_”, or start with a digit. The used types should be preset 

or defined. The type of value should be consistent with 

the type of the variable. A declaration of a variable should 
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be in form “type name;” or “type name = value;”. The 

modifiers in a function should be validly defined. As 

mentioned in the previous section, functions translated 

from YAWL tasks should handle one of the “view”, 

“modify” and “pay” actions. A “view” function must not 

change any values of state variables. A “modify” 

function, on the other hand, should have at least one state 

variable modified in this function. In the “pay” function, 

a “payable” keyword must be declared. Moreover, the 

payer address must be payable, the payer’s wallet must 

have at least the payment amount, and the payee address 

must be declared. 

4 Illustrative example 

An example is illustrated via YAWL to graphically 

model a workflow, where the workflow is transferred to 

the Solidity smart contract language. To figure out 

whether using YAWL can explain the whole process for 

automated reporting, checking, and payment of 

construction works, an example is designed in the 

YAWL graphical representation and shown in Figure 5. 

The similar workflow was presented as BPMN in the 

related work [18]. 

 

Figure 5. YAWL graphical representation of the 

example 

The example illustrates the delivery and acceptance 

processes between clients and contractors for a group of 

construction works, which is defined as a billing unit (BU) 

with a total payment amount and a completion date. BUs 

are defined and captured in the billing plan during the 

contract negotiations. After that, the work can be carried 

out. As shown in Figure 5, eight tasks and two roles are 

defined in the example. After certain construction works 

are defined as a BU, the contractor can start to execute 

the task “Start BU” and the corresponding construction 

works. After it is completed, the contractor reports the 

completion of this BU via executing the “Complete BU” 

task. The client checks the BU and determines if there are 

defects regarding the construction works and executes 

the “Check BU with defects” task. If the BU work has no 

defects, the task “Pay BU” should be automatically 

executed, where the client will pay the full payment 

amount of the BU to the contractor. Otherwise, this BU 

will be divided into two parts via a “Divide BU” task. 

The BU_C is the checked and accepted part, which will 

be automatically paid with a predefined payment amount 

via “Pay BU_C” task. The BU_D is the part with defects, 

which will be redefined by client as a new BU with a new 

total payment amount and a new completion date in the 

“Define BU_D”. The contractor can then decide to accept 

this task or not via “Check BU_D” task. The 

corresponding local variables and parameters of each 

task are also shown in the Figure 5. 

4.1 Variables 

The local variables and declared actions in Action 

type for the example are defined as Figure 6. The initial 

values of variables can be either assigned at the 

beginning or later by users. In this case, the bu_id, 

planedPayment and plannedCompletionDate variables 

are assigned in the beginning. The values of “modify” 

and “view” variables should be the same as their names, 

where the value of “pay” variable should be the name of 

payee address variable.  

 

Figure 6 Defined local variables and three 

variables with “Action” type 

The detailed input and output variables of each task 

are presented in Figure 7. In a YAWL task, the values of 

input variables should be assigned before this task, and 

the values of output variables should be assigned in this 

task by users. An Action type variable is declared in each 

task as an input variable to tag the action type. In this 

example, five “modify” tasks, one “view” task and two 

“pay” tasks are defined. In the “Define BU_D” task, the 

values of variables bu_id, plannedPayment and 

plannedComplemetionDate are reassigned.  
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4.2 Implementation  

To test the feasibility of the method, a tool of smart 

contract generation is developed. The implemented smart 

contract generator and the corresponding results of this 

example are shown in Figure 8. This generator can be 

divided into two parts: A) parse & translate, and B) check 

& export. In subparts A1 and A2, YAWL graphical 

representation and YAWL roles should first be loaded. 

After clicking the translation button, the information in 

the YAWL and YAWL roles files is translated into the 

Solidity smart contract language according to the 

translation step, and the generated smart contracts are 

shown in subpart A3. The generated file structure is 

shown as a tree table on the left side of A3, and the 

detailed codes of the corresponding smart contracts are 

shown on the right side of A3. In part B, a tree table and 

error message(s) are generated after checking the 

generated smart contracts, and then the whole contract 

folder can be exported. 

Figure 7 The declared input and output variables of each task in the example 

Figure 8 User Interface of smart contract language generator 
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The generated Solidity smart contract files can be 

simply deployed and tested via the Ethereum Remix in 

the browser. The test result shown in Figure 9 is after 

successfully executing the Start_BU function defined in 

the SC_Example contract. The start date is successfully 

set as “20210627” by the contractor at the address 

“0x08FeC12c561c65363bA3D59a74bA6dfB14828fEe”. 

5 Conclusion and future work 

Smart contracts can automate many construction 

processes, such as contracting, delivery, acceptance and 

payment. However, as smart contracts are programming 

codes, they are difficult to be read, design, program, and 

verify by non-programmers. This paper proposes a 

framework for automatically generating smart contracts 

from graphical representations following four steps of 

parsing, translation, checking and exporting. The YAWL 

graphical representation and Solidity smart contract 

language are used to further explain the translation and 

checking steps. An illustrative example is presented 

through generating Solidity smart contracts from YAWL 

for automated the reporting, checking and payment 

process of construction works between clients and 

contractors. The corresponding implemented smart 

contract generator is illustrated and the execution result 

of the generated smart contracts in the Ethereum Remix 

is also displayed. 

Future studies should consider a more detailed and 

practical development of payment functions. For 

example, in addition to using the currency in the 

blockchain platform, linking with banks via smart 

contracts for automatic payments could be more suitable 

for the current situation. Moreover, more components of 

the Solidity smart contract language (e.g., mappings, 

events, abstract contracts), more smart contract checking 

rules, other graphical representations (e.g., BPMN), and 

other smart contract languages should be further taken 

into account. 

Further testing should be conducted with construction 

stakeholders for feedback on the feasibility of the method 

and the developed tool proposed in this paper. Compared 

with the development of the entire smart contract 

generation system, the development of a plugin 

application or a library can be more extensible, more 

convenient, and more widely used. In addition to 

generating smart contracts from graphical 

representations, another direction, namely translating 

smart contracts to XML files or graphical representations, 

should also be investigated. 
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Abstract –  

To help project managers better understand non-

conformance in prefabrication projects, this research 

presents a probabilistic empirical study on non-

conformance reports (NCRs), their root cause and 

frequency of occurrence, as well as their impact on the 

project cost and time. Data from a completed nuclear 

project were collected and analyzed, where 1,179 

NCRs were raised during the three-year fabrication 

period, consisting of six distinct modules and a ring 

girder. Five broad categories are used to distinguish 

general liabilities of those NCRs (internal vs. external) 

as well as at which stage along the project the non-

conformance occurred (material receipt vs. 

fabrication). A further breakdown of 33 defect codes 

from those broad categories reflect the specific root 

cause of each non-conformance. Probabilistic analysis 

show that geometric-related non-conformance 

amongst all defect codes represent over half of all 

analyzed NCRs. Furthermore, in the interest of 

understanding the impact of these geometric-related 

issues on the project, 84 NCRs were sampled for 

evaluation; they were reviewed and assessed 

individually by an industry expert who is familiar 

with the nuclear project in this study, to estimate the 

cost and time impact of the sampled non-conformance. 

Based on the estimate, the average cost and time 

impact per non-conformance are nearly $1,000 and 

14.5 man-hours, respectively, accounting for 

additional resources required to rework, inspect 

again, and release the assembly. The findings provide 

project managers with useful implications to identify 

non-conformance root cause in prefabrication, 

reduce the risk and impact of these issues, and 

improve the performance of future projects. 

 

Keywords – 

Non-conformance; Nuclear; Prefabrication; 

Rework; Root cause; Quality control 

1 Introduction 

Construction is an integral industry of the Canadian 

economy, such that its $140 billion market contributes to 

7.3% of GDP [1]. However, the worker productivity 

trend does not reflect growth experienced by the 

construction industry, which has nearly doubled since 

1997. Construction labour productivity in Canada 

increased by less than 10% in the past two decades, while 

productivity in the manufacturing industry improved by 

almost 50% over the same time [2]. Efforts to improve 

construction productivity take advantage of the more 

established and mature manufacturing processes and 

techniques, such as modularization and off-site assembly. 

As civil industry work requirements become more 

demanding, and modular component tolerance continues 

to decrease for more complex projects, there exists a need 

to incorporate and utilize quality control technologies 

similar to what have been used in the manufacturing and 

automotive industries for years.  

Project physical complexity may be affected by the 

component and module size dimensions, along with 

geometry of the overall module. Quality checks in the 

current modular fabrication sector may occur in the form 

of documented quality control by qualified staff, or 

undocumented self-checks by the craft workers 

themselves. To rework items that failed quality checks, 

the process includes taking the modules apart, realigning 

individual components, attaching the pieces together 

again, and conducting another quality check. This is a 

significant waste of resources, resulting in reduced 

overall productivity represented by additional time and 

manpower spent on correcting the errors. 

To improve the productivity and continuous flow of 

prefabrication and construction, it is necessary to identify 

and better understand non-conformances along the 

project processes that would cause reworking. A number 

of studies have focused on developing real time 

monitoring technologies and software to detect defects of 

construction components [3,4]; however, less attention is 
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received to examine the frequency of defects and non-

conformances, as well as their impact on project 

performance such as cost and time. It is partly due to the 

lack of empirical project information available for 

analyzing the non-conformance issues and their impact. 

To address this gap, this paper collected data from a 

completed nuclear prefabrication project, and conducted 

probabilistic empirical study on non-conformances, their 

root cause and frequency of occurrence, as well as their 

impact on the project cost and time. The findings provide 

project managers with useful implications to identify 

non-conformance root cause in prefabrication, reduce the 

risk and impact of these issues, and improve the 

performance of future projects.  

The remaining of this paper is structured as follows. 

Section 2 includes an overview of the relevant studies on 

reworking in construction in general and specific 

reworking challenges in prefabrication projects. Section 

3 introduces the research methodology and background 

information of the nuclear project chosen for the 

empirical analysis. The subsequent analyses include 

defect root cause analysis in Section 4 and geometric 

defect impact analysis in Section 5. Lastly, Section 6 

summarizes the conclusions and future work. 

2 Literature Review 

2.1 Reworking in Construction 

Due to the nature of work in the industry, reworking 

is largely inevitable in traditional construction. Unlike 

manufacturing, where process automation could be 

achieved and optimized by machinery, the need for 

human involvement in standard construction projects 

introduce the risk of non-conformance errors associated 

with poor workmanship. There are several potential 

reworking root causes in addition to construction site 

human error, such as design change, defective materials, 

and lack of planning and coordination within the project 

team; nonetheless, their impact on the overall project 

performance is evident. In a survey of 161 Australian 

construction projects, it was observed that costs related 

to reworking contribute an average of 52% to a project’s 

cost growth [5], which may include direct cost (labour 

and material to rework) and other intangibles such as 

schedule delays and litigation cost. From the same survey, 

the mean direct and indirect costs to rework were found 

to be 6.4% and 5.6% of the original contract value, 

respectively [5]. Other research studies reflect a similar 

impact in other types of construction projects, such that 

the cost to rework represents 4% of contract value in 

residential construction [6], adds 10% of contract value 

in civil infrastructure projects [7], and ranges from 3.1% 

to 6.0% of the project value in building projects [8].  

Reworking root causes have been the subject of many 

subsequent research efforts to reduce its impact. In a 

study that analyzed 359 projects with varying project 

characteristics from the Construction Industry Institute 

(CII) database, it was found that heavy industrial projects 

for contractors were most affected by reworking, and the 

most important root causes are owner change and design 

error/omission for both owner and contractor reported 

projects [9]. These issues may result from inadequate 

planning and poor communication amongst owners, 

designers and constructors, thus they highlight the need 

for a comprehensive reworking management system that 

involves all the stakeholders and different organizational 

and technological measures at every stage of the project 

[10]. This recommendation echoed the findings from a 

survey of 115 civil infrastructure projects by Love et al. 

[7], where they identified the ineffective use of 

information technology to communicate as the primary 

factor contributing to reworking. Therefore, reworking 

reduction requires the need to better plan and manage the 

design and documentation process. 

To minimize and rectify the impact of reworking, 

preventative methods must be applied in order to reduce 

the probability of errors occurring throughout a project 

lifecycle, and appraisal measures should be implemented 

to detect defects and assess conformance to the required 

tolerance level.  

2.2 Reworking in Prefabrication 

Prefabrication, preassembly, modularization, and off-

site fabrication (PPMOF) research and practice have 

been reaping growing interest over the years. Its potential 

for increased project performance offers improvement in 

construction quality, productivity, safety, sustainability, 

cost, and schedule [11,12], thus becoming an appealing 

and effective alternative to traditional stick-built 

construction for owners and contractors alike. As a 

fundamentally distinct approach to construction, there 

are varying risks in PPMOF compared to traditional 

stick-built method, increasing demands and complexity 

to aspects of project organization, engineering, 

procurement, planning, monitoring, coordination, 

communication, and transportation [13]. Therefore 

reworking in prefabrication must be managed through 

understanding the risks at different stages of a PPMOF 

project, as well as recognizing the impact of these risks 

on project performance, such as cost and schedule. 

A study identified and categorized risks into general 

risk factors, in-plant risk factors, and on-site risk factors, 

and subsequently quantified and assessed them to 

propose a risk management framework in modular 

construction, where the process was simulated to 

evaluate the exposure of cost and schedule to quantified 

risk factors [14]. This necessitates monitoring and 

controlling risks in PPMOF, from both the managerial 

and technical context. Specific to modular construction, 
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dimensional and geometric compliance for strict 

tolerance requirements were examined, in which a 

structural analysis framework incorporates cost and risk 

to assess the optimal design solutions [15]. Another risk 

management framework also includes the evaluation of 

tolerance-related issues, where the compromise between 

off-site and on-site costs contribute to the identification 

of the optimum geometric variability, to improve 

modularization performance and maximize its benefits 

[16]. Owing to the advancements in technology research, 

additional tools can be used to help facilitate detection of 

non-conformance cases in design (component clashes) 

and construction (installation tolerance discrepancies), 

such as building information modelling (BIM) for project 

design and lifecycle control, robotics automation for 

fabrication control, and 3D sensing technology for 

quality control. 

These studies emphasized the importance of quick 

identification of risks and potential quality problems, but 

a comprehensive understanding of non-conformance 

issues resulting from those risks has been missing from 

the current body of knowledge. Therefore, an empirical 

analysis regarding the non-conformance root cause and 

their impact on project time and schedule performance is 

required to fill the gap.  

3 Methodology and Project Background 

To understand the types of non-conformances, their 

frequency of occurrence within a project, as well as their 

impact on the project cost and schedule, the research 

team collaborated with a major fabricator in the 

construction industry, and methodology as summarized 

in Figure 1 is followed throughout the research. 

The research team chose one of the industry partner’s 

completed nuclear projects, because of the systematic 

collection of data during quality control through all 

stages of fabrication, resulting in a comprehensive data 

log of non-conformance for this case study analysis. Due 

to the complex nature of this nuclear project, the 

information recorded were of higher granularity than 

other non-nuclear projects. A total of 1,179 non-

conformance reports (NCRs) were raised during the 

three-year fabrication period for this project, which 

required the fabrication of six distinct modules and a ring 

girder for nuclear power plants (NPPs) in the United 

States. The research team obtained a copy of the entire 

NCR data log for the project, and it formed the basis of 

all subsequent analyses for this case study. 

The nuclear modules range in size from 9,200 lbs 

(4,173 kg) to 102,000 lbs (46,266 kg). Figure 2 illustrates 

the 3D design of modules fabricated in the project case 

study. Each module contains vital components to 

mechanical systems within the NPPs, such as passive 

containment cooling, passive core cooling, liquid 

radioactive waste, demineralized water, fire protection, 

residual heat removal, as well as pressurizer safety and 

automatic depressurization. Given the design complexity 

of each module and the need to adhere to nuclear 

operational and safety requirements, they also have 

several challenges throughout the project, including: 

• Management of the high number of system code 

changes, ensuring the quality requirements of each 

system are met. 

• Module frame construction with “megabeam” and 

non-standard truss geometries. 

• Assembly, welding and inspections of frame, spools 

and supports in a tight and complex geometry. 

• Welding of high strength SA-517 steel requires 

specialized weld procedures and regimented pre-

heat and post-weld heating cycles. 
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Figure 1. Research methodology 
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Figure 2. Illustrations of some the prefabricated 

modules for NPPs in this project case study 

Each module in the nuclear project is unique, and 

their fabrication required highly skilled craft workers to 

fit and weld all the pressure piping components and 

supporting structural assemblies. To meet project 

requirements and deadlines, the fabrication shop was at 

full capacity with 80 dedicated workers. The workforce 

included 20 quality control personnel, who are 

responsible for quality control throughout the project 

lifecycle, including all activities of material receipt, in-

progress fabrication, and final release for shipment to site. 

The modules are also subjected to additional inspection 

by third-party Authorized Nuclear Inspectors, who 

ensure all fabricated components and systems are fit for 

use for nuclear applications according to design. 

4 Defect Root Cause Analysis 

In accordance with the industry partner’s internal 

Quality Control Procedure, each NCR is assigned a 

“defect code” to reflect the root cause of its non-

conformance. These defect codes are categorized under 

five broad types, which are as follows: 

 

1. Procurement Issue (Internal) 

2. Material Issue from Vendor (External) 

3. Fabrication / Construction Issue (Internal) 

4. Engineering / Document Control Issue (Internal) 

5. Free Issue Material from Customer (External) 

These five categories encompass almost all possible 

non-conformances a fabrication shop would experience, 

during the two main phases of (1) material receipt and (2) 

fabrication. Material liabilities are further differentiated 

between materials procured through vendors and those 

supplied by the owner. They are considered as external 

responsibilities through no fault of the fabrication shop. 

On the other hand, drafting errors and omissions as well 

as fabrication miscues are viewed as internal 

accountabilities, where craft workers such as fitters and 

welders are responsible for rectifying their identified 

non-conformance. 

A total of 33 defect codes as identified in the Quality 

Control Procedure reflect the specific root cause of each 

non-conformance. All 1,179 NCRs from the nuclear 

project were analyzed for their defect code as well as the 

specific nuclear module affected. Table 1 summarizes the 

frequency of each defect code as documented in the NCR 

data log. Furthermore, for clarity, defect codes related to 

geometric non-conformance are also highlighted grey. 

Through qualitative assessment of all documented 

NCR, it was found that some of the defect codes were 

used interchangeably, such as codes 2.3, 2.4, and 2.9, 

which concerns “damaged material”, “material defect”, 

and “dimensional / out of tolerance” issues, respectively. 

Despite their difference in assigned code description, 

they are all related to specific tolerance measurements 

(i.e., dimensions) and relationships of angles and surfaces 

of the objects. Thus, based on the root cause analysis of 

non-conformance in this nuclear project, defect codes 2.3, 

2.4, 2.9, 3.1, 3.3, 3.7, 5.1, and 5.2 are actually geometric 

in nature, and they represent the majority of reported 

issues, as summed at the end of Table 1. Figure 3 displays 

module difference in geometric defect code proportion, 

compared to the baseline average for the project. 

While it is unclear how module complexity affects 

geometric non-conformance, it is evident from Figure 3 

that defect codes 2.9 (material “dimensional / out of 

tolerance” issues) and 3.3 (fabrication “dimensional / out 

of tolerance” issues) are the two most frequently cited 

non-conformance. The two defect codes together 

represent over half of the geometric-related issues for 

each module, except for Q305, which had a higher 

proportion of non-conformance concerning “material 

defect”. This further demonstrates the strict design and 

tolerance requirements for nuclear projects, therefore, 

any tools used for quality control must be able to meet 

the specific accuracy and precision demand for effective 

inspection. 
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Table 1. Non-conformance root cause and their frequency 

Defect Codes Frequency Percentage 

1. Procurement Issue   

1.1 Purchase Order Error 2 0.17% 

2. Material Issue (Vendor)   

2.1 Missing MTR / Documentation 8 0.68% 

2.2 Incorrect MTR (Material Test Report) 4 0.34% 

2.3 Damaged Material / Item - Incoming 23 1.95% 

2.4 Material Defect 100 8.48% 

2.5 Wrong Material / Improper Specification 16 1.36% 

2.6 Contamination 11 0.93% 

2.7 Identification / Traceability 30 2.54% 

2.8 Counterfeit Material / Item 0 0.00% 

2.9 Dimensional / Out of Tolerance 191 16.20% 

2.10 Improper Material Substitution 3 0.25% 

3. Fabrication / Construction Issue   

3.1 Damaged Material / Item - Production 69 5.85% 

3.2 Improper Material Substitution 1 0.08% 

3.3 Dimensional / Out of Tolerance 212 17.98% 

3.4 Use of Detrimental / Unapproved Product 9 0.76% 

3.5 Unqualified Welder / Welding Operator 4 0.34% 

3.6 Wrong WPS Used 6 0.51% 

3.7 Fitting Error 20 1.70% 

3.8 Weld Defect 71 6.02% 

3.9 Wrong Material / Consumable Used 10 0.85% 

3.10 Lack of Process / Procedural  168 14.25% 

3.11 Drawing Error 17 1.44% 

3.12 Machining Error 12 1.02% 

3.13 Loss of FME (Foreign Material Exclusion) 2 0.17% 

3.14 PWHT (Post Weld Heat Treatment) Error 2 0.17% 

3.15 Pressure Test Failure 6 0.51% 

3.16 Paint Defect 22 1.87% 

4. Engineering / Document Control Issue   

4.1 Drawing or Drafting Error 17 1.44% 

4.2 Non-current Revision 1 0.08% 

4.3 Process Compliance 26 2.21% 

5. Free Issue Material (Customer)   

5.1 Damaged Material / Item 12 1.02% 

5.2 Does Not Meet Code / Specification / Standard / Contract 66 5.60% 

5.3 Insufficient / Incomplete Documentation  38 3.22% 

Total 1,179 100.00% 

Geometric  693 58.78% 

 

Figure 3. Module difference in geometric defects 
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5 Geometric Defect Impact Analysis 

Although each NCR in the data log summarized 

information such as the module affected, description of 

non-conformance, remedy proposal, as well as explicit 

instructions on how to rectify the errors, it is almost 

impossible to cross-reference a project change order to a 

specific non-conformance root cause. Consequently, a 

preliminary estimate was carried out to assess the cost 

and time impact of correcting geometric-related issues. 

An interview was conducted with the fabrication 

manager who oversaw the entire nuclear project, having 

experience handling almost all the issues reported in the 

data log, including proposing defect remedies and 

overseeing their execution. 

Out of the 693 geometric-related non-conformances, 

84 NCRs were sampled, and this is based on having a 

confidence level of 95% that the real value is within 

10%. While it would be better to have more random 

samples for a higher confidence level and lower margin 

of error, the estimate is also constrained by time 

availability of the project team that has direct knowledge 

of these NCRs. Nonetheless, the proportion of each 

defect code within the population of geometric-related 

NCR is preserved. 

During the interview with the fabrication manager, 

these sampled NCR were reviewed individually for their 

non-conformance root cause, and further assessed for 

their impact on the nuclear project. Table 2 summarizes 

the number of samples from each defect code that 

constitute the estimate, as well as the statistics of 

estimated cost and time impact of the 84 sampled 

geometric non-conformances. 

In general, a baseline man-hour of six hours is applied 

to each NCR, to account for the time it takes to review 

the non-conformance, file the report, formulate a solution, 

and release the assembly after adjustments are executed 

if required. Furthermore, a base hourly rate of $65 is 

assumed for both the quality control personnel and craft 

workers (i.e., fitters and welders). For each NCR, any 

additional time is based on labour required to rework, and 

any additional cost is based on new materials and extra 

man-hour. As shown in Table 2, the average cost impact 

of sampled geometric non-conformance is almost $1,000, 

and the time impact is approximately 14.5 man-hours. 

The results of the estimate are further evaluated to 

characterize the sampled data, which would allow curve 

fitting of probability distributions. Figure 4 presents the 

cost and time impact histograms. 

Probability paper plotting is used to verify assumed 

probability distribution. Three common distributions are 

assessed, including normal, lognormal, and Weibull 

distribution. Due to the linear relationship of the plot, 

coefficient of determination (R2) can be used to measure 

how well a linear regression model fits the dataset. 

Comparing the three distributions, it was found that 

lognormal distribution had the strongest linear 

association, as it had the highest R2 value for both time 

and cost impact metrics. Figure 5 shows lognormal 

probability paper plots for the impact of sampled NCRs. 

Table 2. Estimate cost and time impact of geometric non-conformance 

Defect Code 
Number of Cost ($) Time (Man-Hour) 

Population Sample Min Max Mean Min Max Mean 

Material 

Receipt 

2.3 23 3 390 1,040 607 6 16 9.3 

2.4 100 12 390 910 531 6 14 8.2 

2.9 191 24 650 3,250 1,354 10 50 19.3 

5.1 12 1 390 390 390 6 6 6.0 

5.2 66 8 390 3,250 934 6 50 14.4 

Fabrication 

3.1 69 8 390 1,730 712 6 22 10.4 

3.3 212 26 390 1,770 1,065 6 25 15.7 

3.7 20 2 455 590 523 6 7 6.5 

Total 693 84 390 3,250 988 6 50 14.5 

 

Figure 4. Sampled geometric non-conformance impact histogram: cost (left) and time (right) 
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Figure 5. Lognormal probability paper plot of impact: cost (left) and time (right)

6 Conclusions and future work  

In summary, there are some key findings from the 

non-conformance root cause analysis of the nuclear 

project case study. According to the industry partner’s 

internal Quality Control Procedure, five categories are 

used to distinguish general liabilities (internal vs. 

external) of non-conformance, as well as at which stage 

along the project the non-conformance occurred 

(material receipt vs. fabrication). A total of 33 “defect 

codes” are classified under these five broad categories, 

specific to the type of non-conformance observed. Upon 

qualitative analysis of all 1,179 documented NCRs, it 

was found that defect codes 2.3, 2.4, 2.9, 3.1, 3.3, 3.7, 5.1, 

and 5.2 per Table 1 are actually geometric in nature, and 

they represent nearly 60% of all reported issues during 

the three-year fabrication period. Within these 

geometric-related NCRs, over half of them are issues 

concerning dimension and tolerance for incoming 

materials and fabrication. 

In the interest of understanding the impact of these 

geometric-related issues on the project, 84 NCRs were 

sampled for evaluation; they were reviewed and assessed 

individually by an industry expert who is familiar with 

the nuclear project in question, to estimate the cost and 

time impact of these sampled non-conformance. Based 

on the estimate, the average cost impact is almost $1,000 

and the average time impact is 14.5 man-hours; they 

account for additional resources required to rework and 

to release the assembly. Subsequent analysis confirms 

that both of the impact metrics conform very closely to 

lognormal distribution.  

It should be noted that this is the only data log 

available where all non-conformances are tracked and 

documented throughout the project lifecycle within the 

fabrication shop; however, the methodology and findings 

may be applied to other prefabrication projects in the 

industry, specifically the classification of defect codes as 

well as the need to address geometric-related non-

conformances during fabrication. 

Moreover, the data log does not include non-

conformance reported at project site, meaning the impact 

does not account for fabrication errors that are 

overlooked before shipment, or any liability dispute 

between the fabricator and site installation team. For 

example, in a high volume and relatively complex project, 

it may require a crew of four for three months to inspect, 

count, and bill all materials of the prefabricated spools at 

the project site. Additional costs may also be considered 

to rework any errors, which include but are not limited to 

crew travel, lodging, schedule change, spool and/or 

module transport, reworking at site and/or back in the 

shop, as well as performing required non-destructive 

testing again. These expenses can amount to hundreds of 

thousands to millions of dollars depending on the project. 

Consequently, this necessitates accurate and precise 

documentation of the final assembly, before it leaves the 

fabrication shop to project site. With 3D scanning 

becoming increasingly affordable and accurate for 

industrial use, it could function as a tool for geometric 

quality control during material receipt and fabrication in-

process check, as well as act as an approved internal 

record to mitigate the risk of legal disputes of assigning 

responsibility to rework after shipment to site. 
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Abstract 

It is widely considered that the problem of extensive 

emissions from construction equipment is one of the 

main threats to human health. Thus, owners of 

construction equipment must formulate proper 

replacing and retrofitting strategies to reduce 

emissions with resource constraints. Therefore, this 

study proposes an optimization model to help owners 

of construction equipment to formulate proper 

replacing and retrofitting strategies, by employing the 

theory of integer linear programming (ILP). This 

optimization model incorporates environmental 

considerations into their decisions making, which can 

minimize the sum of the economic and environmental 

costs associated with purchasing new construction 

equipment, salvaging and retrofitting old in-use 

construction equipment, operating construction 

equipment over the period of analysis. The replacing 

and retrofitting strategies formulated by using the 

optimization model can also ensure the achievement 

of the emission reduction target of making the overall 

emission level of construction equipment fleets at or 

under a certain level. This study also demonstrates 

the applicability of the proposed model through a case 

study, which suggests that the proposed model can 

make informed strategies of replacing and 

retrofitting for the case excavator fleet. It is observed 

that the requirements of various environmental 

regulations and incentive initiatives do impact the 

making of replacing and retrofitting strategies and 

pose a financial burden on owners of construction 

equipment. Moreover, this study suggests that 

governments can also adjust subsidy grant levels to 

allocate the responsibility of reducing emissions from 

construction between governments and owners of 

construction equipment. 

 

Keywords 

Construction equipment emissions; Replacing and 

retrofitting; Optimization model; Emissions 

reduction; Cost-effectiveness 

1 Introduction 

Air pollutants, one of the greatest threats to the 

sustainable development of human beings, can cause 

health problems such as respiratory, eye irritation and 

lung diseases (Jacobs et al., 2010; Tian, Yao, & Chen, 

2019). As reported by World Health Organization (2014), 

air pollutants can lead to approximate 3.7 million people 

died annually around the world. Construction equipment 

has been widely considered one of the significant air 

pollutant sources (Fu et al., 2012; Frey et al., 2010; 

Szamocki et al., 2019). In Hong Kong, non-road mobile 

machines mainly comprised of construction equipment 

produced about 8% emissions, as shown in the 2018 

Hong Kong Emission Inventory Report issued by the 

Environmental Protection Department of Hong Kong 

(2020). According to the United States Environmental 

Protection Agency (US EPA, 2006), construction 

equipment emitted approximate 32% of all land-based 

non-road NOx emissions and more than 37% of land-

based non-road Particulate Matter (PM10) in 2005. 

According to London Atmospheric Emissions Inventory 

(LAEI) 2016 (London Datastore, 2019), construction 

equipment was responsible for 7% of NOx emission, 34% 

of PM10 emission, and 15% of PM2.5 emissions in 

London. Thus, it is critical that owners of construction 

equipment shoulder the emission reduction responsibility 

through sustainably managing their equipment. Namely, 

they should incorporate environmental considerations 

into their formulation of replacing and retrofitting 

strategies, which traditionally is undertaken only with 

economic considerations. 

On the other hand, to control the increasing emissions 

from construction equipment, a host of initiatives have 

been implemented in many countries, in particular forms 

of grant incentives, tax incentives, modified contracting 
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procedures and so on. Typical grant incentives include 

California’s Carl Moyer Memorial Air Quality Standards 

Attainment Program and The Texas Emissions 

Reduction Plan administered by the Texas Commission 

on Environmental Quality, which funds equipment for 

replacement, repowering or retrofitting (US EPA, 2005). 

Two typical tax incentives are Oregon’s Pollution 

Control Tax Credit Program and Georgia diesel 

particulate emission reduction technology equipment tax 

credit program (US EPA, 2005). Moreover, some 

projects like the Massachusetts Central Artery/Tunnel 

project adopted a contract requirement to promote the 

retrofitting of contractor-owned diesel equipment (US 

EPA, 2005). Thus, owners of construction equipment are 

being constrained to act strictly in accordance with these 

initiatives. The revenues or costs incurred by 

participating in these initiatives change the cash flow of 

construction equipment and finally have an impact on 

equipment management (Huang et al., 2021a). However, 

traditional equipment replacement models fail to 

consider this environmental impact, which are used to 

determine when to purchase new equipment and when to 

salvage which equipment in fleets merely under the 

economic constraints. With the constraints of 

environmental regulations and incentives, affected 

owners of construction equipment are faced with more 

challenging management of their equipment. They also 

need to make informed decisions about when to retrofit 

which equipment and which emission reduction 

technologies should be adopted. Traditional equipment 

replacement models are unable to help owners of 

construction equipment to deal with this challenge. With 

the problem of extensive emissions from construction 

being widely concerned, it is predictable that more and 

more initiatives will be implemented. The need of 

proposing a model to formulate proper replacing and 

retrofitting strategies is becoming urgent, which can 

minimize costs or maximum revenues under not only 

economic but also environmental considerations. 

Previous studies have employed the integer 

programming theory to make replacement decisions of 

construction equipment. however, there are no studies, 

which considered the impact of economic incentives on 

the replacing and retrofitting strategies and proposed a 

model for addressing this issue. For example, 

Gunawardena (1990) uses the technique of Integer Linear 

Programming to find the optimum replacement strategy 

for equipment with the objective of either cost 

minimization. 

Therefore, this study aims to propose an optimization 

model with economic and environmental considerations 

to help owners of construction equipment make proper 

replacing and retrofitting strategies for emission 

reduction. The proposed model can be used to optimizes 

the number of purchased, in-service, salvaged, replaced 

and retrofitted construction equipment in each period, so 

that the total cost is minimized and the emission 

reduction targets of various initiatives that the owners of 

construction equipment participate in can be achieved.  

2 Methodology 

In this section, this study proposes an optimization 

model with economic and environmental considerations 

for construction equipment management by employing 

the theory of integer linear programming.  

To take into the economic factors, this study includes 

the costs of purchasing new construction equipment due 

to normal depreciation of aging, salvaging old equipment, 

maintaining and operating in-service equipment during 

the planning periods. 

Owners of construction equipment must limit the 

emission levels of their equipment according to the 

requirements of environmental regulations and initiatives 

that they are constrained to. Thus, to take into the 

environmental factors, this study formulates an emission 

cap, which is an important constraint in the optimization 

model as shown in Equation (4). The proposed 

optimization model also incorporates the costs and 

revenues incurred by using retrofitting technologies to 

control emission levels under the emission gap.  

The outputs of the model include the optimal decision 

on the mix of construction equipment that should be 

purchased, salvaged, retrofitting and in-service in each 

period. This model optimizes decisions over a planning 

horizon with T periods. Each construction equipment is 

specified by type k=1,…, N, and age i=0,…, I, where N 

and I present the number of types of construction 

equipment and the maximum age respectively. Purchase, 

salvage and retrofitting action are taken at the beginning 

of each period. Decision variables and parameters of the 

optimization model are as follows: 

Decision variables: 

𝑌𝑘𝑖𝑗,𝐴−𝐵  number of 𝑘 -type and 𝑖 -period-old 

construction equipment retrofitted from US Tier A 

emission standards to Tier B at the beginning of period 𝑗, 

with (A-B) ∈{1-2, 1-3, 1-4i, 1-4f, 2-3, 2-4i, 2-4f, 3-4i, 3-

4f, 4i-4f}; 

𝑋𝑘𝑖𝑗  number of 𝑘-type and 𝑖-period-old construction 

equipment used in period 𝑗; 

𝑋𝑘𝑖𝑗,𝐴  number of 𝑘 -type and 𝑖 -period-old 

construction equipment meeting US Tier A emission 

standards, used in period 𝑗, with A ∈{1, 2, 3, 4i, 4f}; 

𝑋𝑘𝑗,𝐴  number of 𝑘 -type construction equipment 

meeting US Tier A emission standards, purchased in 

period 𝑗; 

𝑆𝑘𝑖𝑗,𝐴 number of 𝑘-type and 𝑖-period-old construction 

equipment meeting US Tier A emission standards, 

salvaged at the beginning of period 𝑗; 
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Economic parameters: 

𝐶𝑗  budget available for purchasing new construction 

equipment in period 𝑗; 

𝑃𝑘𝑗  purchase cost of a new k-type construction 

equipment at the beginning of period 𝑗; 

𝑂𝐶𝑘𝑖 cost of operating a piece of k-type and 𝑖-period-

old construction equipment; 

𝑟𝑘𝑖  revenue from salvaging a k-type and 𝑖-period-old 

construction equipment; 

𝐸𝑃 subsidy or penalty level for reducing emissions by 

replacing or retrofitting construction equipment; 

ℎ𝑝𝑘   engine power of k-type construction equipment; 

𝐷𝑘𝑗   number of k-type construction equipment 

demanded in period  𝑗; 

𝑂𝑇𝑘𝑖𝑗   operating time of a piece of k-type and  𝑖 -

period-old construction equipment in period 𝑗; 

𝑋0𝑘𝑖1,𝐴   number of 𝑘 -type and 𝑖 -period-old 

construction equipment meeting US Tier A emission 

standards at the beginning of period 1; 

Environmental parameters: 

𝑎𝑚  the equivalent coefficient of emission 𝑚; 

𝑒𝑘𝑚,𝐴  emission level of a piece of k-type construction 

equipment meeting US Tier 1 emission standards in 

regard of emission 𝑚; 

𝑒𝑘𝑚
0   emission level of a piece of k-type construction 

equipment meeting the emission requirement of 

governments in regard of emission 𝑚; 

𝑅𝑘,𝐴−𝐵   cost of retrofitting a piece of k-type 

construction equipment from US Tier A emission 

standards to Tier B; 

The objective function is the minimization of the sum 

of the economic and environmental costs associated with 

purchasing new construction equipment, salvaging and 

retrofitting old in-use construction equipment, operating 

construction equipment over the period of analysis, i.e. 

from year one to the end of year T: 

Minimize: 

∑ ∑ ∑ 𝑋𝑘𝑗,𝐴𝑃𝑘𝑗
4𝑓
𝐴=1

𝑇
𝑗=1

𝑁
𝑘=1 −

∑ ∑ ∑ ∑ 𝑆𝑘𝑖𝑗,𝐴𝑟𝑘𝑖
4𝑓
𝐴=1

𝑇
𝑗=1

𝐼
𝑖=0

𝑁
𝑘=1 +

∑ ∑ ∑ ∑ 𝑅𝑘,𝐴−𝐵𝑌𝑘𝑖𝑗,𝐴−𝐵
4𝑖−4𝑓
(𝐴−𝐵)=(1−2)

𝑇
𝑗=1

𝐼
𝑖=0

𝑁
𝑘=1 +

∑ ∑ ∑ 𝑋𝑘𝑖𝑗𝑂𝐶𝑘𝑖
𝑇
𝑗=1

𝐼
𝑖=0

𝑁
𝑘=1 −

𝐸𝑃 {∑ ∑ ∑ ∑ [𝑎𝑚 × ℎ𝑝𝑘 × 𝑂𝑇𝑘𝑖𝑗 × (𝑇 +𝑀
𝑚=1

𝑇
𝑗=1

𝐼
𝑖=0

𝑁
𝑘=1

1 − 𝑗) × (∑ 𝑒𝑘𝑚,𝐴𝑆𝑘𝑖𝑗,𝐴
4𝑓
𝐴=1 + ∑ (𝑒𝑘𝑚,𝐴 −

4𝑖−4𝑓
(𝐴−𝐵)=(1−2)

𝑒𝑘𝑚,𝐵)𝑌𝑘𝑖𝑗,𝐴−𝐵)]}                                                                         (1) 

This objective function is subject to the following 

constraints: 

∑ 𝑋𝑘𝑖𝑗
𝐼
𝑖=0 ≥ 𝐷𝑘𝑗 , ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 = 1, . . . , 𝑇     (2)                                                                                             

∑ ∑ 𝑋𝑘𝑗,𝐴𝑃𝑘𝑗
4𝑓
𝐴=1 ≤ 𝐶𝑗

𝑁
𝑘=1 , ∀ 𝑗 = 1, . . . , 𝑇            (3)                                                                                                  

∑ ∑ ∑ 𝑒𝑘𝑚
0 𝑎𝑚ℎ𝑝𝑘𝑋𝑘𝑖𝑗

𝑀
𝑚=1

𝐼
𝑖=0

𝑁
𝑘=1

∑ ∑ ℎ𝑝𝑘
𝐼
𝑖=0

𝑁
𝑘=1 𝑋𝑘𝑖𝑗

≥

∑ ∑ ∑ 𝑎𝑚ℎ𝑝𝑘(∑ 𝑒𝑘𝑚,𝐴𝑋𝑘𝑖𝑗,𝐴
4𝑓
𝐴=1 )𝑀

𝑚=1
𝐼
𝑖=0

𝑁
𝑘=1

∑ ∑ ℎ𝑝𝑘
𝐼
𝑖=0

𝑁
𝑘=1 𝑋𝑘𝑖𝑗

, ∀ 𝑗 = 1, . . . , 𝑇;    (4)                                     

 ∑ 𝑌𝑘𝑖𝑗,𝐴−𝐵
1−4𝑓
(𝐴−𝐵)=(1−2) + 𝑆𝑘𝑖𝑗,1 ≤

𝑋𝑘(𝑖−1)(𝑗−1),1, ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 = 2, . . . , 𝑇;  𝑖 =

1, . . . 𝐼                                                                              (5) 

∑ 𝑌𝑘𝑖𝑗,𝐴−𝐵
2−4𝑓
(𝐴−𝐵)=(2−3) + 𝑆𝑘𝑖𝑗,2 ≤ 𝑋𝑘(𝑖−1)(𝑗−1),2, ∀ 𝑘 =

1, . . . , 𝑁; ∀ 𝑗 = 2, . . . , 𝑇;  𝑖 = 1, . . . 𝐼                               (6) 

∑ 𝑌𝑘𝑖𝑗,𝐴−𝐵
3−4𝑓
(𝐴−𝐵)=(3−4𝑖) + 𝑆𝑘𝑖𝑗,3 ≤

𝑋𝑘(𝑖−1)(𝑗−1),3, ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 = 2, . . . , 𝑇;  𝑖 =

1, . . . 𝐼                                                                              (7) 

𝑌𝑘𝑖𝑗,4𝑖−4𝑓 + 𝑆𝑘𝑖𝑗,4𝑖 ≤ 𝑋𝑘(𝑖−1)(𝑗−1),4𝑖, ∀ 𝑘 =

1, . . . , 𝑁; ∀ 𝑗 = 2, . . . , 𝑇;  𝑖 = 1, . . . 𝐼                              (8)                      

𝑆𝑘𝑖𝑗,4𝑓 ≤ 𝑋𝑘(𝑖−1)(𝑗−1),4𝑓 , ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 =

2, . . . , 𝑇;  𝑖 = 1, . . . 𝐼                                                              (9) 

∑ 𝑌𝑘𝑖1,𝐴−𝐵
1−4𝑓
(𝐴−𝐵)=(1−2) + 𝑆𝑘𝑖1,1 ≤ 𝑋0𝑘𝑖1,1, ∀ 𝑘 =

1, . . . , 𝑁;  𝑖 = 0, . . . 𝐼                                                              (10) 

∑ 𝑌𝑘𝑖1,𝐴−𝐵
2−4𝑓
(𝐴−𝐵)=(2−3) + 𝑆𝑘𝑖1,2 ≤ 𝑋0𝑘𝑖1,2, ∀ 𝑘 =

1, . . . , 𝑁;  𝑖 = 0, . . . 𝐼                                                             (11) 

∑ 𝑌𝑘𝑖1,𝐴−𝐵
3−4𝑓
(𝐴−𝐵)=(3−4𝑖) + 𝑆𝑘𝑖1,3 ≤ 𝑋0𝑘𝑖1,3, ∀ 𝑘 =

1, . . . , 𝑁;  𝑖 = 0, . . . 𝐼                                                               (12) 

𝑌𝑘𝑖1,4𝑖−4𝑓 + 𝑆𝑘𝑖1,4𝑖 ≤ 𝑋0𝑘𝑖1,4𝑖, ∀ 𝑘 = 1, . . . , 𝑁;  𝑖 =

0, . . . 𝐼                                                                            (13) 

𝑆𝑘𝑖1,4𝑓 ≤ 𝑋0𝑘𝑖1,4𝑓 , ∀ 𝑘 = 1, . . . , 𝑁;  𝑖 = 0, . . . 𝐼      (14)                                                                                          

∑ 𝑌𝑘0𝑗,𝐴−𝐵
1−4𝑓
(𝐴−𝐵)=(1−2) + 𝑆𝑘0𝑗,1 = 0, ∀ 𝑘 =

1, . . . , 𝑁; ∀ 𝑗 = 2, . . . , 𝑇                                                (15) 

∑ 𝑌𝑘0𝑗,𝐴−𝐵
2−4𝑓
(𝐴−𝐵)=(2−3) + 𝑆𝑘0𝑗,2 = 0, ∀ 𝑘 =

1, . . . , 𝑁; ∀ 𝑗 = 2, . . . , 𝑇                                                              (16) 

∑ 𝑌𝑘0𝑗,𝐴−𝐵
3−4𝑓
(𝐴−𝐵)=(3−4𝑖) + 𝑆𝑘0𝑗,3 = 0, ∀ 𝑘 =

1, . . . , 𝑁; ∀ 𝑗 = 2, . . . , 𝑇            (17)                                                        

𝑌𝑘0𝑗,4𝑖−4𝑓 + 𝑆𝑘0𝑗,4𝑖 = 0, ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 =

2, . . . , 𝑇                                                                                (18) 

𝑆𝑘0𝑗,4𝑓 = 0, ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 = 2, . . . , 𝑇            (19)                                                                                         

𝑋𝑘𝑖𝑗,1 = 𝑋𝑘(𝑖−1)(𝑗−1),1 − 𝑆𝑘𝑖𝑗,1 −

∑ 𝑌𝑘𝑖𝑗,𝐴−𝐵
1−4𝑓
(𝐴−𝐵)=(1−2) , ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 =

2, . . . , 𝑇;  𝑖 = 1, . . . 𝐼                                                      (20)                                                  

𝑋𝑘𝑖𝑗,2 = 𝑋𝑘(𝑖−1)(𝑗−1),2 − 𝑆𝑘𝑖𝑗,2 + 𝑌𝑘𝑖𝑗,1−2 −

∑ 𝑌𝑘𝑖𝑗,𝐴−𝐵
2−4𝑓
(𝐴−𝐵)=(2−3) , ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 =

2, . . . , 𝑇;  𝑖 = 1, . . . 𝐼                                                                 (21)                                                                                                                                                                                  

𝑋𝑘𝑖𝑗,3 = 𝑋𝑘(𝑖−1)(𝑗−1),3 − 𝑆𝑘𝑖𝑗,3 + ∑ 𝑌𝑘𝑖𝑗,𝐴−3
2
𝐴=1 −

∑ 𝑌𝑘𝑖𝑗,𝐴−𝐵
3−4𝑓
(𝐴−𝐵)=(3−4𝑖) , ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 =

2, . . . , 𝑇;  𝑖 = 1, . . . 𝐼                                                     (22)                                                                                                                                                 

𝑋𝑘𝑖𝑗,4𝑖 = 𝑋𝑘(𝑖−1)(𝑗−1),4𝑖 − 𝑆𝑘𝑖𝑗,4𝑖 + ∑ 𝑌𝑘𝑖𝑗,𝐴−4𝑖
3
𝐴=1 −

𝑌𝑘𝑖𝑗,4𝑖−4𝑓 , ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 = 2, . . . , 𝑇;  𝑖 = 1, . . . 𝐼 (23)                                                                                                                                                                                                                                                                                                                        

𝑋𝑘𝑖𝑗,4𝑓 = 𝑋𝑘(𝑖−1)(𝑗−1),4𝑓 − 𝑆𝑘𝑖𝑗,4𝑓 +

∑ 𝑌𝑘𝑖𝑗,𝐴−4𝑓
4𝑖
𝐴=1 , ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 = 2, . . . , 𝑇;  𝑖 =

1, . . . 𝐼                                                                             (24)                                                                                                                                  

𝑋𝑘𝑖1,1 = 𝑋0𝑘𝑖1,1 − 𝑆𝑘𝑖1,1 − ∑ 𝑌𝑘𝑖1,𝐴−𝐵
1−4𝑓
(𝐴−𝐵)=(1−2) ,

∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑖 = 1, . . . 𝐼                                          (25) 
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𝑋𝑘𝑖1,2 = 𝑋0𝑘𝑖1,2 − 𝑆𝑘𝑖1,2 + 𝑌𝑘𝑖1,1−2 −

∑ 𝑌𝑘𝑖1,𝐴−𝐵
2−4𝑓
(𝐴−𝐵)=(2−3) , ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑖 = 1, . . . 𝐼 (26)                      

𝑋𝑘𝑖1,3 = 𝑋0𝑘𝑖1,3 − 𝑆𝑘𝑖1,3 + ∑ 𝑌𝑘𝑖1,𝐴−3
2
𝐴=1 −

∑ 𝑌𝑘𝑖1,𝐴−𝐵
3−4𝑓
(𝐴−𝐵)=(3−4𝑖) , ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑖 = 1, . . . 𝐼 (27)               

𝑋𝑘𝑖1,4𝑖 = 𝑋0𝑘𝑖1,4𝑖 − 𝑆𝑘𝑖1,4𝑖 + ∑ 𝑌𝑘𝑖1,𝐴−4𝑖
3
𝐴=1 −

𝑌𝑘𝑖1,4𝑖−4𝑓 , ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑖 = 1, . . . 𝐼                            (28) 

𝑋𝑘𝑖1,4𝑓 = 𝑋0𝑘𝑖1,4𝑓 − 𝑆𝑘𝑖1,4𝑓 + ∑ 𝑌𝑘𝑖1,𝐴−4𝑓
4𝑖
𝐴=1 ,

∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑖 = 1, . . . 𝐼                                                   (29) 

𝑋𝑘01,1 = 𝑋0𝑘01,1 − 𝑆𝑘01,1 + 𝑋𝑘1,1 −

∑ 𝑌𝑘01,𝐴−𝐵
1−4𝑓
(𝐴−𝐵)=(1−2) , ∀ 𝑘 = 1, . . . , 𝑁                               (30)                                  

𝑋𝑘01,2 = 𝑋0𝑘01,2 − 𝑆𝑘01,2 + 𝑋𝑘1,2 + 𝑌𝑘01,1−2 −

∑ 𝑌𝑘01,𝐴−𝐵
2−4𝑓
(𝐴−𝐵)=(2−3) , ∀ 𝑘 = 1, . . . , 𝑁                              (31) 

𝑋𝑘01,3 = 𝑋0𝑘01,3 − 𝑆𝑘01,3 + 𝑋𝑘1,3 + ∑ 𝑌𝑘01,𝐴−3
2
𝐴=1 −

∑ 𝑌𝑘01,𝐴−𝐵
3−4𝑓
(𝐴−𝐵)=(3−4𝑖) , ∀ 𝑘 = 1, . . . , 𝑁                             (32) 

𝑋𝑘01,4𝑖 = 𝑋0𝑘01,4𝑖 − 𝑆𝑘01,4𝑖 + 𝑋𝑘1,4𝑖 +
∑ 𝑌𝑘01,𝐴−4𝑖

3
𝐴=1 − 𝑌𝑘01,4𝑖−4𝑓 , ∀ 𝑘 = 1, . . . , 𝑁                   (33)                              

𝑋𝑘01,4𝑓 = 𝑋0𝑘01,4𝑓 − 𝑆𝑘01,4𝑓 + 𝑋𝑘1,4𝑓 +

∑ 𝑌𝑘01,𝐴−4𝑓
4𝑖
𝐴=1 , ∀ 𝑘 = 1, . . . , 𝑁                                             (34)                                              

𝑋𝑘𝑗,𝐴 = 𝑋𝑘0𝑗,𝐴, ∀ 𝑗 = 2, . . . , 𝑇;  ∀ 𝐴 ∈

{1, 2, 3, 4𝑖, 4𝑓};                                                                     (35)                                                                                     

𝑋𝑘𝑖𝑗 =    ∑ 𝑋𝑘𝑖𝑗,𝐴
4𝑓
𝐴=1 , ∀ 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 =

1, . . . , 𝑇;  𝑖 = 0, . . . 𝐼                                                                       (36) 

𝑋𝑘𝐼𝑗,𝐴 = 0, 𝑘 = 1, . . . , 𝑁; ∀ 𝑗 = 1, . . . , 𝑇;   ∀ 𝐴 ∈

{1, 2, 3, 4𝑖, 4𝑓};                                                                                (37) 

The number of in-service construction equipment of each 

type should be equal to or greater than the required 

number in every period (Eq.(2)). Cost of purchasing new 

equipment cannot exceed the annual budget available for 

buying new equipment (Eq.(3)). The annual emission 

level of the construction equipment fleet should not 

exceed the specific environmental cap (Eq.(4)). 

Retrofitting and salvaging equipment occurs at the 

beginning of each period. Therefore, at the beginning of 

each period except period 1, the number of retrofitted and 

salvaged equipment should not exceed the number of in-

service equipment within the last period (Eqs. (5)-(9)). At 

the beginning of period 1, the number of retrofitted and 

salvaged equipment should not exceed the number of 

initial construction equipment at the beginning of the 

planning horizon (Eqs. (10)-(14)). Eqs. (15)-(19) can 

ensure that newly purchased age-0 construction 

equipment can not be retrofitted or salvaged immediately. 

The number of in-service equipment within any period 

except period 1 equals the number of in-service 

equipment in the last period subtracting the number of 

equipment retrofitted and salvaged at the beginning of 

this period (Eqs. (20)-24)). The number of in-service 

equipment within period 1 equals the number of initial 

equipment at the beginning of the planning horizon 

subtracting the number of equipment retrofitted and 

salvaged at the beginning of period 1 (Eqs. (25)-(29)). 

The in-service construction equipment of age 0 within 

period 1 is the initial age-0 equipment adding the newly 

purchased age-0 equipment and subtracting the 

retrofitted and salvaged equipment at the beginning of 

period 1 (Eqs. (30)-(34)). In each period except period 1, 

the number of in-service age-0 equipment equals to that 

of new purchased age-0 equipment (Eq.(35)). The 

number of in-service equipment in each period is the sum 

of equipment meeting emission standards of US Tier 1 to 

US Tier 4f (Eq.(36)). It is assumed that any equipment 

reaches its maximum age I will be salvaged (Eq.(37)).  

3 Case study 

In this section, this study uses an excavator fleet 

belonging to a construction company in Hong Kong as a 

case to demonstrate the application of the proposed 

optimization model. The planning horizon is 10 years 

(T=10). The maximum age of the excavators is 20 (I=20). 

This fleet consists of 6 excavators. Table 1 shows the 

number of excavators with some important information. 

 

Table 1 Some important information about the case 

excavator fleet 

Equipment 

type 

Excavator 

of type 1 

(k=1) 

Excavator 

of type 2 

(k=2) 

Excavator 

of type 3 

(k=3) 

Number 
2 2 2 

Age 
8,9 7,11 10,10 

Tier 
2 2 2 

Horsepower  
91KW 69KW 80KW 

Bucket 

capacity 

0.46 m3 0.28 m3 0.39 m3 

Using the historical records of the company, the 

economic parameters were estimated for the coming year. 

The input economic parameters are presented in Table 2. 

In this case, this study assumes that the subsidy or penalty 

level for reducing emissions by replacing or retrofitting 

construction equipment is $6800 per ton. 

 

Table 2 Estimated economic parameters 

Parameter 
Function Unit 

𝐶𝑗 16,000,000 $ 

𝑃𝑘𝑗  50000+10,000(j-1), for K=1; 

40000+10,000(j-1), for K=2; 

30000+10,000(j-1), for K=3. 

$ 

𝑂𝐶𝑘𝑖 231500+3000t, for k=1; 

135750+1500t, for k=2; 

40500+1000t, for k=3. 

$ 

𝑟𝑘𝑖  500000*0.85i, for k=1; 

400000*0.85i, for k=2; 

$ 
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300000*0.85i, for k=3. 

𝐸𝑃 6800 $/ton 

𝐷𝑘𝑗 2 piece 

𝑂𝑇𝑘𝑖𝑗  8*250 hours 

In this case, this study only considers NOx reduction 

from the case excavator fleet through making proper 

replacement and retrofitting strategies, given that only 

NOx are the main types of emissions in Hong Kong 

among all of emissions generated by construction 

equipment (Legislative Council of HK, 2018). In Hong 

Kong, new imported construction equipment is required 

to meet US Tier 3 emission standards. In line with this 

regulation, in this case, the average emission level of the 

case excavator fleet is limit to US Tire 3.  

The retrofitting costs are driven from a report issued 

by ICCT (2018), as shown in Table 3. 

 

Table 3 The costs of retrofitting construction 

equipment to meet more stringent emission standards 

 

Equipment type K=1 K=2 K=3 

From Tier 2 to Tier 3 
$1366 $850 $1366 

From Tier 2 to Tier 4i 
$2227 $1569 $2227 

From Tier 2 to Tier 4f 
$2808 $2544 $2808 

From Tier 3 to Tier 4i 
$861 $719 $861 

From Tier 3 to Tier 4f 
$1442 $1694 $1442 

From Tier 4i to Tier 4f 
$581 $975 $581 

By applying data shown in Table 1-3 to the 

established model in Section 2, the objective value 

$9,437,829 is obtained, which represents the sum of 

economic and environmental costs. The number of newly 

purchased, salvaged, retrofitted and in-service excavators 

in each period is provided in Table 4. As shown in Table 

4, to minimize the economic and environmental cost and 

meet the emission reduction requirements, at the 

beginning of the first year, the owner of the case 

excavator fleet needs to replace two pieces of  type-3 

excavators aged 10 years with a new excavator meeting 

US Tier 4f emission standards, retrofit two type-1 

excavators aged 8 and 9 years respectively to meet US 

Tier 4f emission standards, and retrofit one type-2 

excavator aged 10 years to meet the US Tier 4i emission 

standards.  

 

Table 4 Values of decision variables in the excavator 

fleet case 

Period 1-New purchased excavators 

𝑋31,4𝑓=2 

Period 1-Retrofitted excavators 

𝑌181,2−4𝑓=1, 𝑌191,2−4𝑓=1, 𝑌2(10)1,2−4𝑖=1 

Period 1- Salvaged excavators 

𝑆3(10)1,2=2 

Period 1- In-service excavators 

𝑋191,4𝑓 = 1 ,  𝑋181,4𝑓 = 1 ,  𝑋271,4𝑖 = 1 ,  𝑋2(11)1,2 = 1, 

𝑋301,4𝑓 = 2 

Period 2- In-service excavators 

𝑋1(10)2,4𝑓 = 1,  𝑋192,4𝑓 = 1,  𝑋282,4𝑖 = 1,  𝑋2(11)1,2 = 1, 

𝑋312,4𝑓 = 2 

Period 3- In-service excavators 

𝑋1(11)3,4𝑓 = 1,  𝑋1(10)3,4𝑓 = 1,  𝑋293,4𝑖 = 1,  𝑋2(11)1,2 =

1, 𝑋323,4𝑓 = 2 

Period 4- In-service excavators 

𝑋1(12)4,4𝑓 = 1 ,  𝑋1(11)4,4𝑓 = 1 ,  𝑋2(10)4,4𝑖 = 1 ,  
𝑋2(11)1,2 = 1, 𝑋334,4𝑓 = 2 

Period 5- In-service excavators 

𝑋1(13)5,4𝑓 = 1 ,  𝑋1(12)5,4𝑓 = 1 ,  𝑋2(11)5,4𝑖 = 1 ,  
𝑋2(11)1,2 = 1, 𝑋345,4𝑓 = 2 

Period 6- In-service excavators 

𝑋1(14)6,4𝑓 = 1 ,  𝑋1(13)6,4𝑓 = 1 ,  𝑋2(12)6,4𝑖 = 1 ,  
𝑋2(11)1,2 = 1, 𝑋356,4𝑓 = 2 

Period 7- In-service excavators 

𝑋1(15)7,4𝑓 = 1 ,  𝑋1(14)7,4𝑓 = 1 ,  𝑋2(13)7,4𝑖 = 1 ,  
𝑋2(11)1,2 = 1, 𝑋367,4𝑓 = 2 

Period 8- In-service excavators 

𝑋1(16)8,4𝑓 = 1 ,  𝑋1(15)8,4𝑓 = 1 ,  𝑋2(14)8,4𝑖 = 1 ,  
𝑋2(11)1,2 = 1, 𝑋378,4𝑓 = 2 

Period 9- In-service excavators 

𝑋1(17)9,4𝑓 = 1 ,  𝑋1(16)9,4𝑓 = 1 ,  𝑋2(15)9,4𝑖 = 1 ,  
𝑋2(11)1,2 = 1, 𝑋389,4𝑓 = 2 

Period 10- In-service excavators 

𝑋1(18)(10),4𝑓 = 1 ,  𝑋1(17)10,4𝑓 = 1 ,  𝑋2(16)(10),4𝑖 = 1 ,  
𝑋2(11)1,2 = 1, 𝑋39(10),4𝑓 = 2 

4 Discussion 

To reveal how the requirements of various 

environmental regulations and incentive initiatives 

impact replacing and retrofitting strategy-making of the 

case fleet, this study runs the model established in 
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Section 2 with mere economic parameters. The results 

are that only the type-2 aged 8 excavators are replaced at 

the beginning of the first period and the corresponding 

minimum cost is $9,086,236. This study also runs the 

model with economic parameters and the emission 

reduction requirement constraint and without subsidy 

grants from the Hong Kong government. The 

corresponding optimum cost is $9,623,765. The two 

type-3 aged 10 years excavators are replaced at the 

beginning of the first year. Comparing the optimum costs 

between the replacing and retrofitting strategies with 

mere economic parameters and with both economic and 

environmental parameters, it can be concluded that 

environmental regulations and incentive initiatives with 

a subsidy level of $6800 per ton of NOx reduced will 

pose a financial burden on the owner of the excavator 

fleet. However, this financial burden may not be heavy, 

because only around 3.73% of the optimum cost 

($9,437,829) is the cost of replacing and retrofitting the 

case excavator fleet for emission reduction after being 

offset against by the subsidy grants from the government. 

Comparing the two optimum cost of $9,086,236 and 

$9,623,765, a financial burden of $5,37,529 over the 10 

years are posed on the owner of the excavator fleet if 

there is no available subsidy grant, which is about 5.92% 

of the optimum cost of $9,086,236. The subsidy level of 

$6,800 per ton of NOx reduced can reduce the financial 

burden generated by the requirements of environmental 

regulations and incentives to some extent. 

From the above discussion, it can be concluded that 

the strategies of replacing and retrofitting the excavator 

fleet are informed. In this case, the emission reduction 

target of Hong Kong limiting the construction equipment 

fleet emission level at or under US Tire 3 can be achieved 

through replacing or retrofitting excavators in some 

periods. Moreover, the costs incurred by replacing and 

retrofitting excavators also do not put heavy financial 

burdens on the owner of the case excavator fleet.  

The cost-effectiveness of reducing NOx emission can 

be examined from the perspectives of the Hong Kong 

government and the owner of the excavator. The cost-

effectiveness of reducing NOx emission of Hong Kong 

government equals its subsidy grant level of $6,800 per 

ton. Over the planning horizon of 10 years, through 

replacing and retrofitting excavators, 53.84 tons NOx has 

been reduced and the cost of reducing NOx emission is 

$553,726. Thus, the cost-effectiveness of reducing NOx 

from the perspective of the owner of the excavator fleet 

is $10,284,66. The cost-effectiveness of reducing NOx 

emission from an overall societal perspective is about 

$17,084 per ton of reduced NOx emission. This suggests 

that the government can adjust the subsidy grant level to 

allocate the responsibility of reducing emissions from 

construction equipment between governments and 

owners of construction equipment. 

5 Conclusions 

The problem of extensive emissions from 

construction equipment has been widely recognized 

around the world. As the producer of emissions, owners 

of construction equipment should shoulder the emission 

reduction responsibility through formulating proper 

replacing and retrofitting strategies. Therefore, this study 

proposes an optimization model to help owners of 

construction equipment to formulate proper replacing 

and retrofitting strategies. This optimization model 

incorporates environmental considerations into their 

formulation of replacing and retrofitting strategies, which 

can minimize the sum of the economic and 

environmental costs associated with purchasing new 

construction equipment, salvaging and retrofitting old in-

use construction equipment, operating construction 

equipment over the period of analysis. The replacing and 

retrofitting strategies formulated by using the 

optimization model can also ensure the achievement of 

the emission reduction target of making the overall 

emission level of construction equipment fleet at or under 

US Tier 3 emission standards. 

This study also formulates replacing and retrofitting 

strategies for a fleet of excavators located in Hong Kong. 

From this case study, it can be concluded that the 

requirements of various environmental regulations and 

incentive initiatives do impact the formulation of 

replacing and retrofitting strategies and pose a financial 

burden on owners of construction equipment. Moreover, 

this study suggests that governments can also adjust the 

subsidy grant level to allocate the responsibility of 

reducing emissions from construction between 

governments and owners of construction equipment. The 

proposed optimization model is scalable across a range 

of off-road equipment for its sustainable management, 

including not only construction equipment but also 

agricultural and mining equipment.  

 In contribution, an optimization model is proposed in 

this study to help owners of construction equipment make 

informed replacing and retrofitting strategies. 

governments can also employ this optimization model to 

determine the subsidy grants levels to motivate owners of 

construction equipment to participant in various 

incentive programs initiated by governments.  
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Abstract – 

Designing a reasonable and efficient 
transportation system of temporary elevators from 
the perspective of spatio-temporal planning is 
beneficial for the successful completion of 
construction projects. Specifically, the determination 
of the service date and floor of temporary elevators 
and the consideration of the limited availability of 
time and space should be taken seriously. The spatio-
temporal planning of temporary elevators puts 
forward higher requirements for the display of 
planning solutions due to the complexity considering 
both time and space. However, current display ways 
are generally abstract, low-dimensional, and static, 
and even when the 4D model is adopted, the display 
effect of spatio-temporal planning solutions is still 
limited. This research presents a spatio-temporal 
planning simulation of temporary elevators in 
construction using a game engine to address those 
challenges. The workflow of the spatio-temporal 
planning simulation, divided into configuration and 
operation planning, consists of three steps: 1) import 
data into the game engine platform, 2) generate the 
spatio-temporal planning simulation scheme, and 3) 
conduct the spatio-temporal planning simulation. The 
results of the experimental test show that the 
presented spatio-temporal planning simulation way is 
intuitive and convenient, various planning elements 
are clearly shown, and corresponding planning 
information is efficiently conveyed, which can 
effectively enhance the display effect of spatio-
temporal planning solutions. 

 
Keywords – 

Spatio-temporal planning; Temporary elevator; 
BIM; Game engine; Virtual reality 

1 Introduction 
The organization and control of construction 

activities taking the use of time and space into account 
separately have existed for many years [1][2][3]. It 

becomes static or plane planning when the use of time or 
space is ignored. Such separations are likely to cause 
potential time or space conflicts of construction activities, 
leading to various challenges such as safety, quality, 
delivery, and cost [3][4]. For those reasons, the 
organization and control of construction activities from 
the perspective of the use of both time and space, namely 
spatio-temporal planning, has been gradually valued in 
recent years because it effectively integrates both of them 
[5][6][7].  

The temporary elevator, used to transport workers 
and small and medium-sized materials, is one of the most 
common transportation equipment in construction 
projects [8]. It significantly impacts safety risk, 
production productivity, and capital investment [9][10]. 
Temporary elevator planning, namely designing a 
reasonable and efficient transportation system of 
temporary elevators according to construction project 
characteristics and project team requirements, is one of 
the important tasks in construction [11][12]. The content 
of temporary elevator planning mainly includes two 
aspects: configuration and operation planning. 
Configuration planning refers to determining the number, 
type, and location of temporary elevators, and it belongs 
to the macro-level of planning [11]. Operation planning 
refers to determining the transportation sequence and 
motion route of temporary elevators, and it belongs to the 
micro-level of planning [12]. However, from the 
perspective of spatio-temporal planning, the following 
two points are often ignored in conventional temporary 
elevator planning: 1) transportation demands of 
temporary elevators fluctuate significantly and 
frequently at different stages of a construction project, 
and ideally, the service date of each temporary elevator 
and the loading and unloading service floors of its cabs 
on each service date are determined accordingly to meet 
specific transportation demands [11][13][14][15]; and 2) 
the availability of time and space is limited in a 
construction project, and it is essential that the workload 
level of a temporary elevator cab and the demand level of 
its loading and unloading service floors on a service date 
related to time availability, as well as the work status of 
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a temporary elevator cab and the use status of its loading 
and unloading service floors in a transportation task 
related to space availability, are considered [12][16].  

The typical process of temporary elevator planning is 
to select tentative planning solutions from a large number 
of candidates and determine the final planning solution 
by comparing the selected tentative planning solutions. 
Currently, the display of planning solutions in the process 
mainly adopts abstract (e.g., text), low-dimensional (e.g., 
2D drawing), and static (e.g., 3D model) ways. However, 
for temporary elevator planning, such practices cannot 
clearly show planning elements and efficiently convey 
planning information, making planning solutions hard to 
be fully understood by the project team. What is more, 
the spatio-temporal planning of temporary elevators puts 
forward higher requirements for the display of planning 
solutions due to the complexity considering both time 
and space, which can become challenging to the project 
team [13]. Even when the 4D model is adopted, the 
display effect of spatio-temporal planning solutions is 
still limited. Therefore, a customized display way, 
especially for the spatio-temporal planning of temporary 
elevators, is eagerly expected. The game engine is a 
platform capable of developing visual products with a 
virtual and interactive experience, and it has the potential 
to display the complex content of spatio-temporal 
planning solutions of temporary elevators intuitively and 
conveniently [17][18]. 

With that background, this research presents a spatio-
temporal planning simulation of temporary elevators in 
construction using a game engine to address the above 
limitations. The rest of this paper is organized as follows. 
Section 2 elaborates the workflow of spatio-temporal 
planning simulation. An experimental test is provided in 
Section 3. Section 4 gives the conclusion and outlook. 

2 Spatio-Temporal Planning Simulation 
Workflow 

The workflow of the spatio-temporal planning 
simulation of temporary elevators in construction using a 
game engine is shown in Figure 1. It consists of three 
steps: the first step is to import data into the game engine 
platform, the second step is to generate the spatio-
temporal planning simulation scheme, and the third step 
is to conduct the spatio-temporal planning simulation. 
They are elaborated in the following subsections.  

2.1 Step 1: Import Data into the Game Engine 
Platform 

In Step 1, the data required for the spatio-temporal 
planning simulation is imported into the game engine 
platform. 

The imported data comes from the project BIM model, 
the project schedule, and the spatio-temporal 
configuration and operation planning solutions. The first 
two categories will be used to generate the 4D model of 
the project, and the last category will be used to generate 
the spatio-temporal configuration and operation planning 
simulation schemes. 

Figure 2 shows the data model diagram of the spatio-
temporal configuration and operation planning solutions 
divided into five parts. The “Temporary Elevator” 
component comprises the specification (i.e., rated 
velocity, acceleration, and deceleration) of each 
temporary elevator. The “Service Date” component 
comprises the service date of each temporary elevator, 
and each temporary elevator has only one set of service 
date data. The “Service Floor” component comprises the 
loading and unloading service floors of each temporary 
elevator cab on each service date, and each temporary 
elevator has one or multiple set(s) of service floor data. 
The “Transportation Task” component comprises the 
transportation sequence of each transportation task and 
its assigned temporary elevator cab on each service date, 
and each temporary elevator has one or multiple set(s) of 
transportation task data. The “Motion Route” component 
comprises the stop sequence and resource quantity of 
loading and unloading service floors in each 
transportation task, and each transportation task has one 
or multiple set(s) of motion route data. 

2.2 Step 2: Generate the Spatio-Temporal 
Planning Simulation Scheme 

In Step 2, the spatio-temporal planning simulation 
scheme is generated according to the imported data, and 
it is divided into the configuration and operation planning 
simulation schemes. 

In the configuration simulation scheme, the 
configured temporary elevators and the loading and 
unloading service floors of their cabs on each service date 
are necessarily involved, and they are directly determined 
by the imported spatio-temporal configuration planning 
solution. Meanwhile, the workload level of the temporary  
 

Step 1: Import data into 
the game engine platform

Step 2: Generate the 
spatio-temporal planning 

simulation scheme

Step 3: Conduct the
 spatio-temporal planning 

simulation

Start

Import the project BIM model 

Import the project schedule 

Import the spatio-temporal 
configuration and operation 

planning solutions
Generate the operation 

planning simulation scheme 

Generate the configuration 
planning simulation scheme 

Conduct the operation 
planning simulation  

Conduct the configuration 
planning simulation  

End

 
Figure 1. Workflow of the spatio-temporal planning simulation using a game engine
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Figure 2. Data model diagram of the spatio-temporal configuration and operation planning solutions

elevator cabs and the demand level of the loading and 
unloading service floors, related to time availability, are 
especially focused. The workload of a temporary elevator 
cab on a service date is measured by the total time of all 
the transportation tasks it performs. The demand of a 
loading or unloading service floor on a service date is 
measured by the quantity of the resources loaded or 
unloaded on the floor. The workload of temporary 
elevator cabs and the demand of loading and unloading 
service floors are divided into three levels: low, medium, 
and high, and the range of each level is defined based on 
the actual consideration of the project team. 

In the operation planning simulation scheme, the 
assigned temporary elevator cab and its loading and 
unloading service floors in each transportation task are 
necessarily involved, and they are directly determined by 
the imported spatio-temporal operation planning solution. 
Meanwhile, the work status of the temporary elevator cab 
and the use status of the loading and unloading service 
floors, related to space availability, are especially 
focused. The work of temporary elevator cabs is divided 
into five statuses: waiting, no-load moving, loading, 
loaded moving, and unloading. The use of loading and 
unloading service floors is divided into four statuses: 
vacating, vacant, occupying, and occupied. They are both 
determined according to time details of a transportation 
task. 

In the figuration and operation planning simulation 
schemes, the time of a transportation task is determined 
by the motion time of the temporary elevator cab, the 
operation time of the temporary elevator cab door, and 
the transfer time of transported resources, as expressed in 
Equation (1). If the motion distance from the current stop 
floor to the next stop floor is greater than or equal to the 
distance required for the temporary elevator cab to 
accelerate from zero to the rated velocity and then 

decelerate to zero, the motion time is determined by the 
first fraction of Equation (2), otherwise by the second 
fraction of Equation (2). Equation (2) is derived from the 
acceleration and deceleration equations, and the 
condition is that the final velocity at the end of 
acceleration equals the initial velocity at the beginning of 
deceleration. 

𝑇𝑑,𝑡
𝑇 = ∑ (𝑇𝑑,𝑡,𝑠

𝑀𝑁𝑑,𝑡
𝑆

𝑠=1 + 𝑇𝑑,𝑡,𝑠
𝑂 + 𝑇𝑑,𝑡,𝑠

𝐶 + 𝑇𝑑,𝑡,𝑠
𝐵 + 𝑇𝑑,𝑡,𝑠

𝐸 )     (1) 
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where 𝑇𝑑,𝑡𝑇  is the time of transportation task 𝑡 on service 
date 𝑑; 𝑁𝑑,𝑡𝑆  is the number of segment 𝑠 in transportation 
task 𝑡 on service date 𝑑; 𝑇𝑑,𝑡,𝑠𝑀  is the temporary elevator 
cab motion time in segment 𝑠 of transportation task 𝑡 on 
service date 𝑑; 𝑇𝑑,𝑡,𝑠𝑂  and 𝑇𝑑,𝑡,𝑠𝐶  are the times of opening 
and closing door in segment 𝑠 of transportation task 𝑡 on 
service date 𝑑, respectively; 𝑇𝑑,𝑡,𝑠𝐵  and 𝑇𝑑,𝑡,𝑠𝐸  are the times 
of boarding and exiting the temporary elevator cab in 
segment 𝑠  of transportation task 𝑡  on service date 𝑑 , 
respectively; 𝐷𝑑,𝑡,𝑠𝑀  is the temporary elevator cab motion 
distance in segment 𝑠 of transportation task 𝑡 on service 
date 𝑑 ; and 𝑉𝑒𝑅 , 𝑉𝑒𝐴 , and 𝑉𝑒𝐷 are the rated velocity, 
acceleration, and deceleration of temporary elevator 𝑒, 
respectively. 

2.3 Step 3: Conduct the Spatio-Temporal 
Planning Simulation 

Based on the generated configuration and operation 
planning simulation schemes, the spatio-temporal  
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Table 1. Color code in the temporary elevator configuration planning simulation 

Planning element Workload level Demand  level Color 

Temporary elevator cab 
Low 

- 
  Light red 

Medium   Medium red 
High   Dark red 

Loading service floor - 
Low   Light yellow 
Medium   Medium yellow 
High   Dark yellow 

Unloading service floor - 
Low   Light blue 
Medium   Medium blue 
High   Dark blue 

planning simulation is conducted in Step 3.
Although planning elements, including temporary 

elevators and loading and unloading service floors, can 
be dynamically visualized in the 4D model, it does not 
highlight the planning elements and cannot distinguish 
changes in their levels and statuses, making the planning 
elements difficult to identify and the changes in their 
levels and statuses unable to monitor. The hue (e.g., red, 
yellow, blue) and value (e.g., light red, medium yellow, 
dark blue) of colors refer to their appearance and 
lightness, respectively, which both belong to the basic 
characteristics of color [19][20]. The colors with specific 
hues and values can effectively distinguish different 
marked objects and their changes, respectively [21][22]. 
In order to display spatio-temporal planning solutions 
intuitively and conveniently, the display way of 
combining the hue and value of colors and the 4D model 
is adopted in the spatio-temporal planning simulation. 

In the configuration planning simulation, the color 
code for the workload level of temporary elevator cabs 
and the demand level of their loading and unloading 
service floors on a service date are listed in Table 1. 
Temporary elevator cabs and loading and unloading 
service floors are marked using red, yellow, and blue, 

respectively. For temporary elevator cabs, the low, 
medium, and high workload levels are light, medium, and 
dark, respectively. For loading and unloading service 
floors, the low, medium, and high demand levels are light, 
medium, and dark, respectively. In this way, different 
levels of planning elements on a service date can be 
highlighted accordingly. 

In the operation planning simulation, the work status 
of a temporary elevator cab and the use status of its 
loading and unloading service floors in a transportation 
task are listed in Table 2. Temporary elevator cabs, 
current and other loading service floors, and current and 
other unloading service floors are marked using red, 
yellow, green, blue, and purple, respectively. For 
temporary elevator cabs, the waiting, no-load moving, 
loading, loaded moving, and unloading work statuses are 
light, dark, medium, dark, and medium, respectively. For 
current loading service floors, the occupied and vacating 
use statuses are medium and dark, respectively. For other 
loading service floors, the vacant and occupied use 
statuses are light and medium, respectively. For current 
unloading service floors, the vacant and occupying use 
 

Table 2. Color code in the temporary elevator operation planning simulation 

Planning element Category Work status Use status Color   

Temporary elevator cab - 

Waiting 

- 

  Light red 
No-load moving   Dark red 
Loading   Medium red 
Loaded moving   Dark red 
Unloading   Medium red 

Loading service floor 
Current - Occupied   Medium yellow 

Vacating   Dark yellow 

Other - Vacant   Light green 
Occupied   Medium green 

Unloading service floor 
Current - Vacant   Light blue 

Occupying   Dark blue 

Other - Vacant   Light purple 
Occupied   Medium purple 
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statuses are light and dark, respectively. For other 
unloading service floors, the vacant and occupied use 
statuses are light and medium, respectively. In this way, 
different statuses of planning elements in a transportation 
task can be highlighted accordingly. 

3 An Experimental Test 
Based on the presented spatio-temporal planning 

simulation workflow, an experimental test was 
performed using Unity. The BIM model was exported 
from Revit, and the schedule and the spatio-temporal 
configuration and operation planning solutions were 
exported from MySQL. The planning simulation 
schemes were generated and the planning simulation was 
conducted by the scripts in C#. 

The case that two temporary elevators serve three 
dates was taken as the test of configuration planning 
simulation. Table 3 lists the configuration planning 
simulation scheme. By simulation, the configuration 
planning is shown in Figure 3. On service date 1, cab 1 
of temporary elevator 1 is marked in dark red, its loading 
service floors 1, 5, and 9 are marked in dark, medium, 
and medium yellow respectively, and its unloading 
service floors 1, 5, and 9 are marked in dark, medium, 
and dark blue respectively; and cab 2 of temporary 
elevator 1 is marked in medium red, its loading service 
floors 1 and 8 are marked in medium and light yellow 
respectively, and its unloading service floors 1 and 8 are 
marked in light and medium blue respectively. On 
service date 2, cab 1 of temporary elevator 1 is marked in 

light red, its loading service floors 1 and 11 are both  
marked in light yellow, and its unloading service floors 1 
and 11 are both marked in light blue; cab 2 of temporary 
elevator 1 is marked in dark red, its loading service floors 
1 and 7 are marked in dark and medium yellow 
respectively, and its unloading service floors 1 and 7 are 
marked in medium and dark blue respectively; cab 1 of 
temporary elevator 2 is marked in medium red, its 
loading service floors 1 and 6 are marked in light and 
medium yellow respectively, and its unloading service 
floors 1 and 6 are marked in medium and light blue 
respectively; and cab 2 of temporary elevator 2 is marked 
in dark red, its loading service floors 1, 10, and 12 are 
marked in medium, dark, and dark yellow respectively, 
and its unloading service floors 1, 10, and 12 are marked 
in dark, light, and dark blue respectively. On service date 
3, cab 1 of temporary elevator 2 is marked in light red, its 
loading service floors 1 and 13 are both marked in light 
yellow, and its unloading service floors 1 and 13 are both 
marked in light blue; and cab 2 of temporary elevator 2 
is marked in dark red, its loading service floors 1 and 15 
are marked in medium and dark yellow respectively, and 
its unloading service floors 1 and 15 are marked in dark 
and medium blue respectively. 

The case that one temporary elevator cab serves two 
loading floors and two unloading floors in a 
transportation task was taken as the test of operation 
planning simulation. Table 4 lists the operation planning 
simulation scheme. By simulation, the operation 
planning is shown in Figure 4. In Step 1, cab 2 of 
temporary elevator 1, loading service floors 5 and 8, and 
unloading service floors 11 and 12 are marked in dark red,  

Table 3. Temporary elevator configuration planning simulation scheme 

Temporary elevator  Service date Cab Workload level Service floor Demand level 
Loading Unloading 

1 

1 
1 High 

1 High High 
5 Medium Medium 
9 Medium High 

2 Medium 1 Medium Low 
8 Low Medium 

2 
1 Low 1 Low Low 

11 Low Low 

2 High 1 High Medium 
7 Medium High 

2 

2 

1 Medium 1 Low Medium 
6 Medium Low 

2 High 
1 Medium High 
10 High Low 
12 High High 

3 
1 Low 1 Low Low 

13 Low Low 

2 High 1 Medium High 
15 High Medium 
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Figure 3. Temporary elevator configuration planning simulation 

 
Figure 4. Temporary elevator operation planning simulation

Service date 1 Service date 2 Service date 3

Cab 1, Temporary elevator 1

Cab 2, Temporary elevator 1

Cab 2, Temporary elevator 2

Cab 1, Temporary elevator 2

Step 1

Step 8Step 7 Step 9

Step 3Step 2

Step 6Step 5Step 4
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medium yellow, medium green, light purple, and light 
purple, respectively. In Step 2, they are marked in 
medium red, dark yellow, medium green, light purple, 
and light purple, respectively. In Step 3, they are marked 
in dark red, light green, medium yellow, light purple, and 
light purple, respectively. In Step 4, they are marked in 
medium red, light green, dark yellow, light purple, and 
light purple, respectively. In Step 5, they are marked in 
dark red, light green, light green, light blue, and light 
purple, respectively. In Step 6, they are marked in 
medium red, light green, light green, dark blue, and light 
purple, respectively. In Step 7, they are marked in dark 
red, light green, light green, medium purple, and light 
blue, respectively. In Step 8, they are marked in medium 
red, light green, light green, medium purple, and dark 
blue, respectively. In Step 9, they are marked in light red, 
light green, light green, medium purple, and medium 
purple, respectively. 

Through such displays, not only are the configured 
temporary elevators and the loading and unloading 
service floors of their cabs on a service date and the 
assigned temporary elevator cab and its loading and 
unloading service floors in a transportation task 
highlighted, but the changes in the workload levels of the 
temporary elevator cabs (i.e., low, medium, and high) 
and the demand levels of the loading and unloading 
service floors (i.e., low, medium, and high) as well as the 
work statuses of the temporary elevator cab (i.e., waiting, 
no-load moving, loading, loaded moving, and unloading), 
and the use statuses of the loading and unloading service 
floors (i.e., vacating, vacant, occupying, and occupied) 
can also be distinguished. Thus, the planning elements 
are easy to identify, and the changes in their levels and 
statuses are able to monitor, facilitating the detection of 
potential problems and the comparison among different 
planning solutions. 

4  Conclusion and Outlook 
To clearly show planning elements and efficiently 

convey planning information, this research presents the 
spatio-temporal planning simulation of temporary 
elevators in construction using a game engine. The 
presented workflow consists of importing data into the 
game engine platform, generating the spatio-temporal 
planning simulation scheme, and conducting the spatio-
temporal planning simulation. In configuration and 
operation planning simulation, in addition to the planning 
elements necessarily involved, their levels and status are 
especially focused. From the results of the experimental 
test, the presented spatio-temporal planning simulation 
was intuitive and convenient, various planning elements 
were clearly shown, and corresponding planning 
information was efficiently conveyed, which could 
effectively enhance the display effect of spatio-temporal 

Table 4. Temporary elevator operation planning 
simulation scheme 

Stage Planning element Work status Use status 

1 

Cab 2, Temporary Elevator 1 No-load 
moving - 

Current loading floor 5 - Occupied 
Other loading floor 8 - Occupied 
Other unloading floor 11 - Vacant 
Other unloading floor 12 - Vacant 

2 

Cab 2, Temporary Elevator 1 Loading - 
Current loading floor 5 - Vacating 
Other loading floor 8 - Occupied 
Other unloading floor 11 - Vacant 
Other unloading floor 12 - Vacant 

3 

Cab 2, Temporary Elevator 1 Loaded 
moving - 

Other loading floor 5 - Vacant 
Current loading floor 8 - Occupied 
Other unloading floor 11 - Vacant 
Other unloading floor 12 - Vacant 

4 

Cab 2, Temporary Elevator 1 Loading - 
Other loading floor 5 - Vacant 
Current loading floor 8 - Vacating 
Other unloading floor 11 - Vacant 
Other unloading floor 12 - Vacant 

5 

Cab 2, Temporary Elevator 1 Loaded 
moving - 

Other loading floor 5 - Vacant 
Other loading floor 8 - Vacant 
Current unloading floor 11 - Vacant 
Other unloading floor 12 - Vacant 

6 

Cab 2, Temporary Elevator 1 Unloading - 
Other loading floor 5 - Vacant 
Other loading floor 8 - Vacant 
Current unloading floor 11 - Occupying 
Other unloading floor 12 - Vacant 

7 

Cab 2, Temporary Elevator 1 Loaded 
moving - 

Other loading floor 5 - Vacant 
Other loading floor 8 - Vacant 
Other unloading floor 11 - Occupied 
Current unloading floor 12 - Vacant 

8 

Cab 2, Temporary Elevator 1 Unloading - 
Other loading floor 5 - Vacant 
Other loading floor 8 - Vacant 
Other unloading floor 11 - Occupied 
Current unloading floor 12 - Occupying 

9 

Cab 2, Temporary Elevator 1 Waiting - 
Other loading floor 5 - Vacant 
Other loading floor 8 - Vacant 
Other unloading floor 11 - Occupied 
Other unloading floor 12 - Occupied 

planning solutions. Training in advance in the virtual 
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environment of real situations is beneficial to actual work. 
Future research will focus on developing a virtual reality 
training program for the spatio-temporal planning of 
temporary elevators in construction by exploiting game 
engine technologies. 
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Abstract  

The traditional method of burying underground 

utilities (e.g., water, sewer, gas pipes, and electrical 

cables) has been used for many decades. Repeated 

excavations related to this method cause many 

problems, such as traffic congestion and business 

disruption, which can significantly increase the 

social costs.  Multi-purpose Utility Tunnels (MUTs) 

are a good alternative for buried utilities. Although 

MUTs are more expensive than the traditional 

method, social cost savings can make them more 

practical, especially in dense areas. The construction 

method is one of the most important factors that 

should be carefully assessed to have a successful 

MUT project. Simulation can be used for 

investigating the different construction methods of 

MUTs. In this paper, simulation of the MUT 

construction methods is done using Discrete Event 

Simulation (DES) to analyze the duration of MUT 

projects focusing on microtunneling. 

 

Keywords – 

Discrete Event Simulation, Multi-purpose Utility 

Tunnel, Construction Method, Trenchless 

Technologies, Microtunneling 

1 Introduction 

Utility networks are installed above and below the 

ground. Different reports have stated that underground 

utilities in developed areas have reached or are nearing 

the end of their service lives, which results in the need 

of many repair and replacement projects [Gagnon et al., 

2008; Ormbsy, 2009]. The maintenance or replacement 

of buried utilities have imposed many street closures 

and traffic disruption in urban areas (i.e., social cost) 

[Oum, 2017]. 

 Tunnelling projects are designed to enable the 

execution of underground work with minimal disruption 

to surface structures and traffic [Marzouk et al., 2010]. 

Multi-purpose Utility Tunnels (MUTs) are defined as 

“underground utilidors containing one or more utility 

systems, permitting the installation, maintenance, and 

removal of the systems without making street cuts or 

excavations” [Canto-Perello and Curiel-Esparza, 2013]. 

MUTs are more expensive than conventional methods, 

but they could be more practical in dense areas due to 

social cost savings. To make MUTs an affordable and 

efficient alternative to buried utilities, different factors, 

such as utility specifications, the MUT location, and 

construction method, should be investigated. The 

construction method is one of the most important factors 

that should be carefully assessed to have a successful 

MUT project [Thomas et al., 1990]. 

Construction methods of MUTs can be classified in 

two main groups, which are Cut-and-Cover (C&C) 

methods [Cle de Sol, 2005; Ramírez Chasco et al., 2011] 

and trenchless methods (e.g., microtunneling) [Byron et 

al., 2015]. Despite the high initial cost of the trenchless 

methods, avoiding excavation of streets and roads, as 

well as low social costs, make these methods more 

practical. Furthermore, using the C&C method is almost 

impossible or more expensive in dense areas, in deep 

MUT projects or in some special geological conditions 

(e.g., hard rocks). 

Construction can benefit greatly from simulation. In 

the construction industry, simulation can be used for 

planning and resource allocation, risk analysis, site 

planning, and productivity measurements [AbouRizk et 

al., 1992; Mawlana et al., 2015]. Discrete-Event-

Simulation (DES) is one of the simulation methods, 

which models the operation of a system as a discrete 

sequence of events in time (Allen, 2011). The main aim 

of this paper is to analyse the duration of MUT 

construction projects using DES focusing on 

microtunneling. 

2 Literature Review 

2.1 MUT Construction Methods 

C&C and trenchless methods are two main groups of 

construction methods for MUT projects [Cle de Sol, 

2005; Ramírez Chasco et al., 2011].Trenchless methods 
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can be divided in two main categories, which are 

trenchless construction methods (e.g. auger boring, 

horizontal directional drilling, microtunneling) and 

trenchless renewal/replacement methods (e.g. Cured In 

Place Pipe (CIPP), slip lining) [Najafi and Gokhale, 

2005].  
C&C is the most common method for construction 

of utility tunnels [Ahmadian, 2018]. C&C tunnels are 

constructed in the following order: a trench is created, 

the tunnel structure is implemented, the trench is filled 

up, and the pavement is restored [EOT, 2008]. The 

support of the vertical sides is the main consideration 

with different C&C techniques including C&C using 

diaphragm walls, C&C using secant pile walls, C&C 

using soldier piles and lagging, and C&C using steel 

sheet pile walls [Abdallah and Marzouk, 2013; Marzouk 

et al., 2008]. One of the oldest retaining systems that is 

widely used in supporting deep excavations is C&C 

using soldier piles and lagging technique. Soldier piles 

and lagging structures are constructed in a cyclic pattern, 

with soldier piles being placed at regular intervals (2-4 

m) and lagging being excavated and installed between 

soldier piles [FORASOL, 2008]. Sheet pile walls are 

simply rows of interlocking vertical pile segments that 

are built to form a straight wall wide enough to support 

soil. Steel sheet pile walls are used in soft soils, 

especially when there is a risk of bottom heave in soft 

clay soil or sand [Deep Excavation, 2011]. One of the 

most common techniques used in the construction of 

C&C tunnels is the secant pile walls technique. The 

secant piles are wide diameter bored piles that are 

overlapped at near centre and can be used to form a wall 

[Marzouk et al., 2008]. 

Microtunneling is a competing alternative to the 

C&C method from different aspects, such as economics 

and environmental conditions. According to Stein 

(2012), “In microtunnelling methods, jacking pipes are 

jacked from a starting shaft with the aid of a jacking 

station up to a target shaft. At the same time, an 

unmanned, remote-controlled microtunnelling machine 

carries out the displacement or full faced excavation of 

the working face. In the latter variant, the spoil is 

transported though the jacked pipe string”. Depending 

on the way of conveying the spoil, there are three types 

of Micro Tunneling Boring Machines (MTBM), 

including auger spoil removal, hydraulic spoil removal 

and pneumatic spoil removal [Stein, 2012]. According 

to FSTT (2006), the type of ground, ground water level 

and existence of boulders are three main parameters 

which should be considered for choosing the type of 

MTBM. The hydraulic type of MTBM can be used in 

most situations. 

 

2.2 Process Simulation 

 Process simulation has been widely used in 

different fields, such as manufacturing, business, 

computer science and construction [Banks et al., 2010; 

Roberts and Dessouky, 1998]. Shannon (1977) defined 

simulation as: “The process of designing a model of a 

real system and conducting experiments with this model 

for the purpose either of understanding the behaviour of 

the system or of evaluating various strategies (within the 

limits imposed by a criterion or set of criteria) for the 

operation of the system”. 

There are three common types of simulation, which 

are DES, System Dynamics (SD) and Agent-Based-

Modelling (ABM). The DES method is used to model a 

complex system’s operation as a sequential series of 

events. The SD method is used for understanding and 

analysing the behaviour of a system over time [Forrester, 

1961; Trung Thanh Dang, 2013]. Individual agents are 

simulated in the ABM method, which is a class of 

computational models for simulating the behaviours and 

interactions of autonomous agents [Macal and North, 

2006]. In this paper, DES will be used for the simulation 

of the microtunneling construction of MUT.  

The DES paradigm is commonly used to model and 

evaluate construction sequences in simulation studies. 

In this method, people, equipment, documents, tasks, 

etc., are represented by passive objects called entities. 

These entities move thorough the flowchart’s blocks, 

where they can be waiting in queues, processed, 

delayed, seizing and releasing resources, split and 

combined, etc. [Borshchev and Filippov, 2004]. DES 

models are developed by breaking down activities into 

tasks. Each of these tasks’ duration is presented by a 

probabilistic distribution, such as the triangular 

distribution, instead of a deterministic one [Beck, 2008]. 

3 Proposed Methodology 

As mentioned in Section 1, one of the most 

important factors affecting the cost and efficiency of 

MUT projects is the construction method. To address 

this problem, the proposed method is developed in six 

steps.  

1. Analysis of the location of the MUT: The location 

of the project is an important parameter for selecting 

the construction method. The location will be 

analysed for determining different data, such as soil 

data (e.g., type of the soil, cohesion, underground 

water), traffic volume, density of utilities and 

buildings in the area, etc., using a Geographic 

Information System (GIS).  

2. Selecting the construction method: After 

collecting the data related to the location of the 

project, the construction method, suitable for the 

location will be selected. As an example, using the 
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C&C method for the construction of McGill 

University MUT was impossible since it is located 

under several buildings; therefore, the Drill and 

Blast (D&B) method was selected for constructing 

the MUT [Habimana et al., 2014]. 

3. Defining the sequence and relationships between 

activities: Each construction method includes 

different activities. Once the construction method is 

selected and the required activities are determined, 

the sequence and relationships between different 

activities, as well as the resources for each of them, 

will be defined. Since the focus of this paper is on 

microtunneling, the sequences, relationships 

between the different activities and the resources 

needed for them will be introduced briefly. 

4. Defining the probabilistic distribution of the 

duration of each activity: In this step, the duration 

of each activity should be defined. The duration of 

the activities can be defined by probabilistic 

distributions. 

5. Calculating the duration of the project: In this 

step, the sequence and relationships between 

activities and the duration of each activity are used 

to determine the total duration of the project.  

6. Comparing the duration of the construction 

methods: In the last step, the total duration of the 

construction methods will be compared for selecting 

the fastest method for constructing the MUT. 

It should be mentioned that, in this paper, only the 

fifth step of the proposed method, which is calculating 

the duration, has been implemented. 

The construction of MUTs using microtunneling 

can be divided into three main steps, which are shaft 

construction, tunnel construction and placement of the 

utilities in the tunnel. In this paper, the second step 

(tunnel construction) has been simulated. The main 

activities of tunnel construction using microtunneling 

are: (1) Installation of MTBM in the starting shaft; (2) 

Pushing the MTBM into the ground: Once the MTBM 

is installed in the starting shaft, it will excavate the 

ground through the entrance ring so there will be a free 

space in the shaft for placing the tunnel sections; (3) 

Transporting and attaching tunnel sections: These 

activities are required to transport the tunnel sections to 

the shaft and attach them to the crane; (4) Lowering 

tunnel section: This activity is required to prepare the 

jacking system for tunnel section placement, lower 

tunnel section to the jacking frame and place the tunnel 

section on the lunch skid; (5) Placing the jacking collar 

behind the tunnel section; (6) Connecting cables and 

pipelines; (7) Jacking processes: This activity represents 

the pipe driving operation, which advances the tunnel. 

Also, the activities related to handling and separating 

the materials spoil, which is transported from the 

working face of the tunnel to the separation plant are 

considered; (8) Replacing the jacking collar; (9) 

Disconnecting the cables and pipelines; (10) 

Dissembling MTBM: When the tunnel is completely 

excavated, the MTBM will be dissembled from the 

receiving shaft; and (11) Cleaning the tunnel. 

Figure 1 shows the sequence and relationships 

between the activities in tunnel construction using 

microtunneling. The resources required for each activity 

are shown in blue circles. The grey circles show the 

queues made for representing the sequence of the 

process.  

4 Implementation and Case Study 

This section presents the implementation of the 

proposed model for analyzing the total duration of 

tunnel construction using microtunneling. Among the 

different activities involved in microtunneling, jacking 

the tunnel sections into the ground has the biggest effect 

on the total duration of the project. Also, the diameter 

and the length of the tunnel sections and the 

geotechnical conditions of the soil can directly affect the 

duration of this activity. Therefore, two different 

diameter and three different geotechnical conditions 

have been evaluated to analyze the total duration of 

tunnel construction using microtunneling. 

Some assumptions were made to analyze the total 

duration of the tunnel construction. The proposed 

method was implemented for two different assumed 

diameters (3 m or 4 m) and three different geotechnical 

conditions including the presence of fine sand, sand and 

gravel, or clay/marl in the location of the project. Also, 

it was assumed that the resources required by each 

activity are always available and free to be used. Table 

1 shows the other assumptions used in the case study. 

Table 1 Assumptions made for the case study 

Attribute Value 

Type of MTBM Hydraulic 

Tunnel length 100 m 

Tunnel diameter 3 m or 4 m 

Length of tunnel sections 4 m 

Depth of the tunnel 10 m 

Working hours per day 12 h 

Soil type Fine sand, sand and 

gravel, or clay/marl 

To assume the duration of each activity, four 

different microtunneling projects introduced by Dang 

(2013) and Marzouk et al., (2010), as well as the 

fourteen projects monitored by the French National 

Research Project Microtunnels [FSTT, 2006] have been 

reviewed. Table 2 shows the characteristics of these 

projects. 
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It should be mentioned that because of the difference 

between the dimensions of the assumed tunnel and those 

of the tunnels in reviewed projects, the jacking duration 

was modified according to the diameter and length of 

the sections. Table 3 shows the assumed durations of the 

jacking activity for different tunnel diameters and 

different geotechnical conditions. For other activities, 

the average durations of reviewed projects have been 

used (Table 4). 

 

Table 2 Characteristics of the reviewed microtunneling projects  

Project 
Type of 

MTBM 

Length 

(m) 

Diameter 

(m) 

Length of 

sections (m) 

Depth 

(m) 
Geotechnical condition 

BV Recklinghausen V.5.1* Hydraulic 79.4 2.2 3.5 7.4 Fine sand 

BV Recklinghausen V.8* Hydraulic 145 1.56 4 8.7 Clay/Marl 

BV Recklinghausen V.15* Hydraulic 86.23 1.46 4.02 - Sand and Clay/marl 

Dar-El Salam, Segment 1** - 77.5 2.5 - - - 

Dar-El Salam, Segment 2** - 402 2.5 - - - 

Dar-El Salam, Segment 3** - 70 2.5 - - - 

Dar-El Salam, Segment 4** - 142 2.5 - - - 

FSTT*** 
Hydraulic / 

Pneumatic 
40-170 0.5-1 2 1-30 

Sand, Gravel, 

Clay/marl 

* Adapted from (Dang, 2013) 

** Adapted from (Marzouk et al., 2010) 

*** Adapted from (FSTT, 2006) 

 

 

 

Table 3 Assumed durations for jacking tunnel sections 

Geotechnical 

condition 

Jacking duration (minute)  

3 m diameter 4 m diameter 

Min Mode Max Min Mode Max 

Fine sand 72.03 129.96 226.95 86.86 157.20 275.23 

Sand and gravel 151.95 216.85 233.71 196.63 277.41 295.92 

Clay/marl 301.35 354.74 449.28 386.33 433.53 548.15 

 

 

Table 4 Assumed durations for microtunneling activities 

Activity 
Duration (minute) 

Min Mode Max 

MTBM installation in the shaft N [10080,1440] 

Bringing sections to the shaft 10.00 20.00 40.00 

Attaching and lifting sections by the crane 1.60 1.70 2.32 

Lowering and laying sections in the shaft 2.44 3.38 4.49 

Placing jacking collar 4.36 5.64 6.73 

Connecting cables 28.88 36.18 48.13 

Replacing jacking collar 5.18 6.38 7.33 

Disconnecting cables 16.41 18.53 20.97 

Disassembling MTBM in the receiving shaft N [10080,1440] 

Cleaning the tunnel N [3600,720] 

N [a,b]: Normal distribution; a is the mean; b is the standard deviation  
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The assumed data were fed to the DES model using 

EZStrobe software and 100 simulation replications were 

made to calculate the total duration of tunnel 

construction. Figure 2 shows the results of the 

simulation for the two assumed diameters and three 

geotechnical conditions.  

For the 3 m diameter tunnel, the estimated average 

total duration of tunnel construction are 40.88, 43.32 

and 48.39 working days for fine sand, sand and gravel 

and clay/marl geotechnical conditions, respectively. For 

the 4 m diameter tunnel, the average total duration of 

tunnel construction are estimated as be 41.66, 45.49 and 

52.37 working days in fine sand, sand and gravel and 

clay/marl geotechnical conditions, respectively. In 

addition, it can be observed that the total durations in 

clay/marl and sand and gravel are greater than in fine 

sand. Also, according to Figure 2 it is obvious that by 

increasing the diameter of the tunnel the total duration 

of construction will increase.  

 

 

Figure 2 Results of DES of MUT construction using microtunneling  

5 Conclusions and Future Work 

This paper presented DES of MUT construction 

using microtunneling for different tunnel diameters and 

geotechnical conditions. The proposed model estimates 

the total duration of tunnel construction project. The 

main conclusions of this paper are: (1) by increasing the 

size of the tunnel, the total duration will also increase; 

and (2) the type of the soil affects the total duration of 

the project. By increasing the cohesiveness and hardness 

of soil, the duration of tunnel construction will increase. 

Future work will simulate other steps in MUT 

construction (e.g., shaft construction and placement of 

the utilities) and compare microtunneling with C&C 

method using DES. 
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Abstract -
As part of the Architecture, Engineering, and Con-

struction (AEC) industry, heavy civil engineering with its
equipment-intensive processes is a current focus of discussion
concerning emission reduction. Adopting Industry 4.0 tech-
nologies for resource scheduling can significantly increase the
savings potential significantly. One of these digital technolo-
gies is the Discrete Event Simulation (DES). DES is a proven
tool to analyze complex systems in advance but is not widely
used in practice. Therefore, the presented work aims at pre-
senting a three-part hybrid simulation framework. One part
of the framework, the meso-simulation, has been evaluated
using a case study in the field of pile drilling production. The
work not only captures the drilling process, and therefore
shows the importance of planning the secondary processes in
AEC.

Keywords -
Discrete Event Simulation (DES); Agent Based Modelling

(ABM); Hybrid simulation; Modeling of manufacturing op-
erations; Production planning and control; Job and activity
scheduling; Project schedule optimization

1 Introduction
Given the current climate change, the resource-saving

scheduling of equipment has become the focus of opti-
mization methods [1]. In particular, potential is shown
by equipment-intensive applications in heavy civil engi-
neering, such as pile drilling production. Large-diameter
bored piles for the foundation of buildings are produced
by heavy rotary drilling rigs. These processes are of high
complexity, characterized by a multitude of influencing
factors and are, therefore, treated as a "one-piece flow line
on a single machine" [2]. Fischer et al. [2] emphasize that
digital technologies can help optimize the scheduling and
operation of equipment, which is now heavily based on
the experience of the specialty foundation contractors.
Digital technologies in the context of "Construction 4.0"

of the European Construction Industry Federation (FIEC)
[3], the counterpart of "Industry 4.0" in the Architecture,
Engineering and Construction (AEC) industry, can be cat-
egorized into three groups: The technologies that (1) col-

lect the data, (2) analyze the data, and (3) predict the
data. The data collection is done by sensors, divided into
vision-, motion-, and audio-based sensors [4]. The data
analysis uses different algorithms of Artificial Intelligence
[4]. The data prediction is possible with the help of sim-
ulation. In addition to the definition of Jazzar et al. [5],
simulation can be defined as an additional Construction
4.0 technology. Simulation enables production processes
and material flows on the construction site to be mapped
in an abstract manner. In this way, it helps to reduce
complexity in advance and makes it visible to the planner
so that concrete recommendations/instructions for action
can be derived from it [6]. Different scenarios help to
plan the optimal use of equipment. The simulation is fed
with input parameters from planning and production, e.g.,
from as-planned or as-built data from Building Informa-
tionModeling (BIM) [7] or directly from the data obtained
on the construction site, processed as a probability den-
sity distribution [8]. The trend is toward an integrated
approach of Construction 4.0 technologies for continuous
operable functionality across construction phases [5].
Therfore, this paper presents a three-part hybrid simu-

lation framework that allows the integration of input data
depending on the level of detail of the current construc-
tion progress. We begin with a review of the literature
in order to analyze different simulation techniques. Next,
the underlying three-part conceptual model is presented.
Using case-study data from a real pile drilling project, we
describe the implementation of one of the three simulation
model parts, which is the meso-simulation. Building up
material supply and disposal, we show the importance of
the secondary processes within an alleged one-line pro-
duction flow of the rotary drilling rig. The results of the
simulation study help to schedule the optimal amount and
type of equipment.

2 Related Work
In addition to common simulation methodology, hybrid

simulation or multi-method modelling is a combination
of two or more basic simulation methods, such as System
Dynamics (SD), Discrete Event Simulation (DES), and
Agent-Based Modeling (ABM) [9]. The three simulation
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methods can be briefly defined as follows: SD is math-
ematically based on differential equations and uses inter-
acting feedback loops to describe system behavior; ABM
consists of agents that represent entities in a complex sys-
tem and behave individually; DES consists of eventswhose
state changes only at a given time [9].
In combining the three simulation methods, the follow-

ing different levels of abstraction can be served: High
abstraction (strategic level), medium abstraction (tactical
level), and low abstraction (operational level) [9]. Using
hybrid simulation, a simulation study considers the system
under study at different levels and perspectives, leading to
a comprehensive understanding of the system [10].

For all of the three models, examples of applications in
the field of AEC industry exist. The presented work only
concentrates on process logistics mainly represented by
discrete variables as used in Tommelein [11], conscious
of ignoring continuous site effects [12]. For example,
Alzraiee et al. [13] and Scales [14] present a framework
combining ABM for scheduling resources of active events
andDES formodelling the event’s relationships. However,
the presented research focuses on the time discontinuous
simulation methods of ABM and DES like the following
related research.

Zankoul et al. [15] modeled an earthwork operation
according toABMandDES. The comparison of the results
show similarities but also the pros and cons for future
studies that combine both simulation techniques.

Marzouk and Ali [16] analyzed the pile production with
the help of ABM. The rotary drilling rig, the crane, and the
pile were defined as agents. A* search algorithm was im-
plemented to find the optimal pile drilling duration. They
also considered uncertainties by using probabilistic func-
tions. However, in using only ABM, the simulation model
itself showed a very high abstraction level of modelling the
pile drilling production and its varieties. The framework
was not intended to use external input data to update the
model while in execution.

Matejević et al. [17] has combined ABM and DES to
evaluate the productivity of concreting including the con-
crete plant and the concrete trucks delivering the pump
on-site. The hybrid model was realized by using the com-
mercial simulation software AnyLogic, which provides
block diagrams representing the material flow in DES but
also agent state diagrams representing the logical rules of
the material flow. The model was applied for the design
phase, not considering input data.

3 Research Objective
The research objective is to develop a digital tool for

heavy equipment resource scheduling. Based on the liter-
ature review, a hybrid simulation approach seems suitable,
combining the advantages of the level of detail of ABM

and DES. In particular, the modeling of secondary pro-
cesses is of interest, as these are often not the focus in
practice. Furthermore, according to AbouRizk [6], the
framework is modular for ease of use to update the model
with different external data sources.
The presented work is based on the preliminary works

of Wimmer [18], Wenzler and Günthner [19], Fischer
et al. [20], and Fischer et al. [21]. These works de-
scribe a macro-simulation for scheduling (ABM), a micro-
simulation for tracking equipment’s telematics data (DES),
and a framework to integrate this data via a developedmid-
dleware. This hybrid simulationmodel is perfect for updat-
ing the models during execution. However, it is not able
to vary uncertainties and construction-specific variables
in advance. By adding an additional level of abstraction,
named meso-simulation, the new three-part hybrid sim-
ulation model allows the calculation of different modes,
including different resources and durations. These modes
then serve as input to the macro-simulation for comput-
ing multi-mode resource-constrained project scheduling
problems (MRCPSP) [19].

4 Conceptual Model
Although characterized by its uniqueness, a construc-

tion project includes similarities or repetitive processes for
simulation [22, 23]. Modularizing them helps to reduce
the simulation effort [6]. To finally adopt the simulation
in the AEC industry, [24] and Abdelmegid et al. [25] em-
phasize the role of conceptual models for reproducing the
simulated system independently of the software used.

4.1 Overview

The conceptual model of the hybrid simulation model
is as follows, see Figure 1: (1) During the planning phase,
the user initializes the meso-simulation model, creates dif-
ferent alternative scenarios, e.g., by varying the number
of equipment used, and computes each total duration. (2)
Dynamically shared viamySQL databse, the resource con-
straints of each scenario serve as the basis for the macro-
simulation computing the optimum schedule. (3) Dur-
ing execution, the optimum schedule is transferred to the
micro-simulation using table formats. (4) According to
the ISO 15143-3 [26], current available telematics data
is requested by the middleware which passes the data to
the micro-simulation via TCP/IP protocols. (5) Based on
this data, the micro-simulation calculates the construc-
tion progress. (6) The current state is then passed to the
macro-simulation which calculates the optimal resource
scheduling and its total duration. (7) Based on the opti-
mized schedule, the user has the opportunity to compute
different modes via the meso-simulation which serve as
the basis for decision-making in the execution.
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Figure 1. Conceptual model based on Fischer et al. [20] including the new third part, named meso-simulation,
of the hybrid simulation approach (gray)

In the following, only the meso-simulation model is
described in detail. The essential basis of the meso-
model was developed and implemented in previous re-
search projects [27, 28]. However, to the authors best
knowledge, there exists no publications on this model ex-
ist. This model is the basis for further work which is pre-
sented in the following and is described in more detailed
in [29] (a co-author of this paper).

4.2 Modularization

According to Wimmer [18], the meso-simulation has a
modular structure based on the following main elements,
see Figure 2: (1) A standard window including elements
for initialization; (2) elements representing characteristic
process steps of use cases, such as earthworks or pile
drilling; (3) a visualization of the construction site layout.
According to the different characteristics of construction

projects, a new model can be quickly established, thereby
saving the development duration. Elements in the standard
window are aimed to process the data and are explained in
the following.
Settings include two components. One component

stores the standard data specific for the current project
in a list, e.g., the position, length, and number of associ-
ated piles. The other component stores the data from each
of the specific project entities in a list, e.g., information
about each bored pile.
The element Integration connects the input data and the

simulation. Therefore, one component aims at calculating
the detailed data of each entity (such as the bored pile)

Figure 2.Meso-simulationmodel including the stan-
dard window, construction-site specific elements,
and the construction site layout

based on the standard data. Furthermore, an import and
an export component exist to either import the data from
the database to themodel, or to write the simulation results
into the database.
The element RoadController helps to assign the route

of the movement elements. First, the position with the
shortest distance between the bored pile and the roads is
determined, and then a sensor is placed next to it. For
example, when a vehicle whose target is the current bored
pile reaches this sensor, the current vehicle moves into
the network of the bored pile. This is also true when the
vehicle leaves the bored pile, i.e., the vehicle moves from
the network to the sensor location.
ResourceProvider is an element that lists the resources

needed for the current operation and marks the resources
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for the next operation.
The TaskScheduler helps the model start the single op-

eration. If construction processes have the same predeces-
sor, the process with the lower ID is preferred. When this
task is completed, the corresponding element is deleted
from the construction layout or TaskHandler. All tasks
are sorted again from the previous work and stored in the
Tasks table. It is possible to access all data at any time
during the simulation to see the completed processes, the
working process and the processes that have not started
yet. The current model is limited, as two construction
processes can not be executed in parallel.

4.3 Simulation Logic

The simulation logic is shown in Figure 3. The construc-
tion project in the simulation model is hierarchically or-
dered according to the bill of quantities. Tasks are all listed
after data processing in a list in the TaskScheduler, where
their status of them can be checked at any time during exe-
cution. The duration of each subprocess is determined by
the selected probability distribution: normal distribution,
lognormal distribution, gamma distribution, or Weibull
distribution. To ensure that the results of the simulation
are close to reality, the input data should come from ex-
perience. However, the execution follows the bottom-up
principle, i.e., the element of a subprocess is created on the
layout sheet first. When all subprocesses of a process are
completed, a message is issued to create the corresponding
module of the current process. It is then deleted before
the execution of the next subprocess. When all processes
are completed, the simulation program calls the element
of the project. But the elements concerning the processes
and the project do not consume any time consumingwithin
the simulation, so the authenticity of the simulation time
is guaranteed.

5 Case Study
A case study was used to implement and evaluate of the

presented meso-simulation. The simulation model was
realized with the help of Siemens’ commercial simulation
software Tecnomatix Plant Simulation version 15.1 [30].

5.1 Construction Layout

Data from the real bridge project "Westtangente Rosen-
heim" (WTRO) in Germany was used to validate the
hybrid-simulation. This project was also used in a pre-
vious work of the authors [20]. From south to north, the
project consists of 32 bridge piers including between 5
and 17 large diameter-bored piles of the same type, rang-
ing from 26 m to 50 m in length. Only the production of
the bored piles is focused on this paper. Due to the lack of
data, 29 piers with 232 bored piles were simulated within

Figure 3. Simulation logic

the meso-simulation. The project layout is implemented
in the simulation model, see Figure 2.
A two two-lane track represents the transportation path

from the construction storage location to the pile drilling
location. Mobile units of transporter and entities of mov-
ing units represent the equipment and the material re-
sources. Piles are modeled by a standardized network
element, including the single process steps of the pile
drilling.

5.2 Material Flow

The descending sequence is as follows: (1) project; (2)
pile conglomerate (bridge pier); (3) single pile. Figure 3
shows the implemented logic for producing a single pile.
When the production of bored piles begins, the rotary
drilling rig, excavator, and concrete truck are transported
to the location of the related bridge pier through two-lane
roads. They park in the warehouse, waiting to be called to
work. Once the related process is finished, they leave the
location of the bridge pier back to the construction storage
location, ready for the next process.
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Table 1. Overview of the parameter setting
No. Equipment type Parameter Values
(1) Rotary drilling rig Drilling time 50 %, 100 %
(2) Hydraulic excavator on tracks Capacity (m3) 0.3 , 0.56 , 0.87 , 2.5

Costs (€ TSD) 85.8, 13.25, 182.5, 457
Number (-) 1 – 4

(3) Hydraulic excavator on wheels Capacity (m2) 0.3, 0.55, 0.65, 0.99, 1.7, 2.5
Costs (€ TSD) 89.4, 132.5, 178.5, 223, 335.5, 447
Number 1 – 4

(4) Wheel loader Capacity (m2) 0.7, 1, 1.25, 1.5, 1.9, 2.1, 2.2
Costs (€ TSD) 61.4, 78.7, 100.5, 140, 145.5, 178, 211.5
Number 1 – 4

5.3 Parameter Setting

The parameter setting refers to the different modes as
input for the macro-simulation. These modes include in-
formation about the equipment used, the duration for every
single process, and the relationship between the processes.
Table 1 presents a summary of the parameters varied in
this work and distinguished between four different equip-
ment types. The information about capacity and cost price
of different equipment types are based on the BGL [31].
Concrete delivery is excluded.

5.4 Results

(1) The duration of drilling depends on the type of equip-
ment. Thus, two different types of rotary drilling rigs were
simulated by reducing the drilling time of one type up to
50 % to analyze and detect the impact on the final project
duration. The results show that by reducing the drilling
time, the calculated total duration is reduced from 168
days to 131 days (– 28 %). It is clear that the use of a more
efficient rotary drilling rig is more conducive to reducing
production time.
(2) The analysis depending on different earth-moving

equpiment is shown in Figure 4. The reduced amount
of each experiment is associated with the demand and
capacity of the equipment. For this purpose, the demand
or type is varied for the individual bored pile; thus, the
duration for one bored pile needs to be checked. The single
price for each type is also presented in the diagrams.
As can be seen from the three experiments, there is no

duration data when the capacity is too small. This is be-
cause the smaller volume increases the delivery time and
creates conflict with the main process. Therefore, it is not
possible to get the corresponding time data for small vol-
umes. In terms of amount, the time is significantly reduced
when the demand is two as opposed to just one. The effect
on the event is weakened by continuing to increase the de-
mand amount. At the same time there is a clear trend that
within the same equipment, the larger the capacity is the
more expensive the equipment will be. Therefore, simply
choosing equipment with the largest capacity is not the
most economical solution.

Figure 4. Pile production time depending on the
number, capacity, and costs of different earth-
moving equipment

6 Discussion

Through the meso-simulation, the project planning data
can be generated with empirical values and further trans-
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ferred to themacro-simulation. The resource requirements
and the capacity can be defined within limits according to
the requirements. Due to the validated probability distri-
butions, a relatively stable construction time can be ob-
tained. However, the application of this model is limited.
Because the build time is hardly affected by a change in
resources, only one mode of each process can be simu-
lated during execution with respect to a set of empirical
values. If there is a need to change the mode, the cor-
responding experience values in the data store must be
changed. In addition, parallel construction is not possible.
For the bridge construction project WTRO, the construc-
tion works of each bridge foundation are independent of
each other. Therefore, it helps to improve efficiency if
independent processes can be carried out in parallel.

7 Conclusion and outlook
The presented study shows the extension of an existing

hybrid simulation model. This extension, called meso-
simulation, is able to capture the required input data for
optimizing a resource-constraint schedule. The presented
conceptual model has been evaluated with the help of a
real use case related to pile production. This model was
further able to capture thematerial flow on-site in advance.
The variation of different equipment types depending on
number, capacity, and single price, allows the calculation
of process duration for different modes. Future work will
extend the hybrid model to analyze the resource sequenc-
ing.
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Abstract – 

Cross-laminated timber (CLT) is used as the 

primary structural element for high-rise mass timber 

buildings. The mass timber buildings that are under 

construction are largely unprotected as they are not 

yet equipped with active or passive fire protection 

systems. With the addition of Types IVA, B, and C, 

the 2021 International Building Code (IBC) adopted 

stricter requirements for mass timber buildings that 

are under construction. However, to date, limited 

research has been conducted to demonstrate the 

impact of passive fire protection for CLT buildings 

that are under construction. To facilitate a better 

understanding of construction fires and their 

consequences, it is necessary to develop a numerical 

modeling solution for the early phases of a CLT 

construction project, which can be achieved by using 

building information models (BIM) together with fire 

dynamics simulation (FDS). Therefore, this study 

proposes a numerical modeling solution that uses the 

FDS tool to simulate and assess the fundamental fire 

behavior in CLT structures. The FDS models are 

developed and evaluated by benchmarking against 

the experimental data obtained from compartment 

fire tests. The FDS analysis results are expected to 

validate the practicality of simulating the fire 

behavior in CLT structures using the numerical 

model proposed in this study. The overarching goal of 

this study is therefore to develop a comprehensive 

numerical modeling solution to simulate and assess 

fires in CLT buildings that are under construction.  

 

Keywords –  

Cross-laminated timber (CLT); Building 

information modeling (BIM); Fire dynamics 

simulator (FDS); Benchmarking of numerical models. 

1 Introduction 

Over the past decade, fires have caused significant 

loss of life and property in timber buildings that are under 

construction [1]. A 7-story wooden frame building under 

construction in Oakland caught fire twice in 2017. 

Similar fires have occurred in other buildings around the 

country [1]. The leading causes of construction fires are 

arson or electrical fault and heat sources that are near 

combustible materials on construction sites. Fire safety 

planning on a job site is the responsibility of the design 

team during the design phase of a building. However, 

traditional fire safety planning relies on frequent manual 

observations on a job site, which is labor-intensive, time-

consuming, and thus highly inefficient. Furthermore, fire 

safety knowledge is difficult to transfer to people 

working on site using safety regulations alone [2,3]. 

Additionally, the development of an effective fire safety 

plan is often impeded due to designers’ inadequate 

knowledge about jobsite safety procedures as well as 

limited design-for-safety tools that are available to 

designers [4].  

Mass timber buildings under construction are largely 

unprotected as they are not yet equipped with active or 

passive fire protection systems. Multiple floors of those 

buildings under construction are left exposed since the 

fire protection can be applied only after the mass timber 

structural elements are erected. Recently, with the 

addition of Type IVA, B, and C buildings in the 2021 

International Building Code (IBC), the IBC also adopted 

stricter requirements for fire protection measures of mass 

timber buildings under construction. Particularly, 

International Fire Code (IFC) Section 3308.9 requires 

that at least four stories of any mass timber construction 

more than six stories above grade is protected with 

noncombustible material [5]. This stipulation limits the 

speed of construction and emphasizes the need for data-

driven guidelines for mass-timber construction fire safety 

that has a huge impact on construction labor safety and 

protection of project-associated property.  

Cross-laminated timber (CLT) is commonly used as 

a primary structural element for high-rise mass timber 

buildings. However, limited research has been conducted 

to demonstrate the impact of passive fire protection on a 

CLT building construction jobsite. To facilitate a better 

understanding of the behavior of fire within a mass 

timber building under construction, it is necessary to 

develop a numerical modeling solution for the early 

phases of a CLT construction project, which can be 

achieved using building information models (BIM) 

together with fire dynamics simulation (FDS). Therefore, 
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this study focuses on the first step of the numerical 

modeling solution that uses a FDS tool to simulate and 

assess the fundamental fire behavior in CLT structures.  

The remainder of the paper is organized as follows. 

Section 2 provides a comprehensive review of the 

relevant literature. Section 3 details the modeling process 

of FDS models including scenario configurations and 

essential modeling parameters. This is followed by a 

numerical implementation and benchmarking of the 

proposed model. The final section draws conclusions and 

offers recommendations for future research. 

2 Relevant Literature 

2.1 Modeling in Construction Fire Safety 

BIM has been used to improve construction safety in 

multiple ways. Li et al. [6] used BIM to improve and 

optimize safety planning on job sites. Park and Kim [7] 

proposed a BIM-based quality checking process to assist 

with eliminating construction safety hazards. Deng et al. 

[8] developed a BIM-based simulation module to assess 

the emergency rescue plans for construction accidents 

and formulate a corresponding emergency management 

plan. Researchers have also investigated the possibility 

of using BIM for fire safety. For example, to improve 

building fire rescue efficiency, Chen et al. [9] proposed 

an integrated framework integrating BIM together with 

sensor-based Internet of Things (IoT), Virtual Reality 

(VR) and Augmented Reality (AR) systems.  

However, the research on using BIM in construction 

fire safety is still in its infancy. Due to the complexity of 

fire modeling, there are several obstacles to simulating 

and designing for construction fire emergencies. These 

complexities include data interoperability as well as the 

technical limitations of the currently available BIM 

software that prevents seamless integration with fire 

dynamics modeling solutions. Therefore, this study 

proposes a solution that uses a commercially available 

FDS tool while enabling seamless information exchange 

with BIM software.  

2.2 The FDS Tool for Fire Modeling 

PyroSim [10] is a comprehensive FDS software that 

can be used to simulate fire-driven fluid flows and 

generate fire dynamics outputs in an efficient manner. 

The first version of this FDS tool was used by National 

Institute of Standards and Technology (NIST) and 

Underwriters Laboratories (UL) in a research program 

for fire modeling in a building [11]. In their study, the 

FDS modeling outputs were compared to the full-scale 

experimental results. Furthermore, they used the FDS 

modeling outputs to supplement the data collection, 

including volume flows and air pressures, that were not 

measured during the experiment. The FDS models were 

also used to conduct a sensitivity analysis for various 

testing parameters. In conclusion, FDS for numerical 

experiments, either as an alternative or complement to 

traditional experimental fire tests, play an important role 

for research in fire science [12]. 

2.3 Numerical Experiments and Traditional 

Experimental Fire Tests  

Full-scale and small-scale experiments have been 

used with great success to increase the understanding of 

fire chemistry and fire dynamics in mass timber buildings. 

Nevertheless, numerical models and simulations are very 

valuable, particularly when used to complement large-

scale tests that are expensive, resource demanding, and 

time consuming [13]. However, current numerical 

solutions for mass timber compartment fires have not 

been benchmarked against data obtained from traditional 

compartment fire experiments. For example, in [14], fire 

properties of flammable materials used in the FDS 

simulation were determined based on the laboratory 

measurements and validated through fire tests. Similarly, 

Fernd and Liu [15] assessed their FDS models against the 

previous experimental work presented in [16] to 

investigate the effect of different droplet sizes on fire 

suppression mechanisms. An FDS–finite element 

method (FEM) simulation approach proposed in [17] was 

compared to experimental results and used to predict both 

the thermal and structural responses of a steel column in 

a fire test. Numerical modeling is a promising approach 

in fire research. Traditional and numerical experiments 

are complementary and not competitive. Thus, a 

combination of these two approaches is necessary to 

analyze a certain fire phenomenon.  

2.4 Motivation and Objectives 

FDS is a feasible tool for developing numerical 

models and simulating the fire behavior in CLT 

structures because the physical building information can 

be imported from BIM software into PyroSim seamlessly 

[18]. However, the numerical modeling technique must 

be benchmarked against experimental data first to then 

extrapolate the modeling technique to explore other 

parameters. Consequently, the scope of this paper is to 

develop and benchmark a numerical modeling solution 

against a mid-scale CLT compartment fire test presented 

in [19] by applying the FDS tool to simulate the fire 

behavior of CLT panels. In future work, the benchmarked 

numerical models will be used to conduct analytical 

parametric tests and to develop and test a BIM-based fire 

simulation framework for CLT structures under 

construction. 
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3 Research Methodology 

Figure 1 illustrates the proposed BIM-based 

simulation framework for modeling the fire behavior in 

CLT structures under construction. The first task of the 

framework is to validate the practicality of using the FDS 

tool together with BIM software for fire dynamics 

simulation in a building, which was illustrated in our 

previous work [20]. The second task, detailed in this 

paper, is to develop and benchmark the proposed 

numerical models using PyroSim, an FDS software, to 

simulate the fundamental fire behavior of CLT panels 

and benchmark the simulations against the experimental 

data presented in [19]. The second task detailed in this 

paper details the modeling approach for the numerical 

experimental configurations and the definition of 

modeling parameters in the FDS, which will be used to 

develop the proposed modeling solution for the final task 

of the simulation framework in future work. 

 

Figure 1 The proposed simulation framework 

3.1 FDS Numerical Configuration 

The first step of the modeling approach is to develop 

a 1:1 FDS numerical scenario corresponding to the one 

presented in [19]. Figure 2 illustrates the FDS scenario 

for a cuboid numerical compartment developed in 

PyroSim. 

  

Figure 2 A front view of the FDS scenario (in cm)  

The compartment is assumed to be constructed using 

CLT panels with a thickness sequence of 4.5-2-2-2-4.5 

cm and a density of 425 kg/m3 used in [19]. The 

numerical compartment has internal dimensions of 50 cm 

(width) x 50 cm (depth) x 38 cm (height), with a single 

opening of 30 cm (width) x 28 cm (height). A kerosene 

pool fire was designed to be continually ignited inside the 

numerical compartment. Figure 3 shows the numerical 

compartment walls including the ceiling (C), two lateral 

walls (LW and LW2), and the back wall (BW). The walls 

inside the numerical compartment are designed to be 

covered with two layers of 12 mm Knauf FireShield 

plasterboards that would not combust in the fire. 

 

Figure 3 The cuboid numerical compartment 

3.2 Modeling Parameters 

The thermal properties of the CLT panels and Knauf 

FireShield plasterboards used in the FDS simulation 

match the experimental data presented in [19] and are 

summarized in Table 1. To investigate the effect of 

exposed CLT area on fire propagation and magnitude, the 

authors tested eight experimental configurations with 

varying exposed CLT area matching those in [19]. Table 

2 summarizes the FDS numerical configuration matrix 

with different CLT surfaces exposed to fire. To compute 

those configurations in FDS, the solution to determine 

the percentage of various exposed CLT surfaces is 

calculated as follows (see Equation (1) to (5)):  

𝐸𝑥𝑝𝑜𝑠𝑒𝑑 𝐶𝐿𝑇 𝑎𝑟𝑒𝑎 =  
∑ 𝐴𝐶𝐿𝑇,𝑒𝑥𝑝𝑜𝑠𝑒𝑑

𝐴𝑇𝑜𝑡𝑎𝑙  
∗ 100% (1) 

𝐴𝐶𝑒𝑖𝑙𝑖𝑛𝑔 = 𝐴𝐹𝑙𝑜𝑜𝑟 = 50 ∗ 50 = 2500 𝑐𝑚2 (2) 

𝐴𝑊𝑎𝑙𝑙 = 50 ∗ 37 = 1850 𝑐𝑚2 (3) 

𝐴𝑂𝑝𝑒𝑛𝑖𝑛𝑔 = 30 ∗ 28 = 840 𝑐𝑚2 (4) 

𝐴𝑇𝑜𝑡𝑎𝑙 = 𝐴𝐶𝑒𝑖𝑙𝑖𝑛𝑔 + 𝐴𝐹𝑙𝑜𝑜𝑟 + 4𝐴𝑊𝑎𝑙𝑙 − 𝐴𝑂𝑝𝑒𝑛𝑖𝑛𝑔

= 11560 𝑐𝑚2 
(5) 

where ∑ 𝐴𝐶𝐿𝑇,𝑒𝑥𝑝𝑜𝑠𝑒𝑑  is the sum of area (in cm2) for 

exposed CLT surfaces, that are not fire-protected, are 

treated as fuels in the FDS models. 
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Table 1 Thermal properties of CLT panels 

Material type 
Density Specific heat Charring rates Pyrolysis rate Effect heat of combustion 

kg/m3 kJ/(kg·K) mm/s - kJ/kg 

Yellow pine 425 1.36 0.025 0.7 13 

Table 2 FDS numerical configuration matrix 

Configuration Description 
Exposed CLT area 

cm2 % 

1 Baseline All CLT surfaces are fire-protected that are not exposed. 0 0 

2 Exposed C The ceiling is exposed to fire. 2500 22 

3 Exposed LW One lateral wall is exposed. 1850 16 

4 Exposed LW, C One lateral wall and the ceiling are exposed. 4350 38 

5 Exposed LW, BW One lateral wall and the back wall are exposed. 3700 32 

6 Exposed LW, BW, C One lateral wall, the back wall, and the ceiling are exposed. 6200 54 

7 Exposed LW, BW, LW2 Two lateral walls and the back wall are exposed. 5550 48 

8 Exposed ALL All walls and the ceiling are exposed. 8050 70 

3.3 Measurement Devices 

To compare the results from the FDS model to the 

experimental tests conducted in [19], the authors defined 

output recording locations in the same locations where 

sensors were located during the experiments in [19]. 

Figure 4 illustrates the measurement devices and 

locations created in a three-dimensional (3D) FDS model. 

(a)  (b)  

(c)  

Figure 4 A screenshot of numerical measurement 

devices of (a) 7 TCs at the opening, (b) 3 TCs at 

the back wall, and (c) 3 x 8 TCs embedded in CLT 

panels and one velocity meter at the opening of 

the compartment (the 3D model (c) is shown in 

wireframe rendering mode for better viewing) 

There are 34 thermocouples (TC) and one velocity 

meter to measure temperature and air flows respectively. 

Further details are below: 

• 7 TCs are uniformly distributed along the vertical 

axis of the opening of the numerical compartment 

at different heights: 3.5 cm, 7 cm, 10.5 cm, 14 cm, 

17.5 cm, 21 cm and 24.5 cm above the floor (see 

Figure 3a); 

• 3 TCs are placed along the vertical axis of the back 

wall (BW) of the numerical compartment at 

different heights: 9.25 cm, 18.5 cm, and 27.74 cm 

above the floor (see Figure 3b); 

• 3 sets of TCs (8 TCs per set) are embedded in each 

side wall of constructed CLT panels (the top and 

two lateral sides) to measure the temperature profile 

evolution. The depths of each set of TCs with 

respect to the external surface (not the fire exposed 

surface) are 0 cm, 8.5 cm, 9.5 cm, 10.5 cm, 13 cm, 

14 cm, 14.5 cm and 14.7 cm (see Figure 3c). 

• One velocity meter was placed at the opening of the 

numerical compartment to measure the bi-

directional velocities of inflow and outflow (see 

Figure 3c).  

During the simulation, PyroSim writes post-

processing simulation outputs as 2D plots of fire 

dynamics over time including the heat release rate (HRR), 

flow velocities, and temperature profiles. Those outputs 

are obtained through the measurement devices defined in 

FDS numerical models. These numerical models are then 

used to supplement the observations of fire dynamics 

through 3D animations. Besides, the cell size of FDS 

numerical models is defined as 1 mm to obtain reliable 

and accurate simulation outputs without increasing the 

computational time exponentially. The details of the 
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numerical tests are included in the following section that 

discusses the analysis and benchmarking of FDS 

numerical models. 

4 Simulation Outputs and Benchmark 

4.1 Overview 

This study conducts an FDS analysis to benchmark 

the proposed numerical modeling approach using the 

data measured experimentally in [19]. The research 

results presented in this section demonstrates that the 

proposed modeling approach is correlates well with 

experimental measurements and confirms relevant 

experimental findings. Particularly, three major 

experimental findings of [19], that are summarized next, 

are evaluated: (1) CLT panels contribute significantly to 

the total heat release of the fire, (2) the presence of a 

ceiling increases the flow velocities of fire spread, and (3) 

the internal temperature of the compartment does not 

necessarily increase with the increase of the exposed area. 

The validation of the study results aims to provide a 

modeling solution basis, including FDS numerical 

configuration and modeling parameters, towards the 

proposed simulation framework for modeling the fire 

behavior in CLT structures. 

4.2 Heat Release Rate  

Figure 5 illustrates the comparison of HRR between 

the FDS numerical outputs and the experimental results 

obtained in [19].  

  

Figure 5 The comparison of HRR between FDS 

outputs (in black color) vs Gorska et al. [19] (in 

grey color) 

The FDS outputs of HRR, computed in numerical 

models, corresponds to the HRR of experimental data for 

different sources. Figure 5 shows the comparison of 

different HRRs from [19] compared with those predicted 

by the FDS model, including the HRR contributed from 

the CLT (HRRCLT), kerosene (HRRkerosene), the 

summation of the HRR from the CLT and the kerosene 

(HRRTotal), and total HRR measured during the test 

(either in [19] or FDS model) (HRRModel). Particularly, 

HRRModel was used to determine if there were HRR losses 

within the compartment during the experiments in [19] 

by comparing HRRModel to HRRTotal. As shown in Figure 

5, the experimental result of HRRModel[19] in [19] has a 

satisfying prediction of HRRTotal[19] (grey lines); in FDS 

numerical models, both HRRCLT(FDS) and HRRKerosene(FDS) 

contribute to HRRModel(FDS), with satisfying 

computational results for HRRTotal(FDS) (black lines). 

Furthermore, the fact that CLT panels contribute 

significantly to HRRTotal, as demonstrated in [19], is 

confirmed in the FDS analysis as it corresponds to the 

trend of HRRCLT with varied exposed CLT area. 

4.3 Flow Velocities at the Opening 

The flow velocities at the compartment opening as a 

function of the exposed CLT area are shown in Figure 6. 

These flow velocities compare the numerical output to 

the experimentally measured flow velocities. 

 

Figure 6 Computed flow velocities (in black color) 

at the compartment opening for different 

configurations compared to Gorska et al. [19] (in 

grey color) 

To conclude, the numerical model can predict the 

flow velocity trend obtained in [19] reasonably well as 

seen in Figure 6; the flow velocities increase as the 

exposed area increases. The increase in velocities is due 

to the mass flow exchange driven by burning CLT panels; 

hence, all CLT surfaces exposed to fire would increase 

the flow velocities.  

Additionally, the presence of an exposed CLT ceiling 

increases the velocity of the fire spread compared to other 

exposed surfaces with similar surface area. This finding 

aligns with the second finding in [19]. This can be due to 

CLT ceiling’s exposure causing heat loss, which is 

released through the upper boundary of the numerical 

compartment. This behavior also implies that CLT panels’ 

burning rate is not only associated with the area of 
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exposed surfaces but also with their location, e.g., ceiling 

vs. vertical walls. 

4.4 Gas-phase Temperature Profiles 

Figure 7 presents the mean gas-phase temperature (°C) 

measured at different heights (m) and at different 

locations of the compartment for all test configurations 

in [19]. The x-axis is the mean gas-phase temperature, 

and the y-axis is the height of the compartment. Each test 

configuration has varying CLT exposed surfaces. As 

stated in the previous section, both the area and the 

location of exposed CLT surfaces affect the burning rate. 

 

 

 

Figure 7 Gas-phase temperature profiles against 

heights inside the compartment (solid lines) and at 

the opening of the compartment (dashed lines) 

compared to the results obtained in Gorska et al. 

[19] (in grey color) 

As shown in Figure 7, the curve trend of measured 

temperatures in FDS numerical models support the 

temperature profiles measured experimentally in [19]. 

Referring to [19], the internal temperatures of the 

compartment are not necessarily higher when the 

exposed surface area is larger; however, in FDS 

numerical models, more exposed CLT surfaces indicate 

higher temperatures both inside and at the opening of the 

compartment compared to the measured values in [19]. 

This is possibly due to the thermal properties of 

FireShield plasterboards that are defined as non- 

combustible in FDS models, hence prevent fireproofing 

applied CLT panels from burning immediately.  

Essentially, both the burning of combustible elements 

and the external heat flow can impact the internal 

temperature of the compartment. Referring to [19], the 

excess of pyrolysis gases from the burning panels is 

expected to induce an increase in external heat release 

rate due to a potential growth of the external flames. 

Hence, future research should investigate the effect of 

massive heat flow, which may trigger the collapse of 

plasterboards and ignite fireproofing applied CLT panels 

that would raise the internal temperature of the 

compartment.  

In addition, the evaluation of the temperature profiles 

indicates a thermal gradient within the CLT panels 

themselves with higher temperatures on the surface of the 

CLT panels exposed to the fire. It can be observed from 

Figure 8 shows that the temperature of the CLT increases 

with increasing depth into the CLT from the external 

surface to the fire exposed surface. The data shown also 

indicates that at the depth of 14.5 cm away from the 

external surface, the thermal gradient levels off and the 

temperature slightly decreases while the CLT panels start 

to char.  

 

Figure 8 Linear temperature profiles in the CLT 

panels at 15 mins (dashed lines) and 20 mins 

(solid lines) after flashover compared to Gorska et 

al. [19] (in grey color) 
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4.5 3D Animations for Fire Dynamics 

In addition to the HRR, flow velocities, and 

temperature at different elevations of the CLT 

compartment, the numerical simulations can provide 

additional information that cannot be obtained through an 

experiment. First, the numerical simulations can provide 

additional insights into the fire dynamics in the 

compartment through 3D animations that can supplement 

the observations on fire dynamics from the test. Figure 9 

is an example of 3D Smokeview for fire dynamics for 

“Exposed C” configuration. It shows that the CLT panels 

are burned away over time.  

(a)  (b)  

(c)  (d)  

Figure 9 An example of 3D Smokeview for fire 

dynamics at the simulation time of (a) 400 

seconds, (b) 600 seconds, (c) 1200 seconds, and 

(d) 1800 seconds. 

In addition, a numerical model enables users to 

collect time dependent information about fire dynamics 

at any location. During a fire test, it is difficult to collect 

real-time observational data that can inform researchers 

about the fire development and progression. Images, such 

as those shown in Figure 9, can supplement photos and 

videos taken during a fire test that may be skewed or 

difficult to interpret due to elevated temperatures. 

The second way these numerical models can 

supplement experimental data is through additional 

temperature measurements. Experimental data quantities 

are limited by the capacity of the laboratory’s data 

acquisition system. This capacity is often limiting for the 

number of measurements that can be taken throughout 

the test. The FDS models described in this paper can 

output infinite amounts of temperature data, thereby 

allowing researchers to obtain additional temperature 

measurements.  

Lastly, large-scale compartment fire tests are costly 

and time consuming. Benchmarked FDS models, such as 

those described in this paper, allow for researchers to 

adjust modeling parameters in numerical models to 

support conducting parametric experiments that are 

valuable for fire science research, particularly when the 

corresponding large-scale tests are expensive, resource 

demanding, and time consuming. 

To conclude, the main advantage of numerical 

experiments is being more resource efficient compared to 

traditional experimental fire tests. With an appropriate 

level of control of the experiment, several numerical 

experiments can be carried out through computational 

tools at a time.  

5 Summary and Future Research 

Construction fires are a big threat to construction 

worker safety and property loss. To date, several studies 

have demonstrated the impact of passive fire protection 

on a job site for CLT construction. To develop a BIM-

based simulation framework for modeling the 

fundamental fire behavior in CLT structures, the FDS 

tool, that is interoperable with BIM software, can be used 

to simulate fire dynamics efficiently. Hence, this study 

provides a modeling solution that uses PyroSim, an FDS 

program, to simulate and benchmark the fire behavior in 

CLT structures regarding HRR, flow velocities, and 

temperature profiles in a numerical compartment model. 

The FDS numerical models are benchmarked with 

previous experimental configurations as well as data 

measured experimentally in [19].  

To conclude, the numerical outputs support the data 

measured experimentally and confirm the three major 

experimental findings of CLT burning phenomenon 

tested in [19] including: (1) the CLT panels contribute 

significantly to the total heat release of the fire, (2) the 

presence of a ceiling increases the burning rate at a higher 

rate compared to other exposed CLT surfaces, and (3) the 

internal temperature of the compartment is not 

necessarily higher when the total exposed area is larger. 

Additionally, this study provides FDS outputs that can 

supplement the experimental tests and observations 

including 3D animations of the fire spread. Such 

animations provide a better view of numerical modeling 

outputs that can be utilized for multiple purposes 

regarding fire safety, such as transferring knowledge 

about fire behavior of building materials or enhancing 

construction fire safety education. Therefore, the 

validation of numerical results in this paper confirms the 

practicality of modeling the fire behavior in CLT 

structures using FDS numerical models. The FDS 

numerical configuration and modeling parameters will be 

implemented in the next step of this study to simulate and 

assess fires in CLT buildings that are under construction.  

There are several limitations to this study which 

should be investigated in future research. First, there are 

limited number of publications presenting the results of 

compartment fire tests for CLT structures. To improve 

the reliability of FDS numerical models, experimental 
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data from multiple sources can be used for benchmarking. 

Second, the numerical models in this study simulate the 

fundamental fire behavior of CLT panels in a mid-scale 

compartment. However, the burning behavior of large 

CLT structures could be different. Thus, this 

phenomenon should be further studied. Third, due to the 

complexity of fires, the influential factors of fire 

dynamics in a building are complex, hence, the modeling 

parameters should be investigated in detail when 

developing the numerical models. In addition to the 

modeling parameters tested in this study, future research 

should provide additional insights regarding a CLT 

structure fire, e.g., the effect of external heat flows, the 

charring phenomenon among others. 
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Abstract – 

Modular construction aims at overcoming challenges 

faced by the traditional construction process such as 

the shortage of skilled workers, fast-track project 

requirements, and cost associated with on-site 

productivity losses and recurrent rework. Since 

manufacturing is done off-site in controlled factory 

settings, modular construction is associated with 

increased productivity and better quality control. 

However, because every construction project is 

unique and results in distinct work pieces and 

building elements to be assembled, modular 

construction factories necessitate better mechanisms 

to assist workers during the assembly process in order 

to minimize errors in selecting the pieces to be 

assembled and idle times while figuring out the next 

step in an assembly sequence.   Machine intelligence 

provides opportunities for such assistance; however, 

a challenge is to rapidly generate large datasets with 

rich contextual data to train such intelligent agents.  

This work overviews a mechanism to generate such 

datasets in virtual environments and evaluates the 

performance of AI models trained using data 

generated in virtual environments in recognizing the 

next installation step in modular assembly sequences. 

Performance of the trained MV-CNN models (with 

accuracy of 0.97) shows that virtual environments can 

potentially be used to generate the required datasets 

for AI without the costly, time-consuming, and labor-

intensive investments needed upfront for capturing 

real-world data.  

Keywords – 

Scene understanding; Virtual Environment; MV-

CNN; Computer Vision 

1 Introduction 

While productivity in other industries has doubled in 

the past decades, productivity in the construction industry 

has remained flat [26-27]. In addition, more challenges 

are faced with the shortage of skilled workers and tighter 

construction sites in urban settings that impact 

productivity in general. As a solution to this situation, the 

industry shows an interest towards modular construction, 

whose principle is to preassemble work pieces into 

volumetric units (or preassembled panels) off-site and 

stack them on-site. The advantage of off-site production 

is the controls over the working environment, so it is not 

affected by weather and site-specific conditions, and 

there is an opportunity to increase productivity because a 

relatively fixed production line can be maintained as 

compared to the conventional construction sequence. In 

addition, it is environmentally friendly with 15% less 

construction waste as compared to on-site construction 

[1]. Despite these advantages, the inherent unique nature 

of each construction project brings the same challenge to 

the modular construction processes, too. To enhance the 

productivity in modular construction factories and 

minimize rework and idle times of workers while 

identifying ever-changing work pieces and assembly 

sequences during manufacturing, intelligent agents can 

be used for assistance to identify the next step in an 

assembly sequence for workers. However, training such 

intelligent agents requires extensive information about 

features of a construction site, construction processes, 

and also geometries of assembled pieces [2]. This 

requirement, coupled with the variations in these due to 

the uniqueness (e.g., design, materials) of construction 

projects, increases the cost of gathering a large scale but 

contextually rich dataset needed for training of reliable 

AI models. Since quality and quantity of data are 

essential for training intelligent agents [3] and real-world 

data (which naturally has all the context needed for the 

training process) is expensive to capture, there is a need 

for alternative ways to rapidly generate realistic and 

context-rich datasets. 

In this study, we formulated an approach that 

leverages virtual environments reconstructed from real 

factories to rapidly and systematically generate large 

scale context-rich datasets and provided the results of a 

predictive model built for recognizing the assembly step 

in a sequence using the dataset generated in virtual 

environments.  
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2 Literature review 

This section provides (a) an overview of datasets 

generated by leveraging virtual environments for AI 

training, and (b) a brief synthesis of research studies at 

the intersection of AI and modular construction.  

2.1 Overview of datasets generated by 

leveraging virtual environments 

Although real world generated datasets effortlessly 

represent the rich complexity and the context required for 

AI to learn properly, they are expensive and require a 

longer upfront time to capture them. Virtual 

environments on the other hand provide a huge advantage 

of rapidly replicating real environments and representing 

a wide variety of objects in scenes. Realistic 

representation of the real environment in the virtual space 

is critical for data quality obtained from these 

environments. There are generally two main sources to 

bring reality to virtual environments: (1) a scanned 

environment [6-8,19,22], where a real environment is 

scanned and reconstructed as-is; and (2) a synthetic 

environment [5,20-21], where virtual environments are 

constructed through 3D modelling from scratch that 

reflect the principles of real world such as lighting, 

textures, and colours.   

Various datasets have been generated in virtual 

environments for scene understanding and object 

recognition purposes. Since the first generation of large 

dataset are limited to the 2D perspective images, many 

research groups put efforts on establishing large-scale 3D 

datasets that contain rich contextual information about 

the scenes to provide the datasets and benchmark systems 

to improve the scene understanding. These next 

generation 3D datasets are captured in different settings; 

such as scenes from urban environments [18], indoor 

settings from households [5], and indoor settings from 

offices [7] and can be applied to various problems such 

as object detection, scene understanding, and room 

layout estimation. Also, since the type of intelligence 

(e.g., self-driving, construction robot, household AI) 

expected from AI is determined based on the context of 

a dataset, the 3D environment should provide rich 

contextual information to AI. For example, for a 

construction robot to be tasked with understanding the 

next step in an assembly sequence, the dataset should 

include variations in geometric shapes that assemblies 

contain, variations in the views the sequence is captured, 

variations in the background where modules are 

assembled such as the location, surrounding objects, and 

congestion.  

For a smooth learning workflow, data should be well-

structured with RGB-D (Red, Green, Blue and Depth), 

annotations on objects in scenes (e.g., 2D-3D bounding 

boxes and classification labels, semantic labels), 

relationships between objects in scenes (e.g., scene graph 

generation from objects) [4]. Actively used datasets for 

experiments include, Matterport3D [6], AI2-THOR [5], 

Gibson env. [7], and Replica Dataset [8].  These datasets 

can be widely used for simulation such as scene 

understanding, robot navigation, and robotic 

manipulation. For instance, Gibson env. was utilized for 

creating 3D scene graphs containing semantic 

information of household furniture and rooms to serve 

the purpose of scene understanding [4]. Matterport3D 

provides 194,400 RGB-D real-world captured indoor 

images primarily for scene understanding purposes. On 

the other hand, AI2-THOR is providing digital models of 

89 apartments with 600 objects and interactions such as 

opening refrigerator. The purpose of this dataset is to 

train robot manipulator in the household context. 

Subsequently, Gibson env. provides laser scanned data of 

572 buildings which has semantics, depth, and normal of 

faces. This data aims to train sensorimotor robot AI 

models. Likewise, the Replica contains 18 scanned 

apartments models with depth and semantics of objects 

for scene understanding. 

The commonality of these datasets is that they were 

generated in virtual space that resembles the real-world 

for giving sufficient sensory information to AI to have 

perception to solve problems such as scene 

understanding, robot navigation, and robotic 

manipulation. In this paper, we reconstruct the 3D 

modular factory environment based on the actual factory 

and train AI model to understand the work progress in the 

modular construction factory context. 

 

2.2 Overview of AI based research in the 

modular construction domain 

Related research studies reveal that, machine learning 

techniques have been applied to various challenges such 

as automatic identification of construction activities 

[16,23-24], classification of subtypes of BIM objects 

[9,25], and detection of modules that are being stacked at 

a construction site [17]. In relation to modular 

construction domain, several machine learning 

algorithms such as Support Vector Machine (SVM) on 

video and audio data [16], LSTM [23-24],  and  Multi-

View Convolutional Neural Networks (MV-CNN) [9] 

have been evaluated. High model performances in these 

studies showed the applicability of deep learning in 

construction related problems with a relatively small 

dataset and computing resources by transfer learning 

from the models trained with larger datasets from the 

computer vision domain with an F-1 score of up to 0.93. 

However, the models are limited to inference of generic 

objects (e.g., door, wall) and the usability of these models 

to the problem of assembly sequence identification and 

classification is yet to be evaluated.   However, in general 
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previous research studies provide a sound point of 

departure, indicating (a) an opportunity to utilize feature 

engineering to enhance the classification results, (b) a 

high performance of models that utilize 2D perspective 

images captured from 3D models, and (c) a high 

performance of models in real world settings that are 

trained with synthetic data originated from virtual 

environments.  

3 Training AI for recognizing steps in 

module assembly sequences 

In this section, we overview our approach to generate 

synthetic data and then train vision-based AI progress 

classifier within virtual factory environments. We 

generated data from a virtual factory environment and 

trained a classification model to classify an recognize 

steps in module assembly sequences. Module assembly 

progress classifier detects the assembly step of a 

volumetric unit (or a panel assembly) given any stage of 

the assembly. So, this intelligent agent will detect the 

assembly step when the agent navigates in a factory 

setting and sees a module that is being assembled. This is 

an essential step in robotic assistance during the assembly 

process for determining the next piece that is needed in 

the sequence of an assembly.  

3.1 Data Generation Platform 

We leveraged VR environments to generate large 

amounts of data with minimum reality-gap and in a short 

time frame.  Generating realistic virtual environments 

(e.g., scanning, reconstructing, etc) has an upfront time 

investment that is justified by the a) elimination of 

relocation of the camera system from station to station in 

a factory setting or having to purchase a large collection 

of cameras to cover all stations; b) elimination of the time 

wasted while waiting for the real fabrication timing of 

modular pieces in order to completely capture assembly 

sequences; and c) elimination of bounding to the fixed 

number of viewpoints,  as experienced while capturing 

real images in factories.  

 

 
Figure 1. Scanned modular construction factory (top); 

Virtual factory environment (bottom) 

 

In order to generate datasets in virtual settings, we 

first created 3D factory environments from a modular 

construction factory that was scanned with terrestrial 

laser scanners and converted them into VR (Figure 1). 

This environment has been detailed in [12]. 

For simulating the module assembly processes, we 

obtained real volumetric module designs and separated 

the volumetric units into panels and work pieces in BIM 

authoring tools, and then exported them as IFC files. The 

volumetric modules in IFC format were integrated into 

the virtual factory environment while the virtual factory 

environment was reconstructed. Within the virtual 

environment, multi viewpoint images containing labels 

(as the steps of the module assembly sequence) were 

generated using scripts implemented in a 3D graphics 

tool’s API. Subsequently, generated images were split 

into training and test dataset using the 8:2 ratio.  

 

 
Figure 2. Overview of data generation and training 

process 

 

To capture multi-view images in the virtual 

environment, we set virtual cameras that focused on the 

volumetric modules (see Figure 3). The details of the 

entire multi-view camera-based platform that was 

developed by the authors are provided in [12]. In a 

nutshell, this platform is composed of a randomized 

camera system and rendering tools. The data is generated 

by systematically rotating camera views from 12 distinct 

locations. Using this platform, we generated 84,000 

images and separated them into training and testing data 

set using the 8:2 ratio. 
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Figure 3. 12 viewpoint camera system to capture images 

 

3.2 Multi-View Convolutional Neural 

Networks (MV-CNN) 

There are two main approaches to provide 3D 

geometric information to deep learning to identify given 

objects: 1) point clouds-based approach, which directly 

inputs raw point clouds [15]; 2) view-based approach, 

which inputs images from multiple viewpoints [10]. 

There is essentially no difference between these methods 

for object classification problems [8,13-14] even though 

point clouds have more accurate geometric information 

in 3D coordinates with the disadvantage of time 

consuming and expensive data capturing process. 

Furthermore, earlier studies showed that, MV-CNN has 

a higher overall accuracy as compared to point clouds-

based model or machine learning model (SVM) to 

identify and label 3D model elements [8,13-14]. Hence, 

in this study, MV-CNN was adopted to build the model 

to identify and label the steps in a module assembly 

sequence. 

In a nutshell, MV-CNN enables 3D shape recognition 

by retrieving geometric features from multiple 2D 

images and combining them into a single set of features. 

Each image is processed through CNN1 and pooled over 

images from multiple viewpoints process through CNN2 

for shape descriptor [10]. A single input for MV-CNN 

architecture in this work consists of 12 images captured 

from multiple viewpoints at a location and the 

corresponding label for those 12 images, which indicates 

the module assembly step (see Figure 4) (i.e., 1 input). 

We retrained the model upon the pre-trained MV-CNN 

that utilized generic 3D objects for training (e.g., chair, 

sofa, door, etc.). 

3.3 Ensuring context variation: sequence of 

module assembly, background 

environment 

The sequence of volumetric unit assembly used in this 

study is shown in Figure 5. The volumetric unit is 

composed of 14 pieces (e.g., frame chassis, wall panel, 

wall panel with door). Therefore, the generated dataset 

includes volumetric module assembly sequence captured 

at different times during the assembly process, at 

different backgrounds and from viewpoints while these 

fourteen 3D objects were being assembled in the factory.  

 

 

Figure 4. MV-CNN model architecture 
12 images captured in VR per label (left); Processed into MV-CNN architecture (middle); Classification: each label is a step 

in the assembly sequence  (right) 

 

Input model in the factory MV-CNN Model Architecture Module Fabrication Progress Classification

Camera

12 images 1 label

Single Input
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Figure 5. Module work pieces and numbered steps in 

the assembly sequence 

 

Because the classification model identifies module 

progress within the given factory environment, we placed 

modules for each assembly step of the fabrication 

randomly on the assembly area in the virtual factory 

(Figure 6). These randomized scenes are providing 

different background visual representation of input image 

data (e.g., lighting, background objects, etc.) for models 

to learn under different contexts. In addition, the 

materials (texture, color) of these varying background 

objects (e.g., factory walls, floor, ceiling) have been 

configured to bring more variance to the context. 

We generated 84,000 images which are 7,000 set of 

inputs (where each set has 12 images captured from 

different views per input). For each step of the assembly, 

we had 500 inputs, resulting in 500*12=6,000 images to 

use in the training. Therefore, each label (module 

assembly step) has 500 inputs that were separated into 

400 training sets and 100 training sets. 

 

 

Figure 6. Randomized location of modules to capture 

images 

4 Results 

The accuracy, precision, recall, and f1-score of model 

result are 0.97. The testing results are shown in Table 1 

as a confusion matrix. The prediction results of module 

assembly step 9 and step 13 are relatively lower than the 

other predicted labels (0.82 and 0.84, respectively). As 

the wrong predictions occurred later assembly steps, it is 

because majority viewpoints images are duplicated as 

completed parts are occluding the other parts (e.g., 

viewpoints image from 3 sides are same). Even though 

the background environments change, the model shows 

accurate results, which provides a strong evidence for 

suitability of using virtual environments for dataset 

generation.  

Since transfer learning is used, the training requires 

less computational resources and data. The accurate 

model with less cost through transfer learning shows that, 

the model can be tuned faster to adjust changes in 

volumetric units (or panels) to be assembled. This 

classifier can be used as a baseline to retrain classifiers 

for subsequent assembly sequences.  

5 Conclusion  

In this study, we evaluated the viability of training AI 

models for classifying module assembly sequences using 

the datasets generated in virtual environments within the 

modular construction context. Given the test dataset with 

possible variances, the model shows accurate results and 

Table 1. Confusion matrix for module assembly 

sequence classifier 

Predicted steps in the assembly sequence 

Act-

ual 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1 100              

2  100             

3   100            

4    100           

5     100          

6      100         

7       100        

8       2 96  2     

9         82 17   1  

10          97 1  2  

11          1 98 1   

12            100   

13            1 84 15 

14              100 

 100 100 100 100 100 100 102 96 82 117 99 102 87 115 
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provides a clear point of departure for utilization of 

synthetic datasets for training models. This is an essential 

step towards robotic assistance where robots intelligently 

assist human workers to bring the next required 

workpiece in the assembly sequence by understanding 

the step at which the assembly is at any point in time.  

This paper provides the initial findings of an ongoing 

study and reports the following limitations. Since the 

training and test datasets were fully generated in virtual 

reality, verification in real-world settings is needed. We 

will evaluate the performance of this approach to 

generate and utilize datasets reflecting complex assembly 

lines (with various geometric representations and 

component types). We aim to utilize this approach for 

complicated module assembly sequences, where 

occlusions are more apparent and geometries are 

unconventional (e.g., spherical or cylindrical shaped 

work pieces). 
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Abstract:  

Roofing systems are considered one of the items 

that in most need of frequent inspection and 

rehabilitation due to its ongoing exposure to the 

elements. Manual roof inspections are time 

consuming and subjective. This study uses 

Convolutional Neural Network (CNN), an image-

processing technique, to classify roofs according to 

their damage level. The proposed model analyzes 

images showing general views of roofs to determine 

(on a macro level) whether the roof has sustained 

no (or low), moderate, or severe damage. Based on 

this analysis, more detailed roofing inspection can 

be conducted if needed. The study was applied on 

more than 200 images of roofs of the University of 

Waterloo campus, collected using a drone. 

Different CNN architectures were examined where 

the number of convolution kernels (i.e., the depth 

of the CNN layer) has been the main variable. This 

experiment has revealed that complicating the 

model by changing the depth of the layer causes the 

model to overfit with no performance 

improvements on the validation dataset. The 

proposed model, using only 5 kernels in the first 

convolution layer, has achieved 90% accuracy 

level. The developed model serves as the initial step 

of a larger roofing inspection framework, reducing 

the need for more time and resource intensive 

assessments. The end goal of the proposed 

inspection framework is to provide a fast, objective, 

and reliable roofing inspection and assessment, 

helping asset managers of large portfolios better 

assign the allocated rehabilitation funds. 

 

Keywords:  

Facility Management, Capital Renewal, 

Rehabilitation, Inspection, Roofing, Image-based 

Analysis, Convolutional Neural Network (CNN) 

 

1 Introduction 

Roofs are frequently exposed to extreme 

temperatures, rain, snow, and other severe weather 

events. As such, roofs are considered to be among the 

most vulnerable building components [1, 2]. While the 

average life expectancy of a roof is a function of its 

type and material, having an adequate maintenance 

program is essential to ensure the roof would live up 

to the expectations and maintain an adequate level of 

service throughout. 

Currently, most inspections are done manually. 

Manual inspections suffer from a plethora of 

shortcomings. First of all, manual data collection and 

processing is a time-consuming process [3]. Kamarah 

[4] estimated that an average inspection site visit takes 

about 3 hours, and Abou shaar [5] estimates that for 

every hour spent on site for data collection, three more 

hours are spent in analysis. Second, manual 

inspections are subjective as they rely on the 

inspector’s training and experience [6]. This often 

means that two inspectors can produce two different 

reports for the same asset [6]. Third, roofs are 

sometimes difficult to access and, if accessed, often 

pose safety risks to inspectors [7]. This puts extra 

overhead on the inspection company in terms of 

special training and/or insurance. Hence, automation 

of inspection is a must. 

Computer vision (i.e., image-based analysis) 

allows computers to extract and analyze information 

directly from pictorial data such as images and videos 

[8]. Hence, and because images are easy to collect 

(e.g., using a cell phone camera), computer vision has 

been under investigation as a way to automate 

supervision and inspection tasks in the construction 

domain. For example, [9] developed a computer-

vision-based pavement crack inspection model 

capable of achieving 92% accuracy using a 

commercial grade GoPro as its data collection source. 

[10] developed a convolutional neural network (CNN) 

based classification model capable of detecting 
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concrete cracks as well as distinguish them from 

handwritten markings on the concrete surface. As a 

step towards a more comprehensive assessment, [11] 

was capable of detecting multiple defects such as 

cracks, concrete delamination and rebar exposure. 

Other Examples of computer vision applications 

towards automating asset inspections include defect 

detection in concrete structures [12], pavements [13], 

and sewers and pipelines [14, 15]. Unfortunately, 

however, little to no work was done on roofing 

condition assessment despite roofs being one of the 

most vulnerable building components. As such, this 

paper aims to fill this research gap by utilizing CNN 

technology towards roofing condition assessment. 

As a step toward automating roofing inspections, 

this paper proposes a computer vision approach that 

utilizes a Convolutional Neural Network (CNN) for 

preliminary classification of roof condition. The 

proposed system relies on images that show the roof 

general view to categorize the roof into one of three 

categories; Clear/Minor, Moderate, or Severely 

Damaged. Based on the classification, more detailed 

inspection can be conducted as needed. This aims to 

reduce the time and resources spent on the inspection 

process because, using this method, not all the roofs 

will need to undergo the same detailed inspections. 

The remaining part of the paper explains the model 

development and testing process. starting with the 

motivation, followed by the data collection process 

and the proposed CNN architecture, and concluding 

with analysis results and discussion.  

 

2 Existing Roof Management Systems 

While buildings, in general, are considered to be 

durable and expected to last for decades, a key for that 

durability is continuous and effective maintenance and 

 

 

repair programs. This is because periodic maintenance 

and rehabilitation increases the building’s lifespan and 

improves the level of service of its components [16]. 

As such, the last few decades have witnessed the 

development of a variety of building management and 

inspection systems that cater to a variety of needs. 

Examples include de Brito et al. [17] concrete bridge 

management system, Curt et al. [18] dam safety 

assessment, and Bortolini and Forcada [19] and Faqih 

and Zayed [20] building inspection systems. However, 

these systems still rely on manual inspections as the 

main source of data.  

As seen in Fig. 1, most roofing systems used in 

non-residential buildings such as schools and hospitals 

are considered to be low-slope roofs. Among those 

roofs, the built-up roof (BUR) system is the most 

common type of roofing in [21]. BURs are generally 

composed of alternating layer of bitumen and 

reinforcing fabric that create a finished membrane 

(often referred to as “roofing felt”) which is finally 

covered by gravel to reduce its exposure to the weather 

elements. 

Originally developed by the US army, ROOFER 

[22] is one of the most common roofing-based asset 

management software. Despite its capabilities, it still 

relies on manual inspections as its sole source of data. 

To reduce the subjectivity of manual inspections, [21] 

developed a pictorial database of common roof 

defects, ranked by their severity. Other examples of 

roofing rehabilitation systems include the works of [1] 

and [23], who defined the most common roofing 

defects, along with possible causes and remedies. 

However, these models, like their predecessors, still 

rely on manual data input. As such, computer vision 

technology provides the opportunity for automation of 

roof inspections, leading to cost, time, and subjectivity 

reductions. 

 

 

  

 
 

Fig. 1: Types of Low-Slope Roofs 
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3 Data Collection 

University of Waterloo is one of the largest 

universities in Canada, having a total of 80 buildings. 

The pictorial dataset used in this study comes from 20 

buildings that are highlighted in Fig. 2. Two different 

data collection methods were used. First, the authors 

were allowed to physically access the building roofs 

and take photographs using their personal cameras (16 

Megapixel phone camera). The second method was 

only used for a group of five buildings (highlighted by 

the red star in Fig. 2) as the roof was inaccessible. In 

that case, the images were collected by a commercial 

drone. The drone was set to record a video of its flight, 

then one of each 10 frames were extracted. The images 

collected were subject to the weather conditions (e.g., 

lighting) prevalent at the time of the data collection, 

which took place over the span of multiple days. The  

 

 

camera angle differed depending on the method of 

collection. Images collected by the commercial drone 

had, on average, a 45-degree angle relative to the roof 

surface (subject to wind conditions and extra tilting of 

the drone for navigation purposes), while images 

collected manually had a 60-degree angle. While the 

camera angle was kept constant relative to the surface 

being captured, the images collected were subject to 

the weather conditions prevalent at the time of the data 

collection, which took place over the span of multiple 

days. As such, the total number of images used in this 

study is 346 representing three damage categories: 

low, moderate, and severe. Examples of the images 

representing the three different categories are in Fig. 

3. One third of the data set (114 images) was used for 

validation and testing purposes, while the remaining 

two-thirds were used for training.  

 

  
 

Fig. 2: Image Locations - University of Waterloo (Red Star-Images Collected by a drone) 

 

 

 

  
 

Fig. 3: Examples of the Collected Images Representing the Three Different Damage Categories 
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4 Proposed CNN architecture 

The composition of CNN elements is an important 

task to achieve maximum performance level. While 

increasing the complexity of the CNN by adding more 

layers or convolution kernels can improve 

performance, over complicating the model might lead 

to performance degradation and overfitting. Inspired  

 

by AlexNet [24] and LeNet [25], three CNN 

architectures are tested, all followed the architecture 

demonstrated in Fig. 4. The only difference was in the 

number of channels in each layer (i.e., the value of N). 

N took three different values; 5, 6, and 8. For 

notational convenience, the three different CNNs that 

were experimented will be referred to as CNN_N. For 

all CNNs, RELU was used as the activation function 

for the fully connected layer. Other studies reported 

that changing the kernel size has a minimal effect on 

accuracy [26]. Hence, the size of the kernel was fixed 

at 10x10 with zero padding and a stride of two. 

5 Implementation Details and Results 

All experiments were performed using the python 

programming language (CUDA 7.5) on a laptop with 

Core i7-10750H@2.6GHz CPU, 16GB RAM, and 

4GB NVIDIA GeForce GTX 1650 Graphical 

Processing Unit (GPU). Learning rate was set to be 

0.0002 while the batch size was set to 22 images. All 

experiments were run for 500 epochs. Accuracy (i.e., 

number of correct classifications) was used as the 

evaluation metric. 

 

 

  
Fig. 4: Proposed CNN Architecture 

 

5.1 Comparing the different models 

Table 1 shows the performance of the different 

CNN models in terms of correct classifications for the 

training and testing datasets. Since the was no function 

to terminate the training process when convergence or 

performance degradation takes place, the epoch where 

the optimal performance is reached is reported in 

Table 1 as an indication for the speed of the training 

process. It is important to note that all three models 

took approximately the same time per epoch (approx. 

18 seconds).  

 

Table 1: Performance Comparison of different 

models 

 

 CNN_5 CNN_6 CNN_8 

Training 

Accuracy (%) 
91.8 91.4 96.5 

Testing 

Accuracy (%) 
89.5 86.8 88.6 

Epoch 469 326 331 

 

 

Table 1 shows that CNN_5 took the longest time 

(i.e., highest number of iterations) to reach an optimal 

performance, followed by CNN_8 and CNN_6. 

However, the performance of CNN_5 is considered to 

be the best of the three for two reasons. First, CNN_5 

is reporting the highest testing accuracy, which speaks 

to its generalization ability. Second, comparing the 

training and testing accuracy reveals that CNN_5 has 

the smallest variation (2.3%). Unlike CNN_8 which, 

despite having the best performance on the training 

dataset, has the highest difference between the training 

and testing accuracies (8%) which raises some 

overfitting concerns. From the data shown in Table 1, 

it can be deduced that, for this particular application, 

creating a simpler model by using less number of 

channels yields models with higher generalization 

abilities and more resilience against overfitting. 

The number of channels refers to the number of 

convolutional kernels used in each layer. Each of these 
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convolutional kernels work independently and aim to 

capture significant features of the image to help reach 

a correct classification. As such, changing the number 

of channels correspond to changing the number of 

significant features captured by the CNN to guide its 

classification activity. The data in Table 1 suggests 

that the distinctive features that differentiate between 

images showing different degrees of roof damage are 

not many, and therefore require a relatively simple 

model to avoid “going deep in the weeds” and losing 

generalization ability. This is supported by the sample 

images shown in Fig. 3, where the differences between 

the damage levels are noticeable even to non-

inspection experts. As such, macro-level roof 

inspection (i.e., holistically analyze roofing conditions 

from images that capture the entire roof surface) can 

be quickly and effectively used to triage the different 

roofs before investing in relatively more resource-

intensive analyses for micro-level inspections. 

5.2 Analyzing the Optimal Model (CNN_5) 

After analyzing the three different models as 

shown in Table 1, CNN_5 was selected as the “optimal 

model” and the results were analyzed in more detail. 

Table 2 shows the confusion matrix of the model’s 

result on a 110-image dataset collected by the authors. 

Two observations can be drawn from Table 2. First, 

the overall accuracy of the model is 90%, which is 

acceptable compared to other models in the literature. 

Second, the model is not exhibiting any major biases, 

as the chances of “under classifying” and “over 

classifying” a roof are equally likely to happen.  

 

Table 2: Confusion Matrix for CNN_5 predictions 

 

 True Label 

Predicted 

Label 
No/Minor Moderate Severe Total 

No/Minor 

Damage 
40 2 2 44 

Moderate 

Damage 
4 8 2 14 

Severe 

Damage 
1 -- 51 52 

Total 45 10 55 110 

 

The performance of the proposed model (CNN_5) 

is compared with models from the literature in Table 

3. Due to the absence of models that address roofing 

condition assessments, the model was compared with 

other defect detection models that are intended for 

other purposes such as pavements and concrete 

elements. Based on Table 4, the performance of the 

proposed model is on par with the state of the art. 

However, this model has the advantage of the lower 

data collection burden. While all models in the 

literature perform micro level assessments and thus 

require scanning a relatively small are of the structure 

to detect the defects. The proposed model only looks 

at a few snapshots that show the entire roof. This 

means that the analysis can (and should) take place 

frequently to produce updated assessments.  

 

Table 3: Comparison with Models in the Literature 

 

Model Purpose Accuracy 

[9] Pavement Crack Detection 92% 

[27] Building Defect Detection 89.1% 

[28] Concrete Defect Detection 89.7% 

Proposed  Roofing Defect Detection 90% 

6 Conclusion 

In this study, a CNN-based model is proposed for 

holistic roofing condition assessment. The proposed 

model relies on a few snapshots showing the general 

view of the roof and classifies the roof accordingly 

into one of three categories (No damage, Moderate, 

Severe). The proposed model is part of a three-step 

roofing inspection and rehabilitation framework that 

aims to aid asset management practitioners with 

prioritizing assessment and rehabilitation events under 

limited budgetary constraints. The proposed model 

addresses the first step which is prioritizing the 

inspection efforts. Using only a few snapshots, the 

model can triage the roofs according to their condition 

and suggest more rigorous inspections for the ones that 

deemed worthy, thus saving on the total time spent on 

inspection site visits and their accompanied office 

work (four hours per building according to [4] and 

[5]). First, three different CNN architectures were 

examined, and one was selected as the better 

performer due to its higher accuracy on the testing 

dataset as well as its lower susceptibility for 

overfitting. While the model addresses an important 

research gap which is the lack of image-based roof 

inspection frameworks, its performance is on par with 

other models in the literature that are intended for 

other purposes such as concrete or pavement defect 

detection. All without the need for detailed images like 

the other models in comparison. 

Regarding the proposed model, future work 

includes automating the data collection process by 

maximizing the drone usage as well as, if possible, 

testing the validity of live satellite images. The 

proposed model is the first of a three-step assessment 
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and prioritization framework (Fig. 5). First, the 

proposed model is used to holistically assess the roofs 

and determine their need for more detailed assessment. 

More detailed assessment can then be conducted for 

roofs that are deemed worthy, which leads to a more 

granular assessment for the roof condition 

highlighting the different damage types and sizes [29]. 

Using cost and crew information (e.g., RS means) 

work packaging estimates for the required 

rehabilitation can be developed. Finally, this 

information is aggregated with other text-based data 

mining information (e.g., building age, description) to 

optimize the use of the limited rehabilitation budget. 

 

 

 
 

Fig. 5: Proposed Roofing Assessment Framework 
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Abstract -
In monitoring disaster sites, mobile robots represent a

fast, reliable, and practical option to remotely inspect active
areas in disaster management for applications such as risk
management, search and rescue, and structural assessment
purposes. Mobile robots can efficiently collect laser scan data
and reconstruct the state of ongoing disaster relief in the form
of 3D point clouds. Current point cloud processing methods
are mostly designed to work as a post-processing step and
are inefficient when applied in real-time. Additionally, ob-
ject segmentation on point cloud data from the disaster sites
is challenging due to data impurities and occlusions. To over-
come these issues, this paper proposes an instance point cloud
segmentationmethod that incrementally builds a 3Dmap for
robotic scans of infrastructure. In the first step, the proposed
neural network, named Dynamic Graph PointNet (DGPoint-
Net), is trained to classify objects in the disaster environment
while building up a semantic 3D map of the environment.
Additionally, the proposed method predicts object instance
labels by using a sequence of predicted semantic point cloud
data. The proposed method shows strong performance over
the state of art segmentationmodels in terms of semantic seg-
mentation, instance segmentation, and processing time using
point cloud data collected from a custom-built laser-scanning
robot at an outdoor simulated disaster site.

Keywords -
Point cloud segmentation; laser scanning; robotics; disas-

ter site; deep learning

1 Introduction

In disaster sites, mobile robots represent a safer and
more labor-efficient option to carry out inspection tasks
such as risk estimation and assessment of damaged build-
ing in post-disaster sites for reconstruction of damaged
constructions. According to the NOAA’s National Centers
for Environmental Information, the natural disaster costs
the U.S. over $600 billion in the last 5 years (2016-2020)
[1]. Current damage assessment and quality inspections
often involve a long inspection activity that requires in-
spectors to collect data on the disaster sites due to difficulty

Figure 1. Overall framework for collecting and pro-
cessing 3D point clouds from disaster sites.

in accessing disaster sites. The inspection process often
involves safety concerns such as exposing toxic chemical
to human being and building collapse.
Due to the safety concerns and recent development in

computing technology, mobile robots can be used to col-
lect laser scan data and reconstruct the as-is state of various
building entities on the site in the form of 3D point clouds
[2, 3, 4]. Several methods use mobile robots to moni-
tor the condition of damaged building in the disaster sites
such as mapping disaster sites with ground robot [5] and
with an aerial robot [6]. Even though a large amount of
point cloud data can be easily collected, the process of au-
tomatically organizing and extracting useful information
from the noisy data remains a challenging task. Especially
in the disaster sites, the collected data often includes in-
complete objects such as collapsed buildings and damaged
objects. The mobile robot needs to perform segmentation
of the acquired data to carry out obstacle detection, object
recognition, and other scene understanding tasks. Cur-
rent segmentation methods are mostly designed to process
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point cloud data one at a time and are applied only as
a post-processing step. In addition, segmentation meth-
ods that are trained with complete models of objects do
not work well because robotic scans are usually noisy or
occluded.
This paper proposes an incremental point cloud seg-

mentation method for robotic scans of disaster sites using
a 3D Light Detection and Ranging (Lidar) sensor. The
scans are first registered based on simultaneous localiza-
tion and mapping (SLAM) and stored in a voxel-based
lookup table. The registered point cloud is then passed to
the proposed deep learning model, named Dynamic Graph
PointNet (DGPointNet) that predicts semantic object la-
bels. The DGPointNet is robust to detect objects with data
impurities and occlusions by learning both local neighbor
and global point features. The output of the deep learning
model is then processed with incremental segmentation al-
gorithm that merges new scan points into existing points to
form instance clusters based on similarity in feature space.
The proposed method is incremental in that each new scan
is processed and combined with information from previ-
ous scans without having to recompute the entire scene.
Results are then used to create a 3D object-level map of
the disaster site. The proposed method is validated using
point cloud data collected from a laser scanning robot at
an outdoor simulated disaster site shown in Figure 1. The
key contributions of the proposed method are summarized
as follows:

• Fast online instance segmentation that directly takes
an input of Lidar scanned data and outputs predicted
instance object labels

• Development of a light weight deep learning model
suitable for dataset from an outdoor environmentwith
impurities and occlusions.

• Evaluation of semantic and instance segmentation
methods using dataset from a real-world simulated
post disaster sites environment.

2 Related work
2.1 Geometry-based segmentation

In the past, several approaches use geometric segmenta-
tion methods that rely on surface normals, curvatures, and
edge. Hough Transform and the Random Sample Consen-
sus have also been widely employed as fundamental al-
gorithms for detecting simple geometric objects based on
their model parameters [7, 8]. Until recently, RANSAC-
based algorithms for the plane segmentation has continued
to be improved [9, 10]. Clustering is another common step
for point cloud segmentation. Region growing which pro-
gressively gathers nearby points regarded as the same class

or regions with cohesive features, has been a widely used,
and even a learnable model for region growing has been
developed [11]. Using density-based spatial clustering
of applications with noise (DBSCAN), Czerniawski et al.
[12] proposed a method to detect planar objects in indoor
scenes. However, the methods referring to geometry fea-
tures have limitations in being robustly applied to a disaster
site of highly unstructured environment, containing varied
noise and deformed objects with complex geometry not
fitting to predefined geometry features.

2.2 Data-driven models for segmentation

With the growing popularity of data-driven models,
deep architectures for classifying each 3D point into se-
mantic categories have made significant progress [13, 14].
Compared to ones using hand-crafted features, these deep
architectures show better performance and robustness, but
still are in active development due to issues such as spar-
sity, randomness, and the unstructured nature of point
clouds. As an indirect method, to facilitate convolutional
neural networks for the segmentation, researchers have
converted a point cloud into a regular structure prior to
the processing, such as multi-views [15], voxel grids [16].
However, since these data conversion cause information
loss and computational complexity, PointNet [17] directly
process each point by extracting robust features from the
transformation and permutation of the point cloud. Since
then, many methods based on PointNet have been pro-
posed, referring to the direct processing of each point
[14]. To find optimistic receptive field for the segmen-
tation task, Qi et al. [18] adopted a multi-scale concept
which recursively extracted local features using PointNet
layer, and enhanced the results of segmentation, but, the
inference time increased several times. Regarding a point
cloud as structured graph data composed of a series of
nodes and edges, Wang et al. [19] proposed DGCNN by
replacingmulti-layers of PointNet with stacks of edge con-
volution from Graph Convolutional Networks. It shows a
significant effect in extracting analogous features but in-
creases the complexity of the network as well as number
of the training parameters. Since the methods based on
GCNN, compare to others, have advantages in examining
the boundary feature, researchers have now increasingly
adopted these graph-based algorithms [20, 21]. Other
data-driven models such as Point Transformer [22] and
SCF-Net [23] are not considered in this study due to the
slow inference speed of the models.

2.3 Incremental Segmentation

Although researchers have proposed many segmenta-
tionmodels so far, to leverage them integrated with robotic
scanning in real-world sites, one thing that needs to be
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Figure 2. 3D point cloud processing framework.

added is incremental segmentation, which progressively
updates class labels of the point in a dynamic fashionwhile
collecting data simultaneously. To understand scenes even
when the entire site is not scanned, researchers have pro-
posed a method to supplement the segmentation results
with online data in varied situation [24, 25, 26]. Fin-
man et al. [24] proposed a method to combine partially
segmented results by iterative voting from RGB-D maps.
Dube et al. [25] selectively updated dynamic voxel grids
online and adopted incremental fashion in region growing
algorithm while caching the geometric consistencies. Un-
like others, Multi-view Context Pooling Network based on
PointNet, Chen et al. [27] proposed, implicitly updated an
instance id of each point online using the deep network that
was directly trained from the raw point cloud annotation.
By suggesting a pooling operation to assemble local fea-
tures from neighbor points to the global features, MCPNet
updated each point while reflecting the contextual infor-
mation of neighbors.
However, these methods were applied on limited dataset

of indoor environments or confined outdoor sites. The goal
of the proposed method is to perform incremental instance
segmentation on real-world disaster sites. The proposed
method directly consumes points from the scanned data
and performs the incremental segmentation while fusing
local features to the global features, especially using on-
line data collected by the unmanned ground vehicle from
challenging disaster site environments with a significant
amount of debris and deformed objects.

3 Methodology
3.1 Overview

This research proposes a robotic scanning and point
cloud segmentation framework for identifying construc-
tion related objects from post disaster sites. Figure 2 shows
an overall data collection and processing frameworkwhere
each distinct object is segmented into an object instance.
In the first step, an input point cloud is captured by a laser
scanning device using a mobile robot. Then, the simul-
taneous localization and mapping (SLAM) module takes

the point cloud data and registers points to reconstruct a
3D map of the damaged building structures around the
robot. For each point cloud scan, the semantic segmenta-
tion module (DGPointNet) classifies object classes in the
registered point cloud and outputs a set of semantic object
labels. In the final step, the instance segmentation mod-
ule uses the predicted semantic labels to estimate object
instance labels by grouping points from the current and
previous laser scans. The end result of the point cloud
data processing framework is a densely labeled 3D map
of the disaster site that contains information about the ob-
stacles, building elements, and debris in the surrounding
environment. The following sections provide more details
regarding methods and design choices.

3.2 3D input data and registration

The proposed 3D data registration method is visualized
in Figure 3 where the input data is a raw laser scanned
point cloud that is represented as unordered 3D points that
contains position vectors (G, H, I). As the mobile robot is
moving around the disaster site, laser scan data is collected
along with Inertial Measurement Unit (IMU) and Global
Positioning System (GPS) measurements. A SLAMmod-
ule based on the LeGO-LOAM [28] algorithm is used to
localize the robot using sensor measurements. Each laser
scan is registered on to the global coordinate system by ap-
plying a transformation matrix based on the robot’s pose at
each time step. These registered point clouds are used to
train and evaluate semantic segmentation model described
in the next sections.

Figure 3. Automated point cloud registration step to
generate the input dataset for our framework.
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Figure 4. The proposed DGPointNet architecture for point cloud semantic segmentation.

3.3 Semantic segmentation with DGPointNet

Semantic segmentation is performed with a deep neural
network to assign semantic class labels to each point. The
semantic labels consist of classes such as ground, clutter,
wall, etc. that are used to differentiate between different
objects on the disaster site. The proposed deep learning
architecture is shown in Figure 4. The proposed network
combines elements from both PointNet [17] and DGCNN
[19], integrated into a single neural network. The ad-
vantage of this model is that it combines the benefits of
PointNet for learning the global context of the input point
cloud data and DGCNN for learning the local context of
the input point cloud using the edge convolution layers.
The proposed model first takes a set of = points with

feature vectors including position vector (G, H, I) and nor-
malized I position to each data scene (a real number rang-
ing from 0 to 1) and passes them through input and spatial
transform layers. In the PointNet module (yellow box in
Figure 4), both input and feature transform use a T-Net
that applies an affine transformation to the given point
cloud inputs. The points are then passed through a se-
ries of convolution layers and multi-layer perceptron. The
points features are aggregated using a max pooling layer
to obtain a global feature. The outputs of the intermediate
multi-layer perceptron and global features are concate-
nated to a shared multi-layer perceptron. Similarly, in the
DGCNN module (blue box in Figure 4), the points are
passed through a series of edge convolutions and multi-
layer perceptrons. The edge convolution layer applies :

nearest neighbor algorithm to group input points into :

feature clusters and aggregates the features by a max pool-
ing layer. The outputs of each edge conv layers and global
features are concatenated to a shared multi-layer percep-
tron. The model predicts = x < vectors as outputs for =
input points and < semantic classes.

3.4 Incremental instance segmentation

An incremental instance segmentation module is re-
sponsible for clustering the predicted points from the se-
mantic segmentation module into individual object in-
stances. For example, given a set of points corresponding
to wall objects, the instance segmentation module will
cluster the points into wall #1, wall #2, wall #3, etc. This
step is important for identifying the number of building
elements on the disaster site and for assigning damage in-
formation to each individual building element. The overall
algorithm is specified in Algorithm 1. The method first
initializes a voxel grid dictionary E to remove duplicate in-
put points from the segmentation outputs. The voxel grid
allows the proposed method to only update the instance
labels for the newly-scanned regions and reduce computa-
tion time so that the method can run online on the mobile
robot. The update list D is used to store new points that are
used in the clustering method. The distance limit : is used
a neighborhood threshold to append all neighboring points
in the G, H, I position for each point in the updated points
list. The surface normal threshold and semantic label are
both used to group the updated point into existing clusters.
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If the updated point does not match with an existing object
instance, a new object instance is created.

Algorithm 1: Incremental instance segmentation
Input: Point cloud data with semantic

segmentation labels
Result: Point cloud data with instance

segmentation labels
Initialize updated points list D ← ∅
Initialize voxel grid dictionary E ← ∅
Initialize neighbor points list F ← ∅
for each point in input data do

if point does not exists in voxel grid then
Append point to the end of E and D

end
end
for each updated point do

Append all points within k distance from
update point to F;

for each nearest point do
Compute surface normals

end
if updated point > surface normal threshold
and updated point class ID == neighbor point
class ID then

Add to the existing object instance
else

Initialize a new object instance
end
D ← ∅ F ← ∅

end

4 Results
4.1 Experimental setup and dataset

A field experiment was conducted at the Guardian Cen-
ters disaster training facility (Figure 5). The Guardian
Centers facility consists of numerous damaged concrete
structures that are cracked, deformed, or collapsed. In this
experiment, a 4-wheel ground mobile equipped with a 3D
Lidar sensor, IMU, and GPS sensor is used to collect laser
scan data at the site. The 3D Lidar sensor is a Velodyne
VLP-16 which has 16 beams, angular horizontal and verti-
cal resolution of 0.1◦−0.4◦ and 2◦, accuracy of±3cm, and
measurement range of 100m. The semantic object classes
consist of 8 different categories such as clutter, ground,
wall, beam, girder, slab, column, door. The collected
point cloud data is downsampled to 0.1m to reduce point
cloud size. To eliminate sparse Lidar data, each scanned
data is limited by ±15m in G, H, I coordinates.
To evaluate the performance of semantic and instance

segmentation, a total of 9 robot scanned data with the
Velodyne Lidar at a different part of the disaster sites
scene are collected. 7 point cloud scenes are used as the
training set and 2 point cloud scenes are used as the test
set. Each scanned data consists of 2-3 minutes sequential
points that cover a part of the simulated test sites.

Figure 5. A mobile robot deployed to collect laser
scans at the Guardian Centers disaster training facil-
ity.

4.2 Semantic segmentation results

The proposed method is compared with PointNet and
PointNet++models in terms of point accuracy and average
Intersection over Union (IoU) using the test dataset shown
in Table 1. These baseline models are the state of art
deep learning models that directly take point cloud data
with geometry features and output predictions of semantic
point labels. The input points size of these models are
set to 4096 points with a block size of 10G10 (m). The
input points consist of feature vectors with G, H, I position
and normalized I position to each test data scene. The
clustering hyper-parameters : used in the DGPointNet is
set to 20.
In terms of mean IoU and point accuracy, the proposed

method shows the highest mIoU score of 55.1 % and the
highest point accuracy of 77.8 %. Table 2 shows results
of individual IoU performance per object class. The pro-
posed method achieves the highest IoU for every object
category. The proposed model shows strong performance
on the small objects such as beam, girder, and door cate-
gories. The performance of the proposed method is visu-
alized in Figure 6.

Table 1. Segmentation results evaluated in terms of
mIoU and point accuracy on the Guardian Centers
dataset using the test dataset.

Method mIoU (%) Point Acc.(%)
PointNet [17] 41.4 68.6

PointNet++ [18] 28.2 57.9
Proposed DGPointNet 55.1 77.8

4.3 Instance Segmentation Results

The instance segmentation results are evaluated using
the metrics of normalized mutual information (NMI), ad-
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Figure 6. Results of semantic segmentation on the test dataset.

Table 2. Semantic segmentation results of each class on the Guardian Centers dataset. The evaluation metric is
IoU(%) on the test dataset.

Object Class total clutter ground beam wall girder slab column door
Test points - 293673 127929 24495 261549 12212 147952 57449 2477

PointNet [17] 41.4 53.2 63.2 48.6 61.2 23.9 47.6 22.7 11.1
PointNet++ [18] 28.2 52.3 51.9 33.6 37.2 12.8 29.1 8.4 0.0

Proposed 55.1 63.3 68.7 55.5 68.2 45.7 66.0 46.1 27.3

justed rand index (ARI), and V measure score (VMS)
[29, 30]. In Table 3, the proposed method is compared
with other baseline deep learning models to validate the
evaluation metrics. The result shows that the proposed
method achieves the second-best result among the base-
line models. The results of instance segmentation using
DGPointNet is visualized in Figure 7. The bounding boxes
show individual objects are separated from each other.

Table 3. Instance segmentation and classification re-
sults on the test dataset.

Method NMI AMI VMS
PointNet [17] 34.4 33.7 34.4

PointNet++ [18] 37.1 35.7 37.1
Proposed DGPointNet 35.3 33.9 35.3

4.4 Computation time evaluation

Table 4 shows the computation time and average
points processed per scan measured on Intel® Core™ i9-
10980HK CPU and NVIDIA GeForce RTX 2080 GPU.
The proposed method has a relatively fast computation
speed of 1.18 s per scan compared to the PointNet++ mod-
els while the average processed points are 5742 points.

This result shows that the proposed method can be applied
in near real-time.

Table 4. Computation time and average points pro-
cessed on the Guardian Centers dataset.

Method Time (B) Points per scan
PointNet [17] 0.43 5627

PointNet++ [18] 15.72 6052
Proposed DGPointNet 1.18 5742

5 Conclusions
In this work, the proposed method shows a novel pro-

cess that directly takes raw point cloud data and predicts
instance labels in near real-time. The semantic segmenta-
tion network learns from both local neighbor and global
point features through PointNet and DGCNN. This model
also shows strong performance on semantic segmentation
of small object with data impurities and occlusions. Ad-
ditionally, the incremental segmentation method clusters
semantic prediction labels into an object instance by inte-
grating a sequence of Lidar scanned data. The proposed
method shows that the semantic and instance segmenta-
tion can both run in near real-time to classify objects on
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Figure 7. Results of Instance segmentation. Each object instance is assigned a different color.

disaster sites data.
While the proposedmethod shows a fast online segmen-

tation performance, the experiment results indicate that the
model could be revised to improve efficiency for real-time
performance in future research. Additionally, ablation
studies such as hyper parameter tuning of the segmenta-
tion model can be considered to optimize performance of
the proposed method.
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Abstract –  

Progress quantification of construction projects is 

critical for project managers to manage projects 

effectively. The trade-off between computation time 

and accuracy is a key aspect while selecting the 

quantification method. Though accuracy is essential, 

project managers require real-time information 

about quantities of work completed on various 

building components to make timely decisions. 

Several researchers have developed individual 

pipelines using vision-based technologies for 

automated progress quantification. However, they 

face significant implementation challenges, including 

higher computational complexity, skilled personals, 

and costly equipment. Hence, this study aims to 

define an easy-to-implement pipeline to quantify the 

holistic progress and element-wise progress of a 

building. For executing this, the method utilizes 

point intensity as a fundamental parameter. The 

progress of a specified element is calculated by 

comparing the number of points in the as-built 

model and the number of anticipated points from the 

as-designed model of the same point intensities. The 

method directly integrates the as-designed BIM 

model with the scan data through a user-friendly 

visual programming tool - Grasshopper3D for 

progress quantification. The workflow provides one-

click progress report generation with minimal inputs 

from the users for basic alignment of the imported 

as-built data. As the point clouds are directly 

addressed as a single entity, and to-be intensity has 

been calculated through an intensity-based 

randomized approach, the method utilizes less 

computation for the whole process. 

 

Keywords – 

Automated Progress Monitoring, Point-

Intensity, Scan-vs-BIM, Progress Quantification, 

Visual Programming, Single-Click Report 

Generation, BIM-Based Tracking, Point Clouds, 

Automation in Construction Management 

 

1 Introduction 

Monitoring of construction projects is a key aspect 

of management. Construction progress monitoring has 

been attempted through various technologies [1]. These 

technologies are based on bar codes, QR codes, RFIDs, 

range imaging, photogrammetry, videogrammetry, laser 

scanning, etc. These technologies are much advanced 

than primitive pen and paper-based or Daily Progress 

Report (DPR) based progress monitoring. 

Though several advanced technologies have been 

developed, there has been little evidence of their 

application at construction sites. Currently, a majority of 

construction projects predominantly use pen and paper-

based or daily updated Excel sheet-based (DPR-based) 

methods for progress monitoring. However, these 

methods are time-consuming, non-systematic, less 

accurate, and require too much human intervention 

making the process inefficient [2]. 

The on-site adoption of advanced methods like 

Scan-to-BIM or Scan-vs-BIM has been to a lesser extent. 

These methods require significant computation of data, 

certain specific skills as well as domain knowledge for 

implementation. In addition, their current industrial 

version requires substantial human intervention, making 

them tedious to run at frequent intervals. 

Lately, most of the sites have used 3D spatial data to 

visualize and monitor progress. For quantification of 

progress, Scan-to-BIM and Scan-vs-BIM are the two-

key techniques found in the literature. These methods 

process the point cloud data to generate an as-built BIM 

model or compare it through a computationally 

extensive process. However, due to the complex task of 

as-built modeling and quantification of progress, on-site 

implementation of the vision-based progress monitoring 

pipelines has been the bare minimum. 

This study recognizes the gaps discussed above and 

aims to present a novel pipeline for progress 

quantification that can be easily implemented at project 

sites. The pipeline is focused on detecting the 

volumetric progress using point cloud data directly. For 

this paper, the scope is limited to quantifying the 
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progress of building projects. Hence, the two objectives 

of this study are as follows: 

1. To develop an on-site implementable pipeline to 

utilize as-built 3D point clouds and their derived 

properties for progress quantification. 

2. To experimentally validate the pipeline and 

present the key factors which make the pipeline 

more adoptable. 

This paper is organized as follows. After the 

introduction, Section 2 discusses the state-of-the-art 

quantification methods and their challenges for on-site 

implementation. Section 3 presents the methodology. 

Section 4 presents the system architecture for the 

proposed pipeline. Section 5 presents the experimental 

results and discussion. This is followed by a conclusion 

highlighting the features of the proposed pipeline along 

with future work given in Section 6. 

2 Existing progress quantification 

approaches 

Progress quantification is essential for managers to 

make decisions about the use and allocation of project 

resources. However, quantification on construction sites 

is still a tedious and time-consuming process due to 

conventional techniques. Moreover, the automated and 

semi-automated methods present in the existing 

literature have not been widely adopted in construction 

projects due to various factors. 

Recently there has been a variety of progress 

monitoring approaches pipelines that have been 

developed in recent years. Although many implement 

progress visualization using Augmented Reality (AR) 

[3], Virtual Reality (VR) [4], Mixed Reality (MR) [2], 

and Extended Reality (XR) [5] environments, only a 

few attempted quantification.  

Existing approaches have used quantification using 

image processing [6], object detection [7], model-based 

recognition [8] based methods. Apart from the image-

based techniques, these methods are generally part of 

the two main methods, i.e., Scan-to-BIM and the Scan-

vs-BIM approach. Quantification has also been 

attempted by integrating the two approaches [9]. 

Existing methods in both techniques require converting 

into BIM or comparing the point cloud model by 

overlapping, which is computationally expensive and 

requires complex algorithms. The state-of-the-art of 

both methods is discussed in this section with the 

various challenges faced for on-site implementation. 

2.1 Scan-to-BIM 

The Scan-to-BIM approach is based on converting 

an as-built point cloud to a BIM model. This is 

implemented by detecting the elements from the point 

clouds using various heuristics [10][11] or learning-

based algorithms [4][12] and then replacing them with 

corresponding BIM elements. The progress 

quantification can be easily done by directly generating 

the bill of quantities [13]. 

The Scan-to-BIM approach uses a lower order point 

cloud model to convert to a more informative BIM 

model. This process is computationally expensive, time-

consuming and expert experience is required to 

implement it successfully. 

In heuristic-based modeling, a set of primary input 

data about the common elements in the point cloud is 

required to initiate the process. This data must be 

manually fed into the logic to detect elements requiring 

significant time and effort. Secondly, the heuristics-

based method cannot be expected to recognize all the 

elements as some are unique to a particular project. 

Few studies have recently explored learning-based 

methods for detecting elements from point clouds [14] 

[15]. However, the site-wide implementation of these 

approaches has not been possible due to various factors. 

Firstly, for learning-based methods, a large dataset of 

existing elements for training is required, which is not 

available currently and is difficult to generate for 

various elements. Through an approach to 

systematically generate training data have been 

suggested [16]. Secondly, computational requirements 

are high to process and test the large dataset. Lastly, a 

skilled workforce is required to implement and operate 

these pipelines regularly. 

2.2 Scan-vs-BIM 

On the other hand, the Scan-vs-BIM approach 

detects progress by overlapping the as-designed and as-

built BIM models [17]. This is done either by applying 

thresholds [2] or point occupancy-based methods [4]. 

Once the elements are detected, they are labeled as 

complete or incomplete in the as-designed model. The 

quantification can be performed by generating the 

quantities of completed elements. 

Likewise, Scan-vs-BIM uses a comparative 

approach. Though the comparison in this process is 

computationally less costly than Scan-to-BIM, there is a 

lot of pointwise processing to apply thresholds or check 

the model occupancy. 

On the one hand, progress quantification is critical to 

project managers for efficient management. On the 

other hand, existing quantification methods are not 

easily implementable at construction sites. Therefore, 

this study intended to fill this gap by proposing a 

pipeline for vision-based progress monitoring, which is 

easily implementable at construction projects, with 

much less computation and skills. The details of the 

pipeline are discussed in the next section. 
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3 Methodology 

An easy-to-use pipeline has been developed in this 

study for holistic and element-wise progress monitoring 

in the construction execution phase. The primary focus 

of this study is to compute the progress using the point 

intensity approach; however, the essential data 

acquisition and preprocessing steps are mentioned to 

complete the pipeline structure. The overview of each 

step and the core concept of the pipeline have been 

discussed in this section. 

3.1 Data acquisition, preprocessing & 

registration 

Figure 1 shows the overall pipeline adopted in this 

study. As an input, the pipeline receives site-acquired 

as-built point cloud data, captured using suitable vision-

based technology. 

Next, for preprocessing, firstly, the point clouds are 

extracted in a suitable file type format. Secondly, if 

multiple point clouds are to be stitched together, they 

should be registered using existing registration 

approaches. For our pipeline, noise and outlier removal 

is recommended but not mandatory as these points do 

not lie within the boundary region of any elements. 

However, it is suggested to sub-sample the point cloud 

through the scope-box method to a range of interest. 

Lastly, the as-built point cloud and as-designed 

model can be registered using manual, automatic, or 

semi-automatic registration approaches. For this, our 

method uses the developed 3-point align script, which is 

a semi-automated approach and works on aligning a 

defined plane between the two models. 

3.2 Progress quantification 

Figure 1 shows the overall concept of this part 

graphically. The key concept of quantification in this 

pipeline is based on a spatial comparison of as-built 

point clouds against the as-designed BIM model. The 

as-built point intensity (points per unit area) can be 

derived through the scan data, and the equivalent 

intensities are transferred to as-designed BIM for point 

count calculation. Using arithmetic ratios of these point 

counts, holistic or elementwise progress can be derived 

in percentage completion. 

The method first utilizes the as-designed BIM model 

to derive boundary representatives (B-Reps) of all the 

elements in the as-designed model. In the BIM model, 

the elements are usually represented by 3D meshes that 

show the boundary of the solid elements with infinite 

thin surfaces called B-Reps. 

To calculate points that should be present on the 

surfaces of element B-reps, a specific threshold has 

been considered to formulate an offset geometry that 

can include the points within specified spatial limits. 

This offset geometry has been addressed as the 

boundary region of the element in this study. 

 

Figure 1 Overall pipeline for point-intensity 

based progress monitoring  

Using few parametric toolsets, B-Rep surfaces or 

mesh-faces are populated with the given number of 

randomized points. Multiple researchers are widely 

using this method to produce accurate synthetic point 

clouds for experimentation. For uniform generation on 

each surface, point count is defined by surface area 

multiplied by the desired intensity. This study utilizes 

this concept to anticipate point counts on the required 

surfaces by directly performing basic multiplication of 

area and intensity instead of actually producing all 

synthetic points. For anticipating the point count in the 

as-designed model, users are expected to note and feed 

the same intensity that has been used while performing 

the laser-scan or cloud construction through 

photogrammetry. 

Additionally, anticipated points were calculated only 

through the area of exposed surfaces of the elements. It 

has been considered that overlaying a portion of such 

surfaces usually being occluded by exposed surfaces 

when a realistic scan is being performed in real. To 

eliminate such partial or complete surfaces, surface 
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intersection with co-planarity has been utilized as base 

logic. Figure 2 shows this graphically. 

 

Figure 2 Exposed and occluded surfaces 

After aligning the imported as-built point cloud, 

volumetric bounding regions are overlaid on the scan 

data. Each bounding region is engaged with an element. 

The portions of the as-built point cloud being covered 

were sub-sampled and classified with the particular 

element identity. Then, as-built point counts for all the 

elements were derived from the cloud statistics of all the 

relative sub-samples. 

The point counts derived from the BIM model and 

the scan data are addressed here as 'As-designed Point 

Counts (PCAD)' and 'As-built Point Counts (PCAB).' 

Graphical visualization of these and their overlay is 

shown in Figure 3. Both of these entities have been 

utilized to calculate progress status in three different 

levels of detail: 

1. Holistic progress tracking (computes progress of 

overall project) 

a) Cumulative progress calculation (provides 

unified progress of all the elements) 

b) Element-wise progress calculation (provides 

progress elementwise as a list) 

2. As-requested progress tracking (provides the 

progress of the specifically requested elements)  

In the following sub-section, the idea is technically 

elaborated with a logic-flow diagram and pseudocode 

created for the developed algorithm. 

3.3 Core concept 

Figure 4 shows the logic in sequence to compute the 

progress quantities for holistic and as-requested 

progress tracking. Suppose the preprocessed as-built 

point cloud and an as-designed BIM are available to 

compute the progress of a particular element Ei. In that 

case, the core idea is to compare the number of points 

that are in the as-built point cloud (NABEi) with the 

expected number of points with the same intensity for 

the as-designed point cloud (NADEi), which can be 

computed using the equation 1: 

 

𝑁𝐴𝐷𝐸𝑖 = 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎 𝑜𝑓 𝐸𝑖 ∗
 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝑝𝑜𝑖𝑛𝑡𝑠  …   (1) 

Then, the percentage progress for of a particular 

element Ei can be obtained as 

% 𝑃𝑟𝑜𝑔𝑟𝑒𝑠𝑠 𝑜𝑓 𝐸𝑖 =  {
𝑁𝐴𝐵𝐸𝑖

𝑁𝐴𝐷𝐸𝑖
} ∗ 100  ……… (2) 

 
Figure 3 Visuals of as-built and as-designed 

point clouds with equal point intensities 

 

Figure 4 Logic-flow Diagram 

 

3.3.1 Pseudocode 

The concept described above has been implemented 

using the following pseudocode. 

 

Computing as-built progress quantification 

Inputs: BIMAD, Er, PCAB, I 

Outputs: PH, PEi, PEr 

Geometry BReps (GB) extraction & Offset Bound (OB) 

generation for all as-designed BIM - (BIMAD) elements 

into a list  

1 

2 

For i in range (count.Elements(BIMAD)) 

…GBAD [ ]= append (GBAP (i)) 
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3 

4 

…OBAD[ ] =append (offsetbrep.(GBAD (i)) 

UGBAD = BRep.Union(GBAD) 

Exploding BReps into surfaces (Surf) 

5 

6 

7 

8 

For i in range (length.list (GBAD)) 

…Explode B-Rep into m surfaces → Surf1(i),…,Surfm(i) 

…For j in range (m) 

……SurfList [ ] = append (Surfj(i)) 

Retaining only exposed surfaces (ExpSurf) 

9 

10 

11 

 

12 

13 

14 

For i in range (length.list(SurfList)) 

…SurfList’ = pop(SurfList(i)) 

…overlay=Intersection.(SurfList(i), SurfList’) && Co-

planarity.(SurfList(i), SurfList’) 

…If overlay=FALSE 

……ExpSurf[ ] = append(SurfList(i)) 

…SurfList’ = SurfList 

Computing point-counts on exposed surfaces (ExpSurf) 

as per adopted point intensity (I) and defining to-be 

point counts for elements 

15 

16 

17 

18 

19 

20 

21 

For j in range (length.list(ExpSurf)) 

…PCExpSurf [ ]= append(Area.ExpSurf(j) * I) 

For i in range(length.list(GBAD)) 

…For j in range (length.list(ExpSurf)) 

……Inclusion = inlying.surfinbrep(ExpSurf(j), GBAD (i)) 

………If Inclusion=TRUE 

…………PCAD [ ] = append(PCExpSurf (j)) 

Counting inlying points from as-built point cloud 

(PCAB) 

22 

23 

24 

For i in range (length.list(GBAD)) 

…partcloud = subsample.brep(GBAD (i), PCAB ) 

…PCAB [ ] = append(count.partcloud) 

Computing holistic progress (PH) , Element-wise 

progress (PEi), and As-requested progress (PEr) (for the 

requested elements Er) 

25 

26 

27 

28 

PH =count.subsample.brep(UGBAD ,PCAB )/sum.PCAD [ ] 

PEi = append (PCAB (i)/ PCAD (i)) 

Find i for each rth element in Er & add to r[ ] 

PEr = append (PCAB (r)/ PCAD (r)) 

4 System architecture 

As shown in Figure 5, the system architecture 

consists of three basic types of 3D processing 

environments to accomplish multiple technical tasks. 

1. BIM modeling environment – For operating and 

visualizing as-designed BIM model. Autodesk 

Revit application has been utilized as a BIM 

platform in this method. 

2. Point cloud processing environment – For 

visualizing and preprocessing the extracted point 

clouds. An open-source toolset called Cloud 

Compare has been used in this method. 

3. Parametric 3D modeling and Visual Programming 

– The core logic of the method has been developed 

in terms of logical loop sequence to find inlier 

points within the bounding region of particular 

element geometries. A combination of a 3D 

modeling application called Rhinoceros3D and 

visual programming tool called Grasshopper3D 

have been utilized to produce the entire script sets. 

4.1 Technical execution 

As shown in Figure 5, the method primarily takes 

two inputs in terms of a BIM model and a point cloud 

into a .xyz /.e57 file type format. Specific additional 

toolsets to the Grasshopper3D called 

'Rhino.inside.Revit' (RiR) and 'Tarsier' have been 

utilized to integrate BIM functionalities from Revit and 

the inbuilt cloud processing functionalities of Tarsier. 

Additional toolset called 'TT Tool-box' have been 

employed for enabling the script to auto-generate 

cumulative / elementwise and as-requested progress 

monitoring report in the form of a spreadsheet. 

 

Figure 5 System Architecture Diagram 

Technical logic has been fully developed as visual 

code scripts inside the Grasshopper3D environment. 

Users are first required to align imported point cloud 

with as-designed BIM file parallelly opened into Revit 

BIM environment. For better alignment, the script has 

been equipped with semi-automated 3-Point align 

functionality that asks the user to feed three planner 

points defining a relatively large planner surface in the 

point cloud and the same planner face in the as-designed 

BIM model. After the alignment, the user can compute 

holistic and element-wise progress through a single 

toggle and can produce a spreadsheet report with a 

single click. 

To produce a partial progress report covering 

specific elements only, users need to choose the desired 

element or a set of multiple elements for which an as-

requested progress report is required to be generated. 
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Figure 6 Grasshopper Script Anatomy 

 
Figure 7 Script for Volumetric Comparison 

The developed grasshopper script consists of five 

different sections shown with different colors. Each of 

them is automating one particular task in the workflow, 

as shown in Figure 6. 

1. Obtaining BIM Model and current element 

selection to generate request list. 

2. Producing lists of element ID, UUID, and Types 

for all and requested elements. (Orange & Yellow) 

3. Importing scan data from the given storage 

location and semi-automated alignment. (Red) 

4. Deriving counts of spatially present points inside 

bounding region of elements and percentage 

progress calculation (Pink) 

5. Integration of data into a spreadsheet. 

a. Data-tree management (Blue) 

b. Automated workbook writing (Pine Green) 

c. Formulating filename (Green) 

In the script, the volumetric comparison is a core-

functional part that checks for points' spatial presence 

and prepares element-wise count lists. It finally 

performs all required arithmetic operations and frames 

results in terms of percentage completion. A detailed 

version has been reflected in Figure 7. 

4.2 Data-flow 

The data flow in the pipeline is as shown in Figure 8. 

Algorithmic logic embedded in the script first derives 

bounding regions of element geometries in terms of 

shell geometries. 

 
Figure 8 Data-flow diagram 

All the BIM elements from the Revit environment 

usually contain GUIDs (Globally Unique Identifiers) 

and UUIDs (Universally Unique Identifiers). These 

identities were extracted using the element passport 

function from the RiR toolset. Bounding regions of the 

elements have been generated first by converting mesh-

geometries into B-Reps made with infinitely thin 

surfaces and then offsetting the produced B-Reps at a 

limited distance to both sides of the solid element 

surfaces. The offset region is aimed to include 

representative points of the real scan data for the 

particular elements. Thus, an inclusion logic to 

determine the count of inlying points has been included 

in the workflow through the crop-box subsampling 

functionality of the tarsier toolset. To calculate point 

intensity on the exposed surfaces, deconstruct B-Rep 

functionality has been utilized to find surface areas to 

multiply them with scan-intensity of the point clouds. 

5 Experimentation 

The developed method has experimented with an as-

designed BIM model (Figure 9a) of a hypothetical 

building structure and a synthetically produced point 

cloud (Figure 9d). The actual progress on a given date 

was formulated through an incomplete version of the 

same BIM model (Figure 9b). As shown in Figure 9d, 

the assumed as-built model was produced using the 
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concept of point intensity (Figure 9c). The produced 

point cloud data were randomly replaced in the 

Universal Cartesian System (UCS) and rotated in the 

XY plane to achieve a more realistic approach to align 

the point cloud with as-designed BIM. 

Then the "one-click progress monitoring" script was 

executed to generate the progress report. The script was 

processed using an Intel i5-6600K processor with 32 

GB RAM, Disk Speed – 420MB/s Intel SSD, and 

Nvidia Quadro K620 Graphic processor with 2GB 

graphic memory. The report was obtained at the 

specified location. The results obtained are discussed in 

the following sub-section. 

 

Figure 9 

5.1 Results and discussion 

The output is an Excel report generated, as shown in 

Figure 10. It shows the element-wise progress against 

each element ID. 

 

 

Figure 10 Generated Progress Report 

One of the intermediate outputs is shown in Figure 

11, which shows that the script computes the point 

count for the model for comparison. Similarly, Figure 

12 shows the visualization of only the requested 

elements and gives the percentage progress labeled 

against each component. The synthetic model had 81 

elements, with almost one million points. The report for 

the holistic progress was generated instantly (less than a 

second), whereas, for element-wise progress tracking, 

the report took few seconds to get generated. 

The key focus of this study is to focus on factors that 

make the pipeline for quantification more 

implementable at sites. Though accuracy is important, it 

is not the key concern of this study. 

 
Figure 11  

 

Figure 12 Interactive progress visualization 

The pipeline presents a single-click solution to 

progress monitoring using the point intensities. The two 

levels of progress monitoring are provided, i.e., holistic 

quantification and element-wise quantification. The 

holistic quantification could provide top management 

with an overall progress estimate, facilitating project-

level decisions to fast-track the project. The element-

level progress can help site managers to schedule and 

assign the resources on the lagging activities effectively. 

The most important factor in making the pipeline 

implantable is the computation complexity required to 

process the 3D data. Small and medium firms in 

construction cannot provide a dedicated facility for the 

computation of this data. Firstly, our method directly 

utilized the point cloud to evaluate volumetric progress 

without converting it into mesh/surface/Constructive 

Solid Geometry (CSG)/voxel/BIM models. Secondly, 

the pipeline does not use segmentation or clustering of 

the point clouds; instead, it uses as-designed BIM 

overlap. Thus, saving a significant amount of processing 

power. 

Currently, the pipeline has been experimented on a 

synthetic building project point cloud. However, 

because it avoids any kind of reconstruction and does a 

point intensity-based comparison, it can be used on 

other types of infrastructure projects also. 

6 Conclusion 

The paper presents and illustrates a novel approach 

to monitoring the progress of the critical components of 

a building utilizing point cloud intensity. The pipeline is 

designed to compute and visualize elemental as well as 

holistic progress of the building. The holistic progress 

gives an overall quantification of the percentage 
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progress, and elemental progress gives an element-wise 

progress chart of a building. Both these extents provide 

detailed information to project managers to make timely 

and informed decisions. 

The pipeline was developed using a user-friendly 

visual programming tool - Grasshopper3D. The core 

concept used here was to compare the point intensity in 

the as-built and as-designed point cloud models. 

The pipeline provides a door to wider adoption, less 

computation cost, and quicker progress quantification. 

The pipeline is completely automatic and works using 

minimal computation and skills. 

A limitation of this method is that currently, the 

operational state of the element cannot be recognized. 

However, with some modifications, temporary fittings 

like shuttering and formwork can be detected. This will 

be included in the future study as it will make the 

pipeline more effective. Also, an effort to implement the 

current pipeline on point cloud data obtained from the 

site will be made to see the robustness of the results. 
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Abstract – 
Progress monitoring is key to any successful 

project. Often this is a hectic task which involves man 
power in preparing Daily Project Reports (DPRs) to 
physically monitor the activities on site. Recent 
developments in the fields of photogrammetry and 
point cloud processing techniques have laid a new 
path in using point-clouds for visualization and 
progress monitoring of projects. However conversion 
of point clouds to an accessible BIM format is still a 
researchable topic. Present techniques include 
manually creating models by visualizing the point 
cloud which is still a time consuming task. This paper 
tries to provide a new methodology in using 
photogrammetric point clouds for progress 
monitoring with very little manual intervention. The 
proposed methodology uses Revit’s Dynamo and 
cloud processing techniques to successfully estimate 
the progress and the cost of activities on site. This 
method effectively uses the STL file format as a key to 
convert models and compare the as-built and as-
planned Models. Using this method, we were able to 
estimate the progress of concreting activities with 100% 
accuracy and estimate the progress of masonry wall 
construction with 95% accuracy. 

Key words – 
Point-cloud; Quantity estimation; Progress 

monitoring; Mesh; STL file; Dynamo; Revit. 

1 Introduction 

      Adhering to project schedules and budgets is the 
performance metric that owners and contractors most 
highly value. Accurate data collection and efficient 
utilization of the data are some of the most important 
tasks in progress monitoring on Construction sites. This 
data collected is widely used to detect the progress, 
compare it with the actual schedule, and is also used to 
identify the key off-schedule activities that are affecting 
the progress of the whole project. 

Often Progress monitoring is a difficult task, and its 
accuracy decreases with the increase in the size of the 
project. The present-day techniques involve people  

manually collecting data in form of DPR (Daily 
Progress Report) and estimating progress. Even though 
this process is accurate it consumes considerable time 
and resources. Recently the development of 
photogrammetric, point cloud processing techniques and 
the introduction of laser scanners into the construction 
field has opened up an advanced way of data collection 
using point clouds [1, 2, 3, 4]. Further development in 
Computer vision techniques and availability of 
smartphones have led to methods that use images to 
reconstruct a point cloud [5, 6]. Even though these 
methods reduce the time consumption for data 
acquisition on project progress, the subsequent part of 
using this data for understanding and computing progress 
is still a manual task. Often people have to import the 
point cloud, register it, develop a BIM model from it and 
compare it with the actually planned model for the 
progress/quantity estimation. 

      This paper tries to create a new method of 
replacing manual development of BIM models from 
point clouds to a semi-automated one, through the 
combined use of generative programming tools with BIM 
authoring software. This method can have any of the 2 
Lidar point clouds or photogrammetric point clouds as 
input. These point clouds are compared with the as-
Planned Mesh model and an as-built mesh model is 
derived. This Mesh file is accessed using Dynamo and 
volumetric/Areal comparison is done. This method can 
reduce the development phase of as-built BIM models 
which in turn reduces the time consumed in progress 
monitoring. The major objectives of this study include  

1. To develop a semi-automated method of quantity
estimation for any construction project which takes point 
cloud data as input and derives the quantity of materials 
that have already been placed. 

2. To determine the accuracy of the proposed method
using a case study. 

2 Literature Review 

      In order to overcome the disadvantages and 
manual errors in the collection of data, researchers have 
reviewed most of the current methodologies of 
automated data acquisition technologies. Examples of 
such technologies are Radio-frequency identification 
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RFID and GPS (Global Positioning System), barcode and 
GIS (Geographical Information Systems), LIDAR ([1], 
[2], [3], [4]) and photogrammetry ([5], [6]). 

      A laser scanner consists of a light source which 
emits laser beams, these reflect back from the source and 
the time taken for the laser to come back to the station is 
used to find the distance to the object. These techniques 
require very little manual intervention and the data is 
highly accurate. Lidar technology is vastly used for site 
data acquisition. Recognizing objects from point clouds 
can provide great accuracy in progress estimation. 
Bosche (2010) [12] developed a semi-automated system 
for recognizing 3D CAD model objects in site laser scans. 
Object detection and segmentation are used to detect cad 
models from Lidar point clouds and object progress can 
be found by as-planned point cloud retrieval rate% [13]. 
Bassier (2019) in [14] used laser scanned point clouds to 
determine progress of a structure. 5 classes such as non - 
existing, anchor, rebar, molding, and built, are used to 
determine the progress of a point in the cloud and the 
category to which it belongs. Mahmoud (2011) [23] 
concludes that laser scanning technology has additional 
advantages such as low training time, high resolution and 
quality of scanning. However its high purchasing cost 
and varied climatic conditions on site shifts the balance 
in favor of methods that use images to create point clouds 
and subsequently, building models.The ease of taking 
pictures/Images with the development of computer vision 
techniques opened up a path towards photogrammetry.  

Photogrammetry is the science of obtaining reliable 
information about physical objects through interpreting 
photographic images. These images are further used to 
create point clouds. Images can be collected manually 
using Mobile phones, on-site cameras, and using Drones. 
Though using drones is the most preferred method in 
present-day sites, smaller sites can also use other 
techniques.  

2.1 3D reconstruction of image to a Sparse 
point cloud 

Conversion of an image to a point cloud consists of a 
series of steps which can be divided into 2 parts namely 
sparse reconstruction and dense reconstruction. Sparse 
reconstruction takes images as input and tries to estimate 
a sparse point cloud with camera positions. SFM 
(Structure from Motion [9]) Pipeline is mostly used for 
sparse 3D Reconstruction. Figure 1 represents the steps 
included in the sparse reconstruction process. 

Once the images are captured, features/interest points 
are extracted. The set of features extracted from this step 
are now compared with features from the different 
images and the algorithm tries to find common features 
between images. Verification step transforms the 2d 
point into a 3d point using a transformation matrix. The 
pair of images used to start the reconstruction play an 

important role in the point cloud generated. Therefore the 
image pair with high common features are generally used 
for initialization of reconstruction. Image registration 
tries to stitch the remaining images to the initial image 
pair with high common features. A triangulation process 
is used to define the 3D coordinates of the new images, 
this takes a pair of registered images with common points 
and tries to estimate the camera position and adds new 
points to the existing cloud creating a sparse point cloud. 

2.2 Dense Reconstruction 

Dense reconstruction is done using a combination of 
PMVS and CMVS algorithms. Many multi-view stereo 
(MVS) algorithms do not scale well to a large number of 
input images. CMVS [10] takes the output of a structure-
from-motion (SfM) software as input, then decomposes 
the input images into a set of image clusters of 
manageable size. A PMVS (Patch Based Multi-View 
Stereo)  software can be used to process each cluster 
independently and in parallel, where the union of 
reconstructions from all the clusters should not miss any 
details that can be otherwise obtained from the whole 
image set. CMVS should be used in conjunction with an 
SFM software Bundler and an MVS software PMVS2 
[11] (PMVS version 2). Thus a combination of 
CMVS/PMVS is used for a dense 3D reconstruction. 

The applications of this technique to the field of 
construction management are many. Golparvar (2011) 
[15] used unordered images with SFM+ MVS pipeline to 
generate a point cloud, fed into a Bayesian model. SFM-
MVS pipeline and SFM-CMVS-PMVS pipe lines are 
compared to one another by Hafizur(2019)[16]. 
Registration is always an important task while using 
point clouds, often this is done manually ensuring greater 
accuracies. An automated methodology of using 
Principal component analysis or coarse registration and 
Iterative Closest Point (PCA)  for fine registration is 
employed in Bosche (2010) [17].Usage of point clouds is 
often followed by machine learning algorithms to detect 
materials or elements from the point cloud. Colour 
features are generally used for the detection as shown in 

Images Feature 
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Feature 
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Verification 

Reconstruction Initialization 

Triangulation Image 
Registration 

Bundle 
adjustment 

Sparse 
Point 
Cloud 

Figure 1 Sparse Reconstruction Pipeline 
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Kim (2011) [18] and Akash (2018) [19]. Bin clustering 
and height of a point are used in classifying the point 
cloud into structural elements such as floors, beams and 
columns in [20].Instead of processing point clouds there 
are methods in which the 3D BIM model is modified with 
a predetermined discrepancy. The BIM Model can be 
converted into a mesh and the point cloud coverage rate 
is used for progress estimation [21]. Bohn & Teizer have 
explored the advantages and challenges of camera-based 
progress monitoring [22]. 

      Most studies that have used point clouds for 
progress monitoring have directly compared point clouds 
of as-built and as-planned models to give an estimate of 
overall progress of the project. However the individual 
progress of the activities are not determined. Some 
studies have concentrated on segmentation of point 
clouds in finding construction elements such as beams 
and columns in order to find the progress of the activities 
[18],[19],[20]. However these studies depend to a large 
extent on the accuracy of the point clouds which cannot 
be guaranteed under varying site conditions. The larger 
the size of the project, the more the number of laser scans 
that are required to generate accurate point clouds which 
in turn increase the time to capture data. With respect to 
photogrammetric approaches, while point clouds can be 
generated rapidly, using these point clouds for progress 
monitoring involves considerable manual intervention in 
creating as-built BIM Models [24]. In order to counter 
these drawbacks and the consequent gaps in our 
understanding of how to seamlessly create and use point 
clouds, this paper focuses on developing a framework to 
make the process of determining construction progress 
using point clouds easy, feasible, understandable, cheap 
and accurate. 

3 Methodology 

      As a building contains many elements and non-

linear construction schedules, it is comparatively difficult 
to progress monitor as compared to linear construction 
such as roads. Elements that are predominant in the 
erection of a super structure are Walls, Beams, slabs and 
columns. In this paper we restrict ourselves to finding out 
the progress of these elements by volume interpolation 
from their surface area. As the progress of elements are 
found separately, the output of the study can be further 
used for cost estimation and earned value analysis of the 
project. This study is only restricted to activities that can 
change the as-built point cloud of the building. Activities 
such as painting, tiling, and plastering are excluded in the 
study as they only change the colour of the point cloud 
but do not implement a physical change. This section 
describes our proposed approach in detail. The 
methodology proposed to be adopted for the current 
study has been illustrated in Figure 2. 

      We start by collecting images from the site. These 
images are to be collected with an overall overlap of 
atleast 20%, so that common features can be easily 
detected between images making image stitching and 
registration easy. These images are loaded into the 
respective software which is REGARD 3D in this study. 
The images are converted through a series of steps as 
mentioned in Figure 1 into a point cloud.  

An as-planned BIM model of the project is then 
developed in Revit. In our approach, the as-planned 
model is developed and is converted into a mesh model 
using Dynamo. The above obtained as-built point cloud 
and as-planned mesh are then used for the process of 
registration.  

      Registration of point cloud is considered the key 
step in the process. It is the process of translating and 
scaling the point cloud into the global co-ordinate system. 
For this, an already registered model is required which in 
our case is the as-planned model. Both the as-planned 
mesh and as-built point cloud are loaded into Cloud 
compare a 3D point cloud processing software designed 

Figure 2. Proposed Methodology 
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to perform comparison between two models point clouds 
or meshes for coarse and fine registration.  

      Both the registered point cloud and as-planned 
mesh are used as inputs into a manually code developed 
in python to result in an as-built mesh. The code typically 
tries to check a preliminary condition with a point. It 
iterates through each point and with co-ordinates of the 
point, and tries to create a mesh from the as-planned 
model that encloses this point. Once this condition is 
satisfied, it counts the number of points that belong to a 
mesh. This number should be greater than 1 in any case. 
The point cloud may be erroneous which might lead to 
false positives. To account for this the progress of the 
mesh is considered. Progress of a mesh is found as the 
ratio of maximum height of all points of a mesh to the 
height of the mesh. An element is said to be constructed 
if the progress is greater than 0.9 or 90%. Third condition 
computes number of points at centre and should be 
greater than a minimum threshold. Threshold depends on 
the total number of points in the point cloud, area of the 
mesh. The resulting output is the as-built mesh in .ply 
format and is further used for quantity estimation. 

       The resulting As-built mesh is used to find the 
surface area which is then compared to the as-planned 
model’s surface area, from which the progress of the 
project is estimated. This is done through developing 
code in Dynamo. To find as-built quantities of different 
construction elements, their technological dependencies 
are used. We use the surface area of each category of 
element in the as-planned model to estimate the as-built 
surface area. An example is provided below explaining 
the dynamo code to estimate as-built quantities of 
elements separately. 

      Example:  Let the total surface area of the as-built 
mesh computed from the methodology be 300 m2 
irrespective of the number of elements in it. Let us 
assume that the total surface area planned for that day 
(columns – 50 m2, slab – 100 m2, beams – 50 m2, walls - 

300 m2) is 500 m2. Dynamo code first considers columns 
and checks if the as planned column area (50 m2) is less 
than total surface area (300 m2). If this is true it assumes 
that all columns that are planned are constructed 
amounting the columns progress as 100%. Next the code 
checks the next element that is technologically dependant 
on columns which are slabs and beams. It now checks the 
total area of slab and beams (150 m2) and compares it to 
the effective surface area left (300 – column area (50) = 
250 m2). As the area of beam and slabs is lower than the 
available surface area, it assumes that all slab and beams 
that are planned are constructed completely making the 
progress of slabs and beams 100%. Next it finds the area 
of the next element (walls). The area of walls planned is 
300 m2 but the effective surface area is (300-column area 
(50) – slab and beams area (150) = 100 m2). As the 
planned area is greater than the effective area, the code 
assumes that walls are not completed as planned. The 
area of constructed walls is 100 which is the as-built 
quantity and progress of walls is 100/300 = 33.33%. The 
output from the dynamo is programmed to be exported 
into an excel sheet which makes it easy for the end users 
to reuse the data for cost estimation. 

4 Validation 

There are 2 ways in which validation is done using a 
Virtual point cloud and a Real time point cloud. 
Validation is divided into 2 parts due to inaccessible 
construction sites, labs and lack of computation power 
for real time point cloud development.  

4.1 Validation from virtual Point cloud 

 
For a virtual point cloud, a Revit model is developed 

for a single storey residential building with an estimated 
area of 99m2. 

Figure 3. Row – 1 : As-planned mesh model for week 1,4,5 ; Row – 2: As-built virtual 
point clouds for week 1,4,5 ; Row – 3: As-built mesh model for week 1,4,5. 

360



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

5 
 

     Initially a schedule for the project is planned for 5 
weeks, where all the external elements of the 
superstructure such as columns, beams, slab and walls are 
to be constructed completely. The mesh models are 
different for different weeks depending on the week’s 
schedule. These are formulated in Table 1. As the point 

clouds are to be created virtually, random elements are 
selected for each week and are converted into a point 
cloud with points sampled on the mesh as mentioned in 
figure 3 -Row - 2. Example to construct an as-built point 
cloud: For week 1: out of 12 planned columns, we 
assumed only 6 columns are constructed completely 
which mean a 50% progress. Assumed Progress of the 
week – 4 and 5 are 100% and 45% respectively. Both as-
built point cloud and as-planned mesh are used as inputs 
to the code which resulted in an output as shown in figure 
3-Row - 3. The mesh model Obtained from the code is 
used as input for Dynamo code to calculate surface area 
which in turn estimates quantity and progress. The 
resultant excel output is shown in Table 1.The obtained 
quantities and progress are compared to the actual 
quantities constructed as shown in Table 2. The 
deviations are found minimal.  

 Table 1. Excel output from the proposed Methodology 

Table 2 Error estimation from the results 

Day 0 1 2     3       

Elements 
Structural 
Columns 

Structural 
Columns 

Structural 
Columns 

Floors 
Structural 
Framing 

Structural 
Columns 

Floors 
Structural 
Framing 

Walls 

As planned Surface Area 
(m2) 

0 84.9 84.9 254.8 62.16 84.9 254.82 62.6 423.87 

As built surface Area (m2) 0 42.45 42.45 254.8 62.16 84.9 254.82 62.16 201.8 
As planned Quantity (m3) 0 8.36 8.36 24.59 4.19 8.36 24.59 4.19 32.13 

Progress (%) 0 50 100 100 100 100 100 100 47.6 
As built Quantity (m3) 0 4.18 8.36 24.59 4.19 8.36 24.59 4.19 15.29 

Surface area lacking (m2) 80.68 42.45 0 0 0 0 0 0 222 
Quantity need to be 

constructed (m3) 
8.36 4.18 0 0 0 0 0 0 16.83 

Weeks Elements 

As-
planned 
quantity 

(m3) 

Actual 
quantity 

constructed 
(m3) 

Actual 
Progress 

(%) 

Quantity 
estimated 
from the 
proposed 

methodology 
(m3) 

Estimated 
progress 
from the 

methodology 
(%) 

Error in 
quantity 

estimation 
% 

error 

(m3) 
1 Structural Columns 8.36 4.18 50 4.18 50 0 0 

4 
Structural Columns 8.36 8.36 100 8.36 100 0 0 

Floors 24.59 24.59 100 24.59 100 0 0 
Structural Framing 4.19 4.19 100 4.19 100 0 0 

5 

Structural Columns 8.36 8.36 100 8.36 100 0 0 
Floors 24.59 24.59 100 24.59 100 0 0 

Structural Framing 4.19 4.19 100 4.19 100 0 0 
Walls 32.13 14.65 45.6 15.29 47.6 1.12 4.37 

N
N 

Figure 4. Plan of the residential building 
used for virtual point cloud 
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4.2 Validation from actual Point cloud 

 
We then validated our model on a real construction site. 
The site considered is a residential building (150 m2) in 
Hyderabad. A small part of the project with an estimated 
area of 33 m2 is considered. Construction has just begun 

and 4 columns with slab have been successfully erected. 
The project is being delayed due to the ongoing pandemic. 
Images were collected on a sunny day expecting a greater

clarity of the point cloud. Images were taken using a 
mobile camera with a minimum overlap of 
approximately 20 % by picturing each element’s 360 
view separately. Number of images considered are 100 
and are uploaded into Regard 3D and the point cloud is 
acquired. Images collected, Feature extraction and Image 
stitching are shown in the figure 5. As-built point cloud, 

developed as-planned mesh model and the as-built mesh 
model is shown in the figure 6.The area of the derived 
mesh model is used to interpolate the quantities which in 
turn estimates the progress of the project. The excel 
output from the methodology is shown in Table 3. Table 
4 represents validation of the obtained data with the 
actual quantities. There are no errors in the matching 
process.

Table 3. Excel output from the proposed methodology

Day 1 2   
Elements Structural Columns Structural Columns Floors 

As planned Surface Area (m2) 0 28.3 135.78 

As built surface Area (m2) 0 28.3 135.78 

As planned Quantity (m3) 0 2.94 6.624 

Progress (%) 0 100 100 
As built Quantity (m3) 0 2.94 6.624 

Surface area lacking (m2) 28.3 0 0 

Quantity need to be constructed 
(m3) 

2.94 0 0 

Figure 5. Site Images (left), Features detected (Middle), Feature matching and image stitching (right) 

Figure 6. As-built point cloud (left), as-planned Mesh model (Middle), as-built Mesh model (right) 
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Table 4. Error estimation from the results 

5 Results and discussion 

The performance of the proposed framework was 
tested on virtual and actual point clouds. Results from the 
methodology are 100% accurate in case of concrete 
structures as seen in the table 2 and 4 and for walls the 
accuracy is estimated to be 95%. Accuracy in the 
methodology majorly depends on the stage of 
construction of the element and the distance between 
point clouds of that element to the nearest point cloud of 
other constructed elements. Moreover, actual data 
considered is too small, so the results need to be 
improved using larger point clouds. We have also 
assumed a simplistic construction sequence and this 
assumption must be revisited as we extend this method to 
more complex structures with different dependencies 
between members. 

This study has presented a semi-automatic system for 
progress and cost estimation, with a goal to improve the 
process of progress monitoring using point clouds and 
Mesh models. The proposed method describes the usage 
of Dynamo to automate the progress monitoring, 
reducing time and computation power making the 
process easy and cheap. The combination of a generative 
programming tool such as Dynamo with existing 
photogrammetry techniques to analyse project progress 
is the main innovation and contribution of this paper. 
However this paper only represents a start. Our 
methodology must be extended to more complex 
structures and building elements and also to activities 
such as sub-structures, connections, joinery, finishes and 
so on. RGB values of the point cloud can also be 
incorporated for quantity estimation of activities such as 
tiling, plastering etc.  
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Abstract – 

This paper aims to propose an approach to 

establishing an intelligent interior design reference 

image database using 360-degree panorama picture 

sources.  Building interior design reference images 

are usually taken by people in an ad-hoc way and 

stored/used for various purposes as non-

standardized design communication resources. As 

several web/apps provide such resources, in this 

paper we suggest a certain organized way to build an 

interior design image resource that can improve 

design communication between architects and other 

stakeholders. Recent daily-life web/apps have 

collected architectural design images uploaded by 

users, but stored images hardly used for professional 

design purposes due to issues of sufficiency, quality, 

consistency, copyright, liability etc. In this paper we 

focus on the sufficiency and quality issues by using a 

deep learning enabled auto-classification of interior 

pictures extracted from a high-definition panorama 

picture source. The input image also can be 

generated by photo-realistic render software if it is a 

planned design. This paper describes an approach to 

simplify the process of establishing such an archive; 

1) preparing panorama image, 2) auto-extracting 

entire interior reference images, 3) auto-

classification and/or detection of the context 

represented in each picture to enrich pictures’ 

dataset, and 4) archiving image data with generated 

information to be used for various design purposes. 

This paper also demonstrates an intelligent archiving 

of interior design reference images process 

implemented as a web/app software prototype. 

 

Keywords – 

360-dgree panorama picture; Data Archiving; 

Interior Design Reference Image; Auto-classification; 

Deep Learning 

 

1 Introduction 

Understanding the intention of architectural design 

is usually hard to people because of various reasons, 

including jargons and/or notations used by experts [1]. 

That is simply why architects and designers have used 

effective design visualization tools to make their 

communication easier for people. Design visualization 

is one of the key factors of decision-making in the 

architectural design process [2], and it is represented in 

diverse forms including standardized drawings, images, 

videos, and often with text [3]. As growing digital 

design techniques, such a design communication has 

been mainly involved with various visualization 

methods and media such as 3D models and live-action 

rendering techniques [4,5]. Especially in the perspective 

of interior design visualization, a high level of detail and 

realistic visualization that is very close to the as-built 

state of design is strongly necessary [6]. Our objective 

of this research is not on the intrinsic aspect of design, 

but on technical aspect of such visualization data. Thus 

in this paper we propose an intelligent approach to 

archiving interior design images using 360-degree 

panorama pictures of real spaces and photo-realistic 

renders of design models, and demonstrates an actual 

implementation of the process suggested.  

In the case of the architecture domain especially in 

the construction phase and the facility maintenance 

phase, 360 panorama images are mainly studied and 

used in the Architecture domain, and utilization in the 

design phase has also been recently studied [7]. 

However, for 360 panorama images, it is difficult to 

verify images without distortion without specific 

devices such as HMD. In addition, these devices can 

cause users to experience discomfort such as motion 

sickness when worn. Therefore, rather than using the 

360 panorama images circular image, this study 

converts the image post-processing process into a more 

easy-to-see and familiar form and enables it to be used 

as a reference image. 
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As a preliminary study for the implementation of 

this approach, this paper explores the ways to segment 

360 panorama images into ordinary images and to infer 

design reference images or pictures using the deep 

learning-based model. The scope of this paper is on 

training deep learning models that recognize space 

usage of images, calculate visual similarity with other 

images, and propose an approach to visual input-based 

auto-labeling on segmented images. 

For training such intelligent models, this paper 

utilizes a deep convolutional neural network (CNN) 

model that showed the successful performance of 

understanding general object [8], context [9]and even 

design attributes of interior design object [10] on visual 

data [11]. The feature map data is used as input data to 

train models recognizing design attributes of space 

usage.  The results of recognition are used to label 

segmented images from 360 panorama images. The 

labelled images are stored in an interior reference image 

database. 

2 Background 

2.1 Interior Design Reference Image  

Interior design visualization methods have changed 

over a long period of time [12]. What is now known as 

the beginning of the design representation is a painting 

of the architecture of ancient Mesopotamia on top of 

shells [13]. To date, various tools and technologies have 

emerged, and the methods of design visualization have 

changed accordingly. As design visualization methods 

change, various studies and developments have been 

conducted on databases that store drawings and 

photographs, which are the results created through 

design representation results. 

2.2 A Panorama Image as Interior Design 

visualization Method 

360 panorama image is characterized by a single 

image expressing various views. It has the advantage of 

being able to acquire multiple angles of view from one 

image based on those features and the various 

information contained in the panorama images. Based 

on these advantages, there has been active discussion on 

how to utilize 360 panoramic images in the AEC-FM 

(Architecture, Engineering, Construction, and Facility 

Management) industries. It is used in various stages of 

design, construction, and maintenance. 

In the design stage, it is used to implement virtual 

reality that allows users to experience virtual design 

created through CAD and BIM authoring tools more 

realistically. The development of three-dimensional 

model-authoring and rendering visualization tools has 

made it easier to create panorama images. A study is 

conducted to encourage non-expert consumers to 

participate in the design process using augmented 

reality [14]. There is also a prior study to develop a 

unified design process for laboratory layouts using 

Virtual Reality (VR) instruments to create ways to 

interact with users' thoughts [15].  

In the construction stage, it is used for on-site 

Figure 1 Intelligent archiving of interior design reference images process 
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management, such as reviewing the progress of 

construction at the construction site, reviewing the 

quality of construction, and safety management. The 

prior research was conducted on architectural and 

design visualization using VR, construction health and 

safety education, equipment and operation work training, 

and structural analysis for training workers at 

construction sites [16].  Many studies have been 

conducted on the use of VR in the field of safety 

management. To protect workers at construction sites, 

which are sites of high-risk industries, complex tasks 

were visualized in advance and risk factors could be 

eliminated in advance [17].  

During the facility maintenance stage, it is being 

used in various fields such as change history 

management of space changes through regular filming 

and virtual VR home tours. Studies have been 

conducted to use VR to visualize the applicable 

technical information related to the wear and tear 

aspects of materials defined over a specific period for 

each element of the structure [18]. In the maintenance 

stage of the building, not only academia but also various 

industry sympathizes with the advantages of panorama 

images and actively utilize them. 

3 Preparing Input Image 

3.1 360 panorama picture sources generation 

There are a variety of spaces that are subject to 360 

panorama images for interior design visualization and 

tools used to author source images. In this paper, 

apartments, a typical residential facility in Korea, were 

designated as the target space for source image 

authoring. There are two methods of creating panorama 

images: 1) photographing the actual space with a 360-

degree camera, and 2) generating it using 360-degree 

rendering in a 3D model authoring tool. The former 

method is used for the maintenance of facilities in the 

space in use. In the latter case, the architecture after 

completion in the initial design stage can be experienced 

in advance. Subsequently, written models and images 

may be used as data to manage the entire life cycle of a 

building until the maintenance of a facility. 

3.1.1 360 cameras 

In 2015, 360-degree cameras began providing 360-

degree video playback services on the ‘Y’ platform, a 

video playback platform, and various models and 

products appeared in the market. We select as the target 

space for generating input images using 360 cameras an 

84-square-meter apartment located in Seoul, South 

Korea. Input images were collected and proceeded with 

e-model house images that existed on the web without 

being photographed directly by researchers. Due to the 

covid-19, the Korean real estate market has been 

actively using the e-model house. The process of 

creating an e-model house to sell apartments can be 

seen in Figure 2. Figure 2 shows the location of the 

panoramic image of the apartment on the floor plan of 

the apartment and the source image was taken. For 

small spaces, the entire space can be represented by a 

single panoramic image. However, for larger spaces, 

such as living rooms in apartments, the images taken 

without blind spots can be obtained by dividing the 

space into grids. It also enables the collection of input 

data taken by a space from various angles of view. 

3.1.2 Rendering 360 images using CAD/BIM SW 

The target space for creating source pictures using 

360 landing is also an 84-square-meter apartment in 

Seoul, South Korea. Figure 3 shows the generation of 

360 panorama images based on three-dimensional 

modeling authoring tools. Generating 360 rendering 

Figure 2 Real space 360 panorama 

images taken by 360 cameras 
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based on three-dimensional model authoring tools is 

now supported by various tools due to advances in 

computing technology. In this paper, we used the 'H' 

program, a web-based three-dimensional modeling 

authoring tool. A three-dimensional model was created 

based on an apartment floor plan (Figure 3).  

For three-dimensional models, three virtual design 

proposals were created based on the same apartment 

floor plan to show various examples. After the modeling 

is completed, a 360 panorama source picture is created 

based on cloud rendering. Cloud rendering is a 

technology that transmits 2D or 3D graphics rendering 

from client servers to cloud servers. This has the 

advantage of being fast and being able to perform other 

tasks during the operation by proceeding to render on 

the server's computer without using the client-side 

computer. The reason why we used the 'H' program in 

this study is that it provides the most realistic cloud 

rendering service. In addition, web-based interfaces 

make it easier for users to access three-dimensional 

modeling. 

3.2 Extracting of panorama images 

For 360 panorama images created using the two 

mentioned methods, it is difficult to utilize them as 

interior design reference images. While VR devices 

allow for immersive observation of visualized spaces, 

images themselves that can be observed with planar 

displays are distorted and represented. Post-processing 

is required to utilize the generated source images as an 

interior design reference image without the help of other 

devices. Post-processing methods of panorama images 

vary according to their attributes and purposes. Based 

on the web interface, this study proposes not only 

segmenting 360 panoramic images into images of 

multiple typical angles of view but also restoring 

distorted images to their original shape. 

Figure 4 shows two methods of extracting 360 

panorama images. The first method is to divide the 360 

panorama images by inputting the desired angle of view, 

left and right angles, up and down angles, and the size 

of the image. This method has the advantage of 

allowing users to cut out specific parts using the 

location, angle of view, size, etc. they want. The number 

of images that are divided can also be set arbitrarily by 

the user. For the second method, source panorama is 

divided into cube maps which are hexahedrons. For this 

method, a 360 panoramic image is divided into the 

ceiling, and the floor, and four sides of the wall. It also 

has the advantage of being able to easily return to the 

existing source panorama images by combining all the 

extracted images. 

 

 

Figure 4 Auto-extracting from source 360 

panorama pictures Figure 3  360 panorama images of virtual 

design alt images 
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4 Intelligent Archiving of Interior Design 

Images 

4.1 Auto-classification 

This paper proposes an approach to auto-labeling 

architectural information such as space usage and object 

of extracted images. The architectural information 

contained in photographs varies, including metadata, 

geometric data, and topology data, but this paper deals 

only with space usage data. If the usage of the space is 

inferred, a variety of architectural information, 

including the furniture object information placed there, 

can be obtained together. 

In this paper, the feature map data derived from 

apartment images are used to get semantic information 

of picture and visual similarity information.  To get test 

images we age segmentation tools which method are 

written above. These images are input image into the 

deep convolutional network [19]. We use VGGnet [20] 

model that previously trained the ImageNet dataset [11].  

Table 1 Results of auto classification of space usage 

The number of data used to train the model is 300 

pictures of each living room and kitchen. Image 

crawling is used to collect train and test images. An 

extension program is used for image crawling. The 

program allows users to download images that are 

available from G's search engine. Table 1 shows the 

results of the trained model. The accuracy of the test 

model is 88%. Table 1 shows the resulting values from 

two 360 panorama source pictures as input values for 

the classification model. We show each image and 

probability of having the highest probability of living 

room and kitchen among images extracted from two 

source pictures. 

4.2 Archiving image data 

We propose a method for recognizing the 

architectural information of extracted images and 

storing them with text. Storing recognized information 

with extracted images is important in terms of archiving 

data. Storing recognized information with extracted 

images is important in terms of archiving data. Storing 

images based on recognized information is a 

requirement in terms of accumulating and utilizing 

structured data. 

The prototype developed in this paper is to label the 

usage of the space using the deep learning-based 

classification model. Figure 5 shows a developed web-

based prototype. The prototype usage is as follows; 1) 

the user enters the source 360 panorama picture, 2) the 

image is extracted accordingly when the user chooses 

Image Livingroom Kitchen 
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Figure 5 Web-based image extraction and 

labelling prototypes 
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the image segmentation method, 3) Among the split 

images, the living room and kitchen are labeled with the 

most likely living room and kitchen using a 

classification model, 4) the result is shown to the user. 

5 Conclusion 

This paper proposed the approach to developing a 

database of interior design reference images using 

indoor 360-degree panorama picture sources and deep 

learning-based image recognition. The suggested 

process of developing database is as follows; 1) 

Collecting 360-degree panorama images. 2) Image-

processing to extract significant parts of a 360-degree 

panorama image as design reference. 3) Recognizing 

design-related information on extracted parts of image 

using CNN-based image classification model. 4) 

Archiving processed images with recognized 

information. This paper also implemented and 

demonstrated the prototype app that automatically 

archive interior design reference data from inputted 

360-degree panorama images. 

Results of this study can be summarized as follows. 

As source of the 360-degree panorama images in this 

process, not only the high-definition taken picture using 

360-cemera but also photo-realistic rendering virtual 

images that are generated by CAD or BIM are utilized. 

The methods to divide given indoor 360-degree 

panorama image include a parametric way and pre-set 

cube-map way. Through the first method, given image 

are divided into gird with specific view angle and image 

size. On the other hand, the cube map method generates 

only 6 images with difference view and static image 

size. Trained deep learning-based CNN models label 

design-related information such as space usage, design 

style etc. on each of divided images. The divided 

images are automatically archived with labelled data at 

database. 

The paper contributes to facilitating to archive and 

utilize massive and qualitative 360-degree panorama 

image data in the field of architectural design. 

Especially, it is expected to standardize the way of 

archiving interior design reference that are dealt with an 

ad-hoc way by people. As the future works, the author 

are extending the scope of recognized information (e.g. 

each design-related object) from given interior design 

images, and developing way to utilize archived data in 

design process. 
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Abstract –  

Efficient progress monitoring and reporting 

require detailed and accurate reports from 

construction sites in a timely manner. These reports 

include important information to assist decision-

making through comparison of as-built information 

to as-planned state. Manual reporting is time-

consuming, error-prone, costly and is highly 

dependent on site personnel expertise. Advances 

recently made in artificial intelligence, data 

processing and digital cameras have paved the way 

for introduction of image-based methods for 

automated monitoring and progress reporting in the 

construction industry. Object recognition has 

achieved significant advances and considerable 

growth by the introduction of deep learning 

algorithms such as the Convolutional Neural 

Networks (CNN). This research proposes a method 

for automated recognition and segmentation of 

HVAC ducts utilizing digital images by developing 

Mask Region-based Convolutional Neural Network 

(Mask R-CNN) architectures. 3D BIM models are 

utilized for generating 1,143 synthetic images to train 

the developed Mask R-CNN model. To enhance the 

training dataset capability and overcome the  

overfitting problems, various data augmentation 

techniques are considered. The developed deep 

learning-based object recognition method automates 

monitoring of HVAC ducts installation, making use of 

generated synthetic images for training the algorithm 

to overcome the need for large datasets of actual 

images. 

 

Keywords – 

Deep Learning; Convolutional Neural Networks 

(CNN); Mask R-CNN; Progress Monitoring 

1 Introduction 

Constant progress monitoring of different activities at 

jobsites influences the project budget and schedule for 

reducing cost and delays. It also improves the quality 

control, documentation, and communication in 

construction projects [1]. In conventional progress 

monitoring schemes, the current state of the project is 

compared with the as-planned state to assist in evaluating 

the project’s performance. It includes tracking, reviewing, 

and organizing the activities for determining the areas 

where timely corrective actions are required [2, 3].  

However, due to different site activities, monitoring 

the construction progress is a complicated and 

challenging task that requires correct information in a 

timely manner to support project managers in identifying 

scheduling deviations in an early phase to avoid possible 

delays. Accurate and in-time construction site data 

collection, efficient data analysis, and visualization 

applications in an interpretable format are essential 

requirements for efficient progress monitoring [2, 3]. 

Currently, many construction sites are equipped with 

economical digital cameras that produce a large number 

of images and videos containing considerable amount of 

information from the job sites. These images/videos can 

ultimately benefit the project management system. 

However, due to various difficulties in data analysis and 

processing, practical use of this abundant of data is quite 

challenging. Hence, project managers would apply 

manual and costly methods for construction activity 

analysis [4].  

Through improvements in deep learning algorithms 

and advances in device capabilities (processing power, 

memory storage and high image sensor resolution), 

computer vision methodologies have gained widespread 

interest in various construction research areas [5].  

Consequently, by increasing efficiencies in extracting 
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information from the captured images and videos, 

computer vision methods that use deep learning 

algorithms have been applied for automating 

construction monitoring purposes such as in progress 

tracking, productivity analysis, safety assurance, and 

quality control [6, 7].  

In particular, there is an increasing shift towards 

utilizing deep-learning based object recognition 

algorithms for automated identification of construction 

elements from digital images to assist project reporting 

and updating schedule by accessing to as-built 

information [4, 7–9].  

However, despite  advances in different object 

recognition algorithms, the open dataset of images from 

construction job sites, including different building 

elements, is not available to train and validate the 

algorithms [4]. This research has developed a method to 

automatically recognize HVAC ducts using Mask R-

CNN architecture and evaluate the model by utilizing 

quantitative performance metrics.  

Towards this end, 3D BIM models were utilized to 

generate and extract synthetic images to train the CNN 

algorithm. Moreover, image augmentation techniques 

such as geometric transformations and kernel filters were 

applied to artificially increase the training dataset size for 

a stable network training and prevent overfitting. Two 

experiments were conducted to evaluate data 

augmentation impact in the ultimate HVAC ducts 

recognition performance.  

2 Related Work 

Computer vision methodologies can facilitate the 

construction monitoring systems through detecting and 

tracking material, equipment, and labor in construction 

job sites [1, 4, 7, 10–14]. In computer vision, the 

detection and classification of objects in images/videos 

can be categorized into traditional (feature-based) 

algorithms and deep learning algorithms [7, 15].  

In traditional algorithms, human-engineered features 

such as edges, corners, and colors are extracted to 

determine the correct class of objects [12, 15]. This is 

achieved by utilizing  examples of feature descriptors 

such as Haar-like, the histogram of oriented gradients 

(HOG), Speeded-Up Robust Features (SURF), color 

histograms, among others. These feature descriptors 

mostly are combined with machine learning algorithms 

that have shallow structures such as the K-Nearest 

Neighbors and the Support Vector Machine for 

conducting the classification tasks [7, 15, 16]. 

A number of research studies have utilized feature 

descriptors and machine learning algorithms to detect 

construction resources from digital images [1, 17–19].  

Deep Learning (DL) algorithms such as the 

Convolutional Neural Networks (CNN), have shown 

promising performance in object detection areas and are 

widely applied in the construction industry. These 

methodologies provide more practical solutions through 

self-learning capability and higher accuracy when 

compared to the traditional algorithms [12]. Different 

studies have used deep learning algorithms to detect 

objects of interest in construction sites. The reference [4] 

has detected the structural components such as beams and 

columns by utilizing Deeply Supervised Object Detector 

(DSOD), [9] has applied Mask R-CNN, a deep 

convolutional neural network to detect Walls, Doors, and 

Lifts from images for creating an as-built model.  

Finally, the refence [10] has developed a framework 

including Convolutional Neural Networks for detecting 

the existing building objects in the jobsite, and then the 

extracted objects were superimposed on the as-planned 

model through BIM and Virtual Reality to evaluate the 

progress state.  Despite the significant performance of 

deep learning algorithms to detect construction 

components with high accuracy, there is still currently  

lack of large, labeled image datasets from job sites 

including different classes in the construction industry 

[20]. Hence, the application of synthetic images for 

training deep learning algorithms for performing object 

detection purposes has received a significant amount of 

interest to overcome the above issues [21, 22].  

3 Developed Method 

Figure 1 provides an overview of the developed 

method. It consists of three main modules, namely: 

“Synthetic Image Generation and Data Labeling”, “Mask 

R-CNN Training”, “Testing and Evaluation”.  Each of 

these modules and components is described in the 

following sections. 

3.1 Synthetic Image Generation and Data 

Labeling 

Similar to the recent research conducted in [23], 3D 

BIM models are utilized to extract synthetic images for 

overcoming absence of construction elements real image 

datasets for training the deep learning algorithm. In our 

work, the BIM models are taken from an online open-

source website [24]. The HVAC ducts and other building 

elements properties such as shape, material and size are 

defined in Autodesk Revit 2019 as a BIM software.  

Different viewpoints that consider various occlusions and 

illuminations are selected and rendered using Enscape 

v2.8, which is a real-time rendering Plugin installed in 

the Revit software. A total of 1,143 synthetic images are 

generated and used for network training. The dataset 

consists of one class, namely HVAC duct which is a 

common and widely used element in building 

construction. It has 1,887 duct instances captured in 
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1,143 images. The training set distribution shows that 

from 1,143 images, 56% of images contain only one 

HVAC duct in each image, 32% have two ducts, 9% three 

ducts, 2% four ducts, and 1% five ducts. 172 images are 

randomly selected for testing and validation purposes. 

The test set data follows nearly the same distribution of 

the training; 54% of images having one HVAC duct, 44% 

having two ducts, and 2% having three ducts. The images 

are manually annotated using the VGG Image Annotator 

(VIA) web tool to specify the HVAC ducts regions and 

locations in images through polygon shapes. In each 

image, all the pixels that have not been assigned to 

HVAC duct class are categorized as background. 

The annotation files are downloaded as JSON format 

containing polygons’ coordinates of all the images for 

further model training. 

 

 
 

Figure 1. Overview of the proposed method 

3.2 Instance Segmentation using Mask R-

CNN 

For our research we have employed the Mask R-CNN, 

an instance segmentation technique which is an extension 

of Faster R-CNN. In this method as compared to Faster 

R-CNN, a mask prediction branch is added in parallel 

with the existing classification and localization of 

candidate objects in the images.  

The detailed Mask R-CNN architecture is depicted in 

Figure 2. In the Mask R-CNN, convolutional backbone 

network including ResNet-101 and Feature Pyramid 

Network (FPN) extract feature maps from an image. Next, 

the feature maps are fed into Region Proposal Network 

(RPN) to propose the Regions of Interest (RoIs). Also, 

the Mask R-CNN is utilizing a quantization-free layer, 

called RoI Align for extracting predefined size feature 

maps from each RoI. 

In the head network, fully connected layers perform 

object classification and bounding box regression in each 

RoI in parallel with a branch for predicting masks (by 

classifying each pixel into a predefined object class) 

using a fully convolutional network (FCN). Equation (1) 

is the multi-task loss function on each RoI referring to the 

sum of classification loss (𝐿𝑐𝑙𝑠), the bounding-box loss 

(𝐿𝑏𝑜𝑥), and the mask loss (𝐿𝑚𝑎𝑠𝑘). Specifications of 

𝐿𝑐𝑙s and 𝐿𝑏𝑜𝑥 which have the same loss functions that 
are utilized in Faster R-CNN and demonstrate 

classification and detection error are described in [25] 

and details of 𝐿𝑚𝑎𝑠k are provided in [26], where 

𝐿 =  𝐿𝑐𝑙𝑠 + 𝐿𝑏𝑜𝑥 +  𝐿𝑚𝑎𝑠𝑘 (1) 

3.2.1 Training the model  

Training the Mask R-CNN is based on the Matterport’s 

implementation [27] using the open-source libraries 

Keras and Tensorflow. Feature Pyramid Network (FPN) 

and ResNet101 are applied as a backbone network and 

rather than training the model from scratch, it is 

initialized by utilizing pre-trained weights on the MS 

COCO dataset. After testing different epochs for training 

the Mask R-CNN, the best results are achieved with 90 

Epochs and the batch size of 2, the weight decay of 

0.0001, and the learning rate of 0.001.  To minimize the 

overfitting problem and to improve the generalization of 

the model, different sets of image augmentation 

techniques such as the Horizontal Flip, the Vertical Flip, 

Rotation, the Gaussian Blur and Brightness are 

investigated to create modified copies of the existing data. 

Details of this investigation are provided in Table 1.  

Table 1 The parameters of the augmentation techniques 

Data 

Augmentation 

Technique 

Parameters 

Flip Horizontal & Vertical 

Rotation One of Ɵ=90°, 

180°,270° 

Brightness 

(Multiply) 

(adding value) 

(0.8,1.5) 

Image 

smoothing 

(Gaussian blur) 

(σ value of Gaussian 

kernel) 

(0.0,5.0) 
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3.3 Testing and Evaluation 

The Mask R-CNN performance can be measured 

based on the test dataset. Precision and Recall  are the 

selected evaluation metrics. Precision is defined as the 

ratio of the true predicted samples to the total samples 

and recall is defined as the ratio of true predicted samples 

to the total predicted samples, where TP is True Positive, 

FP is False Positive, and FN is False Negative, that is 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(3) 

The mean Average Precision (AP) is another 

commonly utilized metric for evaluation of the CNN 

object detectors which is defined as the mean of AP over 

all classes. Based on the Pascal VOC2010–2012 

definition, for a pre-defined Intersection over Union 

value (IoU) as a threshold, AP represents as the area 

under the precision-recall curve, which is between 0 to 1 

and is calculated as follows [28, 29]. 

𝐴𝑃𝑎𝑙𝑙 =  ∑(𝑅𝑛+1 − 𝑅𝑁)𝑃𝑖𝑛𝑡𝑒𝑟𝑝(𝑅𝑛+1)

𝑛

 (4) 

where the interpolated precision (𝑃𝑖𝑛𝑡𝑒𝑟𝑝) at a recall level 

(𝑅𝑛+1) is equal to the maximum precision that is 

achieved for any recall level �̃� ≥ 𝑅𝑛+1, that is 

𝑃𝑖𝑛𝑡𝑒𝑟𝑝(𝑅𝑛+1) = 𝑚𝑎𝑥
�̃�:�̃�≥𝑅𝑛+1

𝑃(�̃�) (5) 

4 Results  

In this section, the performance of the Mask R-CNN 

architecture is evaluated. The model is implemented in 

the Google Colaboratory (Pro) which is a cloud service 

based on Jupyter Notebooks with a Tesla P100-PCIE-

16GBGPU (accessible up to 24 hours), and the Python3 

runtime to overcome the limitations of computer 

hardware such as disk space for data storage or data 

processing speed. According to the provided information, 

the training of the model took 4-5 hours. 

To assess effects of augmentation techniques on 

HVAC duct detection, two experiments are conducted on 

the training image dataset. In the first experiment, the 

images are used for training the model with no 

augmentation technique used (Experiment #1). In the 

second experiment (Experiment #2), the augmentation 

techniques that are described in Table 1. are applied for 

the model regularization and generalization,  

The results of the experiment are summarized in 

Table 2. Moreover, the mAP score for entire images in 

the Experiment #1 and Experiment #2 is 88.69% and 

90.6%, respectively. Figure 3. illustrates the downward 

trend of the loss function during the training process in 

the Experiment #2. It also shows the success of the model 

in preventing overfitting since there is a desired 

convergence of the training and validation errors. The 

output images from the HVAC duct detection extracted 

from the Experiment #2 by using the Mask R-CNN are 

depicted in Figure 4. 

 

Table 2. HVAC duct detection results using two 

augmentation experiments. 

Training 

dataset  

TP FP FN Precision 

(%) 

Recall 

(%) 

Experiment#1 223 74 32 75.08 87.45 

Experiment#2 224 53 31 80.87 87.84 

5 Discussion 

Due to absence of an open image dataset from building 

elements in the construction job sites, this research has 

utilized synthetic images that are generated from 3D BIM 

models to train a deep learning model for HVAC ducts 

recognition. Since the dataset is not large, to increase the 

model performance during the training process, transfer 

learning based on the COCO dataset, and different data 

augmentation techniques are considered and applied.  

It has been shown in Table 2 that the performance of 

Experiment #2 with a precision value of 80.87% and a 

mAP score of 90.6% is better than the Experiment#1 with 

a precision value of 75.08% and mAP value of 88.69%  

Figure 2. Mask R-CNN network architecture 
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and it can be stated that the effect of data augmentation 

on the model is meaningful and helpful.  

According to the results obtained, the developed 

method provides a robust and accurate tool for 

recognition of installed HVAC ducts utilizing synthetic 

images. As such it addresses scarcity of available datasets 

of real images. It is suggested that performance of the 

developed method be evaluated using a larger training 

dataset that includes a mix of both the synthetic and real 

images and impact of various augmentation techniques 

be considered for further investigation. Moreover, the 

developed method can be extended to detect additional 

building elements such as piping, beams, among others 

to help progress reporting to be more efficient. 

 

 

Figure 3. Loss value at each epoch in training 

and validation sets. 

 

Figure 4. Results of the proposed method 

6 Conclusion 

This study has utilized a synthetic image dataset that 

is generated from 3D BIM models to overcome the 

requirement of having large real-image datasets for 

training deep learning algorithms. The dataset includes 

images from various viewpoints, lighting conditions and 

occlusions to evaluate the robustness of the model. Due 

to the special appearance of the HVAC ducts, a pixel-

wise segmentation approach was selected to increase the 

accuracy of the detected HVAC ducts spatial locations in 

images as compared to other algorithms such as the 

Faster R-CNN where detection is limited to bounding 

boxes. The Mask R-CNN was also implemented to 

accurately recognize the HVAC ducts in construction 

sites with the training time between 4-5 hours. The model 

results that use transfer learning and data augmentation 

techniques have a mAP of 90.6%, a precision of 80.87%, 

and a recall of 87.84%. According to the obtained results , 

the Mask R-CNN model can accurately detect HVAC 

ducts  with irregular shapes. The main contribution of this 

research is development of a solution and scheme that 

can automate HVAC ducts recognition, and its later use 

in automated progress reporting making use of  as-

planned and as-built stages via digital imaging taken 

from either 3D models or real construction jobsites. This 

will considerably reduce the manual effort and time in 

monitoring and reporting. To evaluate the performance 

of our proposed methodology in the construction phase 

with real HVAC ducts, it is planned to extend our work 

by utilizing real images. Also in future work, 

performance of other CNN architectures with more 

building classes will be fully explored.  
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Abstract – 

Obtaining accurate information of defective areas 

of infrastructures helps to perform repair actions 

more efficiently. Recently, LiDAR scanners are used 

for the inspection of surface defects. Moreover, 

machine learning methods have attracted the 

attention of researchers for semantic segmentation 

and classification based on point cloud data. Although 

much work has been done in the area of computer 

vision based on images, research on machine learning 

methods for point cloud semantic segmentation is still 

in its early stages, and the current available deep 

learning methods for semantic segmentation of the 

concrete surface defects are based on converting point 

clouds to images or voxels. This paper proposes an 

approach for detecting concrete surface defects (i.e. 

cracks and spalls) using a Dynamic Graph 

Convolutional Neural Network (Dynamic Graph 

CNN) model. The proposed method is applied to a 

point cloud dataset from four concrete bridges in 

Montreal. The experimental results show the 

usefulness and robustness of the proposed method in 

detecting concrete surface defects from 3D point 

cloud data. Based on the sensitivity analysis of the 

model using three cases defined with different 

number of input points, the best test results show the 

detection recall for cracks and spalls are 55.20% and 

89.77%, respectively. 

 

Keywords – 

Concrete Surface Defect; Semantic Segmentation; 

3D Point Cloud; Dynamic Graph CNN 

1 Introduction 

Many of the old infrastructures that are near the end 

of their service life are still in use, which increases the 

need for regular inspection of these structures [1, 2]. 

Advanced technologies (e.g. LiDAR scanners, sensors) 

have made the inspection process more accurate and 

reliable [3, 4]. These technologies, such as LiDAR 

scanning, are a promising alternative to traditional visual 

inspection, which is unsafe, labor-intensive, costly, and 

subject to human errors [5]. Although much work has 

been done for processing images using computer vision, 

research on machine learning methods for point cloud 

semantic segmentation is still in its early stages [6]. 

Image-based methods have limitations, such as the need 

for appropriate lighting conditions and additional 

information to analyze images (such as focal length), and 

may also fail to analyze more complex geometric 

surfaces [7, 8, 9]. Furthermore, using the methods that are 

not applying raw point clouds as input will increase the 

dataset size by converting the point cloud to other data 

formats, resulting in missing information or causing 

heavy computing [6, 10]. Deep learning is one of the 

most effective machine learning techniques, which uses 

more than two hidden layers in order to acquire high-

dimensional features from the training data [11, 12]. So 

far, deep learning with images has achieved acceptable 

results by learning complex structures. Currently, 

researchers are adapting these methods by using point 

cloud data as raw input.  

In order to automate the inspection process, this paper 

proposes an approach using the 3D semantic 

segmentation technique by adapting a Dynamic Graph 

Convolutional Neural Network (Dynamic Graph CNN) 

model. The main purpose of the automated inspection 

process in this paper is to detect concrete surface defects, 

including cracks and spalls. The proposed method mainly 

consists of five steps: (1) data collection, (2) manual 

annotation, (3) data pre-processing, (4) training and 

evaluation, and (5) testing. 

The rest of the paper is structured as follows: Section 

2 contains the literature review. The methodology is 

explained in Section 3. Section 4 shows a case study and 

experimental results. Finally, the conclusions and future 

work are presented in Section 5. 

2 Literature Review 

2.1 LiDAR-based Defect Detection 

LiDAR scanning is a non-contact measurement 
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technology that has proven its potential in capturing 

accurate and instant point cloud data from object surfaces 

[1, 13]. However, the resolution and noise level of point 

cloud data pause some challenges in detecting small 

cracks [14]. Therefore, to overcome this limitation, an 

additional feature, which is the RGB color, is considered 

in deep learning models [5, 6]. 

Laefer et al. [9] used fundamental mathematics to 

define the smallest width of unit-based masonry cracks, 

which can be detected with terrestrial laser scanner by 

considering the main parameters of depth and orientation 

of crack, orthogonal offset, and interval scan angle. Anil 

et al. [15] focused on the performance of laser scanners 

by using an automated algorithm on point cloud data 

from reinforced concrete surfaces and asserted the 

possibility of detecting 1 mm crack based on point cloud 

data. Xu and Yang [16] used the Gaussian filtering 

method and image-generated data from the point cloud to 

detect the cracks of a concrete tunnel structure. Teza et al. 

[17] proposed an automatic method for the inspection of 

damaged areas of concrete bridge surfaces using a laser 

scanner and Gaussian mean curvature computation. 

Makuch and Gawronek [18] proposed an automatic 

inspection system for reinforced concrete cooling tower 

shells using point cloud data and local surface curvature 

computation. Olsen et al. [19] proposed using cross 

sectional analysis to detect surface damage based on laser 

scanner data. Liu et al. [20] utilized the distance and 

gradient-based method to detect the defective area of 

bridge surfaces using laser scanner data. Valença et al. 

[21] proposed a method combining image processing and 

terrestrial laser scanning technology to automate the 

process of capturing the geometrical characteristics of 

cracks on concrete bridges. Kim et al. [22] proposed a 

technique to indicate the location and measure the 

quantity of concrete surface spalling defects larger than 3 

mm using laser scanner data. Truong-Hong et al. [13] 

presented an approach to detect the bridge cracks using a 

terrestrial laser scanner and developed a tool to measure 

the length and width of cracks based on point cloud data 

and RGB color produced from an external camera. Tsai 

et al. [23] assessed the probability of using point cloud 

data to detect cracks with the dynamic-optimization-

based segmentation method and assessing the crack 

segmentation performance using the linear-buffered 

Hausdorff scoring method. Cabaleiro et al. [24] 

developed an automatic crack detection algorithm using 

LiDAR data for timber beams inspection to identify the 

crack geometrical characteristics. Mizoguchi et al. [25] 

proposed a customized region-growing algorithm along 

with an iterative closest point algorithm to detect the 

surface defects of concrete structures based on laser 

scanner data. Nasrollahi et al. [26] proposed a method for 

detecting concrete surface defects based on collecting 

point cloud data from LiDAR scanners and using a Deep 

Neural Network (DNN). Guldur and Hajjar [27] 

developed damage detection algorithms for automatic 

surface normal-based defect detection and quantification 

using LiDAR scanner data. 

2.2 Dynamic Graph CNN 

DNNs or deep feedforward networks utilize multiple 

deep layers along with highly optimized algorithms to 

learn from trained data sets without the process of manual 

feature extraction [28]. A CNN is a class of DNNs 

containing input, convolutional, subsampling, and output 

layers [29]. 

Dynamic Graph CNN, proposed by Wang et al. [30], 

is a new point-based CNN suitable for high-level tasks, 

such as object classification and semantic segmentation. 

Dynamic Graph CNN can improve capturing local 

geometric functions as it creates a local neighborhood 

graph and dynamically updates the graph with the nearest 

neighbors after each layer of the network. Rather than 

operating on individual points, the model iteratively 

performs convolution on edges associating the 

neighborhood point pairs. The operation layer for edge 

feature generation is called EdgeConv, which defines the 

relationships between a point and its neighbors. Figure 1 

shows the mechanism of Dynamic Graph CNN edge 

feature generation. As shown in Figure 1(a), Xi and  Xj  are 

a point pair, and eij is hθ(Xi, Xj), which is the edge feature 

function; h is the function parameterized by the set of 

learnable parameters θ. Figure 1(b) shows the channel-

wise symmetric aggregation operation on the edge 

features associated with all the edges originating from 

each vertex, where Xi
’
 is the EdgeConv operation, which 

is defined by applying asymmetric aggregation operation 

at the i-th vertex. The segmentation model of Dynamic 

Graph CNN involves a series of three EdgeConv layers 

and three fully connected layers. The parameter k in the 

model is the number of the edge features for each point, 

which is computed in each EdgeConv layer for the input 

of n points. 

3 Methodology 

Dynamic Graph CNN, originally designed to detect 

indoor building elements, is modified and adapted to 

automate the inspection process of concrete surface 

defects, including cracks and spalls. This model is 

selected because it considers the edge feature, which is 

the most valuable feature in concrete surface defects 

detection. Figure 2 shows the proposed method for 3D 

point cloud-based concrete surface defects detection. 

The following five main steps are used to automate 

the inspection process of concrete surface defects:  

(1) Data collection: The geometric features of defects, 

particularly the depth, play a significant role in extracting 

380



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

important features and having practical results. Therefore, 

data collection is an important step and has to be done 

accurately. The scanner position and the scanning 

parameters, such as resolution, quality, Field of View 

(FOV), and the number of scanned points, are the factors 

that can affect the visibility of defects in the collected 

point cloud data. 

 

 

 

(a) Computing an edge feature eij from a neighboring 

point pair Xi, Xj  

 
(b) Channel-wise asymmetric aggregation operation on 

the edge features associated with all the edges 

originating from each vertex  

 

Figure 1. Mechanism of Dynamic Graph CNN edge 

feature generation [30] 

(2) Manual 3D point cloud annotation: After data 

collection, the selected parts need to be manually 

annotated based on the types of targeted surface defects. 

In this paper, two main types of surface defects, which 

are cracks and spalling, are considered. Each part of the 

dataset is annotated into three categories of crack, 

spalling, and non-defect. 

(3) Data pre-processing: The annotated dataset is 

prepared and augmented by adding flipped data. The 

original dataset files are converted into data label files, 

which are 2D matrices with XYZRGBL in each line. Then, 

each part is split into blocks, and for each block, 

normalized location values on the Y surface are added 

[30]. Each point is represented as a 7D vector of XYZ, 

RGB, and Ny. The normalized location values over X and 

Z directions are not considered as the depth of defects is 

in the direction of the Y-axis, and normalized location 

values over X and Z directions are not valuable and 

mislead the network’s learning process. The sizes of 

blocks are defined based on the sizes of the structural 

defects in the dataset. Hence, the selected block sizes in 

the data pre-processing step are assumed to be less than 

40 cm × 40 cm on the XZ surface, with the depth of the 

defects as the third dimension, which is equal to the depth 

of the deepest defect in each segment.  Moreover, in this 

step, the wrapped and normalized points inside the blocks 

are converted to Hierarchical Data Format (HDF) [31], 

and HDF5 files are used for the training process in the 

next step. 

(4) Training and evaluation: As discussed in Section 

2.2, a series of three EdgeConv layers followed by three 

fully-connected layers are included in the segmentation 

model of Dynamic Graph CNN, and the number of the k-

nearest neighbors of a point for EdgeConv layers is 

specified for the input of n points in the model. In the 

adapted Dynamic Graph CNN, the input points variables 

are changed from a 9-dimensional vector to a 7-

dimensional vector by removing the normalized location 

values of the x-axis and z-axis, and the network is fed by 

7-dimensional input data. As the defect’s numbers of 

points in this paper are less than the non-defect number 

of points, which is known as the issue of “imbalanced 

datasets”, a weighted softmax loss function is utilized to 

adapt the model to our prepared dataset, and the 

corresponding weight vector is set based on the points 

distribution among the three classes. 

(5) Testing: To validate the model accuracy, the unseen 

parts of the dataset, which are not used in Step 4, are used 

for the testing step. The confusion matrix is used to 

describe the model’s performance using the equations 

presented in Table 1. In this paper, the term “overall 

accuracy” refers to the percentage of correct predictions 

for the test data. Furthermore, the recall is assumed to be 

more relevant than precision as the process of concrete 

surface inspection aims to minimize the chance of 

missing actual defect points, which can be achieved by 

minimizing the “False Negative” prediction of the model. 

4 Case Study and Implementation 

This paper used point cloud datasets from four reinforced 

concrete bridges in Montreal, scanned using a FARO  
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Table 1. Model Performance metrics 

Performance 

metrics 

Equation 

Precision 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1 score 
2 ×

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

Intersection over 

Union (IoU) 

𝑇𝑃

𝐹𝑃 + 𝑇𝑃 + 𝐹𝑁
 

Overall accuracy 

𝑇𝑃𝐶𝑟𝑎𝑐𝑘 + 𝑇𝑃𝑆𝑝𝑎𝑙𝑙 + 𝑇𝑃𝑐𝑟𝑎𝑐𝑘

𝐴𝑙𝑙 𝑝𝑒𝑟𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑜𝑖𝑛𝑡𝑠
 

Note: TP refers to true positives, FP refers to false 

positives, and FN refers to false negatives 

Focus3D scanner [32]. Table 2 shows the scanning 

parameters. Furthermore, CloudCompare software [33] 

is used to register and eliminate the irrelevant points of 

the point cloud data. The scanning process in this step is 

affected by several factors, such as the battery capacity 

and performance limitations, especially in severe weather 

conditions, scanning time, and traffic constraints.  For 

this reason, different settings, including different 

numbers of stations, were used to scan each of the bridges. 

In some scans, the FOV was reduced to avoid scanning 

irrelevant objects (e.g. moving vehicles). 

 The prepared dataset includes 102 selected segmented 

parts from the scanned bridges. The number of annotated 

cracks in the selected parts is 595, and the number of 

annotated spalls is 773. The annotation process is done 

manually in CloudCompare software using the following 

rules based on experience: (1) a specific range of 150,000 

pts to 400,000 pts is considered for the number of points 

of each selected part; (2) the scanned surfaces are 

classified into rectangular parts because of the box shape 

of the blocks in the model; and (3) the part size should 

consider the higher density of points in some parts and it 

should not contain more than the maximum defined 

number of points, which is 400,000 pts.  The annotated 

datasets are split into five areas. Area 1 to 3 are used for 

training, Area 4 is used for evaluation, and Area 5 is 

dedicated to testing. The X-axis is set along the concrete 

surface, the Z-axis is set in the vertical direction of the 

canonical coordinate system, and the Y-axis is set 

perpendicular to the surface and in the direction of the 

depth of the defects. The depth of defects is set to have 

positive Y values. Furthermore, in this paper, to enlarge 

the size of the dataset, the augmenting method of flipping 

the point cloud data is used. In this regard, the annotated 

parts are flipped with respect to the YZ plane. The total 

number of segmented parts after adding the flipped data 

is 204 parts. The statistical information of the dataset, 

including the flipped data, is given in Table 3. 

Wang et al. [30] used the block size of 1 m × 1 m on the 

XY surface for rooms with a height of 3 m to detect indoor 

building elements. The number of points of 4,096 is used 

for their training process. This setting results in a very 

low density of points for detecting most types of defects 

in this paper (e.g. medium-sized spalls). In the adapted 

Dynamic Graph CNN, the block size of 40 cm × 40 cm is 

set based on the sizes of the structural defects in the 

dataset. Moreover, the density of points in each block is 

increased by raising the number of points. This paper 

defines three cases with different number of input points 

of 8,192, 10,240, and 12,288, which are sampled for each 

block during the training process. 

 

Figure 2. Proposed method for 3D point cloud-based defect detection 
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The number of the k-nearest neighbors of a point for 

EdgeConv layers is set equal to 20 following the 

suggested value by Wang et al. [30].  

The training and evaluation results, including the 

overall accuracy and mean loss of defined cases, are 

presented in Table 4. Precision, recall, F1 score, IoU, and 

overall accuracy are calculated to evaluate detection 

results for the defined cases. The test results from the 

three samples of 3D point cloud semantic segmentation 

of adapted Dynamic Graph CNN are shown in Figure 3. 

The test results (Table 5) show the detecting recall for 

cracks for spalls for Case A (8,192 points) are 55.20% 

and 89.77%, respectively. Increasing the number of 

points from 8,192 to 12,288 improved the crack detection 

recall from 55.20% to 58.67%. However, this increase 

resulted in decreasing the spall recall from 89.77% to 

87.40%, and non-defect recall from 97.17% to 96.64%. 

This is because increasing the number of points 

sometimes can cause overfitting. 

Furthermore, as the depth of each segmented part are 

different, and the learning process depends on the 

maximum depth of the part’s defects, the recall result of 

the tests is categorized based on the depth of segmented 

parts used in the test. As shown in Table 6, the parts with 

more than 7 cm depth can increase recall up to 80.04% 

for crack and 93.33% for spall. 

5 Conclusions and Future Work 

This paper proposes an approach using the 3D 

semantic segmentation technique and a modified 

Dynamic Graph CNN model to automate the inspection 

process of concrete surface defects, including cracks and 

spalls. The prepared dataset includes 204 segmented 

parts from four scanned concrete bridges in Montreal. 

Three types of segments (i.e. crack, spall, and non-defect) 

are annotated in the training dataset. The performance of 

the network is improved by modifying the setting of the 

network (e.g. modifying the loss function) and by 

augmenting the dataset (i.e. by flipping the point cloud 

data). 

The case study shows the usefulness and robustness 

of the proposed method in detecting concrete surface 

defects from 3D point cloud data. The best test results 

show the detection recall for cracks and spalls are 55.20% 

and 89.77%, respectively. 

The small size of the dataset is one of the main 

limitations of this paper, and a larger dataset is expected 

to improve the learning process resulting in better 

performance and accuracy of the model. Moreover, due 

to computing resource limitation (i.e. memory and 

processors limitation), it was not possible to study the 

effect of increasing the number of input points of the 

model to more than 12,288 and increasing the density of  

sampled points in each block by reducing the size of each      

Table 2. Scanning parameters of four scanned bridges in Montréal 

Scans Number of 

Stations 

Resolution Quality Horizontal 

FoV 

Vertical  

FoV 

Number of 

Points (Mpts) 

Bridge 1 Scan 1 8 1/4 6x 23° to 259° -42.5° to 71° 25.5 

Scan 2 4 1/4 6x 23° to 259 ° -42.5° to 71° 25.5 

Bridge 2 Scan 3 6 1/1 2x 0° to 360° -60° to 90° 710.7 

Bridge 3 Scan 5 4 1/2 4x 0° to 360° -45° to 71° 134.5 

Bridge 4 Scan 6 2 1/2 4x 0° to 360° -60° to 90° 177.7 

Table 3. The statistics of the prepared dataset 

Dataset 

Number of 

segmented 

parts 

Number of 

points 

Defects Non-defects 

Crack Spalling 
Number of 

points 
Number 

of cracks 

Number 

of points 

Number 

of spalls 

Number 

of points 

Training 

(59.5%) 

Area 1 32 10,418,902 264 104,256 226 715,768 9,598,878 

Area 2 44 11,003,768 334 112,436 266 282,822 10,608,510 

Area 3 42 10,651,316 160 67,714 356 744,356 9,839,246 

Evaluation 

(19.6%) 
Area 4 44 10,552,584 192 80,454 328 762,156 9,709,974 

Testing 

(20.9%) 
Area 5 42 11,257,240 240 128,538 370 1,365,228 9,763,474 

Total 204 53,883,810 1,190 493398 1,546 3,870,330 49,520,082 
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Table 4. Training and evaluation results 

Case 

Number of 

sampled points 

for each block 

Block 

size (cm) 

Training Evaluation 
Training 

time Mean loss 
Overall 

accuracy (%) 
Mean loss 

Overall 

accuracy (%) 

A 8,192 40×40 0.0022 97.54 0.0081 97.50 13h 44m 

B 10,240 40×40 0.0024 97.39 0.0090 97.65 16h 35m 

C 12,288 40×40 0.0030 97.04 0.0082 96.88 20h 18m 

Table 5. Testing results (%) 
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A 95.94 69.98 55.20  61.76 44.68 79.30 89.77 84.2 72.72 98.54 97.17 97.85 95.79 

B 95.59 68.95 55.31 61.38 44.28 77.47 89.41 83.0 71.0 98.48 96.82 97.64 95.39 

C 95.24 49.73 58.67 53.83 36.83 77.00 87.40 81.9 69.3 98.48 96.64 97.55 95.22 
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Original 

Segmented 
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Manual 
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Adapted 

Dynamic 

Graph 

CNN 

   

Figure 3. Test results from three samples of 3D point cloud semantic segmentation 
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block. Future work will focus on collecting and preparing 

more data to enlarge the dataset. The proposed method 

can also be applied to other types of concrete surface 

defects and other types of material surfaces. 
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Abstract -
In the construction industry, contractors require precise

knowledge of design restrictions originating from regulatory
documents and contract specifications. For the automatic
compliance checking of the building design regarding these
rules, they have to be converted from the representation in
natural language to a machine-readable format. This task, if
carried out by human experts, is quite laborious and error-
prone, and thus its automation is anticipated. A building
block of this information extraction process is to find the key
terms which carry the semantic information in each design
rule. Named entity recognition, a sub-task of information
extraction in the field of natural language processing, aims
towards finding these entities in unstructured text and assign-
ing them a label according to predefined classes. This paper
presents amethod based on a supervised deep learning trans-
former model, which is used to extract relevant terms from
a corpus of German regulatory documents. It requires few
training data, no user interaction and achieves weighted per-
formance scores of over 95% precision and 95% recall, given
that 12 unbalanced classes are specified. Additionally, it is
investigated how different tagging schemes and model vari-
ations affect the classifier’s performance. For future exten-
sions, the class labels are chosen such that they can be linked
to concepts already defined by Industry Foundation Classes.
As part of this study, a training data set is created consisting
of 2500 sentences from construction law documents, anno-
tated with named entity tags.

Keywords -
automatic compliance checking, building information

modeling, natural language processing, named entity recog-
nition, machine learning

1 Introduction
Building information modeling (BIM) offers great po-

tential for the automation of processes in the architec-
ture, engineering and construction (AEC) industry. One
of these processes is the checking of the building design
against rules and specifications from law documents, tech-
nical guidelines and individual contract requirements. For
example, the building designmust ensure accessibility and

meet appropriate fire safety measures, according to the re-
spective regulations.
Automatic compliance checking (ACC) requires a BIM
model to be checked on the one hand, and rule specifica-
tions in machine-readable format on the other. Regulatory
documents are however written in natural language, and
thus the rules must be transformed into logical, struc-
tured expressions to be processed automatically. Obtain-
ing such logical expressions from these unstructured text
documents is however a quite complex task. If carried out
manually by domain experts, it turns out to be error-prone
and time-consuming. Hence, the objective is to develop
automated systems that perform rule extractionwith amin-
imum of human interaction.
An important building block in this process is the extrac-
tion of relevant terms from the clauses found in legal docu-
ments pertaining to buildings, building parts, documents,
organizations, material types, and other engineering con-
cepts. These terms are called entities in the realmof named
entity recognition (NER), a sub-task of information extrac-
tion (IE) in the field of natural language processing (NLP).
Subsequent processes, such as the extraction of relations
between entities or finding semantic triplets rely on the
priorly detected named entities. [1]
Previous approaches of NER in the construction domain
include Li et al. [1], who used aBi-LSTMarchitecturewith
a self-attentionmechanism to detect entities as part of their
relation extraction procedure. Zhang and El-Gohary [2],
renowned researchers in ACC, proposed an unsupervised-
learning approach to link terms in the legal text to IFC
concepts based on semantic similarity. As a numerical
measure, they used the cosine similarity of the word em-
beddings. Recently, Moon et al. [3] used an architecture
consisting of a Bi-LSTM and an on-top conditional ran-
dom field (CRF) layer for NER in a variety of English reg-
ulatory documents, mainly standard specifications of US
states. For the proposed six distinct entity classes, their
method achieved performance scores of 91.9% precision
and 91.4% recall. A similar architecture was employed
by Song et al. [4], who report precision and recall scores
of 39% and 68%, respectively, for a dataset in Chinese
language. Zhong et al. [5] propose an end-to-end neu-
ral architecture to extract temporal constraints from Chi-
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nese building codes. One of their involved process steps
is to identify processes, objects and interval times by a
NER algorithm based on a Bi-LSTM + CRF architecture.
While many of the stated approaches achieve high perfor-
mance scores and allow for the integration into promising
algorithms, none of them has taken advantage of state-of-
the-art transformer model architectures. However, for the
purpose of classifying near-miss safety reports of the con-
struction industry, transformer models have already been
employed successfully by Fang et al. [6]. In this paper,
a method is presented to find entities in unstructured reg-
ulatory construction documents and classify them with
regard to selected Industry Foundation Classes (IFC) and
a handful of generic classes. To achieve this goal, a state-
of-the-art deep learning transformer model is trained with
an annotated training set consisting of German public con-
struction law texts.
The remaining part of the paper proceeds as follows: Sec-
tion 2 lays out some of the most important background
information about the tools used for this paper. Section 3
is concernedwith data processing and presents how the ex-
isting transformer model can be extended to suit the task at
hand. Section 4 addresses the experimental setup and in-
cludes detailed information about the learning algorithm.
The results of the conducted experiments are displayed in
Section 5. The findings are wrapped up in Section 6.

2 Background
2.1 Transformer models in NLP

Natural language is a form of sequential data and thus
its processing requires adequate handling of data series.
A frequently used tool in this regard are recurrent neural
networks (RNNs), which inherently have the ability to
process input data sequentially. With the advent of trans-
former models [7] in 2017, RNNs are being superseded
by this new model architecture in many applications.
Transformer models have the distinct advantage of being
efficiently parallelizable and thus they can make use of
GPUs, which reduces training times. This makes training
on huge amounts of data possible.
A prominent example of transformer models is BERT
(Bidirectional Encoder Representations from Transform-
ers) [8]. Roughly speaking, it adapts the encoder part of
the transformer architecture and stacks a total of twelve
encoders, each with a hidden dimension of � = 768 per
input token. This makes up to a huge model with roughly
1.1 × 108 weights. A high-level view of the architecture
is displayed in Figure 1. At first, the input sentence is
tokenized with respect to a fixed vocabulary tailored for
BERT which consists of about 30 000 word and word
piece [9] tokens. Words which are not in the vocabulary
can be represented as multi-token words with the help

of word piece tokens. Since the vocabulary includes
even single letters, every possible input word has a valid
tokenization. The input sentence is allowed to have a
maximum length of 512 tokens. Second, the tokens are
mapped to word embeddings, i.e. vectors u8 ∈ R� , which
represent the contextual meaning of each token. These
vectors u8 are then fed into the first of twelve encoders.
Each encoder consists of a multi-headed self-attention
mechanism and a feed forward layer (i.e. multi-layer
perception (MLP)). For a more detailed explanation of
the inner workings of BERT, incl. normalization layers,
positional encoding etc., the reader is referred to [7].

Figure 1. Simplified, high-level view of the BERT
architecture [7, 8]. The word tokens are embedded
and fed through twelve encoder blocks, each con-
sisting mainly of a self-attention layer and a feed
forward layer.

Since its release in 2019, BERT has gained great attention
in the NLP community. There are two main reasons why
BERT is chosen as a model for the conducted study:
First, it shows superiority in performance compared to
other model architectures in several NLP benchmark
problems. It is particularly inspiring for this study that it
outperforms the state-of-the-art NER models at the time
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of its release. [8] Second, a large dataset is not necessarily
needed in order to make use of BERT, since it is meant
to be a model for transfer learning: pre-trained BERT
models are already available for usage. They have been
trained, in an unsupervised manner, with fake tasks such
as next sentence prediction or masked language modeling.
Large, plain-text corpora like Wikipedia or text books
serve as a data source in this regard. These pre-trained
language models require few additional training data if
the task is only to fine-tune them with regard to a certain
domain-specific language.

2.2 Industry Foundation Classes

Industry Foundation Classes (IFC) are a semantic stan-
dard [10] issued by the buildingSMART organization to
aid in describing and exchanging building information in
the AEC domain. Its purpose is to provide an interface
for sharing data between different software tools. The IFC
schema includes definitions of many construction related
entities, as well as their properties and relations. These
entities can be of varying nature: some describe physical
parts of a building, e.g. IfcElements or IfcSpatialStruc-
tureElements, some describe more abstract things, e.g.
IfcProcess, or even persons (IfcActor). An excerpt of the
most general entities is shown in Figure 2.

3 Methodology
3.1 Data Preparation

In the conducted study, a text corpus is assembled
from the public construction law texts of four of the
16 federated states in Germany. The documents are
converted from PDF to plain text. Noise, such as page
numbers, navigation links, etc., are removed manually
where necessary. To subdivide the text according to sen-
tence boundaries, the spaCy [12] sentence segmentation
tool is used, which is based on sentence parsing. Since
structural text elements such as headings or incomplete
sentences do not carry any meaning, sentences with a
word count below 15, including punctuation and special
characters, are disregarded. All remaining clauses are full
sentences and can be properly processed by the BERT
model. The cleaned documents are annotated using the
web-based annotation software INCEpTION [13].

3.2 Classification Scheme

The most typical entities to be detected by NER meth-
ods are generally terms like dates, documents, geopolitical
entities (GPEs) and numerical values. For this study, in
addition, some domain-specific entity labels are defined

as entities in accordance with IFC classes. With the pur-
pose of providing a proof of concept, only some high-level
classes are selected, e.g. IfcActor, IfcBuilding, IfcBuildin-
gElement and IfcSite, since they occur most frequently in
the text. Table 1 lists all of the selected class labels and
gives a brief description of what is included in each class.

3.3 Preprocessing

Before a tokenized sentence is fed to the model, it
requires adjustment to meet the expected input format.
Unlike RNN-based models, BERT expects an input of
fixed size which consists of exactly 512 tokens. Therefore,
each sentence is tokenized with the specialized BERT
tokenizer and surrounded by the special tokens [CLS]
(indicates sentence beginning) and [SEP] (indicates
sentence ending). Sentences exceeding the maximum
input length of 512 tokens are truncated, shorter sentences
are padded with [PAD] tokens.
The experiments are carried out using three different tag-
ging schemes, two of which require further pre-processing
of the tokenized sentence. Simple, token-wise tagging
of entities does not require further pre-processing, but it
generally leads to a classifier with a vague understanding
of where multi-token words start and end. To combat this
impreciseness, the tagging scheme can be enriched by the
IOB (I = inside, O = other, B = beginning) or BILOU
(L = last, U = unit/single token) label-prefixes. [14]
They can be derived directly from the already tokenized
sentence by simple logic rules.

3.4 Model Architecture

The output matrix of BERT is of size ! × �, with se-
quence length ! and hidden dimension�, i.e. it consists of
one vector z8 ∈ R� for each input token)8 , with 0 ≤ 8 < !.
A dropout layer with a dropout probability of %� = 0.3
serves as a regularization measure, and is placed directly
after the BERT model [15]. Each vector is fed forward
through a single dense layer with output dimension #� ,
which is the number of distinct classes. Note that for each
position in the sentence, the weights of these dense layers
are equal and thus they do not count as separate param-
eters. Thus, it only introduces 9216 additional weights
to the model, if #� = 12, i.e. it hardly increases model
size. To predict the label for each token )8 , the argmax
function that follows the dense layer selects the label with
the highest score, per vector x8 ∈ R#� .
Since the corpus at hand consists solely of German text,
the GBERT model presented in [16] is used, which has
been pre-trained on various German corpora amounting
to more than 160GB of text data. The model architecture
itself is identical to the one proposed in the original BERT
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IfcRoot

IfcPropertyDefinitionIfcObjectDefinition IfcRelationship

IfcObject IfcTypeObject IfcFillsElement IfcVoidsElement

IfcProcess IfcActor IfcProduct

IfcSpatialStructureElement IfcProxy IfcElement

IfcSite IfcBuilding IfcBuildingStorey IfcSpace IfcBuildingElement IfcFeatureElement

IfcWindow IfcWall IfcBeam IfcColumn

Figure 2. Partial view of the highest hierarchy levels of the IFC data model [11]. The highlighted classes are
used for classification within this study.

Table 1. Performance scores of the model in the cross-validation experiment: model trained on all texts but one,
and tested on the unseen model.

Class label Key Description, examples
IfcActor ACT organization, companies, persons
IfcBuilding BUI building types, e.g. schools, offices, or building definitions
IfcBuildingElement BUE building elements, such as doors, walls or windows
IfcBuildingStorey STO building story specification
IfcDate DAT temporal dates like "12.4.2013"
IfcSite SIT site of construction, dismantling etc.
IfcTransportElement TRA elevators, escalators, etc.
Document DOC certificates, assessments, official notices, etc.
Geopolitical Entity GPE countries, states, city states, etc.
Law Text LAW names of referenced law texts
Law Reference REF specifications of section/paragraph/clause in law text, e.g. "§ 70 Abs. 3"
Numerical Value NUM numerical value, possibly with unit, e.g. "7.5 m"

paper [8]. To investigate the influence of sheer model
size, both GBERTBASE and GBERTLARGE are used as part
of the model architecture in separate experiments and the
test results are compared. This larger model’s architecture
is similar in concept, but more generous in terms of pa-
rameter count: it has 24 encoder blocks instead of 12, 16
attention heads per multi-headed attention block instead
of 12, and has a hidden dimension of 1024.

4 Experimental Setup
To evaluate the performance of the proposedmodel, two

experiments are conducted for this study:

1. 4-fold cross-validation: To train a model on as much
data as possible without compromising the amount
of available test data, the model is #�-fold cross-
validated, where #� is the number of documents.
The sentence samples of #� − 1 documents will be
split up to parts of 90% training data and 10% val-
idation data, while the sentences of the remaining
document serve as test data.

2. Training with little data: To demonstrate the

model’s performance in the case that only few sen-
tences are annotated, it is trained on only one input
text at a time and tested on all others. This emulates
the situation of domain experts, who cannot spend
many hours with the annotation of building design
rules, but instead only annotate a small portion of
the corpus. Each training document is split up in
the ratio of 9:1 to form training and validation sets,
respectively. The rest of the corpus serves as a test
set.

For both experiments, all three tagging schemes men-
tioned in Section 3.3 are tested and the results are
compared.

4.1 Error Measure

Assigning labels to tokens within a sequence of text
is a multi-class classification problem for each of the to-
kens. As a suitable loss function, the cross entropy loss
is selected. It is computed for each of the tokens )8 and
summed up over the whole sentence. The model’s out-
puts at those positions which have special tokens ([CLS],
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Figure 3. Schematic illustration of the named entity
recognition model architecture used in this study.
The argmax layer is used for predicting the most
likely label, while the vectors x8 ∈ R#� , 0 ≤ 8 < !
are used for loss computation.

[SEP] and [PAD]) as their input are not considered for
loss computation.
Since only a small portion of words in the dataset are
considered key terms, the number of unlabeled words is
much higher than the number of actual named entities to
detect. But even the classes themselves vary in size, which
could lead to a biased classifier that favors more frequent
class labels, especially the no-entity class. As addressed
in [17], this class imbalance is a common problem in NLP
and quite typical for NER tasks. As a remedy, a weighted
cross entropy loss function is selected, and the loss is av-
eraged with respect to each batch. For a given true class
label � and the vector of logits x ∈ R#� , as predicted by
the model, the loss is computed by

;�� (x, �) = F�

(
−G� + ln

(∑
9

4G 9

))
(1)

where w ∈ R#� is the vector of weight values assigned to
each class label�. Since this loss function incorporates the
negative log likelihood loss with the log softmax function,
it expects raw output values from the model. Therefore, as
shown in Figure 3, the model itself does not include any
activation function. [18]
To calculate the weights F� , the class label distribution
in the respective training set is determined. Knowing
the number of target labels occurrences per class C� , the
weights are computed by

F̂� =

√
1
C�

(2)

and normalized by

F� =
F̂�∑#�
�=0 F̂�

. (3)

This strategy introduces a higher penalty for the model
whenever it predicts false-positives in the majority classes
and a lower penalty for the model whenever it predicts
false-positives in the minority classes, making up for the
bias induced by the class-imbalance.

4.2 Learning schedule

In all training procedures of the described experiments,
a constant learning rate of ;A = 3 × 10−6 is chosen.
The batch sizes are 1train = 16, 1val = 16, 1test = 16 for
training, validation and testing, respectively.
The number of epochs has the upper limit of �max = 100,
however, to prevent overfitting, it advisable to follow an
early-stopping strategy. In this regard, a good compromise
between minimizing both the out-of-sample error and the
training time is to stop training after three consecutive
epochs with an increase in validation error. [19] The
model with the best validation error up to this point is then
selected as the trained model. This robust and efficient
mechanism is used in all experiments.

5 Results
To account for the class label imbalance, all precision

and recall values presented in this section, and conse-
quently all F1 scores, are weighted with regard to class
label occurrences. [20] Note that this can lead to an F1
score which is not between precision and recall.
Table 2 summarizes the results of experiment 1. An av-
eraged F1 score of 95.4% indicates the trained model’s
capability to be used for the task at hand. Even the low-
est performance, if trained on a corpus of roughly 1900
sentences, was recorded to be 95.0% precision and 94.4%
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Table 2. Performance scores of the model in the
cross-validation experiment: model trained on all
texts but one, and tested on the unseen text. Left
column: ISO codes for the states of Germany whose
building codes are included in the study.

Tested on Precision Recall F1 score Epochs
BE 0.958 0.953 0.955 18
BW 0.958 0.953 0.955 26
HB 0.950 0.944 0.946 36
HH 0.964 0.960 0.961 29
avg. 0.957 0.952 0.954 27

recall. Analogously, Table 3 shows the results of experi-
ment 2. In comparison to experiment 1, the performance
scores are, on average, slightly lower. This is plausible,
as per training/test run, the model was trained on only one
document instead of three. Nonetheless, even with such
little training data, the model achieved averaged perfor-
mance values of 93.5% precision and 92.6% recall.
In order to give a better insight into the incorrectly classi-
fied tokens, Table 5 displays the confusion matrix, created
by accumulation of the confusion matrices of all token-
wise labeling experiments listed in Table 2.
As it is of vital importance for the classifier to accurately
detect entity beginnings and endings, its performance is
examined for multiple tagging schemes. Table 4 shows
some performance indicators obtained by experiment. As
expected, the algorithmworks best for the easiest of the ad-
dressed NER problems, i.e. without any tagging scheme.
However, the results differ hardly if enhanced tagging
schemes are used, as the average F1 score is 94.3% when
using the IOB-scheme and also when using the BILOU-
scheme. A greater discrepancy is the number of needed
training epochs to achieve the stated performance scores:
while training without any scheme is stopped, on average,
after 27 epochs, it takes 31 epochs to train a model for
the IOB scheme and 64 epochs for the BILOU scheme.
In general, the learning curves are similar to the one dis-
played in Figure 5, which suggests that training for a few
epochs might suffice to achieve almost saturated perfor-
mance scores.
When using BERTLARGE, the achieved F1 score is, on av-
erage, 0.2 percentage points lower in comparison to the
results obtained with BERTBASE. This shows, at least in
this case andwith the specified hyperparameters, the larger
model is not worth the additional computational cost.
To give an idea of the produced output, an exemplary sen-
tence with the detected entity labels is shown in Figure 4.

6 Conclusions
In this paper, amodel architecture forNERmainly based

on the pre-trained GBERT model is presented. When

NUM BUE

BUE

Windows with a minimum parapet hight of

0.90 cm are permitted in outer walls.

Figure 4. Example of analyzed sentence incl. the
detected entity labels. Original sentence prior to
translation: "Fenster sind in diesen Außenwänden
ab einer Brüstungshöhe von 0,90 m zulässig".

Table 3. Performance scores and of themodel trained
on only one text and tested on all others.

Trained on Precision Recall F1 score Epochs
BE 0.919 0.910 0.913 34
BW 0.949 0.943 0.944 29
HB 0.938 0.927 0.930 41
HH 0.934 0.925 0.928 21
avg. 0.935 0.926 0.929 31

trained and tested on German public building code docu-
ments, average performance values of up to 95.7% preci-
sion and 95.2% recall are observed.
Themain aspects of the conducted study are the following:

1. To the authors’ knowledge, this is the first application
of a transformer-based deep learning model to Ger-
man text in the construction domain. The feasibility
of the concept is proven and further development
of processes based on the presented NER method is
made possible.

2. In the course of the study, a data set is created which
contains about 2500 sentences from German con-
struction law documents. The clauses have been
cleaned, processed for usage and have been manu-
ally annotated.

It is illustrated that the proposed model functions well,
even with small amounts of training data. This makes it
possible to use the model, with little annotation effort, as
a building block in other processes. Possible applications
could help with the automatic semantic enrichment of

Table 4. Average performance scores of the model
with regard to the used tagging scheme.

Tagging scheme Prec. Recall F1 score Epochs
Experiment 1:
token-wise 0.958 0.953 0.954 27
IOB 0.949 0.941 0.943 31
BILOU 0.950 0.941 0.943 64
Experiment 2:
token-wise 0.935 0.927 0.929 31
IOB 0.923 0.910 0.913 41
BILOU 0.932 0.923 0.924 85
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Table 5. Accumulated confusion matrix of all the processed test sets. The left column shows the true labels, the
upper row shows the predicted labels.

True \ Pred. DAT DOC GPE ACT BUI BUE SIT STO TRA LAW LAT NUM O
DAT 2275 1 0 0 1 1 1 1 0 10 11 7 13
DOC 1 2001 0 17 3 0 0 0 0 4 45 0 91
GPE 0 0 121 4 0 0 0 0 0 0 6 0 0
ACT 4 23 5 2927 29 3 4 2 0 2 1 0 86
BUI 4 1 0 23 3344 95 12 1 2 41 3 11 300
BUE 0 0 0 3 176 2612 4 18 3 0 2 4 307
SIT 0 3 0 0 2 2 317 0 0 0 0 0 10
STO 0 0 0 0 2 0 0 251 0 0 0 4 5
TRA 0 0 0 0 8 0 0 0 58 0 0 0 2
LAW 18 1 0 2 7 2 0 2 0 4076 39 1 41
LAT 18 8 14 3 1 0 0 0 0 13 1108 8 86
NUM 0 0 0 1 2 2 0 6 0 14 0 1444 20
O 36 619 25 566 962 875 158 81 27 76 212 58 47782

Figure 5. Exemplary training curves for cross-
validation experiment 1, with BILOU tagging
scheme. Left: performance scores obtained from
applying the model to the test set after each epoch.
The precision and recall curves are almost identical.
Right: learning curve, in- and out-of sample loss
progression.

BIM models or with automatic rule extraction from legal
documents in the construction domain.
A possible limitation of the method is that it might only
work well within the given corpus of law texts, which are
admittedly quite similar to each other. One could argue
that the technical and legal terms in the construction
codes are, by their nature, quite repetitive and that it
is no surprise they are detected, since then the model
basically acts as a string matcher. Therefore it remains to
be examined if the model would indeed outperform such
a rule-based approach.
Future works should include, first, a more fine-grained
categorization of entities to fit more and also more
specific entities in the IFC schema. This is necessary to
produce an exhaustive mapping from terms in law clauses
to IFC objects. Second, to extract information regarding
the relations between those objects, the dataset needs to
be extended by another layer of annotations and a second
model has to be introduced to detect these relations.
Third, a larger dataset should be created that contains all
of the 16 federated state building codes, and also other

types of legal documents to examine the generalization of
the trained model.
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Abstract – 

The construction site is prone to a considerable 

number of accidents due to its dense and complex 

nature. Accidents due to falling from opening at the 

construction site are leading reasons for severe 

injuries and sometimes fatalities. Openings and Holes 

are made on floors and roofs during the building 

construction or destruction.  Despite being aware of 

the hazards associated with openings, gaps, and holes 

when working at heights, many workers fail to cover 

the openings or remove the covers for ease of work. 

The current inspection procedure relies on manual 

practices that are error-prone, time-consuming, 

expensive, and difficult for a site manager to monitor. 

Therefore, the authors propose a pull-reporting 

approach to resolve this issue by utilizing a computer 

vision detector model embedded in the android 

mobile to facilitate the safety manager. The proposed 

application uses YOLOv4 trained weights on a 

custom dataset obtained from the recorded videos at 

the Korean Scaffolding Institute with various view 

angels and various degrees of occlusion and data 

crawling techniques. The weights are then deployed 

on edge devices using TensorFlow API, Java 

programming, and maintain a real-time database of 

unsafe behavior. The developed system can identify, 

classify, and record the fully opened openings (FOO) 

and partially opened openings (POO) at the 

construction site along with geo-coordinates details in 

real-time.   

Keywords – 

 Edge Computing; Worker Driven Approach; 

Construction Hazards; Trade Worker Safety; Safety 

Monitoring 

1 Introduction 

In recent decades, the construction industry has 

grown, resulting in higher firm profits, financial 

accessibility, and commodity demand. Despite its 

prominence, it has long been recognized as one of the 

world's most dangerous industries due to its severe 

accident rate than other industries [1]. Falls from heights 

(FFH) are a severe construction industry issue [2]. 

According to research, FFH is responsible for around 48 

percent of major injuries and 30 percent fatalities. Most 

FFH events occur due to the fully opened opening (FOO) 

and partially opened opening (POO) at the temporary 

supporting platforms, e.g., scaffolding and on-ground 

openings. There are several safety regulations and 

procedures in place to protect workers' falls from height; 

for instance, the gaps, holes, and openings should be 

covered so that the person working near the edges could 

be safe during his task.  

Even though covering the openings and gaps is a legal 

requirement and employees are aware of their risk of 

falling, workers have shown a reluctance to utilize these 

regulations, as could be understood by many accidents 

that already happened in construction. Extra efforts 

besides their tasks and the constraints it imposes on 

mobility have been identified as the reasons for non-

compliance. 

The detection of wall openings is similar to the 

detection of slab holes. The location of the wall element 

must be considered in the special situation: whether it is 

an interior or exterior wall [3]. To avoid any fall, the wall 

opening should also be protected [3]. Construction and 

safety managers require realistic means to monitor and 

ensure that the openings, holes, and gaps are entirely 

covered with the desired strength material. On the other 

hand, the safety inspection procedure can be time-

consuming and intermittently commenced because 

traditional practices rely on the push-inspection approach 

or manual inspection process where the safety managers 

enforce the safety rules through top to bottom monitoring 

style. Correspondingly, safety rule compliance about the 

hole, gap, and opening covering is challenging if done 

with the traditional practices, and the possibility of falls 

from height remains a severe hazard. Therefore, this 

paper presents an intuitive pull-reporting approach which 

means that the worker is involved in this process to report 
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to the safety manager by using an android-based 

application to automate the manual inspection process.  

2 Literature Review 

Construction sites have a distinct, dynamic, and 

complex working environment and non-standardized 

design and work processes that may expose employees to 

hazards. Researchers and experts in construction safety 

and health management have put a lot of effort into 

preventing falls from height[2].  

Proactive and Passive strategies can be used to 

prevent and minimize the seriousness of injuries 

generated from FFH [4]. Preventative methods that focus 

on safety training and education are known as proactive 

methods. The creation of short-term training programs 

and implementation of specific fall protection training 

programs are two examples. Passive strategies are based 

on the analysis of fall accident data to build future 

preventive measures. For instance, using accident records 

and data from routine safety inspections to identify 

factors contributing to deadly occupational falls 

[4]. Fixed safety equipment (e.g., guardrails and opening 

covers), fall arrest systems (e.g., full-body harness), and 

travel restraint systems (e.g., belts); are FFH preventative 

measures generated from an examination of accident 

data. On the contrary, enforcing rules may boost the 

usage of safety protective equipment and is said to be a 

reactive strategy to address the safety issue. 

Several researchers have been attracted to use 

computer vision in their fields, such as in the construction 

industry for worker safety monitoring, progress 

monitoring, and worker action recognition to automate 

the manual procedures at the construction site [4–9]. 

Therefore, computer vision-based methods have become 

widely used in project progress monitoring [8], 

productivity analysis [5, 6], and safety monitoring [10]. 

Recently researchers have been focusing on computer-

vision-based safety monitoring of the worker. Khan et al. 

[1] proposed a Mask R-CNN-based detection algorithm 

to check the worker's safety while working on the mobile 

scaffolding and achieved an overall 86% accuracy on the 

testing dataset. Weili Fang et al. [10] used Mask R-CNN-

based algorithm for the recognition of the unsafe 

behavior of construction workers traversing structural 

support during the construction. This approach first 

detects and segments the worker and support, and then an 

overlapping detection module is used to find a 

relationship between workers and structural support. [10] 

During the testing of the algorithm, they have achieved 

precision and recall of 75% and 90%, respectively.  

Nath et al. [6] develop three Deep learning (DL) 

models on YOLO architecture for the detection of PPEs 

(hard hats and safety vests) from images. KNN search 

optimization technique was created by Heidari et al. [11] 

to compute anchor positions that fulfill fall clearance and 

swing hazard.  

Holes that pose a potential safety hazard(s) can be 

found inside buildings, on work platforms, on roofs, 

during roadway/bridge construction, in shops or 

warehouses, and other outdoor working environments. 

Roof ducts/drains, skylights, unfinished stairs or missing 

steps, unsupported ceilings/walkways, and manholes are 

some examples of holes/openings or gaps found on 

construction projects. Unprotected holes in the floor, 

deck, or roof have caused several serious injuries. 

However, falls through holes can be easily avoided with 

proper planning and the personal attention of the trade 

workers and safety manager. 

3 System Development 

This section presents the dataset preparation, model 

training, deployment on devices, and firebase database.  

3.1 Dataset Preparation 

A large amount of digital image data with various 

patterns is needed to train a vision intelligence-based 

detection model. As vision intelligence approaches 

emerge in the construction sector, obtaining labeling 

datasets from open-source websites remains difficult. 

Therefore, images of the hatch opening with enough 

variations were collected from three sources; (1) Google 

search engine, (2) random frames from YouTube videos, 

and (3) recorded videos in a Korean Scaffolding Institute. 

In this paper, different types of keywords for crawling 

techniques are used, such as "hole opening", "hatch 

opening", "partial opening on construction", "opening on 

construction site". As another source for image data 

collection, multiple videos have been recorded at the 

Korean Scaffolding Institute for FOO and POO in Seoul, 

Korea. Random frames were extracted using Fast 

Forward MPEG (Ffmpeg) tool in python. Data cleaning 

is an important step for the model's training; therefore, a 

two-step process is used for data cleaning to select the 

useful dataset to train, validate, and test the deep-learning 

model. The goal of the two-step process is to generate a 

useful dataset for the deep learning model. In the first step 

of data cleaning, unsuitable/unclear images such as 

incorrect exposure were removed.  

There are eight simple techniques for avoiding 

overfitting, but two of them were used in this study: the 

Hold-Out and Data Augmentation [12]. The Roboflow 

platform was used to pre-process and label the 852 

images. According to the Hold-out (data) technique, the 

total image data should be divided into train and test 

datasets. The common ratio is 80:20, but in this case, the 

Hold-out technique was used with a ratio of 87:8:5 for 

training, testing, and validation, respectively. Thus, 

image data from the training set of 1657 images, a test set 
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of 163, and a validation set of 80 images were retrieved. 

Data augmentation techniques such as crop, rotation, 

shear, hue, saturation, brightness, and exposure were 

applied to the training set to increase the dataset [12]. As 

a result of the augmentation process, the total number of 

image data after the augmentation is 1900 labeled images 

across the two classes (1) Opening, (2) partial opening. 

The dataset's labeling can be seen in the picture below: 

 

Figure 1. Dataset Preparation 

3.2 Model Training 

Object detection with deep learning techniques has 

currently attracted many researchers worldwide, owing 

to its applications in our daily life. For example, business 

analytics, self-driving vehicles, face identification, and 

medical image analysis depend on object detection [13]. 

GPUs, CPUs, IoT devices, and embedded computers are 

needed to create these everyday applications. To detect 

FOO and POO on the construction site, the pre-trained 

YOLOv4 object detection algorithm is used. The blog 

[10] stated the rule of thumb is 1000 images for image 

recognition, but this number can be reduced significantly 

in the pre-trained model. The YOLO is implemented in 

Darknet, an open-source framework written in C 

language, and Compute Unified Device Architecture 

(CUDA) is used for parallel computation. Darknet 

establishes the network's fundamental architecture and 

serves as the basis for YOLO training. This architecture 

is simple, fast to set up, and supports both Graphical 

Processing Unit (GPU) and Central Processing Unit 

(CPU) computation [14]. The YOLO (You Only Look 

Once) network is an algorithm that operates to detect an 

object in a single stage. It processes images with a single 

CNN and can measure classification results and object 

location coordinates directly. The detection speed has 

been significantly improved thanks to end-to-end object 

positioning and classification [15]. 

YOLOv4 network uses CSPDarknet53 for the image 

features extraction and network training. [16]. After that, 

Path Aggregation Network (PANet) was applied as a 

neck network to improve the extracted features fusion, 

and the head of YOLOv3 is utilized to realize object 

detection. Fig. 2 shows the architecture of YOLOv4. The 

key modules of the YOLOv4-based FOO and POO 

detection model are as follows: 

• A convolution layer, a batch normalization layer, 

and a Leaky-ReLU activation function made up the 

CBL (Convolution, Batch Normalization, and 

Leaky-ReLU) module.  

• Both the CBL and CBM (Convolution, Batch 

Normalization, and MISH) modules extracted the 

features. The difference was that the CBM’s used 

MISH activation mechanisms instead of Leaky-

ReLU [17]. 

• By splitting low-level features into two sections and 

then fusing cross-level features, the CSP (Center 

and Scale Prediction) module could improve CNN's 

learning ability [18]. 

Figure 2. The architecture of YOLOv4 [19] 
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The POO and FOO detection based on YOLOv4; the 

main steps involved in the training are as follows: 

• As mentioned above, this paper uses a dataset from 

three sources; (1) Google search engine, (2) random 

frames from YouTube videos, and (3) recorded 

videos in a Korean Scaffolding Institute. All the 

images are uploaded to the Roboflow platform to 

label the dataset into two classes, "opening" and 

"partial opening," with the ratio of 87:8:5. 

• The batch size, learning rate, number of classes, 

mini-batch size, and the number of convolutional 

kernels in the previous layers are modified. For the 

detection of an object, the network input size was 

set to 416 pixels × 416 pixels, the learning rate set 

to 0.00065, batch size to 64, mini-batch size to 16, 

the step size to 8000-9000, filters to 21, momentum 

and decay rate to 0.949 and 0.0005, respectively. 

The parameters used in the configuration file of the 

YOLOv4 are shown in Table 1. At every 10,000 

steps, the training process produced several models; 

the best model fit was used in our testing and 

deployed on Android devices. The training, 

validation, and testing set were used for training, 

validation, and testing of the proposed model, 

respectively.  

 

Table 1. Parameters of FOO and POO detection model 

Parameters Values 

Input Size 416 x 416 

Batch Size 64 

Learning Rate 0.00065 

Momentum 0.949 

Decay 0.0005 

Iterations 4000 

Classes 2 

 

The Loss curve during training is depicted in Fig. 3, 

and it can be seen that the model learning performance 

was higher, and the convergence speed of the training 

curve was faster at the beginning of the FOO and POO 

detection. The blue curve represents the training loss or 

error on the training dataset. The mean average precision 

at the 50% Intersection-over-Union threshold (mAP@0.5) 

is indicated by the red curve that determines if the model 

generalizes successfully on a previously unseen dataset 

or validation set. The graph shows that the model has the 

highest mean-average-precision score of 89 percent map 

(best model) during training at 3600th iteration, and the 

final map reported as 87.7% on the last iteration. The 

slope of the training curve steadily decreased after the 

200 iterations in training. The number of training 

iterations and the training curve can be considered as 

inversely proportional as training iterations increase, the 

training curve decreases. 

 

Figure 3. Loss Curve 

3.3 Deployment on Devices 

This section describes the methodology for deploying 

the trained YOLOv4 model and converting the YOLOv4 

object detection model to TensorFlow Lite for on-device 

inference. TensorFlow Lite consists of tools used for 

machine learning on edge devices such as smartphones 

and IoT. TensorFlow Lite is the TensorFlow framework 

designed to visualize inference on small devices, meant 

to avoid a round-trip data computation to and from the 

server capability of real-time detection and work without 

internet connection. [20].  Fig .4 explains the process of 

FOO and POO object detection-based mobile 

applications. As we explained earlier about the dataset 

preparation and training, after that, the YOLOv4 based 

FOO and POO object detection model was deployed to 

an android application. There are two main steps to 

deploy a Deep Learning model on edge devices: 

• The first one is converting the model into 

TensorFlow Lite format; For the conversion of 

YOLOv4 (TensorFlow model) into TensorFlow 

Lite, the TensorFlow Lite (TfLite) converter is used. 

TfLite converter takes the YOLOv4 (TensorFlow) 

model as input and generates the TfLite model (an 

optimized Flat Buffer format identified by .tflite file 

extension). During conversion, the quantization is 

applied to reduce the model size because the 

android studio cannot deploy a model that is larger 

than 250MB.  

• The second essential step in the deployment is to 

Run inference. Inference refers to executing the 

model to make predictions based on input data, but 
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it requires Metadata. TensorFlow Lite metadata 

describes the model, including license words, input 

information (pre-processing), normalization, output 

information (post-processing), mapping labels. 

Normalization is a popular data pre-processing 

technique that converts values into a common scale 

without distorting differences in value ranges. As a 

result, the normalization parameter. In this case, the 

normalization parameters for each float model 

mean and standard deviation were 127.5. After that, 

the model is exported to an Android Studio[20]. 

•  

• Now the quantized model is exported into an 

Android Studio Integrated Development 

Environment (IDE). The application is built on top 

of an open-source platform with a TensorFlow 

backend that was cloned from the GitHub 

repository. We have modified both the back end and 

the visual front end. In the backend, the real-time 

Firebase Database is used to record the unsafe 

behavior of FOO and POO on the construction site. 

This application encourages workers to be involved 

in this process, called a worker Driven approach or 

Pull-Reporting Approach. Supposing that the 

worker walks around the construction site, opens an 

application, and reports any unsafe activity 

associated with FOO and POO. The application 

may also recognize a vertical opening as a hole, 

though this is strengthened in a wall opening that 

should also be protected [3]. This information will 

then be uploaded to a database with the worker's 

current location (longitude and latitude) 

The Geocoder API is used to determine the worker's 

current position using Geocoding process. The 

Geocoding process converts the addresses into latitude 

and longitude-based coordinates. These geocoded 

coordinates are further used for the placement of the 

markers on a map. The algorithmic component shows 

how the object identification and unsafe actions are 

uploaded to the Database using java language with 

android studio, as shown below: 

 

Table 2. Algorithm  

Title:  Pseudo Code for FOO and POO detection 

Input: Video Frames 

Output: Detect Unsafe Behavior with current 

location. 

1. Load the .tflite model and labels files from the 

assets folder. 

2. Set Minimum Confidence = 0.5 

3. Start Camera activity to get input. 

4. Extract Frame from the video. 

Fig. 4 Process flow of FOO and POO Detection 

Fig. 4 Process flow of FOO and POO Detection 
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5. While (frame != 0): 

 Send frame to Detector class: 

1) If (Detected result != null and Detected result 

confidence >= Minimum Confidence): 

i. Draw Rectangle on Detected frame 

ii. Get the Current Location of the Worker 

using Geocoder API 

iii. Get the Title of Detected Result  

iv. If (Detected Result Title == “Opening”): 

• Upload Detected frame with 

the current location of the 

worker to the Opening folder 

in Database. 

• Return to step 4. 

v. Else: 

• Upload Detected frame with 

the current location of the 

worker to the Partial Opening 

folder in Database.  

• Return to step 4. 

2) Else: 

• Return to step 4. 

6. Close an application to stop the process. 

First, to explain the algorithm, the TensorFlow Lite 

model is loaded, and the labels file from the assets folder 

to perform object detection. The detected result 

confidence is compared with the minimum set 

confidence that is 0.5.  The process of getting and passing 

frames to the Detector class operated continuously until 

the application close. The frames are being extracted 

from the video. An individual frame is passed to the 

Recognition function declared and defined in the 

Detector java class that returns the result. An algorithm 

compares the detected result confidence with the 

minimum confidence. The detector java class will 

process the frame if the detected result confidence is 

greater than the minimum confidence and will draw a 

rectangular box on the detected result. An application 

will get the worker's current location by using Geocoder 

API. Further, it checks whether the detected frame is 

labelled as "opening" or "partial opening" by comparing 

the label of the detected result. The detected result will 

be uploaded to the designated folder in the firebase 

database based on the mark, and this process will 

continue until the application is running. 

Both options are provided in an application such as 

video detection as well as static image detection. Fig. 5 

visualizes the four buttons, and if a worker clicks the 

gallery button, the gallery will open, and the user can pick 

an image; if the user clicks the camera button, the 

algorithm will identify the result and upload it to the 

designated folder with the current location of the Worker 

into Firebase database. Firebase notifies the worker that 

the data has been uploaded until the unsafe behavior has 

been registered.

 
Figure 5. Android-based application 

4 Results and Evaluation 

To check the feasibility of the proposed model, the 

validation set containing 80 images of fully opened 

openings (FOO) and partially opened openings (POO) 

were used. The results can be seen in Table 3 that 

presents the outcomes of the performance indicators used 
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to evaluate the proposed model. The qualified model has 

a recall of 82 percent and precision of 92.35 percent, with 

an overall mean average precision of 87.70 percent and 

an intersection over union of 76.40 percent (IoU). The 

test data produced promising results, and the model was 

chosen to detect data from actual construction sites. The 

results demonstrated that the model could achieve high 

precision on real-time data. 

Table 3. Performance Matrices of trained model 

Evaluation Indexes Test Results 

Precision 92% 

Recall 82% 

Average IOU 76.40% 

mAP 87.70% 

F1 Score 86% 

Average Loss 0.86 

5 Conclusion 

In this paper, the authors propose a pull-up reporting 

approach based on an android operating system to detect 

FOO and POO on the construction site to overcome the 

manual inspection process. YOLOv4 detector is trained 

on our custom pre-processed dataset and then later 

converted to the TensorFlow lite model by using 

TensorFlow API to deploy and perform inference on the 

edge devices. The qualified model shows that our 

developed application can perform better and facilitate 

the automation process of construction site management. 

The trained model has an F1 score of 86% percent, which 

shows how accurately our model performs predictions on 

the custom dataset. Moreover, a rewarding functionality 

and more case scenarios such as missing planks and 

missing guardrails would be added to the application to 

reward the worker who facilitates the safety manager in 

identifying risk at the construction site. 
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Abstract – 

Snowplowing is critical to winter road operation 

and maintenance since it can improve driver’s safety 

and mobility. The goal of this study is to generate 

optimal routes for snowplowing that can reduce 

travel distance and improve efficiency by 

considering operational constraints. To achieve this 

goal, we first adopted the Chinese Postman Problem 

to generate initial routes to be Euler circuits, and 

then the shortest path was generated using 

Dijkstra’s algorithm. For an optimization process, 

the tabu search algorithm as a meta-heuristic 

approach was applied to find near-optimal routes by 

optimizing the order of precedence of snowplow 

routes, and the minimum maintenance standards 

and turn directions were considered as a constraint 

of the defined objective function.  

Through a simulation study, we compared routes 

generated by different approaches in terms of total 

travel distance, turning restriction, and road 

maintenance priority.  

 

Keywords – 

Snowplow optimization; Chinese Postman 

Problem; Tabu search algorithm; MMS; Dijkstra’s 

algorithm 

1 Introduction 

In many Canadian municipalities, the snowfall is 

sufficiently heavy to require the use of large, costly 

snowplowing vehicles to remove it. A slight delay in the 

schedule can result in the formation of thick sheets of 

ice that worsen public travel safety. In extreme 

circumstances, storm drains become blocked, and 

transportation is brought to a halt. However, 

municipalities need to spend a considerable amount on 

annual expenditures to provide an acceptable level of 

snowplowing service. One of the promising solutions to 

deal with this problem is to identify optimal routes for 

snowplow trucks that can allow the desired level of 

service quality to be maintained while improving 

efficiency and reducing costs. 

Since snowplowing is a complex process, there are 

various factors to be considered that have a direct 

influence on formulating optimal routes to reduce 

operational costs. The representative examples of these 

factors include the number of trucks, deadhead, fuel 

consumption, and time travel [1].  

To deal with this combinatorial optimization 

problem, mathematical optimization techniques can be a 

tool to design efficient and optimal routes for snow 

plowing [1, 2]. In the earlier studies on snowplow 

routing, Malandraki and Daskin formulated the 

maximum Chinese Postman Problem, which allowed 

each arc to be visited multiple times in order to derive a 

snowplow route [3]. The authors in [4] proposed a 

hierarchical optimization method in which the high-

priority roads are served first.  

Kinable et al. compared mixed-integer programming 

with constraint programming to evaluate the 

effectiveness of the heuristic algorithm that was used for 

the problem of optimizing the routes [5]. A heuristic 

approach based on network clustering and capacitated 

vehicle routing was proposed by [6], which deals with 

ice and snow control.  

These studies have not included complex real-world 

constraints fully, so a more sophisticated approach is 

needed to optimize routes while accurately representing 

actual operational conditions. As an actual constraint 

that needs to be further considered, Minimum 

Maintenance Standards (MMS) [7] is the required 

service time that municipalities in Ontario must meet to 

remove ice and snow according to the defined roadway 

class. The number of ways (e.g., 1- or 2-way street) and 

turning direction are also key constraints that can 

restrict the generation of optimal routes and affect 

efficiency in snowplowing. Therefore, this project aims 

to propose an advanced and practical optimal routing 

strategy for residential snowplowing services that can 

identify optimal routes, and thus generate the least costs 

while considering various operational constraints that 
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have not been fully considered in the existent studies. 

For this, Chinese Postman Problem (CPP) [8] and 

Dijkstra’s algorithm were applied to generate initial 

routes and shortest paths, respectively. The tabu search 

algorithm [9] was used to find near-optimal routes by 

optimizing the order of precedence of snowplow routes 

that can satisfy the MMS and turn directions as a 

constraint for the optimization process. 

This paper is divided into five sections. In Section 1, 

the complex process of snow plowing is described and 

existing studies are discussed. Section 2 discusses data 

gathering and processing for route generation. Section 3 

elaborates on the applied methodologies, which include 

the defined objective function, CPP, and tabu search 

algorithm. The simulation results are presented in 

Section 4 along with a comparison between the 

generated routes. Section 5 includes a summary of the 

findings and recommendations for future research. 

2 Data Gathering and Processing 

This section describes the process of gathering and 

processing the geographic data necessary to generate the 

initial route for each truck. 

For the data gathering, OpenStreetMap (OSM) [10] 

was selected, which is a free editable map of the world, 

created by a community of mappers. To begin gathering 

data, a map of the targeted municipality (Clarington) 

was extracted from OSM using the QGIS [11] software, 

as seen in Figure 1. 

 

 

Figure 1. Map of the targeted municipality 

 

Since trucks have designated areas, the next step is 

to extract the individual truck routes on Clarington's 

network using the map in Figure 1. 

 The routes for one of the operational trucks in the 

OSM and Clarington’s network are shown below as an 

example.  

 

 
 

Figure 2. Routes of a truck in OpenStreetMap (a) and 

corresponding ones in the Clarington’s network (b) 

The attributes from the city's network, including 

roadway class, number of ways, etc., were transferred to 

the OSM routes. Using a complete set of initial data 

(OSM routes) for each truck that is required for optimal 

routing, shapefiles were generated to apply the 

optimization algorithm.  

3 Methodology 

3.1 Problem Description and Objective 

Function 

The route optimization problem considered in this 

study is a classical route inspection problem, which can 

be described using several parameters as follows. 

Let 𝐺(𝑉, 𝐸)  be a strongly connected multigraph 

where 𝑉 = {𝑣0, 𝑣1 … , 𝑣𝑛} is a set of nodes including the 

depot location, 𝑣0 and 𝐸 = {(𝑣𝑖 , 𝑣𝑗): 𝑣𝑖 , 𝑣𝑗𝜖 𝑉, 𝑖 < 𝑗} is a 

set of directed edges. Nodes represent intersections in 

the road network, while edges represent road segments. 

Each edge 𝑒 =  (𝑣𝑖 , 𝑣𝑗) 𝜖 𝐸 has a non-negative travel 

cost, 𝑐𝑖𝑗  interpreted as the travel distance. 𝑡𝑖𝑗  is the 

travel time for each road segment.  

Another variable introduced in this study is the 

accumulated time, 𝑇𝑖𝑗 =  ∑ 𝑡𝑖𝑗  that sums up each tij. 

Each edge should be traversed at least once and 

deadheading (i.e., act of traversing an edge without 

service) should be minimized.  

Each node contains the geographical information of 

longitude and latitude that is used to calculate the 

heading angle and the number of turns. 

Each road segment is given the priority of road class,  

𝑋𝑖𝑗  𝜖 𝑃  that is denoted by the range of 𝑃 = {1, … , 𝑝} 

where the roads in class 1 have a higher priority than the 

rest of the roads. Often, the priority class of a road is 

determined by its traffic volume. As a result, highways 

have a higher class than residential roads due to their 

higher traffic volume. 

To meet the MMS, we defined an objective function 

that yields a higher value for servicing higher-class 

roads first as compared to servicing in reverse order. 

Figure 3 demonstrates how to calculate the values for 

the two opposite cases to deal with the MMS. Since a 
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higher value is desired to satisfy the MMS, our 

objective function for the optimization process was set 

to provide an optimal solution when it maximizes its 

output. In the objective function, we also penalize it 

whenever left-, U-, and sharp right turns occur since 

these types of turns need to be avoided for safety and 

efficiency. In this paper, the calculated value of the 

objective function is referred to as the fitness value. The 

finalized objective function is given in Eq. (1). 

 

max (∑ 𝑋𝑖𝑗  𝑇𝑖𝑗 − 𝑎 ∗ ∑ 𝐿𝑒𝑓𝑡𝑡𝑢𝑟𝑛𝑠 − 𝑏 ∗ ∑ 𝑈𝑡𝑢𝑟𝑛𝑠 − 𝑐 ∗

∑ 𝑆ℎ𝑎𝑟𝑝𝑅𝑖𝑔ℎ𝑡𝑡𝑢𝑟𝑛𝑠))                             (1) 
  

where a, b, c are coefficients. 

 

 
 

 

 

 
Figure 3. Comparison of routing sequence for the MMS: 

Routing sequence for higher class roads (a) and lower 

class roads (b) 

In order to count the left-, U- and sharp right turns, 

we distinguish each type of turn by defining its angle 

range (Figure 4). This angle is calculated relative to a 

heading. When the truck reaches an intersection, the 

angle between this intersection and the next one can be 

calculated using cosine laws. 

3.2 Chinese Postman Problem 

After translating the snowplow problem into the 

language of graph theory and defining our objective 

function and constraints, the next step is to address the 

Chinese Postman Problem (CPP), a well-known 

problem in graph theory. When given a connected 

undirected weighted graph G, the CPP computes a 

minimum cost-closed path that contains all edges at 

least once. 

 

 

 

 

 
Figure 4. The defined angle ranges for each type of turn 

The pseudocodes for the CPP algorithm are 

presented in Figure 5 and each step will be explained 

with the results presented in Section 4.2. 

 
Chinese Postman Problem - Pseudocodes 

𝐈𝐧𝐩𝐮𝐭: An undirected connected graph 𝐺 = (𝑉, 𝐸) 

𝐎𝐮𝐭𝐩𝐮𝐭: A (CPP) tour 𝑇 = (𝑛1, 𝑒1, 𝑛2, 𝑒2, … , 𝑛1, 𝑒1, 𝑛𝑖+1 = 𝑛) 

𝐒𝐭𝐞𝐩 𝟏: Determine if 𝐺 is Eulerian 

𝐒𝐭𝐞𝐩 𝟐: If G is Eulerian, obtain an Euler − tour 𝑇 

𝐒𝐭𝐞𝐩 𝟑: If 𝐺 is not Eulerian, find a minimum − cost  
augmentation of 𝐺 to construct an Eulerian multigraph 𝐺′, 
and let 𝑇 be and Euler − tour of 𝐺′ 

𝐒𝐭𝐨𝐩 

Figure 5. A pseudo algorithm for the Chinese Postman 

Problem 

 

An Eulerian graph is a closed path that uses every 

edge of a graph exactly once. Figure 6 shows a simple 

example of a conversion of a non-Eulerian graph to an 

Eulerian. Figure 6 (a) is a non-Eulerian graph while 

Figure 6 (b) is the minimum-weight expansion of the 

non-Eulerian graph to make Eulerian. In the figure, 

every double edge in the graph represents a backtrack. 

From the assumption that node 1 is the starting and 

ending node for the closed tour, a possible solution 

obtained by applying the CPP algorithm is 𝑇 =
(1, 2, 4, 5, 6, 5, 7, 3, 4, 3, 2, 1) with a total length of 24 by 

summing up the length of edges (i.e., the distance 

between nodes) to travel.  

 

The number between two nodes represents 

the lenght of the edge 

(a) 

(b) 
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Figure 6. Non-Eulerian graph (a) and minimum-weight 

expansion of the non-Eulerian graph (b). 

3.3 Tabu Search Algorithm 

Tabu search is a meta-heuristic optimization 

technique for optimizing model parameters. Similar to 

other metaheuristic algorithms, the tabu search 

algorithm starts with an initial solution and progresses 

iteratively by searching immediate neighborhoods. 

During the search process, a set of predefined local 

search schemes and unique memory structures are used 

to prevent a solution from getting stuck in a suboptimal 

trap. The pseudocodes of the tabu search algorithm 

implemented in this study are provided in Figure 7 [12].  

The tabu search algorithm relies on three main 

factors, namely, short-term memory, long-term memory, 

and tabu list. The short-term memory prevents the 

algorithm from generating the previously generated 

solution and hence intensifies a search. The long-term 

memory performs diversification to search into new 

regions and prevent a solution from being stuck in a 

suboptimal dead-end. By containing all the previous 

solutions, the tabu list facilitates the short-term memory 

to track the previously visited solutions.  

The next step was to generate efficient 

neighborhoods with the help of the permutation process 

after finding the initial route. Once an optimal solution 

is selected among the newly generated neighborhoods, it 

is verified whether the generated solution is better than 

the initial one. If a better solution is found, the 

permutation process is repeated to find another set of 

different neighborhoods; otherwise, a different 

combination of routes is searched through the procedure 

of merging and separating edges. 

 

 

Figure 7. The logic flow of the tabu search algorithm 

3.4 Dijkstra’s algorithm 

To find the shortest path between the nodes 

(intersections), Dijkstra’s algorithm was implemented 

[13]. Dijkstra’s algorithm maintains a set of vertices 

whose final shortest-path weights from the source 

(depot location in our case) have already been 

determined. The algorithm repeatedly selects a vertex 

with the minimum shortest path estimate and relaxes all 

edges leaving the selected vertex. Since Dijkstra's 

algorithm is a single-source shortest-path problem on a 

weighted and directed graph, it matches exactly with the 

snowplowing routing problem described in this study. 

4 Results and Discussions 

This section provides an explanation of the results 

along with an analysis of them. Specifically, the 

generation of a network topology from initial routes will 

be discussed first, and then, the results obtained by 

applying the CPP algorithm are presented. Finally, the 

results obtained with the optimization algorithm are 

discussed. 

4.1 Network Topology Generation 

Using the NetworkX library [14], the initial routes 

generated with OSM and QGIS were converted into a 

network topology in Python. 

A network topology of one of the service trucks is 

Original route 

CPP route with backtracks 

(a) 

(b) 
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shown in Figure 8 in the Python graphing format, where 

the nodes are labeled with their node IDs. 

 
Figure 8. Network typology in the Python graphing 

format. 

4.2 Results Obtained Using the CPP 

Algorithm 

Following the generation of the network topology, 

the CPP algorithm was implemented to create Euler 

circuits for each truck. The CPP algorithm first 

identifies all odd degree nodes, then and adds 

backtracks (edges) to make them even nodes in order to 

generate an Eulerian graph (circuit). 

To achieve an Eulerian graph, the CPP follows three 

steps. The first step is to compute all possible pairs of 

odd degree nodes as seen in Figure 9. The second step is 

to calculate the shortest path between nodes that can be 

achieved by applying Dijkstra’s algorithm to minimize 

the distance for backtracking [15]. Hence, this step 

plays a critical role in achieving optimal routes. Figure 

10 shows a complete graph connecting every node with 

the shortest path through the second step.  

The final step in the CPP algorithm is to add 

backtracks to the original network. Once we have the 

information about the roads entailing backtracking, the 

original map is updated by including the backtracked 

edges that are highlighted in blue in Figure 11. 

 
Figure 9. Pairs of odd degree nodes 

 

 
Figure 10. The shortest path among pairs of odd degree 

nodes 

 

 

 
Figure 11. Backtracks added to the original network 

 

4.3 Results of Optimization Algorithms 

Table 1 presents the values for major variables 

assumed during the optimization process. For the MMS, 

the roadway should be serviced within the required time 

set out in the table (i.e., original time in a parenthesis for 

each road’s class). However, since the service area 

covered by only one truck was considered for 

simulations, the shortened time was applied instead of 

the original application time. For example, the original 

applicable time of 4 hours for road class 1 was assumed 

to be 1 hour instead. 

To administer the optimization process, it is required 

to calculate the fitness value of each route. The routes 

with the highest fitness value qualify for the next 

iteration of optimization. The optimization was 

conducted for 10 iterations.  

In Table 2 presenting simulation results, the route in 

the first column (Route 1) was obtained as a reference 

route by the application of the CPP and Dijkstra’s 

algorithm. The route in the second column was 

generated using a combination of the CPP with 

Dijkstra’s algorithm and the tabu search optimization.  

The tabu search algorithm can generate optimal 

solutions by swapping the neighboring nodes in the 

permutation process. Therefore, for the second column 
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route (Route 2), neighboring nodes were swapped at 

nodes where at least three roads (edges) are connected. 

 

Table 1. Assumptions for the optimization process 

 

Matric Assumed Value 

Vehicle speed 35 km/h 

Truck areas Clarington 

Number of trucks 1 

Applicable time for 

road class 1 

1 hour for simulation 

(original time: 4 hours) 

Applicable time for 

road class 2 

2 hours for simulation 

(original time: 6 hours) 

Applicable time for 

road class 3 

3 hours for simulation 

(original time: 12 hours) 

Applicable time for 

road class 4 

4 hours for simulation 

(original time: 16 hours) 

Applicable time for 

road class 5 

5 hours for simulation 

(original time: 24 hours) 

Number of lanes 
Both single and multi-

lanes covered 

 

The fitness value is affected by the number of left-, 

U-, and sharp right turns, and MMS (see Eq. (1)). If a 

route has the highest value of ∑ 𝑋𝑖𝑗  𝑇𝑖𝑗  regarding MMS 

with the fewest number of these turns, this is considered 

the best optimal route.  

In the table, while Route 2 has one more left turn 

than Route 1, there are fewer U-turns and roads failing 

to meet the MMS in Route 2 than in Route 1.  

Therefore, Route 2 provides a safe and practical 

solution by minimizing undesirable turns and 

considering the required service time based on MMS.  

In addition, both the total travel time and distance of 

Route 2 are slightly shorter than those of Route 1. 

The fitness values in Table 2 take into consideration 

of both the above operational constraints and traditional 

issues of travel distance and time. Hence, the highest 

fitness value of Route 2 implies that this is the optimal 

route by providing the best overall performance that 

eliminates unfavorable turning directions and achieves 

the shortest total travel time (i.e., the shortest distance 

for backtracking with Dijkstra’s algorithm) 

simultaneously. 

In Figure 12, the roads that are serviced within the 

designated service time are labeled as 1, and those that 

do not meet this requirement are labeled as 0. 

In the optimal route, a starting node for service was 

selected based on the shortest distance from the depot 

location. This will allow a truck to travel the shortest 

distance to reach its designated service area. Figure 13 

indicates the location of a starting node for the truck 

considered in this study that guarantees the shortest 

distance to the depot. 

Table 2. Comparison between the routes obtained from 

simulations 

Routes 
Route 1: 

CPP 

Route 2:  

CPP + 

Optimization 

Fitness -20 60 
Total travel 

Time 
1h 17min 1h 15 min 

Total travel 

distance (km) 
63.4 62.9 

Left Turns 21 22 

U-turns 12 9 

Sharp Right 

Turns 
0 0 

Number of 

roads (edges) 

failing to the 

MMS 

4 3 

 
Figure 12. The satisfaction of MMS is indicated on the 

map 

 
Figure. 13. Locations of the starting node and depot for 

the truck under consideration 

Starting Point 

Depot Location 
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5 Conclusions 

The main objective of this project is to optimize the 

routes of residential snowplowing services. For this, an 

initial network topology was generated using the GIS 

data from the OSM that includes the city network’s 

attributes. Then, the CPP with Dijkstra’s algorithm and 

the optimization process with the tabu search algorithm 

were applied to generate an optimal route. 

In the defined objective function for the optimization 

process, the MMS and penalty for unwanted turning 

directions for safety and efficiency were considered. 

Therefore, the generated optimal solution represents the 

route that can satisfy the shortest travel time and the 

MMS requirement as well as minimize the number of 

deadheads and unpreferred turns. 

Since our study was limited to simulation results, it 

is required to validate the proposed method through 

field tests by considering the real-time dynamic routing 

situations and on-site weather conditions.  

The project focuses on the improvement of the 

current service efficiency by optimizing the route 

sequence. Therefore, as future work, we can create new 

routes by reassigning roads to further reduce the total 

travel distance in the entire service area and to balance 

the workload between truck drivers. 
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Abstract –  

In civil infrastructures such as buildings, bridges, 

and tunnels, cracks are initial signs of degradation, 

which affect the structure's current and future 

performance adversely. Optimum maintenance plans 

in terms of cost and safety are important to evaluate 

the degree of deterioration of a structure. Manual 

inspection is usually performed, and cracks detected 

during inspections could help the inspectors to 

understand the damaged state of the concrete 

structures. However, these inspections are costly, 

laborious, and easily prone to human error. An 

automatic and fast crack detection at the earliest stage 

is crucial to avoid further degradation of the structure. 

In the past decades, various deep learning techniques 

have been introduced by researchers to automate the 

crack detection task. This paper introduces a deep 

learning-based multi-model ensemble approach for 

crack detection in concrete structures. The proposed 

architecture consists of five different customized 

convolutional neural networks (CNN) trained on data 

set created from two public datasets. The dataset 

consists of 8400 crack and non-crack images having a 

resolution of 224 * 224. Detailed experiments show 

that the majority voting ensemble technique shows 

better performance for crack detection in concrete 

structures. The accuracy of the individual CNN 

models 1, 2, 3, and 4 is recorded to be 95%,96%, 95%, 

and 97%, respectively, while the accuracy of the 

ensemble techniques is recorded to be 98%. 

 

Keywords – 

Crack Detection, Computer Vision, Automatic 

inspection, Convolutional Neural Networks, 

Ensemble Modeling, Concrete Cracks.  

1 Introduction 

Cracks are one of the first signs of degradation in any 

civil infrastructure, which requires proper attention and 

inspection in a timely manner. Traditionally, a team of 

experts carries out a visual inspection to check if there 

are any defects (cracking, spalling, defective joints, 

corrosion, potholes, etc.) in structures and report them for 

proper maintenance. Visual inspection is challenging and 

expensive, time-consuming, and laborious as it requires 

several trained professionals for the inspection. 

Moreover, visual inspection is not always reliable; failure 

to detect problems at the earliest stage can lead to 

disastrous effects. To overcome these limitations, a 

computer vision-based system is alternatively used to aid 

civil engineers during the inspection of concrete 

structures. 

Normally, a vision-based crack detection system 

takes images as an input and gives them to the crack 

detection algorithm for classifying and localizing the 

cracks. The input images can be acquired using a digital 

camera, Unmanned Ariel Vehicle (UAV), or a 

smartphone. Most of the early crack detection systems 

are based on image processing methods such as 

thresholding [1], edge detection [2], filtering [3-6], fuzzy 

[7,8], percolation [9], and region growing [10]. However, 

the accuracy of these approaches heavily relies on the 

image focal length, quality, and capturing environment. 

Machine learning-based crack detection methods have 

improved the weaknesses of the rule-based approaches 

and can be categorized into traditional and deep learning 

approaches.  

In traditional approaches, various features such as 

mean and variance [11], histogram [12,13], texture [14], 

Local Binary Patterns (LBP) [15] and multi-features [16] 

are extracted from the images. The obtained features are 

then given to various classifiers such as Support Vector 

Machine (SVM) [17,18], Decision Tree (DT), Genetic 

Algorithm [20], and various other classifiers for 

evaluation purposes. Feature extraction is a challenging 

task as it requires domain knowledge to extract the 

relevant information from the images which reflect the 
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actual cracks.  

To overcome the limitation of traditional approaches, 

an automatic feature learning technique such as deep 

learning is used, which automatically extracts useful 

features from raw images. Deep learning models have 

shown enormous performance in solving various 

concrete crack detection problems [21-23][33]. Zhang et 

al. [24] proposed CNN architecture consisting of six 

layers for crack detection in pavement structures using 

one million image patches of size 99×99. The patches are 

obtained from 500 images having a resolution of 

3264×2448 collected by using a smartphone. Wang et al. 

[22] trained a five-layered CNN architecture for crack 

detection in pavement structure using 760 K image 

patches. Ali et al. [23] combined CNN architecture with 

a sliding window approach for crack detection and 

localization in pavement structure using 4k patches 

created from images acquired by using an unmanned 

aerial vehicle (UAV). Similarly, Cha et al. [25] 

performed CNN-based crack detection and sliding 

window-based crack localization in concrete structure 

using 40k images. Xu et al. [26] used 6k images and 28 

layered end-to-end CNN architecture for crack detection 

in bridge structures.  Pauly [27] investigate the effect of 

network depth on the performance of the pavement crack 

detection model and showed that network generalization 

ability could be enhanced by increasing the network 

depth. Zhang et al. [28] proposed CrackNet, a five-

layered CNN architecture capable of detecting cracks in 

3D asphalt surfaces at the pixel level. Due to the high 

computational time of the network and difficulty in 

detecting thin cracks, the authors improved the 

architecture by proposing CrackNet II [29], which can 

detect hairline cracks and has low processing time. 

Transfer learning models make CNN more applicable 

with less computational cost Transfer learning models 

make CNN more applicable without incurring high 

computational costs or necessitating knowledge of how 

CNNs work. Gopalakrishnan et al. [30] developed a 

pavement crack detection model using pre-trained VGG 

16 architecture using a small amount of training data. The 

proposed transfer learning model outperformed previous 

CNN models in terms of reliability, speed, and ease of 

implementation. Zhang and Chang [31] developed a 

pavement crack detection system using an Image-Net 

pre-trained model and 80k image patches. Wilson et al. 

[32] proposed a robust concrete crack detection model 

system based on the VGG-16 model using 3.5k images 

acquired by using UAV.     

Although several deep learning algorithms are 

available for crack detection in concrete structures, 

however, none of them is completely accurate, and each 

method makes errors during prediction. It is still difficult 

to decide on the architecture and parameters of each 

model. Individual models may perform well for one 

classification task but not for another. Ensemble 

classifiers, on the other hand, aggregate the predictions 

of numerous independent models into a single prediction 

depending on criteria such as majority voting, 

unweighted and weighted average, and so on. Training 

multiple models and combining their predictions may 

result in better performance than individual models 

because the ensemble classifier explores a larger solution 

space from the set of individual classifier predictions. 

Therefore, this paper presents an ensemble classifier 

based on five different individual customized CNN 

models. The detailed experiments are evaluated on a 

dataset consisting of 8400 crack and non-crack images 

having a resolution of 224×224. The results are validated 

on different performance metrics such as accuracy, 

precision, recall, and F-1 score. 

2 System Model and Assumptions 

The proposed system is comprised of the three 

modules listed below: 

      (1) Database Creation 

(2) Ensemble CNN modeling 

(3) Classification Results.  

 

In database creation, data is prepared and given as an 

input to CNN models built from scratch with varying 

parameters. The predictions obtained from the multi 

CNN models are combined by using ensemble methods 

such as Majority voting, weighted and unweighted 

average. Each module is discussed in detail below.   

Database

Classification 

Results 

Ensemble Classifier

(Majority voting, 

weighted, 

unweighted average)

CNN Model#1

CNN Model#2

CNN Model#4

CNN Model#5

CNN Model#3

Deep Learning Models

Performance Metrices

Figure 1: Overview of the proposed system 
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2.1 Database Creation 

The dataset in the proposed system is created from 

publicly available datasets by Özgenel [34] and 

Dorafshan [35]. The main reason for combining the two 

datasets is to provide enough variance in the dataset's 

samples. The dataset consists of 16.8K image patches 

having a dimension of 224*224 pixels. As shown in 

Table 1, the patches were chosen at random from the 

datasets, with the split ratio for the training, validation, 

and testing sets being 60:20:20. Manual labeling was 

done for the crack and non-crack classes, each of which 

has an equal number of image patches. 

Figure 2: Samples of crack and non-crack patches in the 

dataset 

 

Table 1: Total number of samples used in Training, 

validation, and Testing 

2.2 Convolutional Neural Network (CNN) 

CNN is the most widely used deep learning network. 

CNN mainly comprises convolutional, activation, and 

pooling layers. The main function of these layers is to 

introduce non-linearity, extract relevant information 

(features) from input images and reduce its 

dimensionality to enhance network generalization. The 

function of each layer is described in detail below.   

2.2.1 Convolutional Layer 

CNN's convolutional layer extracts useful 

information from images and preserves the spatial 

relationship between its pixels. The filter slides over the 

image pixels, add them together and add bias to it to 

obtain the output feature vector as shown in Equation 1.  

𝑂 =  ∑(𝐼𝑘×𝑘 + 𝑊𝑘×𝑘) + 𝐵𝑖𝑎𝑠    (1) 

The convolution operation is performed on the input 

receptive field  𝐼𝑘×𝑘  where 𝑘 represents the size of the 

kernel.  𝑊𝑘×𝑘 represent the filters weights which will be 

convolved over the input image, and 𝐵  represent the 

filter bias. The obtained feature map is given as an input 

to the activation layer.  

2.2.2 Max-Pooling Layer 

The max-pooling layer performs a down sampling 

operation on the input array to reduce its dimensionality. 

The max-pooling layer divides the input array into small 

non-overlapping blocks and considers the maximum 

value of each block which helps in the reduction of model 

parameters and computational time. 

2.2.3 Activation Layer 

The activation layer performs an elementwise 

operation on the features coming from the convolutional 

layer to set the non-negative values to zero. This layer 

also introduces non-linearity to the feature map to ensure 

its usability. The mathematical operation of the activation 

layer is depicted in Equation 2 below.  

    𝜎(𝐼) = max(0, 𝐼)      (2) 

Where 𝐼 represents the input feature vector.  

2.2.4 Fully Connected Layer 

The fully connected layer takes the results of the 

convolutional and max-pooling layer and performs 

logical inference on it. The input is flattening from 3D to 

1D before giving as an input to the fully connected layer. 

The mathematical operation of a fully connected layer is 

shown in equation 3.  

      𝑂𝑉𝑜×1 = 𝑊𝑉𝑜×𝑉𝑖  
𝐼𝑉𝑖×1 .  𝐵𝑉𝑜×1            (3)  

Where 𝑂 represents the output, 𝑉𝑖 and 𝑉𝑜 shows the size 

of the input and output vector. Additionally, the weight 

and matrix biased are represented by 𝑊 and 𝐵. 

2.2.5 Softmax Layer 

The softmax layer is located at the end of the CNN 

architecture and is used for the prediction of classes. The 

softmax layer takes a vector of scores 𝑥 ∈ 𝑆𝑛  and 

calculate probabilities 𝑃 ∈ 𝑆𝑛 from the input scores. The 

mathematical operation is shown in Equation 4.  

     𝑃 = (
𝑃1
⋮

𝑃𝑛
)  where  𝑃 =

𝑒𝑥𝑖

∑ 𝑒
𝑥𝑗𝑛

𝑗=1

       (4) 

Multiple models have been used in the proposed work. 

The summary of each model is shown in Table 2. 

2.3 Ensemble Modelling  

Ensemble CNN model consists of individually 

trained CNN models, which combines the prediction 

from multiple models to classify a new instance.  In the 

proposed work, five different customized CNN models 

are used, and the predictions are aggregated to improve 

the system accuracy. Firstly, all the CNN models are 

trained individually on the same training data, and then 

the models are combined together for accurate prediction. 

 

Data 

 

Training data Validation Data 

Testing Data 

Crack Non-Crack Crack Non- Crack 

16.8k 5.6k 5.6k 1.4k 1.4k 
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In the proposed work, three model different model 

combination techniques have been used: Majority voting, 

unweighted and weighted ensemble, as explained in 

detail below. The overall process of ensemble modeling 

is explained in Figure 3.  

 

 

Figure 3: Representation of Ensemble Modeling 

process.  

2.3.1 Majority Voting 

In majority voting, the prediction of each model for a 

sample of data is known as a vote. The prediction having 

the majority votes from all the models is considered as 

the final prediction of the ensemble model. Suppose the 

prediction of CNN 1, 2, and 3 is label 0 while the 

prediction of CNN 4 and 5 is label 1. Then, the final 

prediction of the ensemble model is label 0 because of 

the majority votes. The mathematical representation of 

majority vote probabilities is shown in Equation (5) and  

(6) below.  

 

�́�𝑖 =  
∑ 𝑀(𝑃𝑖𝑗)𝑛

𝑗=1

𝑛
 , 𝑖 = 1,2, … … … , 𝑚     (5) 

Where  𝑀(𝑃𝑖𝑗) = {
1  𝑖𝑓  𝑃𝑖𝑗 = max (𝐶𝑁𝑁(𝑗))

0                         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
        (6) 

 

Equation (2) combines all the votes assigned by the CNN 

model to 𝑗. 𝑛 represent the total number of voters and are 

used for normalization purposes. In the majority voting 

approach, each input image will be assigned a class, and 

the vote of every model is considered equally without 

looking at their individual accuracies.    

 

2.3.2 Unweighted and Weighted Ensemble 

In an unweighted ensemble, the final prediction of the 

model is the average of the outcomes of all the CNN 

models. Averaging outcomes of CNN models decrease 

variance between them and increase the generalization 

ability of the ensemble model. The averaging of the CNN 

models' output is shown in Equation (7) in detail. 

 

 𝑃𝑖
𝑘 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑘(𝑂𝑖) =

𝑂𝑖
𝑘

∑ exp (𝑂𝑗
𝑘)𝑛

𝑗=1

            (7) 

 

In the above equation, 𝑛 represent the number of 

classes, 𝑃𝑖
𝑘is the output probability for unit 𝑖 in class 𝑘, 

𝑂𝑖
𝑘  is the output of kth CNN model for ith unit. In a 

weighted ensemble, weights are assigned to voters. The 

model is considered based on weighted majority voting 

and the sum of weighted probabilities. The weights to the 

voters are adjusted either by looking at their accuracies 

or by considering them as parameters and performing the 

optimal adjustment.  

3 Experiments and Results 

The experiments were performed on the dataset 

explained in section 2.1. The ensemble model consists of 

five different CNN models having different architecture 

and parameters, as shown in Table 2. CNN models and 

their ensembles are evaluated based on their accuracy, 

precision, recall, and F score as shown in Equation (8), 

(9), (10), and (11), respectively. 

 

   𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
           (8) 

 

   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
           (9) 

 

                   𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                         (10) 

 

        𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ×  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 .  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
             (11) 

 

TP (True Positive) and TN (True Negative) values 

show the correctly identified crack and non-crack 

samples, while FP (False Positive) and FN (False 

Negative) represent the incorrectly identified crack and 

non-crack samples. All the experiments were performed 

using python programming on an Alienware Arura R8 

core i9-9900k CPU @3.60 GHz desktop system with 32 

GB RAM and an NVIDIA GeForce RTX 2080 GPU. The 

number of epochs for tall the models was chosen 20 as 

the loss of all the models reach a minimum level, and 

there was no further improvement in the model's 

accuracy. In the proposed work, five different CNN 

architectures were trained for 20 epochs which results in 

100 trained networks. The best-performing trained 

network of each model was selected based on the 

evaluation metrics, as shown in Table 3. 

In the proposed work, all the CNN architectures were 

built from scratch, and their various parameters were 

fine-tuned to achieve high performance. A 

comprehensive visual evaluation of all the CNN models 

was performed, the training and validation loss curves 

were plotted as shown in Figures 4,5, 6, 7 and 8. The 

confusion matrices of all the models are summarized in 

Table 3. 

In CNN model 1, the number of parameters is 1.19 

million, and the number of convolutional layers and max-

pooling layers are 3 and 3, respectively. The accuracy  

Image Database
Select diverse 

model combination

Train and Validate 

individual models

Selection and

creation of

ensemble model

Validation of

Ensemble Models

Selection of best 

ensemble to use for 

crack detection
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and loss graph of the training and validation of CNN 

model 1 is shown in Figure 4. In the graph, both the 

training and validation curves show little divergence, 

which shows that the model is not subjected to overfitting. 

The testing accuracy, precision, recall, and F1 score of 

CNN model is 0.928. 0.982, 0.921, and 0.951, 

respectively, as shown in Table 3. 

Similarly, CNN model 2 consists of 6 convolutional 

and 5 model max-pooling layer. The architecture has a 

total of 0.92 million papers. The accuracy and loss graph 

shows that the architecture has less tendency towards 

overfitting, as shown in Figure 5. The testing accuracy, 

precision, recall, and F1 score of the CNN model 2 is 

0.970, 0.994, 0.971, and 0.983, respectively.   

 

 

 

 

 

 

Figure 4: Training and Validation of CNN model 1 

(Accuracy and loss graphs) 

CNN Model 1

Model1 Model2 Model 3 Model 4 Model 5  

Input Layer (224×224) 

Conv1 Conv1 Conv1 Conv1 Conv1 

Actv1 (ReLU) Max-Pool1 Actv1 (ReLU) Actv1 (ReLU) Max-Pool1 

Max-Pool1 Actv1 (ReLU) Max-Pool1 Max-Pool1 Actv1 (ReLU) 

Dropout (0.05) Conv2 Dropout (0.05) Dropout (0.05) Conv2 

Conv2 Actv2 (ReLU) Conv2 Conv2 Max-Pool2 

Actv2 (ReLU) Max-Pool2 Actv2 (ReLU) Actv2 (ReLU) Dropout (0.05) 

Max-Pool2 Dropout (0.05) Max-Pool2 Max-Pool2 Conv3 

Dropout (0.05) Conv3 Dropout (0.05) Dropout (0.05) Actv3 (ReLU) 

Conv3 Actv3 (ReLU) Conv3 Conv3 Max-Pool3 

Actv3 (ReLU) Conv4 Actv3 (ReLU) Actv3 (ReLU) Dropout (0.05) 

Max-Pool3  Actv4 (ReLU) Max-Pooling 3 Max-Pool3 Flatten1→FC1

→Actv5 

→FC2 

Dropout (0.05) Max-Pool3 Dropout (0.05) Dropout (0.05) Softmax 

Flatten1→FC1→Act

v4 →FC2→Actv5 

Dropout (0.05) Conv4 Conv4 Parameters = 

0.83 

Softmax Conv5 Actv4 (ReLU) Actv4 (ReLU)  

Parameters= 1.19 M  Max-Pool4 Max-Pooling 4 Max-Pool4 

*conv = 

Convolutional. 

*Max-Pool= Max-

pooling 

* FS = Filter Size 

*ReLU = Rectified 

Linear Unit 

*FC = Fully 

Connected  

*Actv : Activation 

layer 

*M = Millions 

Conv6 Dropout (0.05) Dropout (0.05) 

Actv5 (ReLU) Flatten1→FC1→A

ctv5→FC2 

Conv5 

Max-Pool5 Softmax Actv5 (ReLU) 

Dropout (0.05) Parameters = 0.32 Max-Pool5 

Flatten1→FC1→ 

Actv6→FC2 

 Dropout (0.05) 

Softmax Flatten1→FC1→

Actv6→FC2 

Parameters = 0.92 Softmax 

 Parameters = 0.11 

• All convolutional Layers: (32, 3×3 convolutions, Stride= 1×1, No padding). 

• All Max-pooling layer: Filter size (FS 3×3) 

Table 2: Architecture and parameters of models   
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Figure 5: Training and Validation of CNN model 2 

(Accuracy and loss graphs) 

 

Figure 6 shows the accuracy and loss graph of 

training and validation of CNN model 3. The graph 

shows no signs of the model overfitting. The architecture 

of model 3 consists of 4 convolutional, 4 max-pooling, 

and 0.32 million parameters. The testing accuracy, 

precision, recall, and F1 score of the model is 0.953, 

0.996, 0.950, and 0.973 respectively.  Moreover, the 

number of parameters in CNN model 4 is 0.11 million. 

The architecture consists of   5 convolutional and 5 max-

pooling layers.  

 

Figure 6: Training and Validation of CNN model 3 

(Accuracy and loss graphs) 

The accuracy and loss graph of CNN model 4 shows 

no overfitting, as shown in Figure 7. The testing accuracy, 

precision-recall and F score of the model are 0.966, 0.995, 

0.967, and 0.981, respectively.   

 

Figure 7: Training and Validation of CNN model 4 

(Accuracy and loss graphs) 

 Moreover, the architecture of the CNN model 5 

consists of 3 convolutional and 3 max-pooling layers and 

is having 0.83 million parameters. The accuracy and loss 

graph of the training and validation of the model is shown 

in Figure 8. The testing accuracy, precision, recall, and F 

score of the model is 0.976, 0.981, 0.982, and 0.974, 

respectively.  

 

Figure 8: Training and Validation of CNN model 5 

(Accuracy and loss graphs) 

It can be seen from Table 3 that CNN model 2 and 4 

outperform all the individual models in term of accuracy, 

precision, recall, and F1 score. The combined ROC curve 

of all the models is shown in Figure 6 below. To improve 

the accuracy further, ensemble modeling is used. In 

ensemble modeling, all the ensemble models i.e. the 

majority voting, unweighted average, and weighted 

average ensemble classifiers, achieved better results than 

individual models. The majority voting ensemble 

classifier achieved the highest testing accuracy of 0.991 

with precision, recall, and F1 score of 0.996, 0.985, and 

0.990, respectively. The testing accuracy, precision, 

recall, and F1 score of unweighted average ensemble 

classifiers are recorded 0.989, 0.995, 0.982, and 0.989, 

respectively. The testing accuracy of the weighted 

ensemble classifier is 0.990, which is slightly higher than 

the unweighted ensemble classifiers. Also, the value of 

precision-recall and F1 score of the weighted ensemble 

classifier is 0.997, 0.982, and 0.989, respectively. 

4 Discussion   

In the prosed work, a multi-model ensemble classifier 

is presented. The ensemble model combines the 

prediction of various customized CNN models by using 

various ensemble techniques such as the majority voting, 

unweighted average, and weighted average. The dataset 

is made from two publicly available datasets and contains 

16.8k crack and non-crack patches. It can be seen in 

Table 3 that the ensemble models show better 

performance as compared to individual classifiers for 

crack and non-crack classification. The proposed models 

successfully achieved above 98% to classify between 

crack and Non-crack patches. It is found that all the 

proposed ensemble models achieve the best accuracy, 

precision, recall, and F1 score in comparison with the 

individual CNN models. The performance of individual 

CNN models (CNN Model 1, 2, 3, 4, and 5) are 

comparable with each other.  

 

CNN Model 2

CNN Model 3

CNN Model 4

CNN Model 5
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Model Confusion Matrices Testing 

Accuracy 

Precision Recall F score 

 

Model1 

Class Crk 

(0) 

N-Crk (1)   

   

0.982 

 

 

0.921 

 

 

0.951 Crk (0) 

N-Crk (1) 

1369 25 0.928 

116 1290  

Model 2 Crk (0) 1386 8 0.970 0.994 0.971 0.983 

N-Crk (1) 40 1366  

Model 3 Crk(0) 1389 5 0.953 0.996 0.950 0.973 

N-Crk (1) 72 1334  

Model 4 Crk (0) 1387 7 0.966 0.995 0.967 0.981 

N-Crk (1) 46 1360  

Model 5 Crk (0) 1378 26 0.976 0.981 0.968 0.974 

N-Crk (1) 45 1351  

E1: Majority Voting Crk (0) 1389 5 0.991 0.996 0.985 0.990 

N-Crk (1) 31 1375  

E2: UnWeighted 

Average 

Crk (0) 1387 4 0.989 0.995 0.982 0.989 

N-Crk (1) 42 1364  

E3: Weighted 

Average 

Crk (0) 1390 4 0.990 0.997 0.982 0.989 

N-Crk (1) 28 1381  

 

Crk: Crack                N-Crk: Non-crack  

Table 3: Overall Experimental Results  

Figure 7: ROC curve (receiver operating characteristic curve) of all CNN 

individual models 
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The proposed model has the capability to enhance the 

performance of individual deep learning models and is 

very useful in the automatic detection of concrete cracks. 

The proposed framework is designed from a combination 

of less computational CNN architectures. The proposed 

system can be modified by adding more damage types of 

concrete structures in the dataset. The proposed 

framework can be easily used for a real-time robotic 

video inspection system. One of the drawbacks of the 

proposed system is its dependance on the base CNN 

models. If the accuracy of one of the models is degraded 

the overall accuracy will be affected. 

5 Conclusion  

In the proposed work, a new deep learning-based 

ensemble classifier is proposed by combining the 

predictions of various CNN models. The performance of 

the proposed Ensemble classifier is compared with 

individual CNN architectures in terms of testing accuracy, 

precision, recall, and F1 score. For the dataset creation, 

two publicly available datasets are selected and 

combined to provide variance between data samples. 

Extensive experiments were conducted by training 

individual CNN models to investigate their performance. 

The prediction from these models are then combine or 

ensembled to improve the performance of Concrete 

Crack Detection Model. From the experiments and above 

discussion, it can be concluded that the proposed multi-

model ensemble classifier can be used for crack detection 

in concrete structures. As the current study was based on 

crack detection in static images, therefore, in the future, 

we are planning to explore crack detection in video 

streams of concrete structures using end to end deep 

learning techniques.    
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Abstract – 

As construction projects resume worldwide and 

workers return to the job site, the possibility of 

transmitting the Covid-19 could be added to the 

extensive list of risks confronting workers in the 

construction sites; thus, the workers need to work 

alone in an assigned activity. Many workers are 

already working alone in the construction sites, such 

as utility workers, repair technicians, teleworkers, 

operators, and drivers. Lone workers in construction 

are subjected to greater safety risks compared with 

those working alongside others. Considering the 

accidents faced by lone workers, it’s less likely that 

another person would be there to aid them - and if 

they don’t get treatment quickly enough, serious 

injuries might prove deadly. Currently, the 

construction sites depend on physical inspections to 

the construction sites and manual observation of 

video streams generated through close circuit 

television (CCTV). To solve this issue, this research 

work presents an automated deep learning-based fall 

detection system of a lone worker to provide 

information of severe situations and help the workers 

in their golden time. A diverse dataset of multiple 

scenarios having workers with the excavator, forklift, 

ladder, and mobile scaffold is established, and a deep 

learning algorithm has been trained to validate the 

concept. The developed system is expected to reduce 

the efforts being made in manual inspection, enhance 

the timely access of the due aid from co-workers and 

supervisors, which is more easily obtainable in non-

lone working situations. 

Keywords – 

      Deep Learning; Covid-19; Construction Hazards; 

Worker Safety; Lone Person Fall 

1 Introduction 

Despite limited access to timely assistance, lone 

workers independently cope with potentially risky 

situations such as extreme weather conditions, tools, and 

equipment failure. If alone the injured worker receives 

aid promptly, the injuries could turn out to be fatal, 

among other accidents in a construction job site. Fall 

accidents are common and severe accidents that can 

happen anywhere on a construction site. Even if workers 

fall from a low height (1m or 2m), it frequently results in 

significant mishaps, probably death.  

Substantial efforts are being made to significantly 

reduce fall accidents in Korean construction job sites and 

enhance construction safety management. The extensive 

efforts include quality safety education, advanced safety 

training, high-elevation work management rules, and the 

use of fall prevention protective equipment. As per the 

Korea Occupational Safety and Health Agency 

(KOSHA)’s industrial accidents and analysis (2009 to 

2017), fall accidents in the construction industry 

represent a considerable share of 47.7% to 52.1% [1]. 

This tendency was also observed in various countries, 

including the United States [2], Singapore [3], Norway 

[4], and Hong Kong [5].  

Consequently, falls from great heights have received 

extensive research attention and have become an 

essential topic in the construction industry. Construction 

workers are prone to weariness, drowsiness, and loss of 

balance, increasing safety risks and fall accidents due to 

their severe physical needs and irregular lifestyle (e.g., 

alcohol, misuse, night shifts, and insufficient rest 

interval). However, most of the studies focused on safety 

facilities and PPE inspection; this only helps reduce the 

severity of damages rather than providing quick aid and 

timely assistance when a fall accident happens. Therefore, 

this research work presents the inevitable approach to 

detecting a person in falling conditions, which will 

ultimately help employers automatically monitor lone 

workers and respond timely to any falling accidents.   

The current stage of computer vision application in 

the construction industry is covered in Section 2. Section-

3 describes the dataset and model development. Section-

4  includes evaluating the developed model using the 
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performance indicators to validate the feasibility and 

practicality of the proposed system's for actual 

implementation. A conclusion is included at the end of 

the work. 

2 Literature Review 

Despite the efforts of researchers, safety specialists, 

and strict enforcement of safety rules, construction 

accidents, and fatalities have not appreciably decreased. 

Falls are a significant public health concern worldwide 

and one of the leading causes of severe and fatal injuries 

among construction workers. Researchers and experts in 

construction safety and health management have devoted 

tremendous efforts to prevent falls [6]. Proactive and 

passive strategies such as safety training education and 

preventive measures on safety accident analysis are 

developed to prevent and minimize the severe injuries 

generated from FFH [7]. For instance, using accident 

records and data from routine safety inspections to 

identify factors contributing to deadly occupational falls 

[7]. Fixed safety equipment (e.g., guardrails and opening 

covers), fall arrest systems (e.g., full-body harness), and 

travel restraint systems (e.g., belts); are FFH preventative 

measures generated from an examination of accident 

data.  However, the social distancing regulations 

imposed by governments worldwide lead many workers 

to deal with assigned activity solely, and the construction 

workers already working alone are comparatively facing 

a greater risk of injuries. Considering the accidents faced 

by lone workers, it’s less likely that another person would 

be there to aid them - and if they don’t get treatment 

quickly enough, serious injuries could become a fatality. 

Researchers have leveraged recent technological 

advancements to automate safety management 

procedures. Until yet, very little attention has been 

devoted to protecting the lone worker accidents 

generated through FFH. Sensor-based technology has 

garnered a lot of attention in recent decades for 

monitoring PPEs worn by construction workers [8,9], 

such as activity recognition [10,11] and safety of the 

construction workers [9,12–16]. In particular, most FFH 

prevention studies used sensors to detect risky behaviour 

to avoid FFH accidents by analyzing workers' motions, 

body positions, and walking patterns [17–19]. 

Furthermore, many researchers have developed methods 

to detect workers' actions and body postures using 

wearable sensors' signals [10,20]. Yang et al. [10]  Yang 

et al. [10] investigated workers' behavior patterns from 

three angles:  while conducting the lab experiment, they 

attached the sensor to the workers' waist and recorded 

acceleration and angular velocity.  

The system's accuracy in predicting unsafe behavior, 

was 98.6% and 60.9 percent, respectively. Owing to 

construction site complexity, the prediction model had a 

hard time distinguishing behaviors related to moves that 

weren't in the training data. Furthermore, most sensor-

based monitoring devices possess issues concerning 

noise, precision, loss, and errors in the data they acquire. 

Apart, In the recent decade, several researchers have 

been attracted to use computer vision in their fields, such 

as the construction industry for worker safety monitoring, 

progress monitoring, and worker action recognition to 

automate the manual procedures at the construction site. 

Recently researchers have been focusing on computer-

vision-based safety monitoring of the worker [6,21–25]. 

A growing number of recent studies in the construction 

industry have focused on using CNN-based methods, 

such as Faster R-CNN, R-FCN, SSD, Retinanet, 

YOLOv3 for detecting workers, faces to recognize non-

certified persons, non-hardhat-use, equipment for 

activity recognition, guardrails, PPE for steeplejacks 

[6,24–26]. Fang et al. [27] developed a deep learning-

based approach to detect non-hardhat users in a 

construction site. Fang et al. [6] developed an automated 

approach to detect safety harnesses to prevent heights 

falling using double-layer CNN. Likewise, Ding et al. [28] 

presented convolution neural networks (CNN) and long 

short-term memory (LSTM) that automatically identify 

unsafe behavior by detecting humans climbing on a 

ladder. Khan et al. [23] proposed Mask R-CNN-based 

algorithm to monitor the worker's safety while working 

on the mobile scaffolding. Weili Fang et al. [29] used 

Mask R-CNN-based algorithm to recognize the unsafe 

behavior of construction workers traversing structural 

support during the construction. Nath et al. [30] 

developed three Deep learning (DL) models on YOLO 

architecture to detect PPEs.  

Despite these efforts being made to integrate the 

computer vision for an intelligent construction site, 

considerable efforts are required to extend the computer 

vision application in the construction industry. Currently, 

the construction sites around the globe is recommencing 

again, and the workers are joining back the construction 

job site. The possibility of transmitting the Covid-19 

could be another risk confronting by the workers in the 

construction sites; thus, the workers need to work solely 

or on a distance from another worker to complete the 

given tasks. Moreover, many workers are already 

working solely in the construction sites, such as utility 

workers, repair technicians, teleworkers, operators, and 

drivers. As we all know, lone workers in construction are 

subjected to greater safety risks than those working 

alongside others. Contemplating the lone worker's 

mishaps or severe accidents, the probability of helping 

another person would be less in that situation - and if they 

don’t get first-aid quick enough in their golden times, 

these serious injuries might result in death. Currently, the 

construction sites depend on physical inspections to the 

construction sites and manual observation of video 

streams generated through close circuit television 
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(CCTV). Correspondingly, this research study has tried 

to put efforts on the appropriate and exceptional use of 

the provided rich information generated through digital 

data. Thus, this research proposed a deep learning-based 

worker’s fall detection system, enhancing timely access 

to due aid from co-workers and supervisors. 

3 System Development 

This section includes a comprehensive discussion on 

dataset Preparation, deep learning model selection, and 

Model Training. The dataset preparation part focuses on 

establishing scenarios, digital data collection, cleaning, 

and finalizing the data for ultimate deep learning. The 

appropriateness and feasibility of the deep learning 

model specific to lone person detection are stated under 

the subsection (deep learning model selection). The 

model training section stipulates the specification 

adopted during the training process of the deep learning 

model. 

3.1 Dataset Preparation 

A considerable amount of digital image data with diverse 

patterns is needed to train a vision intelligence-based 

detection algorithm. As vision intelligence technologies 

emerged recently in the construction industries, 

collecting labeled datasets from open-source websites 

remains problematic. Therefore, images and multiple 

videos for lone person detection with enough variations 

considering scenarios with ladder, forklift, Excavator, 

and Mobile Scaffolding have been recorded at the Korean 

scaffolding institute in Seoul, Korea. Random frames 

were extracted using Fast Forward MPEG (FFmpeg) tool 

in python. FFmpeg is an open-source software package 

that comprises many libraries dealing with audio, video, 

and other multimedia files. The inappropriate images 

such as (irrelevant) and duplicate images from the same 

scenes were removed from the dataset during the dataset 

cleaning process.  

The decisive image data of 799 images were uploaded to 

the roboflow platform for pre-processing and labelling. 

A total of 2037 annotations were labelled across the six 

classes in the dataset (1) Person Falling, (2) Worker, (3) 

Ladder, (4) Forklift, (5) Excavator, and (6) Mobile 

Scaffolding. The dataset was separated in the following 

ratio: 91:4:5. As a result, 1857 images from the training 

set, 80 images from the validation set, and 100 images 

from the test set were gathered for further experiment.  

As mentioned in the literature section, the deep learning 

models required large enough data for training to 

correctly identify and recognize the interested objects. 

The data augmentation techniques have been utilized to 

increase the image data. Apart from dataset maximization, 

data augmentation techniques increase the accuracy of 

deep learning models. According to a conducted 

experiment [31], a deep learning-based model with image 

augmentation outperforms a deep learning model without 

image augmentation in terms of training loss and 

accuracy and validation loss and accuracy for image 

classification tasks. In the augmentation process, we have 

performed flip (Horizontal), shear (15°), hue (between -

25 to +25), and brightness (between -19 to +19) on the 

training set to increase the dataset. After the 

augmentation process, the total number of image data is 

increased to 2037 images. The process of labeling the 

dataset is exhibited in the below figure (see Figure 1). 

 

Figure 1. Dataset establishment in Roboflow 

platform 

3.2 Deep learning Model Selection 

In recent years, cutting-edge technology has been used in 

computer vision applications to detect resources. The 

previous efforts reported two primary categories of 

object detectors: single-stage object detectors and 

double-stage object detectors. Depending on the problem 

to be solved, one could choose among them (single-stage 

or double-stage object detector). The main difference 

between a single-stage and a two-stage object detector is 

that a single-stage object detector's output can be 

acquired after the first CNN (Convolution Neural 

Network) operation. The high-score area proposals 

obtained from the first-stage CNN are typically passed to 

the second-stage CNN for the final prediction in the case 

of the double-stage object detector. 

The inference times of single-stage and double-stage 

detectors could be defined as:  

Tone = T1
st and T two = T1

st + mT2
nd 

The above equation defines m as the number of area 

recommendations with a confidence score greater than a 

threshold. In the case of real-time object detection, the 

single-stage object detectors are preferred to use because 

the inference time of the single-stage detectors is constant 

but for the double-stage object detectors are variable [32]. 

Consequently, in our case, a real-time object detection of 

the lone falling person on the construction site is 

significant to report and assist them as soon as convenient. 
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Therefore, this research work adopted a recently emerged 

single-stage object detector type named as Scaled-

YOLOv4 algorithm. The model scaling technique is an 

important approach for effectively detecting objects with 

significant accuracy and real-time recognition on 

numerous kinds of devices, such as embed devices, while 

minimizing computing resources. The most common 

model scaling techniques are the depth (convolutional 

layers’ numbers in a CNN) and width (convolutional 

filters’ numbers in a convolutional layer) of the 

architecture’s backbone. A deep learning-based 

algorithm (scaled YOLOV4) for object detection was 

recently published as an addition to the pool of detection 

techniques integrating scaling techniques. This scaling 

technique showed significance in terms of performance 

on small and large networks without compromising the 

model's performance [32].  

The authors of the Scaled YOLOv4 manuscript have 

designed a different version of the Scaled YOLOv4 for 

low-end GPU, and high-end GPU, and the general GPU. 

The YOLOv4-CSP is re-designed of the original 

YOLOv4 for the general GPUs with high performance 

and accuracy. The authors designed YOLOv4-tiny with 

a simpler structure and reduced parameters to make it 

feasible for the development on mobile and other edge 

devices (Andriod, etc.). YOLOv4-large is designed for 

the high-end GPUs such as cloud servers, the main goal 

of proposing this is to achieve high accuracy while 

minimizing training time and achieving efficient 

performance. A fully CSP-ized model has been created 

named as YOLOv4-P5 and scaled it up to YOLOv4-P6 

and YOLOv4-P7 [32]. The structure of YOLOv4-P5, 

YOLOv4-P6, and YOLOv4-P7 is depicted in Figure 2. 

The authors of the Scaled YOLOv4 have performed the 

compound scaling of the architecture backbone on size 

input, stage, and width scaling. The inference time is used 

as a constraint for the additional width scaling of the 

architecture backbone. The authors conducted 

experiments on the MSCOCO-2017 dataset to validate 

the proposed scaled-YOLOv4-large, and the results show 

that the YOLOv4-P6 can achieve real-time performance 

at 30 frames per second (when the width scaling factor is 

set to 1) and the YOLOv4-P7 can achieve the real-time 

performance of 16 frames per second (When scaling 

factor of the width is 1.25) [32]. As a Result, scaled 

YOLOv4-large is selected to detect lone person falls on 

a construction. 

3.3 Model Training 

The experiment was conducted using an open-source 

Scaled YOLOv4 GitHub repository. The required 

repository of YOLOv4 was clone to the colab 

environment, all the dependencies, such as the torch mish 

activation function for Cuda, were imported. The training 

of the model is performed using Intel Core i7 9th 

generation with NVIDIA GeForce RTX 2080Ti. The 

hyper-parameters of the Scaled YOLOv4-large can be 

seen in the given Table1. To perform detection, we have 

modified hyper-parameters in the configuration file so 

that the step size is set to 9600,10800, the learning rate to 

0.0026. The momentum and the weight decay were set 

0.949 and 0.0005, respectively. Maximum batches were 

Figure 2 System architecture of YOLOv4-large, with YOLOv4-P5, YOLOv4-P6, and YOLOv4-P7 [32] 
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set to 12000, and the epochs were set to 1000. An 

iteration indicates a specific change to a model's weights, 

while an epoch, on the other hand, determines one 

iteration across the whole dataset. 

Table 1. Parameters of Scaled YOLOV4 

Parameters Values 

Input Size 416 x 416 

Batch Size 16 

Learning Rate 0.00261 

Momentum 0.949 

Decay 0.0005 

Iterations 1000 

Classes 6 

4 Results and Evaluation 

The feasibility of the trained lone person fall detection 

model is tested with the different performance indicators.  

The model test and evaluation are performed on test and 

validation dataset. The Figure 3 reveals the correctly 

detected results of the lone person falls. The developed 

model successfully detected all the objects in a given 

testing and validation dataset. The efficacy of the trained 

model is quantified using mean average precision (mAP), 

a single numerical number that indicates the 

effectiveness of the entire system in object identification 

(and information retrieval). Other evaluation matrices 

such as Precision, Recall, are also used to check the 

performance of the developed system.  

 

Figure 3. Detected Results of the Trained Model 

4.1 Precision 

The number of true positives (𝑇𝑝) divided by the 

number of false positives (𝐹𝑝)  plus the number of true 

positives (𝑇𝑝)  makes precision (P) value of the model. 

False positives ( 𝐹𝑝 ) are instances where the model 

mistakenly identifies something as positive when it is 

truly negative. Precision actually measures how many of 

the predicted positives were truly positive. It is 

mathematically denoted as follows: 

𝑃 =
𝑇𝑝

𝐹𝑝 + 𝑇𝑝
 (1) 

The below figure (see Figure 4.) shows the precision 

(48.5%) of our proposed model. As we detect the person 

falling, the precision and recall could be adjusted by 

selecting an optimum point on the precision-recall curve. 

 

Figure 4. Graphical representation of precision 

matrix 

4.2  Recall 

A recall expresses the capacity to discover all relevant 

instances in a test dataset. Recall (R) measures how many 

true positives were successfully found. Simply, the 

number of true positives (𝑇𝑝) is divided by the number 

of false negatives (𝐹𝑁)  plus true positives (𝑇𝑝) . The 

mathematical form of recall can be written as: 

 

𝑅 =
𝑇𝑝

𝐹𝑁 + 𝑇𝑝
 (2) 

Recall (83%) of our proposed scaled-YOLOV4 based 

model is depicted in the Figure 5. 

4.3 F1-Score 

The F1-score is a metric for how accurate a model 

performs on a given test data. It is commonly applied 

to examine binary classification algorithms that 

categorize examples as either "negative." or 

"positive". The F-score, which is defined as the 
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harmonic mean of the model's recall and accuracy, is 

an average of combining the recall and precision of 

the model. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2.
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) .  (𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)  + (𝑅𝑒𝑐𝑎𝑙𝑙)
 (3) 

The F1-score observed during the experiment was 

60.82%. 

 

Figure 5. Graphical representation of recall 

4.4 Mean Average Precision  

The average of Average Precision (AP) is called mAP 

(mean average precision); mAP allows you to 

demonstrate the overall system's usefulness as a single 

numerical value. The following Figure 6 shows the mAP 

calculated when the Intersection of Union IoU was set to 

0.5 and the mean average precision (mAP) obtained in 

this case was 72.5%. 

 

Figure 6. Graphical representation of mAP at 0.5 

The following picture shows the mAP calculated on 

the different IoU thresholds ranging between 0.5 to 0.95 

and achieved 37%mAP (see Figure 7.). 

 

Figure 7. Graphical representation of mAP at 0.5 

to 0.95 

5 Conclusion 

This research work introduced, developed, and 

evaluated a deep learning-based system for lone person 

detection on scaled-YOLOv4 architecture. For instance, 

if an alone worker faces any fall accidents on the 

construction site, the system will automatically recognize 

the falling person. To develop the proposed system, 

diverse digital image data has been gathered with 

different scenarios. The designed deep learning-based 

lone person fall detection system was successfully 

implemented on the test dataset. The detection model's 

quantitative data indicated a mean average precision 

(mAP) of 72.50 percent, precision of 47.5 percent, recall 

of 83 percent, and F1-score of 60.82 percent. According 

to the findings, the presented system had good accuracy 

in detecting person falling conditions. As a result, it is 

expected that this technique will have a major impact on 

the automated detection of a lone person fall among 

construction workers. It is also anticipated that the 

construction industry could take advantage of the system, 

particularly in the current scenario of COVID-19. 
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Abstract –  

Buildings consume a large amount of energy and 

a plenty of methods to mine into energy consumption 

data to aid intelligent management are proposed. 

However, the data quality issues are inevitable and 

the influence is lack of discussion. This paper 

proposed a data cleaning method combing threshold 

and cluster method. This paper also proposed an 

index to evaluate the accuracy improvement on big 

data prediction. A case study is conducted and it is 

found that the accuracy of data filling is not sure to 

agree with the improvement of prediction after 

filling. 
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1 Introduction 

Building consume 40% of global primary energy [1] 

and researchers have found that systematic building 

energy management can help reduce energy usage by 5% 

to 30% [2]. Building energy management data contains a 

lot of useful information and energy consumption 

prediction is one of the core issues of building energy 

management, because it can realize pre-reservation and 

deployment of energy, find abnormal energy usage and 

assist intelligent decision-making [3]. However, due to 

the limitations of the hardware conditions of sensors and 

network transmission environment, the data quality 

issues is inevitable. According to our investigations of 

existing building energy monitoring platform, a large 

amount of data appears quality issues such as missing 

and anomaly. Although there are plenty of prediction 

models, the process of data cleaning actually requires 

considerable efforts [4]. 

Any prediction algorithm relies on reliable data 

input, otherwise it will be ‘garbage in, garbage out’. 

Therefore, it is always necessary to clean the data before 

prediction. However, traditional manual data cleaning 

methods have problems such as heavy workload and 

incomplete inspection. Many scholars believe that based 

on the big data perspective, the quality of big data is 

different from traditional one. The goal of big data is the 

analysis or application, so the quality of big data should 

be to what extend do the data meets the requirements of 

big data analysis applications [5-7]. 

However, the current methods for building energy 

consumption data cleaning mostly are based on the data 

itself, which fails to make full use of the relationship 

between energy and the property of the building. The 

methods for data quality evaluation mostly are based on 

in-sample evaluation methods, which is not consistent 

with the application scenario [8].  

In response to the problems above, this paper first 

points out the data quality issues in building energy 

management platforms. Aiming at data missing and 

anomalies, this paper then propose the methodology of 

semi-automatic anomaly recognition and data filling. 

Based on the application of energy consumption, this 

paper then proposes an evaluation indicator to show 

how the data cleaning promotes the accuracy of the 

prediction. A case study is finally provided to 

demonstrate the method in this paper and verify its 

feasibility. 

2 Methodology 

According to investigation into real data collected by 

sensors and stored in energy monitoring platforms, two 

major kinds of data faults are missing and sudden 

change. A sudden change occurs due to an overpass on 

the survey range of the sensor. Data missing may occur 

due to loss of internet connection. Based on 

investigation of existing building energy monitoring 

platform, we recognized data missing and anomaly as 

two major data quality issues to be solved in this paper. 

The overall methodology for data cleaning and its 

evaluation for prediction of building energy 

consumption is shown in Fig 1.  

In the data cleaning process, abnormal data are first 

recognized using methods based on threshold and 

clustering and the faulty data are eliminated from the 

data set. Then missing data are filled using methods 

427



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

based on interpolation, regression and clustering. 

In the data prediction process, three commonly used 

method: multivariable regression, time series analysis 

and artificial network are chosen and compared. RNN 

(recursive neural network) model is finally selected to 

compare the quality of data cleaning. 

In the evaluation process, we tested the accuracy 

elevation using different data cleaning method when 

data missing rate ranges. And an evaluation indicator is 

proposed to compare between different data cleaning 

methods. 

 

 

Figure 1. Overall Methodology 

3 Data Cleaning 

3.1 Anomaly Detection 

According to literature review, anomaly detection 

for building energy data mainly consists of methods 

based on threshold and clustering. Our research 

combines these two methods hoping to get a more 

precise result. 

3.1.1 Threshold Method 

A threshold can be selected in advance and used to 

eliminate all data that exceeds the threshold. This 

method can be used as preliminary screening. Threshold 

could come from meaning of the data, for instance, 

energy consumption cannot be negative, so zero is a 

lower bound of the data. Threshold can also come from 

experience or standard, i.e. if the data far surpasses the 

daily consumption, it is probably an anomaly. 

According to statistics, we also chose 3 times of 

standard deviation as a threshold, where 99.7% of the 

normally distributed data should fall into the range. 

3.1.2 Clustering Method 

Energy consumption actually may show a mix of 

different consumption mode. Workdays show a high 

consumption and weekends show a low consumption. 

Figure 2 shows a disassemble of energy consumption 

mode using Gaussian mixture model, and the data 

shows a composition of two normal distributions. This 

indicates that we may need to first cluster the data into 

different groups and detect anomaly in each group, 

rather than regard the data set as a whole. 

 
Figure 2 Disassemble of energy consumption mode 

 

In this research, k-means algorithm is applied to 

perform data clustering, and threshold method is again 

used to detect anomaly data. Although the principle of 

k-means algorithm is simple, the hyper parameters are 

subjective and influences the final result. We 

implemented a process to automatically perform the 

detection and the workflow is shown in Figure 3.  

Elbow point is used to determine the amount of 

clusters. For a cluster consisting of n sample data, loss 

function is defined as the sum of square of distance 

between data and the center. Different k values are 

selected and loss function decreases as k increases. We 

choose the k value which brings the most improvement 

as the final hyper parameter. 

 

 
 

Figure 3. Workflow of data cleaning 

3.2 Data Filling 

After identifying anomaly data, some prediction 

algorithms can directly remove the missing data, but 

this method may make it difficult to make full use of 

some correctly recorded data, and some prediction 

algorithms require data recording to be continuous. In 

this regard, after removing anomaly data, we should 
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also try to fill in these data. 

The clustering method uses the knn (k nearest 

neighbors) algorithm, and the core idea is that in the 

sample space, the category of a sample is directly 

determined by the k nearest samples. K nearest 

neighbors of a missing sample are found and the 

weighted average of these samples is used as the final 

filling result. The regression method uses multiple linear 

regression methods to construct the relationship 

equations between the monitoring data of different 

meters, and then calculates and fills in the missing data. 

For dealing with missing data, most of the existing 

processing methods use historical data as a reference 

data set. For example, interpolation is a commonly used 

method. This method is simple to calculate, and results 

can be obtained quickly when there are not many 

missing values. Another example is the pattern analysis 

method, which analyzes the pattern of energy 

consumption data for the same period in the history of 

each year, and compares it with the energy consumption 

data before and after the missing value, finds the 

historical data with the same energy consumption 

pattern, and uses the weighted average method to fill in. 

This method also highly requires historical data. 

Moreover, these methods do not consider the actual 

meaning of the data, and cannot reflect the true situation 

when there are too many missing values. 

Taking into account the relationship between BIM 

and monitoring data in the energy management platform, 

it is possible to identify the data of other functional 

areas that are similar in function, orientation, area, and 

energy use mode to the monitored functional area at this 

point, and different areas at the same time There should 

be a certain relevance in the energy use rules. If the area, 

location, function, orientation and other characteristics 

of the space are similar, the monitoring values of other 

spaces can be used to calculate the missing value of this 

point. Using the association relationship shown by the 

data model in the energy management data platform, if 

the data at a certain point is missing, you can make full 

use of other associated data to estimate it. 

4 Data Prediction 

Energy consumption prediction generally refers to 

the prediction of energy consumption in the future 

through the monitoring of historical data, in order to 

estimate the energy consumption that may occur in the 

future. Currently commonly used methods include 

multiple linear regression, time series analysis, and 

artificial intelligence prediction methods. A summary of 

comparison between these methods is shown in Table 1. 

Multiple linear regression is to use of regression 

analysis to establish the relationship between a number 

of explanatory variables and the explained variables, so 

as to achieve the purpose of prediction. The explained 

variable is the future energy consumption monitoring 

value of the predicted point, and the explanatory 

variable usually has four main sources: (1) the historical 

energy consumption monitoring value; (2) data from 

other sensors related to the predicted sensor; (3) the 

physical attributes of the monitored space itself, such as 

area, function, orientation, etc.; (4) the time attribute, 

such as seasons, weeks, and holidays. The advantage of 

multiple linear regression is that it is easy to calculate, 

saves computing resources, and can quickly obtain an 

estimate of the predicted value, but the disadvantage is 

that the predicted result depends on the form of the 

artificially set regression equation, and the ability to 

handle the nonlinear relationship between variables is 

limited. Under the condition of abnormal or missing 

data, since the historical energy consumption 

monitoring value will appear as the explained variable, 

all samples containing abnormal or missing values 

cannot be used as learning samples to train the model, 

which may reduce the number of samples. 

Time series analysis method is to use autoregressive, 

moving average and other methods to split the 

components of the time series into trend items, periodic 

fluctuation items and residual items, which can be used 

to analyze the nature of the data itself. The advantage of 

this method is that it can fully mine the laws of the data 

itself, decompose the components of the data, and 

obtain more information that can be understood. The 

disadvantage is that the time series analysis method has 

strict requirements for data integrity. Missing data will 

make the model unable to work. All vacant data must be 

filled in to make predictions. Therefore, for building 

energy consumption monitoring data with abnormal or 

missing data, this method needs to be used with extreme 

care, and attention must be paid to the sensitivity of the 

prediction results to the filling data. 

Artificial intelligence prediction usually uses the 

artificial neural network that has developed rapidly in 

recent years to predict energy consumption. This 

prediction method has a good generalization ability and 

can be applied to various prediction problems. The 

prediction results of these methods are more accurate. 

Table 1 Comparison between energy consumption prediction methods 

Method Advantage Disadvantage Influence of missing data 

Multi-variable 

regression 

Simple model, easy to 

train 

Only deal with linear 

relationship 
Reduce sample volume 

Time series 

analysis 
Pattern is comprehensible 

Strict requirement on data 

completion 

Missing data have to be 

filled 

Artificial 

intelligence 
Most accurate 

Complex model, time 

consuming 
Reduce sample volume 
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However, the disadvantage is that the complexity of the 

model is relatively high, so the computing resource 

requirements are relatively large, and the number of 

samples is also relatively high. Similar to the multiple 

regression method, the abnormality and lack of data will 

also make the samples with these data unable to be used 

as training samples, which will affect the training effect 

of the model. 

5 Evaluation for Data Cleaning 

5.1 Influence of Data Cleaning on Prediction 

Although the prediction of building energy 

consumption monitoring data is a hot research topic, 

most studies use relatively complete and high-quality 

data sets. In fact, it is not reasonable to regard filled data 

to be the same as the original data. However, these 

studies did not explore how the filled data will affect the 

prediction results. Some literature points out that 

although data filling improves the integrity of the data 

set, it does not necessarily improve the effect of data 

prediction. When a small rate of data is missing, the 

data integrity has little impact on the prediction results, 

and data filling does not greatly improve the prediction 

results. When the data missing rate is moderate, data 

integrity has a great influence on the prediction results. 

At this time, data filling will greatly improve the 

accuracy of the prediction results. When the data 

missing rate is high, both data prediction and data filling 

lack corresponding training sets, so it is difficult to 

achieve better results, and it is difficult to improve the 

data prediction effect after data filling.  

Although both the accuracy of data prediction and 

the accuracy of data filling decrease with the increase of 

the data missing rate, when the data missing rate is 

moderate, the improvement of the data prediction effect 

by data filling is the most significant. In the context of 

big data applications, the purpose of data filling is not to 

faithfully restore the original data of the data set, but to 

improve the data prediction effect through data filling. 

Therefore, simply comparing the accuracy of the data 

filling algorithm with original data sets is not the final 

goal. The data cleaning quality evaluation for data 

prediction should emphasize on the improvement of the 

prediction effect. The effect of data cleaning should be 

evaluated by comparing the prediction effect before and 

after the data cleaning, the effect of the data cleaning is 

improved [9]. 

5.2 Evaluation of Prediction 

Methods of relative error and absolute error can be 

used to evaluate the prediction effect. In order to 

compare various algorithms between different samples, 

the relative error is often used to evaluate the prediction 

effect. Commonly used evaluation indicators are Mean 

Absolute Percentage Error (MAPE), R-squared [10] and 

Theil Inequality Coefficient (TIC) [11]. Among them, the 

value range of the MAPE is 0 to infinite, where 0 means 

a perfect model, and more than 100% means an inferior 

model. The value range of R-squared is 0 to 1, where  1 

indicates a perfect model. The value range of TIC is 0 to 

1 and the smaller the value, the smaller the difference 

between the fitted value and the true value. 

Since the value range of the TIC is a limited interval, 

this research adopts the TIC as the evaluation index of 

the model's prediction effect. Since the evaluation of 

data cleaning quality for data prediction should start 

with the improvement of prediction effect, the effect of 

data cleaning should be evaluated by comparing the 

prediction effect before and after data cleaning. 

Therefore, on a certain data set, the difference in the 

TIC before and after data cleaning represents the 

improvement of the data cleaning effect on data 

prediction. 

Prediction Accuracy Improvement
= TICbefroe − TICafter 

(1) 

5.3 Evaluation Index for Data Cleaning 

If we plot the prediction accuracy before and after 

data filling under different data missing rates, as shown 

in Figure 4, it can be seen from the figure that when the 

data missing rate is small, the loss of the TIC is not 

large. However, when the data missing rate is medium, 

the TIC increases rapidly, which indicates the rapid 

attenuation of the prediction effect. When the data 

missing rate is very large, the prediction accuracy 

remains at a very low level. The effect of data filling is 

to postpone the missing rate at the inflection point of the 

prediction effect attenuation, i.e., when the missing rate 

is medium, the data filling increases the number of 

samples available, it can also restore or maintain the 

data characteristics, so the prediction accuracy can be 

maintained at a high level at the same time. However, in 

the case of a high data missing rate, the characteristics 

of the data itself cannot be reflected, and there are not 

enough available samples to fill in, and the filling and 

prediction results are close to random. 

To compare the improvement of the prediction effect 

of different data filling methods, we can compare the 

difference of the TIC under the condition of different 

data missing rates, and comprehensively consider the 

quality improvement under various data quality. 

Therefore, the area between the two curves can be used 

to characterize the improvement of the prediction result 

by the data preprocessing operation, and the calculation 

formula is as follows. The larger the area in the figure, it 

means that the data filling method can achieve better 
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data prediction effect improvement under various data 

missing rates. Therefore, the data cleaning effect 

evaluation index for data prediction can be defined as 

the following formula. 

Evaluation Index for Data Cleaning

= ∫ (𝑇𝐼𝐶𝑎𝑓𝑡𝑒𝑟

100%

0%

− 𝑇𝐼𝐶𝑏𝑒𝑓𝑜𝑟𝑒)  𝑑(𝑚𝑖𝑠𝑠𝑖𝑛𝑔 𝑟𝑎𝑡𝑒) 

(2) 

6 Case Study 

This research takes an office building Creative Plaza 

located in Dalian China as a case study. This building 

has a building height of 85 meters, with 16floors above 

ground and 2 floors underground, and has a total 

building area of 36,500 square meters. Each floor and 

each zone has a set of sensors to collect electricity 

consumption every 15 minutes since 2018. We take the 

electricity consumption of Zone A on the 11th floors 

from March to July 2020 as an example. 

 

 
Figure 4 Creative Plaza building 

6.1 Anomaly Detection 

The raw data of 11th floor is shown in Figure 5(a) 

and we can see an obvious sudden change. The average 

of the data set is 494.57 and standard deviation is 

7368.94. These two anomalies are eliminated using 

threshold method as in Figure 5(b). After removing the 

outliers, the data showed a stable fluctuating trend, but 

there was still a suspicious data anomaly. 

 
Figure 5. Electricity consumption data (unit: kWh) 

before (a) and after (b) threshold method 

After the elimination of sudden change, we use k-

means algorithm to implement the clustering method to 

detect abnormal data. The number of clusters k is 

iterated and the loss function under different k values is 

as shown in Figure 6(a). We can see that when k=3, the 

decrease in loss function is the maximum using elbow 

point method. 

 

 
Figure 6 (a) Relationship between loss function and 

number of clusters (k); (b) Result of clustering 

 

The clustering result divides the original data into 3 

categories: high/ medium/ low energy consumption 

patterns. Anomaly detection is carried out for each type 

of monitoring data utilization principle. It can be seen 

that the two highest and lowest data points that deviate 

from the main trend are abnormal data. It is also caused 

by the jump of the monitoring meter and should be 

eliminated. The data after removing all abnormal data is 

shown in Figure 7, and the whole process is completed 

automatically. 

 

 
Figure 7. Data after data cleaning 

6.2 Data Filling 

To compare the accuracy of different data filling 

methods, some of the original data of the electricity 

consumption of the 11th floor was randomly removed to 

simulate the lack of data, and the remaining data sets 

were used for data filling. The error between the filling 

value and the monitored value is compared in the cases 

of different missing rates, and the accuracy of different 

repair methods is compared. There may be two typical 

cases of missing data. (1) missing at random: this 

situation often occurs when abnormalities such as the 

jump of the measurement meter are abnormal, and the 

missing data is at random. (2) continuous loss: this 

situation often occurs in abnormal situations such as 

power failure or stoppage of the measuring meter, or 

network transmission. Generally speaking, adjacent data 
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with random missing time can characterize the missing 

data to a certain extent, and the data law can still be 

retained. Continuous deletion may make data difficult to 

recover, and the laws hidden in the data are more 

difficult to analyze. The accuracy of data filling in these 

two scenarios are summarized in Table 2 and Table3. 

Table 2 Data Filling Accuracy (Missing at Random) 

Missing 

Rate 

Filling Accuracy 

Interpolation Regression Clustering 

10% 90.29% 95.09% 94.03% 

20% 86.25% 94.64% 92.84% 

30% 85.88% 94.24% 92.67% 

40% 84.25% 93.77% 92.55% 

50% 79.06% 92.99% 91.59% 

Table 3 Data Filling Accuracy (Continuous Missing) 

Missing 

Rate 

Filling Accuracy 

Interpolation Regression Clustering 

10% 85.19% 95.76% 93.86% 

20% 83.02% 93.60% 92.71% 

30% 81.20% 93.98% 92.31% 

40% 79.83% 92.63% 91.45% 

50% 75.78% 94.32% 89.60% 

As can be seen in the tables, the accuracy of 

regression outperforms interpolation and clustering. In 

all three methods, the accuracy in continuous missing 

scenario is lower than missing at random and the 

influence is more obvious in interpolation method. 

6.3 Data Prediction 

In order to test the accuracy of the building energy 

consumption prediction algorithm, the 126 data sample 

are divided into two parts using in-sample test indicators. 

The first 112 sample points are the training set, and the 

last 14 sample points are the test set. The prediction 

result is compared with the last 14 sample points. and 

the TIC value as an index of prediction accuracy is 

calculated. 

In this case study, considering the data availability, 

the input to the model consists of three parts. The first 

part is the daily historical data of power consumption in 

Area A on the 11th floor. Since the data exhibits 

obvious weekly fluctuations, the historical data of 7 

previous days are used as training data, and the data of 

the following day is used as output data. The second 

part is the daily historical data of the power 

consumption of the 9th and 10th floor of area A. These 

two areas are related to the predicted power 

consumption of the 11th floor area A. The functions and 

energy use scenarios of these areas are similar. The third 

part is the properties of the space, including the area, 

floor, orientation and other information that can be 

obtained from BIM model. In time series analysis, 

ARMA model is applied. And for artificial network, 

RNN model with a hidden layer of 10 neurons is applied. 

The prediction results of the three models using 

multiple regression model, time series analysis, and 

artificial neural network are shown in the figure below. 

The TIC values are 7.37%, 6.76%, and 6.32%, 

respectively. The prediction accuracies of the three 

models are all acceptable. Among them, the artificial 

neural network can handle the nonlinear relationship 

between variables, so the prediction The effect is best, 

as shown in Figure 8. 

 
Figure 8. Prediction result of (a) multi-variable 

regression, (b) time series analysis, (c) artificial network 

(blue: real data, orange: prediction) 

6.4 Data Cleaning Evaluation 

In order to compare the influence of data filling on 

prediction, we eliminate different proportions of data 

and perform neural network on the remaining data after 

data filling with three different methods: interpolation, 

regression and clustering as is introduced above. We 

tested these methods in two data missing scenarios: 

missing at random and continuous missing. Two 

evaluation indices are applied: TIC of prediction and 

accuracy of filled data compared with real data. The 

results are summarized in Table 4 and Table.5 and is 

shown in Figure 9 and Figure 10.  
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In this case, if we compare the accuracy of filled 

data, the accuracy of regression is the highest. However, 

using the data filled with clustering method, the 

prediction is more accurate, as is summarized in Table 6. 

Therefore in this case, the in-sample evaluation method 

does not agree with the prediction result, while the latter 

one is the real target of big data application.  

Table 6 Data Filling Evaluation (Missing at Random) 

Filling 

Method 

Average 

Accuracy of 

Data Filling 

TIC 

Improvement 

after Data Filling 

Interpolation 66.96% 12.28% 

Regression 82.66% 23.15% 

Cluster 79.77% 23.88% 

 

 
Figure 9 Accuracy of data filling in different data 

missing rates 

 
Figure 9 TIC of prediction after data filling in different 

data missing rates 

7 Conclusion 

Building consume a large amount of energy and a 

plenty of researchers have proposed methods to mine 

into energy consumption data to aid intelligent 

management, however, the data quality issues are 

inevitable and the influence is lack of discussion. This 

paper proposed a data cleaning method combing 

threshold and cluster method. This paper also proposed 

an index to evaluate the accuracy improvement on big 

data prediction. A case study is conducted and we found 

the accuracy of data filling is not sure to agree with the 

improvement of prediction after filling. 

This research is a tentative discussion for the 

relationship between data cleaning and prediction for 

building energy consumption and there are several 

Table 4 Evaluation of Data Cleaning (Missing at Random, TIC=6.32% when no data missing) 

Missing 

Rate 

No filling Interpolation Regression Clustering 

TIC Accuracy TIC Accuracy TIC Accuracy TIC 

10% 7.61% 90.29% 6.79% 95.09% 7.47% 94.03% 6.92% 

20% 9.91% 86.25% 7.02% 94.64% 7.56% 92.84% 7.22% 

30% 12.23% 85.88% 7.24% 94.24% 7.90% 92.67% 7.56% 

40% 13.09% 84.25% 7.30% 93.77% 8.43% 92.55% 7.62% 

50% 16.58% 79.06% 7.76% 92.99% 8.72% 91.59% 7.97% 

Table 5 Evaluation of Data Cleaning (Continuous Missing, TIC=6.32% when no data missing) 

Missing 

Rate 

No filling Interpolation Regression Clustering 

TIC Accuracy TIC Accuracy TIC Accuracy TIC 

10% 9.11% 85.19% 7.31% 95.76% 7.31% 93.86% 7.30% 

20% 11.82% 83.02% 7.44% 93.60% 7.66% 92.71% 7.44% 

30% 13.73% 81.20% 9.38% 93.98% 8.51% 92.31% 7.63% 

40% 16.65% 79.83% 10.36% 92.63% 9.22% 91.45% 8.31% 

50% 19.93% 75.78% 12.33% 94.32% 9.63% 89.60% 8.97% 
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issues for future work. For example, more data sources 

from BIM could be taken into consideration so that the 

relationship between these data could be recognized to 

improve the data cleaning. More data filling methods 

and prediction algorithms could be conducted to get a 

more comprehensive comparison. 
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Abstract 

Architects today still very often create traditional 

2d plans in the early planning phase, which form the 

basis for discussions with investors, clients and 

engineers. The designs are often difficult to 

understand for non-experts and design variants can 

only be compared with great effort. The use of BIM 

models simplifies both communication and the actual 

creation through the use of parametric modeling 

approaches. Even though a building project always 

has very individual characteristics, it makes sense to 

take experience from other projects as a basis for the 

design. Therefore, it may be that suitable floor plans 

of similar buildings already exist, which are a good 

basis for variant studies in early design phases. A 

challenge is to be able to access the experience of other 

architects. Currently, this information is not available 

and is difficult to transfer from one project to the next. 

This paper outlines a solution for a BIM-based 

variant retrieval of a building design in early design 

phases using Case Based Reasoning (CBR) and 

Pattern Matching (PM). On the one hand, this offers 

the possibility to learn from old mistakes, and on the 

other hand, it enables the quick selection of suitable 

variants for a building from a diverse pool of variants. 

 

Keywords – 

Building information Modeling (BIM), case-based 

reasoning (CBR), Early Design Phases, Industry 

Foundation Classes (IFC), Pattern Matching (PM), 

Variant Retrieval, Similarity 

1 Introduction 

In the planning phase, referencing building concepts 

is a common practice, for example to find and evaluate 

similar building concepts and use them for a new project. 

Such manual search can take an unacceptable amount of 

time. An automatic generation of suitable designs or 

variants promises a faster workflow and at the same time 

serves as a transparent assessment of the building project 

and various analytical parameters, which is not 

insignificant for the consideration of the variants 

themselves [14]. Variant matching always allows a 

suitable thematic and technical view (construction costs, 

sustainability, etc.) due to the attributes stored in the 

Industry Foundation Class (IFC) interfaces, as the effects 

of the change in parameters and components are directly 

visible in the efficiency of the building. In order to find 

variants, the case-based reasoning method can be useful 

[7]. This approach starts with a problem (search query) 

that correlates with the specific ideas about the building 

project and the concepts of the planners. This paper 

presents a solution for finding suitable variants in the 

early design phases of buildings, using the case-based 

reasoning (CBR) approach based on the IFC standard. 

For this purpose, specific case studies are provided to 

explain the similarity calculation used, which is essential 

for the first phase of the CBR cycle. Building on the basic 

idea of CBR (similarity recognition) the method of 

pattern matching (graphical pattern recognition) is used 

to illustrate the selection of suitable variants with given 

framework conditions (search queries). 

In previous research, a concept for modelling and 

managing design options was already created, which is 

connected to the BIM models. Three variant classes 

(structural, functional and product variants) were defined 

and implemented using the IFC [11]. This procedure 

avoids redundancy and offers a wide range of 

applications. Furthermore, a representation of variants in 

using graph theory was introduced [10]. 

The basic idea of finding suitable variants of floor 

plans already appeared in 1996 in a journal article by 

Gomez de Silva Garza and Maher [9]. At that time the 

technical possibilities regarding BIM models did not 

exist. Langenhan et al. [13], address this issue and 

attempt to match building floor plans using the 

fingerprint method and a database matching. BIM is not 

integrated here either. Similar to us, Althoff et al. [14] 

use the CBR approach with the help of exact and inexact 

graph matching to support the architect in finding similar 

2d floor plans in the early design phases. The properties 

and consequences of components and structures cannot 

be identified. In the reviewed literature, there is no 
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evidence of the correlation between BIM models and 

variant decision-making. 

This paper is dealing with the topic in order to offer a 

different and evolved solution that integrates BIM. This 

paper addresses the issue to provide an evolved solution 

that integrates BIM models and uses IFC for the 

implementation. These factors are essential for 

interdisciplinary collaboration during the early design 

phases of buildings and are neglected by the authors 

mentioned above. 

2 Background and methodology 

The following chapters briefly summarize the basic 

theoretical knowledge and methodology on which the 

paper is based on. 

2.1 BIM in context of the research topic 

The acronym BIM stands for Building Information 

Modeling, which has been increasingly influencing the 

construction industry for several years. In a digital 

building model, the exact geometry of the building and 

information on all the built-in components are stored 

within the model and recorded over the entire life cycle 

of the building. Thus, this information can be used for 

(facility) management, revitalization, expansion or 

demolition. Additionally, a loss-free exchange of files 

with investors, energy and construction engineers or 

facility management is possible over the entire life cycle 

of the building [3]. 

The exchange of this (open) BIM data is made 

possible by the Industry Foundation Classes (IFC), an 

international open standard (ISO 16739) developed by 

buildingSMART [6]. The IFC is continuously being 

further developed since 2013 and is available in the latest 

version of the IFC standard as IFC4 [12]. 

BIM is compatible with our research work because 

the IFC interface can be used to define the information 

range of individual elements, directly show the changes 

of parameters and thus allow a comparison of parameters 

among themselves and thematically, regarding the whole 

design. Therefore, structure, function and product 

variants can be assigned to the respective level of detail 

(LOD). Three variant types have already been defined 

[11]. The structure variant offers options to the structure 

of the building, for example the geometry of the building 

or the number of building storeys. The functional variant 

can be exemplified by the load-bearing structure of the 

building or objects that fulfil the same use or purpose. 

The product variant, as the smallest level of the variant 

types, includes individual objects (e.g. doors) that can be 

exchanged with similar objects or other property values, 

without affecting the structure and function. 

Using BIM and IFC makes it possible to capture 

different variants with the entire geometry and all 

properties. This means that they are available to everyone 

as explicit knowledge. For the research in this topic, a 

graph-based representation of the data structure is chosen 

[10]. In this, the BIM model is represented based on the 

IFC standard with the different entities, attributes and, 

consequently, the geometry. This continues the previous 

considerations in the research context and is suitable for 

the methodological approach of CBR and pattern match 

(PM). For this purpose, patterns must be defined, which 

in turn are linked to the similarity definitions and 

afterwards they can be shown as several options in a 

graph database. 

2.2 Current problems 

Currently, individual BIM models are being 

Currently, individual BIM models are being developed 

from scratch for each construction project. In this process, 

the planners are guided by the wishes of the client. The 

planner therefore designs a great many different floor 

plan variants for a wide variety of building types and uses 

during his professional career. This experience is used 

when a planner encounters similar boundary conditions 

and construction requirements. However, since this 

procedure is related to the implicit knowledge of the 

planner, the number of variants is limited. With the 

presented solution the knowledge of each planner is 

available by storing different variants of building designs 

in a database and generating automated solutions. 

2.3 Methodology and process 

2.3.1 CBR 

CBR is a methodical way of problem solving, using 

problems that have already been solved and proven to be 

successful. In the context of this research, it is useful to 

adapt a suitable solution from a case base, as a 1:1 

transfer of the solution turns out to be difficult, because 

buildings are mostly heterogeneous. Thus there are 

almost never exact matches, since the external or internal 

circumstances are not the same even though the 

appearance may be the same. That is why it is necessary 

to determine a degree of similarity. The usefulness of a 

solution is consequently an optimization phase that is 

based on the similarity determination of the components 

and adapted to their specific weighting [7]. 

The process of case-based reasoning can be 

represented as a cycle, which Aamodt and Plaza [1] 

divide into four steps: retrieve, reuse, revise and retain. 

In this paper the retrieval process is dealt with and the 

problem is defined as finding a suitable variant. The 

procedure is demonstrated by own case studies and 

differs from MetisCBR [14] in that it includes both, a 

graph structure and geometry to make the search results 

more accurate. 
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Figure 1. CBR cycle according to Aamodt & 

Plaza [14] 

2.3.2 GPM 

The method of graph pattern matching (GPM) is a 

possibility to find (suitable) variants from a graph 

database. Based on a pattern query, matching graphs are 

selected from a case base that provide an answer to the 

existing request (problem). This approach can also be 

extended to subgraphs if more specific requirements are 

being searched for. Similarity definition and weights are 

of great importance for the pattern matching in order to 

limit the results and have them target-oriented [15]. 

Furthermore, a categorization is made between two types 

of pattern matching (PM), which are called exact PM and 

inexact PM [14]. 

An exact PM is characterized by one-to-one 

isomorphism, i.e. the same number of nodes are 

contained in both graphs and both graphs have the same 

manner of connections (number of edges). If the graphs 

are not isomorph, subgraphs can be examined for 

isomorphism in the next step [14]. 

The inexact PM is a different approach that is more 

suitable to the heterogeneous field of the building sector, 

because building structures and room uses differ from 

each other. The search query is decomposed into 

different IFC data or building components and these are 

evaluated and normalized with a similarity score [14]. 

In addition, specific weights are added, which allows 

the similarities to be determined and the relevance for the 

comparison of variants to be specified. A variant is a 

match if the graph of the variant is a subgraph of the 

database entry. In contrast to the exact pattern match, so-

called replacement rules are applicable to the inexact PM 

[14]. These replacement rules are important, because 

they extend the inexact pattern match similarity. For 

example, instead of a load-bearing wall, the user is able 

to choose a load-bearing column. or instead of a 

connection between two rooms with a door, a 

breakthrough is possible. These replacement rules must 

be individually adapted by the user. 

2.3.3 Similarity 

In the following, the similarity calculation according 

to Richard Hemming is determined, which is often used 

in the retrieval process of the CBR. The concept of 

generalized similarity determines the similarity of two 

cases for any number of attribute values, which can be 

weighted and normalized (1). According to Hemming, a 

qualitative and quantitative similarity determination is 

possible. Generalized similarity allows a comparison of 

normalized real attributes, as well as a comparison based 

on classifications [2]. 

∑𝑖=1
𝑛 𝜔𝑖𝑠𝑖𝑚𝑖(𝑝𝑖 , 𝑣𝑖)  

sim (𝑝, 𝑣) =  _______________________ (1) 
∑𝑖=1

𝑛 𝜔𝑖   

 

Using this formula, the similarity between a problem 

p and a possible variant v, with non-negative weights, is 

a value between zero and one. The more similar the 

variants, the higher the value of sim [12]. According to 

this approach, the similarities are used for all entities 

stored in the IFC data structure. Depending on the type 

of entities, similarity measures can be defined for both 

IFC quantities and property definitions. 

2.3.4 Retrieval 

In a database (case base), n variant graphs are defined, 

which differ from the simple consideration of the 

building graphs in that they contain option points. These 

variant graphs were defined as part of other projects and 

include structural, functional and product variants. 

Following the top-down design, the new user specifies 

the various parameters for the current project (problem) 

for which he wants to find a variant (e.g. use of the 

building floor, sizes, number and functions of the rooms). 

The process also allows searching for required 

connections (e.g. between the rooms). It is up to the user 

to decide whether this is necessary for the problem or not. 

After that, the individual entities are weighted by the 

user, which results in priorities being selected depending 

on individual preferences and the use cases, generating 

different solutions in the end. The database is searched 

for graphs that are either an exact match or an inexact 

match of the graph of the problem. These matches are 

presented to the user and sorted by the magnitude of the 
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calculated similarity. If the result still has a need for 

optimization, fine-tuning can be done. This is helpful to 

show possible further structure, function or product 

variants for a selected area if a match is identified. This 

might be the case if a room contains windows or doors as 

a result, which in turn can be replaced by other product 

variants. Another case could be chosen other wall 

structures, for example, to improve the energy properties 

of the building (structure variant) (Fig. 2). 

 
 

Figure 2. BPMN (Retrieve) 

3 Case study 

With the help of a simplified case study, the BIM-

based variant retrieval is presented. In determining the 

weights, planners and architects usually act subjectively, 

stick to their experience, are oriented to the sustainability 

or adapt the wishes of the clients [4]. In this paper the 

authors assume the role of the user, which is why the 

problem description and weights are determined by them. 

A variant is to be found for a ground floor with office 

use, an area of 290 m2 and with at least two offices. Other 

criteria set by the user are, offices with windows, a 

connection of the offices with a corridor, the wall 

thicknesses and other attributes. According to this 

problem description, the floor plan could possibly look 

like the following which captures the problem visually, 

but is not part of the data base (Fig. 3). 

 

Figure 3. Exemplary floor plan according to 

problem description of the use 

The comparison of the problem with different 

variants from a case base is based on the different 

attributes, stored in the BIM model. Table 1 lists the 

attributes essential for the case study, together with their 

defined specifications. Based on these attributes, the 

most similar problems in the current case base are 

determined for the defined issue. 

Table 1. Attributes and specifications 

Entities IfcObject-

Quantities 

Property 

definitions 

IfcBuilding-

Storey 

GrossFloorArea 

GrossVolume 

- 

IfcColumn AverageHeight 

GrossFloorArea 

GrossVolume 

LoadBearing 

IfcDoor OverallHeight 

OverallWidth 

IsExternal 

FireBearing 

IfcRelConnects - - 

IfcSpace GrossFloorArea 

GrossVolume 

Category 

IfcWall NormalWidth LoadBearing 

IfcWindow OverallHeight 

OverallWidth 

IsExternal 

 

The calculation of the similarity measure must be 

defined for each property. For this purpose, the individual 

properties are mapped to integers in order to be able to 

calculate normalized differences. The properties are 

given values to make strings and deviations measurable 

and to be able to measure the differences. At the end of 

the table there is a normalization factor (NF) to normalize 

the differences and receive a number between zero and 

one. A difference of zero corresponds to the similarity 

measure one, that means, that the attributes are equal to 

each other. A difference of one equates to the similarity 

measure zero, that means that the properties are not 

similar to each other. 

59,45 m²
Corridor
1

96,78 m²
Open-plan office 1
2

96,78 m²
Open-plan office 2
3
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Table 2-6. Values for similarity determination 

Boolean Value 

True 0 

False 1 

 

Deviation area & 

volume 
Value 

0% 0 

< 5% 1 

5% up to < 10% 2 

10% up to < 15% 3 

15% up to < 20% 4 

20% and above 5 

Normalization 

factor (NF) 

1/6 

 

Deviation height & 

width 

Value 

0cm 0 

< 5cm 1 

5cm up to < 10cm 2 

10cm up to < 20cm 3 

20cm up to < 30cm 4 

30cm and above 5 

NF 1/6 

 

Deviation 

NominalWidth 
Value 

0cm 0 

< 1cm 1 

1cm up to < 2cm 2 

2cm up to < 3cm 3 

3cm up to < 5cm 4 

5cm up to < 7cm 5 

7cm up to < 10cm 6 

10cm up to < 20cm 7 

20cm and above 8 

NF 1/9 

 

Category (DIN 277) Value 

NUF 1 0 

NUF 2 1 

NUF 3 2 

NUF 4 3 

NUF 5 4 

NUF 6 5 

NF 1/6 

 

Weights must be added to the selected properties to 

capture the relevance of the properties and solve the 

problem. The list of weights and the calculation of the 

corresponding values are subjective estimations of the 

designer. These weights are selected in this example as 

follows (Tab. 7). 

Table 7. Entity weighting 

IfcData Weights 

IfcBuildingStorey 1,0 

IfcColumn 0,2 

IfcDoor 0,3 

IfcRelConnects 0,5 

IfcSpace 0,6 

IfcWall 0,7 

IfcWindow 0,3 

 

After these steps, the similarity measure between the 

problem and two possible variants can be calculated. The 

example mentioned at the beginning is the problem (p) 

for which a solution is to be found that corresponds to the 

weights (𝜔) with the specific attributes (a) of the variants 

(v). The values of the attributes are calculated according 

to the following formula [2]: 

sim(𝑝(𝑎1), 𝑣(𝑎1)) = 𝜔1(1

− (𝑁𝐹1(𝑝(𝑎1) − 𝑣 (𝑎1))) 
(2) 

sim(𝑝(𝑎1), 𝑣1(𝑎1)) = 1(1 − (
1

6
(0 − 0)))  

sim(𝑝(𝑎1), 𝑣1(𝑎1)) = 1  

In this example (2), the similarity of the 

IfcBuildingStorey between the problem and variant one 

is shown. The calculation is made for each quantity and 

property of the entities (Tab. 1). 

The similarities of the entities are calculated, with 

regards to the problem, and compared in the following 

table (Tab. 8), with the characteristics of the individual 

attributes. In this process, the inputs requested by the user 

are compared on the basis of their IFC data with already 

solved problems from the case base. 

Table 8. Similarity 

Entities Variant 1 Variant 2 

IfcBuildingStorey 1 1 

IfcColumn 0,2 0 

IfcDoor 0,1 0,3 

IfcRelConnects 0,5 0,4 

IfcSpace 0,3 0,6 

IfcWall 0,25 0,5 

IfcWindow 0,15 0,3 

 

The floor plans of the two variants are compared 

pictorially in order to show the differences to the problem 
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(Fig. 4 and 5). 

 

Figure 4. Building floor plan representation 

variant one 

 

Figure 5. Building floor plan representation 

variant two 

Compared to figure 3, the two possible solutions have 

differences that are more or less significant. 

However, instead of the image representation, the 

actual process matches the IFC data structure of different 

projects from the case base with the existing problem. 

The graph of the variants one and two are inexact pattern 

matches out of the IFC structure of the problem definition. 

The representation of the floor plans is thus only 

representative in order to have a better look at the 

differences, which is more difficult to see in the graphical 

representation. 

In figure 6, a simplified representation has been 

chosen to show the graphical structure of the problem. 

The individual properties of the data are stored in the 

nodes and edges. 

 

Figure 6. IFC structure of the problem definition 

According to the similarity calculation, a similarity of 

variant one (x) to the problem (p) is calculated as follows: 

 
sim(𝑝, 𝑥)

=
1 + 0,2 + 0,1 + 0,5 + 0,3 + 0,25 + ,015

1 + 0,2 + 0,3 + 0,5 + 0,6 + 0,7 + 0,3
 

(3) 

sim(𝑝, 𝑥) = 0,694  
 

For variant two (y), the similarity is calculated in the 

same way. 

sim(𝑝, 𝑦) =  
1 + 0 + 0,3 + 0,4 + 0,6 + 0,5 + 0,3

1 + 0,2 + 0,3 + 0,5 + 0,6 + 0,7 + 0,3
 

(4) 

sim(𝑝, 𝑥) = 0,86  
 

In this case, it indicates that variant two has a greater 

similarity to the problem and thus results as the more 

suitable solution regarding this issue. 

If the user is not completely satisfied with this 

solution, he or she can search for possible alternatives to 

the variant types in the fine-tuning section. An example 

of a procedure in this area is illustrated in figure 7. 

79,12 m²
Corridor
1

76,13 m²
Open-plan office 2
3

6,53 m²
WC
4

6,53 m²
WC
5

76,13 m²
Open-plan office 1
2

59,45 m²
Corridor
1

96,25 m²
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2

96,26 m²
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3
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Figure 7. Optional product variant (PM) 

In the given case the user is able to find an optional 

product variant (door) out of Neo4j based on specific 

deviations. By using the given cypher query, the database 

is searched for a door that fits into a given wall opening 

(depth, height, width). The object is an interior swinging 

door that opens to the right and connects an office use 

with a living use. Exact or inexact pattern matches are 

searched in the database that match the selected variant 

for which there is an option for the variant type. 

Matching alternative variants are returned and the 

user can choose a suitable option or expand the search. 

This process can be adapted for each product variant and 

extended to functional and structural variants if required. 

4 Conclusion and future work 

With the help of CBR, existing knowledge can be 

used to find solutions for similar problems. The similarity 

measures can be flexibly adapted to the individual 

requirements of the user. 

In this paper, a BIM-based solution for the retrieval 

process in the early design phase of a building is 

identified. This makes it possible to include all the 

information stored in a BIM model in the similarity 

measurement using IFC. The paper points out 

optimization tendencies for the current research, which 

will be identified and dealt with in the current research. 

Based on this, the other processes of the CBR move into 

the focus of the upcoming research. 

CBR is based on the fact that there are enough 

variants in the graph data pool. In the presented example 

the number of variants is quite limited, but sufficient to 

show the retrieval process of finding a suitable variant for 

a simplified given problem. Machine learning can be 

used in the future research to fill up the variant pool and 

generate a higher number of possible matches. 

Following on this the increase in complexity of 

buildings and their structures will be addressed in the 

next phase. Studies indicate that that a high number of 

nodes, relationships and properties does not cause any 

difficulties for the graph database and thus the utilisation 

of the CPU and query speeds are only dependent on the 

implemented hardware [5]. Therefore, CPU utilisation 

must be tested under various complex conditions. 

Complementary Grossniklaus et al. [8] highlight the 

advantages of a graph database (e.g. Neo4j) in relation to 

a large amount of data, as it allows high data correlation 

between entities, an efficient query performance and 

powerful graph-based algorithm. 

The exemplary weights of the entities can be 

extended to the individual quantities and properties in 

further studies in order to be able to provide even more 

targeted results. In addition to that, extensions can be 

made according to the value, based on other parameters, 

such as fire protection, u-value or energy efficiency. 

In addition to this, the similarity calculation can also 

be extended to provide more accurate results and needs 

to be implemented so that an automated similarity 

matching algorithm can be used. The shown calculation 

can possibly be supplemented by other established 

similarity calculations. 
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Abstract -
Computer vision technologies, including 2D/3D percep-

tions, have graspedmore andmore attentions in construction
industry, which can provide effective support in many indus-
try tasks, including autonomous digging and safety protec-
tion. However, dusts and mists always exist in many industry
jobsites, which heavily affects the applications of computer
vision technologies in industry operations, such as stone and
truck detection and segmentation. To relief these problems,
we propose a dedusting approach that utilizes deep convolu-
tional network based closed-loop framework to remove the
influence of dust and mist in construction sites. Taking an
image with dust as input, the proposed framework can effec-
tively remove the dust component, thus clean image can be
obtained.

To achieve this, we divide the image with dust into three
components, including clean image component, atmospheric
light component and transmission (dust) component, and a
U-Net structure that contains an encoder and three decoders
is used, where the encoder is for effective feature extraction,
and the three decoders are for the recovery of the three image
components, thus clean image, atmospheric light and trans-
mission (dust) components can be obtained. To guarantee
that the network can be convergent, two supervisions are uti-
lized, one for the clean image, and the sum of the three image
components should be same with the input. Experiments
demonstrate the effectiveness of the proposed approach.

Keywords -
Dedust; Deep Learning; Closed-Loop; Computer vision

1 Introduction
Computer vision technologies have drawn more and

more attentions in construction industry, because comple-
mentary and effective information can be provided to im-
prove the efficiency and safety in many industry jobsites,
such as obstacle detection [1], segmentation [2] and depth
ehancement [3][4][5], 4C2. However, bad weather events
such as fog, mist and haze may exist in the construction in-
dustry, besides, dust also commonly occurs in the process
of industry job, which dramatically reduce the visibility of
many scenery and constitute significant obstacles. While
images captured from hazy and dust fields usually preserve
most of their major context, they require some visibil-
ity enhancement as a pre-processing before feeding them
into computer vision algorithms. This pre-processing is
generally called as image dehazing/dedusting, and image
dehazing/dedusting techniques aim to generate haze and
dust free images purified from the bad weather and dust

Figure 1. Example images captured in hazy and dust
environment. (a) Hazy images and (b) Dust images.

environment events.
Sample hazy and dust images are illustrated in Fig. 1

(a) and (b), respectively. These images are captured un-
der heavy hazy and dust conditions, where the objects,
such as trees, excavators and roads are hard to identify,
and the performances of computer vision technologies
are limited under such conditions. To relief the influ-
ence of hazy and dust, single image dehazing methods
have been proposed which dehaze an input image without
requiring any extra information. Single image dehazing
approaches are divided into prior information-basedmeth-
ods and learning based methods. Prior information-based
methods are mainly based on the parameter estimation of
atmospheric scattering model by utilizing the priors, such
as dark channel priors, color attenuation prior and haze-
line prior. Meanwhile, except the network structures, the
performance of deep learning based approaches also rely
on training data, and researchers tend to create synthetic
dehazing datasets, which have a more practical creation
process than real dehazing datasets.
According to previous approaches [6], hazy and dust
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images contains three components, including transmission
map, clean image and atmospheric light. The transmis-
sionmapmeans the hazy/dust component, the atmospheric
light means the atmosphere of the sky and the clean image
is the target image that aims to recover. Most of current
deep learning based approaches usually takes hazy and
dust images as input and directly regress the clean im-
ages with direct supervision. In this paper, we propose
a novel network which utilizes a closed-loop framework
to effective recover clean images using hazy/dust images
as input. In specific, the proposed framework employs a
U-Net structure which contains a encoder and three de-
coders, where the encoder aims to extract effective fea-
tures, and the three decoders aim to the recover the three
image components of the hazy/dust images. Meanwhile,
to guarantee that the network can be convergent, two losses
are utilized. Firstly, clean loss: the recovered clean image
should be same with groundtruth, which is the first loss.
Secondly, reconstruction loss: the recovered transmission
map, clean image and atmospheric light should reconstruct
the hazy/dust images (input images) if the network works
well, which means the closed-loop. The contributions of
this paper can be summarized as:

• We propose a novel framework which contains a
closed-loop structure and can recover the transmis-
sion map, clean image and atmospheric light of the
hazy/dust images, simultaneously.

• Two losses, named clean and reconstruction loss, are
utilized, which guarantees that the proposed frame-
work can be convergent.

• Experiments demonstrate that hazy/dust images can
be well tackled which prove the effectiveness of the
proposed approach.

The remainder of this paper is organized as follows:
related works are reviewed in Section 2, the proposed
method is introduced in Section 3, the experiments and
results at the actual site are described in Section 4, and the
conclusions are presented in Section 5.

2 Related work
Currently approaches are mainly focus on image dehaz-

ing, which is divided into hand-crafted prior based and
learning-based data-driven solutions.

2.1 Handcrafted Prior based Image Dehazing

Single image dehazing is an ill-posed problem in com-
puter vision, and prior based approaches have been pro-
posed to relief the problem. [7] proposes the dark channel
prior (DCP) based approach, which is based on the obser-
vation that local regions in natural non-hazy scenes have

very low intensity in at least one of their color channels.
The pixel values in the dark channel increases with haze
increases. Thus, the value in the dark channel can be used
to measure haze component and transmission map. Sev-
eral techniques refined the DCP for halo free transmission
map estimation using different edge-preserving smoothing
filters. Except the dark channel prior, color-lines, color at-
tenuation prior, color ellipsoidal prior, gamma correction
prior, haze-lines also commonly used in image dehazing.
Meanwhile, previous approaches have proven that hazy

images are prone to color cast issues in the presence of dif-
ferent atmospheric conditions like the sandstorm. Based
on the observation, haze density weight along with white
balancing for haze aware is utilized in image dehazing [8].
Besides, saturation correction that handles color cast is
also proposed in image dehazing [9]. Furthermore, [10]
proposes saturation-based transmissionmap estimation for
dehazingwhich performs color correction using white bal-
ancing approach.

2.2 Learning based Image Dehazing

Deep learning based approaches have also proven the
effectiveness in image dehazing. DehazeNet [11] pro-
poses effective strategy to estimate the transmission map
for image dehazing. Meanwhile, DCPDN [12] proposes
a dense encoder-decoder model to effectively estimate the
transmissionmap and atmospheric light, thus clean images
can be obtained. Considering the image-to-image trans-
lation over the atmospheric model expression for image
dehazing, [13] proposes a generative adversarial network
(GAN) based Pix2pix network to recover clean images.
Besides, [14] proposes GAN based model for dehazed
texture-aware image dehazing, which comprises of Cy-
cleGAN and conditional GAN. In [15], the effectiveness
of patch size is analysed in DCP based image dehazing
approaches, and an efficient patch map selection mecha-
nism is utilized through CNN for clean image recovery.
Meanwhile, a gradient prior is utilized in [16] which com-
bines the idea of DCP with a semi-supervised deep model
to obtain clean images. GridDNet [17] introduces an
end-to-end deep learning architecture with pre- and post-
processing blocks to obtain clean images with hazing im-
age as input. Multi-scaleCNNs is also employed in [18] for
image dehazing, and [19] products haze-free images using
multi-scale gated fusion network using encoder-decoder
architecture. What’s more, in RYF-Net [20], RNet, YNet
and FNet are utilized for transmission map estimation in
RGB and YCbCr space, respectively, thus clean images
can be obtained with the estimated transmission maps. To
well perform image dehazing, FAMED-Net [21] proposes
a fast multi-scale dehazing model to fuse the response
from a three scale encoder. [22] proposes to learn different
levels of haze and develop an integration strategy to get the
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Figure 2. The figure demonstrates the network architecture of our approach. Using hazy/dust image as input, a
encoder module and three decoders are used to recover atmospheric light (�), clean image (�2) and transmission
map ()) of the input image, respectively. ��=2>34A is first used to extract features, where Dense Feature Fusion
strategy and Residual Group (�'4B) are utilized in the encoder process to obtain better features. In the decoder
process (��42>34A �, ��42>34A� and ��42>34A) ), deconvolutional layers are first used to up-sample the features,
then SOS Boosted strategy is employed to enhance the obtained features. To obtain better results, the Dense
Feature Fusion strategy are also used in the decoder process.

final dehazed images. Besides, [6] proposes a multi-scale
based deep network which works on strengthen-operate-
subtract-boosting strategy for image dehazing.

3 Our Approach
According to existing approaches [6], a hazy image �ℎ

can be modeled as following:

�ℎ (G) = ) (G)�2 (G) + (1 − ) (G))� (1)

where �2 denotes a haze-free clean image, � describes
the global atmospheric light indicating the intensity of
ambient light, ) is the transmission map, and G represents
the pixel position. Then, Eq. 1 can be reformulated as:

�2 (G) =
�ℎ (G) − (1 − ) (G))�

) (G) (2)

Hence, the �2 (G) can be obtained if transmission map )
and atmospheric light � can be estimated. Besides, if �2 ,
) and � can be well recovered, the hazy image �ℎ can also
be reconstructed. Based on Eq. 1 and Eq. 2, we propose
an effective framework for image dehazing and dedusting.
In specific, the proposed network is based on the U-Net

architecture, and the multi-scale boosted decoder (SOS
boosting strategy) proposed in [6] is also utilized here.
As shown in Fig. 2, the network includes three com-
ponents, an encoder module (��=2>34A ), a boosted de-
coder module (��42>34A ), and a feature restoration mod-

ule (�'4B). The boosted decoder module (��42>34A ) con-
tains three decoders, including ��42>34A �, ��42>34A� and
��42>34A) , which are designed for the estimation of At-
mospheric light, clean image and Transmission map, re-
spectively. Using a hazing/dusting image as input, the pro-
posed framework can obtain the Atmospheric light, clean
image and Transmission map, simultaneously. Specif-
ically, SOS boosting strategy, dense feature fusion and
residual group are used in the encoder and decoder pro-
cesses.

3.1 Residual Group

Following [6], the residual structure is used in this pa-
per, which aims to intensify the features using a residual
mechanism. A residual block contains a Conv-ReLu-Conv
structure and a addition operation, and the residual group
contains  residual blocks. In this paper, we set  = 3.

3.2 Boosting Strategy

The effectiveness of boosting strategy has been proven
in image denoising. Using the previously estimated im-
age, [6] uses SOS boosting algorithm as a refinement pro-
cess to obtain the strengthened image. The algorithm
works positively to improve the Signal-to-Noise Ratio
(SNR) under the axiom, and the denoising method with
boosting strategy obtains better results in terms of SNR
with less noise. For image dehazing, the SOS boosting
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strategy can be formulated similarly as:

�̂1 = 6(� + �̂) − �̂ (3)
where �̂1 denotes the estimated image after boosting

strategy, and g(.) is the dehazing approach, and � + �̂ rep-
resents the strengthened image using the hazy input I. Fol-
lowing [6] and as shown in Fig. 2, we also utilize boosting
strategy to obtain better dehazing/dedusting image results
in this paper, and please see [6] for more details.

3.3 Dense Feature Fusion Module

The U-Net architecture is commonly used, and several
drawbacks are exists, including: (1) the spatial informa-
tion is missed in the process of the encoder block, and (2)
the connections between the features from non-adjacent
levels are insufficient. In this paper, to remedy the miss-
ing spatial information and exploit the features from non-
adjacent levels, the Dense Feature Fusion Module (DFF)
is used here. Following [6], the DFF aims to intensify
the boosted features using an error feedback mechanism,
which is used in both the encoder and the decoder blocks.
As shown in Fig. 2, two DFF modules are utilized in both
the encoding and decoding processes. In specific, one of
the DFF module is used before the residual group in the
encoder and another DFF module is used after the SOS
boosted module in the decoder. Besides, feature fusion
is also employed by connecting the enhanced DFF out-
put in the encoder/decoder to obtain more representative
features.

3.4 Loss

As discussed above, using the hazing/dusting image �ℎ
as input, the proposed framework can obtain the Atmo-
spheric light (�), clean image (�2) and Transmission map
()), simultaneously, and the estimated �, �2 and ) can be
used to reconstruct the input hazing/dusting image, which
means the closed-loop. Hence, two losses, including clean
loss (;>BB2) and reconstruction loss (;>BBA ) with L1 are
utilized, which can be formulated as:

;>BB2 =
∑
| |�6C − �2 | | (4)

where �6C means the groundtruth clean image, �2 means
the estimated dehazing/dedusting images obtained by our
approach.

;>BBA =
∑
| |�ℎ − �̂ℎ | | (5)

�ℎ means the input image and �̂ℎ means the recon-
structed input image using estimated �, �2 and ) with
�̂ℎ = ) �2 + (1 − ))�.
The final loss is defined as:

;>BB = U;>BB2 + V;>BBA (6)

where U and V are weight parameters and we set U = 0.5,
V = 0.5 empirically in this paper.

3.5 Implementations

In this section, we provide more implementation details
of our approach. In specific, as shown in Fig. 2, in each
decoder module (��42>34A �, ��42>34A� and ��42>34A) ),
convolutional and deconvolutional layers are used in this
paper. And after each convolutional and deconvolutional
layer, the Leaky Rectified Linear Unit (LReLU) with a
negative slope of 0.2 is used. For the residual group [23],
it consists of three residual blocks in (�'4B). In the en-
coder module, the kernel size of the first layer is set as
11×11 pixels, and kernel size with 3×3 is set in all the
other convolutional and deconvolutional layers. The pro-
posed framework is jointly trained and the Mean Squared
Error (MSE) is utilized as the loss function to constrain
the network output and ground truth. ADAM solver [24]
is employed and the entire training process contains 100
epochs. We set V1 = 0.9 and V2 = 0.999 with a batch size
of 16. The initial learning rate is set as 104 with a decay
rate of 0.75 after every 10 epochs.

3.6 Evaluation metrics

To effective demonstrates the effectiveness of our ap-
proach, following [6], two kind of evaluation metrics are
employed here, including PSNR and SSIM.
Given two images �G and �H with pixel values from 0 to

255, the formulation of PSNR is defined as:

"(� =
1
"#

"−1∑
8=0

#−1∑
9=0
(�G (8, 9) − �H (8, 9))2

%(#' = 10;>610 (
2552

"(�
)

(7)

where " and # are the height and width of �G and �H .
The structural similarity index measure (SSIM) is used

for measuring the similarity between two images (�G and
�H). And the formulation of SSIM is defined as:

((�" =
(2`G`H + 21) (2XGH + 22)
(`2G + `2H + 21) (X2G + X2H + 22)

(8)

where `G and `H are the averages of �G and �H , XG and
XH are variances of �G and �H , XGH is the covariance of
�G and �H , 21 and 22 are two variables to stabilized the
division with weak denominator.

4 Experiment
To prove the effectiveness of our approach, we provide

the experiment results of our proposed dehazing/dedusting
approaches in both qualitative and quantitative levels.
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Figure 3. Visualization of dedusting results of real-world captured dusting images. The first rows are the input
dust images and the second rows are the results obtained by our approach. As shown in this figure, the input
images are suffered from heavy dust and our approach can remove the dust effectively.

Figure 4. Visualization of dehazing results of hazy images generated in traffic scenarios. GT means ground truth
images. The first row shows the input images, the second row shows the results obtained by our approach and
the third row shows the ground truth images.
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Following [6], the RESIDE dataset [25] is used as
the training data for image dehazing. The RESIDE
dataset [25] contains both synthesized and real-world
hazy/clean image pairs for both indoor and outdoor scenes.
Hence, to obtain a dehazing model with better generaliza-
tion ability, 9000 outdoor hazy/clean image pairs from the
RESIDE training dataset [25] are selected as the training
set. Note that the redundant images from the same scenes
are removed to avoid over-fitting the training process. To
augment the training data, the images of each pair are re-
sized with three random scales within the scale range from
0.5 to 1.0. Besides, to further augment the training images,
the hazy images are randomly cropped with resolution of
(256 × 256) patches and flip operation with horizontally
and vertically directions are utilized here.
Meanwhile, for image dedusting, we use real-world cap-

tured dust/dust-free image pairs as the training dataset, and
these images are captured under real-world industry op-
eration scenarios. The training data for image dedusting
model contains 1000 image pairs.

4.1 Dehazing/dedusting results

Fig. 3 and Fig. 4 illustrate the visualization results of
image dedusting/dehazing, respectively.

Fig. 3 demonstrates a digging and truck loading process
of a excavator, which is captured in a real-world industrial
operation scenario. As shown in Fig. 3 (input), the digging
and truck loading process is suffered with heavy dust, and
the working areas and the excavator are blurry. In such
process, the machine, such as excavator, is difficult to
detect for human eyes due to the existed dust, and it is
even harder to detect for computer vision technologies.
Besides, the operation areas, such as the rock areas, are
also difficult to localize, even for humans, which heavily
impede the automation of such process. As shown in Fig. 3
(results), our approach can remove the influence of dust
effectively, and the areas of excavator and rocks are be
easily found after the dedusting process.

Fig. 4 illustrates the dehazing results using hazy im-
ages captured in city scenes. As shown in Fig. 4 (input),
hazy conditions are always exist in city and traffic scenes,
which also heavily affect the detection and identification
of buildings, cars and humans, etc. Besides, as shown
in Fig. 4 (results), our approach can effectively remove
the influence of hazy, and clean images can be obtained,
which can help to detect and identify buildings, cars and
humans, etc.

As shown in Fig. 3 and Fig. 4, our approach can effec-
tively remove the dust and hazy components of dusting
and hazing images, which can support the construction
process in human working.

Table. 1 andTable. 2 demonstrate the quantitative results
of PSNR and SSIM of the inputs and results obtained

Table 1. PSNR results of images shown in Fig. 4.
The better results are shown in bold. ”e-1d” mean
results using one encoder and one decoder to recover
clean images.

Eval Test1 Test2 Test3 Test4
input 15.029 18.549 15.778 12.387
e-1d[6] 19.591 21.021 16.254 27.007
Our 20.035 21.411 16.620 27.501

Table 2. SSIM results of images shown in Fig. 4.
The better results are shown in bold. ”e-1d” mean
results using one encoder and one decoder to recover
clean images.

Eval Test1 Test2 Test3 Test4
input 0.8041 0.8956 0.7845 0.7489
e-1d[6] 0.9207 0.9356 0.8525 0.9534
Our 0.9527 0.9603 0.8862 0.9707

by our approach. Test 1, Test 2, Test 3 and Test 4 in
Table. 1 and Table. 2 mean the figures in Fig. 4. The
PSNR and SSIM can be calculated with the formulation
of Eq. 7 and Eq. 8. ”e-1d” mean results obtained using
one encoder-decoder structure [6], and ”Our” mean results
obtained using one encoder and three decoders with clean
and reconstruction loss.
As shown in Table. 1, the PSNR results of our approach

outperform the input images and ”e-1d”, which also prove
that our approach can effectively remove the influence
of hazy and recover better images that are close to the
groundtruth. SSIMcan be used formeasuring the structure
similarity between the recovered image and groundtruth.
In Table. 2, better SSIM results can also be obtained by
our approach, which prove that images with better struc-
tures can be obtained that are much more similar with the
groundtruth.

5 Conclusion
In this study, we propose a closed-loop framework to re-

move the influence of dust and hazy in construction sites,
which contains one encoder and three decoders. Taking
a image with dust as input, the proposed framework can
effectively remove the dust component, thus clean image
can be obtained. To achieve this, we divide the image
with dust into three components, including clean image
component, atmospheric light component and transmis-
sion component, and a U-Net structure that contains a
encoder and three decoders is used, where the encoder
is for effective feature extraction, and the three decoders
are for the recovery of the three image components, thus
clean image, atmospheric light and transmission compo-
nents can be obtained. Clean and reconstruction losses
are utilized to guarantee that the network can be conver-
gent. Experiments demonstrate the effectiveness of the
proposed approach.
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Abstract – 

The use of robotics in construction improves 

safety and productivity in construction sites. However, 

there are limitations for construction managers to 

monitor robotic construction processes. This is due to 

the lack of well-developed human-robot collaboration 

interfaces. Digital Twin (DT) and Mixed Reality (MR) 

are two emerging technologies that can help to 

address these limitations by enhancing human-robot 

interaction, for on-site construction processes.  

However, DT in MR for human-robot interactions in 

robotic construction processes has not yet been widely 

studied in research or in practice.  

This work explores effective human-robot 

collaboration for automated construction processes 

using on-site real-time DT of robotic process in a MR 

construction environment. First, a DT prototype of a 

robotic construction process establishes a two-way 

communication between the physical and virtual 

models of the robot arm. Next, real-time process data 

is collected from the robot and sent to the 

visualisation and database platforms. This work 

describes the workflow in order to send the real-time 

data to the MR headset for direct visual feedback and 

direct interaction with the robot arm. The prototype 

is validated using a case study demonstration of a 

robotic masonry construction process. 

By demonstrating this proof of concept for real-

time DT of robotic construction processes in MR, this 

work contributes to construction management for 

digital fabrication through human-robot 

collaboration. This work concludes with potential 

future research directions including data access and 

manipulation for digital processes in construction 

sites. 

Keywords – 

Robotics; Mixed Reality; Digital Twin; Human-

Robot Collaboration; Real-time visualisation; Digital 

Fabrication, Augmented Fabrication 

1 Introduction 

The construction sector ranks almost the lowest in 

digitalisation amongst many other industries [1]. 

Research in digitalisation of the industry is needed to 

improve the current process of construction. One such 

digitalisation approach is the use of robotic technology. 

Recent research explores robotic technology to integrate 

design and construction processes and their adoption in 

the scale of industrialised construction [2].  

Robots can be used for various repetitive and 

dangerous tasks [3]. The use of robots requires a better 

feedback loop between humans and robots for 

collaboration in design and construction processes [4]. 

Digital twin is an emerging technology to improve 

human-robot interaction for collaboration in construction 

[5]. The state-of-the-art digital twin concept in 

construction is described by Sacks et al. [6] as the 

“construction twin,” or in other words the twinning of the 

construction process. In the case of digital fabrication, 

when the construction process is undertaken by robots, 

the digital twin of robotic construction refers to the 

twinning of the robotic process.  

Conventional robotic processes in the construction 

industry follow the workflow as shown in Figure 1. For 

the execution of a robotic process, first a code is written. 

The required data and the code are then sent to the robot 

for execution. The robot follows the commands as 

written in the code. Finally, the physical robotic task is 

completed. After the execution, a user inspects the 

commands procedure and creates a feedback loop by 

editing the code and sending it to the robot again.  

Figure 1: Conventional feedback loop 
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However, this conventional feedback loop is 

relatively sequential and real-time feedback is not 

supported during the robotic construction process. This 

can be improved by a cyber-physical real time DT 

throughout the process [4]. DT enhances computational 

abilities and provides a collaborative system [5], [7]. 

Although DT can improve the collaboration, construction 

workers require the feedback to be in a visual format to 

better understand and respond efficiently [8]. This work 

proposes an alternative feedback loop that integrates 

information throughout the processes, while augmenting 

virtual feedback using DT and immersive visualisation in 

MR. The data produced in the process is stored in a 

database to use for future purposes such as progress 

monitoring or process automation. The proposed 

feedback loop is shown in Figure 2. It allows users to 

communicate with the robot in a much more efficient 

way. The proposed DT allows a two-way communication 

between the robot and the human to improve the 

effectiveness of the collaboration during the process. 

Figure 2: Proposed feedback loop with DT in MR 

2 Literature Review 

This section explains the following four topics in 

recent research: 

• Robotic construction

• Digital Twin (DT)

• Spatial Computing in Mixed Reality (MR)

• Data Management

2.1 Robotic construction 

In construction, it is often challenging to use robots 

on site because many construction sites are unstructured 

and dynamic [9]. On one hand, robotic construction can 

save time, improve geometrical accuracy, reduce 

construction cost and improve site safety and human 

well-being [10]. On the other hand, it requires specific 

robotic expertise and information integration to operate 

robots on-site [11]. This can be improved by the use of 

dedicated sensing devices to improve the feedback loop 

[12]. 

Robotic technology has been adopted in the 

construction industry for many applications, such as 

drywall installation, painting, welding, bolting, drilling, 

pouring concrete, masonry, façade installation, 3D 

printed formwork and external walls, timber structure 

assembly and autonomous anchoring [10], [13]–[17]. 

Construction robots often involve discrete interaction 

between human and robot during the robotic construction 

processes. For example, the feedback of scanned data has 

been used for robotic design and construction of timber 

architecture [19]. This can lead to safety issues, 

especially in a dynamic environment on the construction 

site [18]. The industry requires a more interactive and 

immersive feedback loop such as using sensing devices 

for humans to interact in real-time with robots [12].  

2.2 Digital Twin (DT) 

DT was first proposed by NASA to a novel "paring 

technology" to connect the real world and cyber world. It 

can increase the cognitive abilities towards intelligent 

and autonomous systems. DT has been used in various 

contexts by many researchers and industries.  

DT for construction follows the twin of the building 

rather than the process. The DT as used in construction is 

described by Tao et al. [21] as a representation of three 

main elements: the physical element, the digital 

counterpart and the connecting link [6], [21]. It is referred 

to the Building Information Modelling (BIM) model as 

well as the data generated in the operational phase [22]. 

However, its foundational concept has not yet been well 

defined for construction processes.  

Different from DT, the digital shadow represents a 

one-way communication to the physical representation; 

whereas, DT represents automatic two-way 

communication between the physical and digital 

environments. DT can be classified into two types - 

Product DT and Process DT [23], [24]. 

2.2.1 Product Digital Twin (DT) 

Product DT refers to the twin of a physical asset, 

where the asset’s properties and behaviour can be 

represented in digital form through modelling, analysis 

and simulation [25]. The difference between the digital 

model and the digital twin is the connection between the 

physical and digital models [26]. In the construction 

industry, product DT is often referred to as the digital 

asset of the building in the operational phase. It consists 

of the BIM model of the building together with live 

integrated data modelled with semantic relationships [27]. 

2.2.2 Process Digital Twin (DT) 

Process DT refers to the dynamic behavior of the 

operation conducted with the physical counterparts to 

achieve real time synchronisation between the digital and 

physical environments. In a process environment, such as 

manufacturing, a digital twin would be used for 

monitoring, control, diagnostics and prediction[28]–[30]. 
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Such a real time synchronisation of data can lead to 

efficient human-robot collaboration with virtual and 

physical objects. This facilitates innovative approaches 

for design, validation and control of the robotic processes 

[31]. DT can also be used for product life cycle 

management [21]. The process DT twin in the 

manufacturing industry is used to improve the human-

robot collaboration using head mounting devices. 

Process DT includes the following properties [26]: 

• Simulation of robotic process 

• Two-way communication with robot 

• Real time monitoring of sensed data 

• Data storage for future  

However, to date, there are few examples of process 

digital DT for construction robotics. 

2.3 Spatial Computing in Mixed Reality (MR) 

MR is the augmentation of virtual objects in the real 

world that can be visualised with a head mounted device. 

This allows users to see the real world as well as the 

virtual objects that are embedded in the real world. 

Within the concept of MR, spatial computing creates an 

environment for communicating and visualising the 

spatial relationships of the real world [32]. This enables 

real time interaction between the virtual objects and the 

physical environment. Spatial computing can be used to 

make the virtual object interact with the real world. MR 

can be used to control the robots [33]. In the construction 

industry, MR can be used for safety collaboration, site 

survey, prefabrication, remote design, training for 

workers and facility management [34]–[36]. However, 

there is no defined application of MR in robotic 

construction processes.   

2.4 Data Management 

Huge amounts of data are created in digital processes. 

Data in the DT of construction processes can be used for 

process tracking and project monitoring purposes [6]. 

The data here refers to the live data obtained from the DT, 

which can include any sensor data that is obtained in real 

time.  

  Available databases for data storage can be 

relational or non-relational. A relational database is often 

in table format. These are commonly used by Civil 

Engineers in .csv format so that it can be imported to 

Autodesk® Revit for scheduling or quantity takeoff 

purposes [37]. Relational databases are not highly 

scalable; often this data structure gives rise to high 

complexity as data cannot be easily encapsulated in a 

table [38]. The creation of a DT for construction robotics 

requires multiple sources of data from various sensing 

technologies. Thus, there is need to explore of non-

relational databases in construction DT to accommodate 

data from multiple sources. 

Data obtained from DT can be used for various 

purposes such as optimising the process that is being 

executed by making the robots process aware. This can 

be achieved by creating semantic data relationships to 

open up intelligent semantic platforms (referred to as 

Generation 2) and agent driven socio-technical platforms 

(Generation 3) of a Construction Digital Twin [27]. 

Furthermore, an ontology-based communication can be 

used in a standardised way for data transfer [39]. 

3 Workflow 

Figure 3 shows the proposed workflow for the DT of 

robotic construction process in MR. 

 

Figure 3: Workflow of the DT of the robotic 

construction process in MR 
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This workflow represents the procedure that is 

required to be followed for any robotic construction 

process. The process includes design, robotic operation, 

visualisation in MR and data storage. 

Design is the first step in a conventional construction 

process. The required data from the design is filtered and 

sent to the robot, depending on the task that the robot 

would perform. The level of detail of data sent to the 

robot depends on the geometrical information required 

for path planning, to define the robotic process. Path 

planning represents the local navigation of a robotic 

system. The robotic process can be simulated and 

visualised in MR prior to sending it for operation to the 

robot. Any change in design can be altered during the 

robotic process and visualised in MR. Further, the data 

during the DT process is stored in a database, which acts 

as a log that can be used for process monitoring purposes. 

4 Validation and Findings 

To verify and validate the proposed workflow in 

Figure 3, a prototype of a robotic masonry construction 

process for a robotically fabricated wall is conducted as 

a case study. 

4.1 Masonry Construction  

4.1.1 Modelling 

First, the masonry wall is modelled using 

computational design as shown in Figure 4. The bricks 

are modelled as mesh objects in Rhinoceros 3D (Rhino)®, 

along with the information of the plane at the midpoint of 

each block. A reduced scale of 1:2.5 of the standard brick 

size is used. The width of the brick must lie in the 

tolerance value of the robotic pickup tool. The data 

extracted from modelling for robotic execution are the 

midpoints of each brick along with the plane of 

orientation and the width of each brick. In the 

Grasshopper script, each plane representing the midpoint 

of the block is stored in the plane component. This 

component is connected to robotic execution for the 

“Place location” of the brick 

 

Figure 4: Wall model in 3D 

4.1.2 Robotic process 

 

Figure 5: Robotic path planning 

The robotic process involves path planning of a robot 

for the masonry work. The Universal Robot 5 (UR5) was 

used for the prototype. The robot can be seen in Figure 6. 

The path of the robot follows repetition of the picking and 

placing of the bricks. The path is visually coded using the 

Robots plugin in Grasshopper.  Figure 5Error! 

Reference source not found. shows the points of placing 

the brick along with the pickup point. Once the path is 

simulated and is ready for execution, data can be sent to 

the robot through LAN connection to pick up bricks at a 

dedicated location.  The execution follows the path 

shown in Figure 6Figure 6. The following steps are 

shown as follows: 

1. Unobstructed point above pick up location 

2. Pick up location 

3. Unobstructed point above pick up location 

4. Unobstructed point neat place-location 

5. Place point – obtained from model 

6. 30mm above place point 

7. Unobstructed point neat place location 

 

 

Figure 6: Robotic Positions 
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4.1.3 Visualisation 

The simulation and the live data obtained from the 

Rhino Grasshopper are visualised in the MR. The mesh 

data is sent as a game object from Grasshopper to Unity® 

using Rhino®. Inside.Unity and visualised with the MR 

headset using Zero Iteration. In this work, Magic Leap 

headset is used for visualisation. It allows users to 

monitor the entire process of simulation and the robotic 

operation. Visualisation of the simulation in MR is a step 

for Virtual Commissioning, which is used to simulate the 

expected manufacturing systems and control programs 

prior to execution of the physical system. This simulation 

visualises both the robot and the robotic process in the 

real place on-site [33]. After sending the robotic 

commands, the live position of the robot is obtained for 

visualisation. This visualisation allows the user to live 

monitor the process. Figure 7Error! Reference source 

not found. shows the live position of the robot as well as 

the mixed reality parallel to each other. Also, the robotic 

process can also be monitored and controlled remotely 

using Magic Leap® MR control tools. 

 

Figure 7: Real and Virtual display 

4.1.4 Data Storage 

The live positions of the robot are recorded each 

second from Grasshopper and sent to Dynamodb using 

Amazon Web Services. The current data includes the 

angle of each joint of the UR5. In future, if more sensors 

are added for monitoring in the construction process, the 

items can be added directly to the Dynamodb database 

for storage. Each element would be represented in a well-

defined format as explained below. This format can be 

used for all future projects.  

{“Time": "05/09/2021 16:54:06", 

"Type": “Robot”, 

"Robot": 

 { 

“FkInput": "3.699685| -1.825343| -1.045692| -

1.842495|1.57278|3.701816" 

  } } 

The "Time" attribute represents the time of the sensor 

data received. It also acts as the primary key to the 

database, which means all the values are unique. The 

"Type" attribute represents the information of the type of 

sensor that is being used. Here, the sensor is directly from 

the robot and thus has the value of "Robot". The 

technology is represented by "Robot" attribute. The value 

corresponds to the data obtained from the robot. In this 

the value represents the angle of each joint of the robot at 

an instance of time. The robotic configuration of UR5 can 

be reconstructed using this value. For other sensors, the 

attribute changes to the corresponding sensor information 

retrieved. 

4.2 Discussion 

4.2.1 Potential Applications 

1. Process Monitoring 

 

Figure 8: Process monitoring 

Construction managers can use the proposed 

workflow for process monitoring as proposed by Sacks 

[6]. The project intent and status information can be 

obtained from the visual information seen in mixed 

reality. This information can be used directly by the users 

to monitor, control and update the real-time progress of 

construction in DT. Reality capture can also be added as 

one of the sensor inputs to be used for progress 

monitoring management [20].  

Furthermore, digital fabrication engineers can use 

process monitoring to compare the intended information 

to the actual completed process. This can help when 

material behavior is not well known. For example, the 

application of materials such as concrete, fabric etc. 

where the material properties are not rigid and are not 

easy for simulation. 

2. Remote Monitoring  

Construction managers or project owners can use the 

proposed workflow to monitor the process from a remote 

location, away from the construction site, as shown in 

Figure 9Error! Reference source not found.. Managers 

can simultaneously monitor different zones or locations 

of the construction site enabling them to multitask more 

efficiently. For project owners, the progress of the 

construction can be monitored completely remotely. It 

gives the owners an opportunity to know the status of 

construction while remaining in an office far away from 

the construction site. 
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3. On-site virtual commissioning  

Digital fabrication engineer can use real place virtual 

commissioning as a pre-check in the construction site, 

before the execution of the robotic process [40]. The 

robotic process can be checked on the site using MR. This 

can help to avoid collisions within an unstructured 

construction site as well as avoid the bottleneck of 

activities due to uncertainty in execution. This virtual 

commissioning can also facilitate coordination amongst 

the project teams – in particular the digital fabrication 

design coordinator – to comprehend and incorporate 

digital fabrication requirements during design 

development of the design process [41]. 

 The proposed use cases for various project roles are 

summarized in Table 1. 

 

Use Case User Application 

Process 

monitoring 

Construction 

manager 

Live status update 

Process 

monitoring 

Digital 

fabrication 

engineer 

Live monitoring of 

intended and 

executed details 

Remote 

monitoring 

Construction 

manager; 

owner 

Remote monitoring 

of multiple projects 

Real-place 

virtual 

commissioning 

Digital 

fabrication 

engineer 

Precheck of the 

process before 

execution  

Real-place 

virtual 

commissioning 

Digital 

fabrication 

Design 

coordinator 

Incorporate digital 

fabrication 

requirements in 

design development  

Table 1: Potential applications 

4.2.2 Limitations and future research 

The digital fabrication process is dependent on the 

type of task done by the robot. Each process requires 

specific input and process development. The validation 

of the workflow was done using the masonry wall 

construction. In brick masonry, the geometry of the wall 

with the mid-point and plane data of each brick is 

necessary and sufficient data for robotic construction. 

The robotic execution is a process-orientated setup. Each 

type of function would require basic understanding of the 

function to be performed by a human. This will help in 

creating a better human- robot collaborative environment. 

The details in each robotic process are unique to its 

application. More research is required to study the 

process as well as consider what technology would be 

required to sense the monitoring process, with the 

potential future development of a holistic framework for 

real-time DT of on-site robotic construction processes to 

be visualised in MR. 

The currently used MR headset had a least count of 

100mm, whereas the robot has a least count of 1mm. This 

means any value between 51mm and 150mm for the 

robot would correspond to 100mm if measured using MR. 

Thus, the spatial information from the MR in this 

workflow cannot be sent to the robot for execution of the 

process. Future research can be done to improve the 

sensor accuracy of the MR device. If required, an 

external sensor can be added to the DT to measure 

distance more accurately. 

The data used in the DT process is directly extracted 

from the robot. In future research, more sensors can help 

in better feedback of the robotic process. The database 

created in this research allows the addition of data from 

multiple sensors of any type. More research is needed to 

determine which sensors should be added and the 

relevant data required for the process.  

The data is stored using the Amazon DynamoDB 

database. The database needs to be filtered and queried 

according to the use case. The current approach lacks 

semantic relation to the entities. With the addition of 

more sensors, the structure of data should be supported 

by the creation of ontology to show the execution of the 

process.  

5 Conclusion 

This work combines state-of-the-art research on 

robotic construction, DT, spatial computing in MR, and 

data management to propose a workflow for a DT of 

Figure 9: Remote monitoring 
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robotic construction. The DT is visualized in a MR 

prototype using multiple computational design platforms. 

The workflow is validated using a brick-laying 

construction process that uses a UR5 robot arm. The 

prototype demonstrates how the workflow enables a real-

time DT of robotic processes for on-site construction. 

This work discusses three potential use cases of the 

prototype – process monitoring, remote monitoring, and 

real-place virtual commissioning – in construction 

including potential users and their applications. 

Moreover, this work illustrates the limitation of this 

research and the potential lines of future research. 

Overall, this work contributes to the body of 

knowledge in construction twins and construction 

management using MR technology. Based on the 

findings, DT helps to improve collaboration for human-

robot interaction and enable remote control, monitoring 

and real-time updates of the robotic processes using MR 

technology. Also, BIM-based DT of robotic construction 

in MR facilitates information integration and data 

management for digital fabrication adoption in design. 

Furthermore, the DT allows users to give the feedback to 

the robotic process in a more efficient way with an 

immersive environment for visualisation and human-

robot interaction.  
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Abstract 

 

Mechanical, Electrical, and Plumbing (MEP) play a 

crucial role in civil construction projects. MEP is 

characterized by various interdisciplinary and 

interconnected activities of multiple trades. 

Traditionally, not updated design information and 

communication problems are very common in this 

industry. Thus, schedule delays and cost overruns are 

frequent in MEP construction projects. Furthermore, 

relatively low penetration of digitization and very few 

applications of new technologies can be mentioned as 

main inhibitors for performance improvements in 

this industry. Augmented Reality (AR) in 

combination with Building Information Modeling 

(BIM) are some of the emerging technologies that 

support providing information in real-time, on-

demand and location-based. By using as case study, a 

multistorey apartment building we compared the 

performance of conventionally MEP practices and 

the support with an AR head-mounted display.  

The study results showed measurable benefits in 

terms of significant reductions in execution time. 

However, also potential negative effects like increased 

work accident risks were recognized. The results are 

further discussed in a SWOT analysis that examines 

the AR application in terms of performance inhibitors 

and enhancers in both internal and external settings. 

Future research activities should consist of 

developing a standardized implementation model to 

best exploit the benefits of AR also within other 

construction trades.  

 

Keywords –  

 Augmented Reality; MEP; Construction; 

SWOT; Performance; BIM  

1 Introduction 

Mechanical, Electrical and Plumbing (MEP) works 

are characterized by different skilled labours requiring 

high coordination efforts. Generally, MEP covers air 

conditioning, heating and ventilation systems (HVAC), 

water supply and drainage systems, firefighting and fire 

protection systems, as well as electrical power and 

lighting systems. Traditionally, MEP works can be 

considered as an important construction trade, generally 

making up from 40 to 60% of total project costs [1].  

Further, MEP works on-site are characterized by 

budget and time constraints as well as complex 

management of multiple simultaneous processes and 

stakeholders [2,3]. Conventional MEP works constitute 

lengthy processes using 2D drawings of different MEP 

systems to find possible conflicts or coordinate various 

tasks amongst different trades on-site. Often the drawings 

and documents are not up-to-date, incomplete, and not 

digitized making it hard to search for useful information. 

Digitization of information is very important to reduce 

non-value-adding activities in MEP systems [4].  

Emerging technologies such as Building Information 

Modeling (BIM) and Augmented Reality (AR) have high 

potential to improve the previously mentioned issues [5]. 

BIM is a digital representation of a physical building that 

serves as a shared information database and supports 

decision-making throughout its life cycle [6]. AR places 

the user in a real environment augmented with additional 

information generated by a computer creating a new form 

of a context-aware interface [7].  

It has been shown that AR systems increase 

productivity in areas such as maintenance [8,9], logistics 

[10], and training of complex tasks [11] by supporting 

these works with step-by-step guidance [11,12] or 

through supervisory control to find i.e. installation errors 

[13]. Due to the complex structure in building and MEP 

projects and the client-contractor dynamics, as well as the 

inherent image of being expensive and immature, AR has 

not been widely applied in the construction industry so 

far [14]. In addition, the slow adoption of new technology 

makes construction one of the least automated and 

digitized industries [15]. 

The rarity of skilled MEP workers, the increase in 

labour and material costs, the pressure from owners to 
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deliver a project faster and with lower costs, as well as 

the heightened complexity of MEP systems pose major 

challenges for companies in this sector [16,17]. 

This paper aims to show that AR technology applied in a 

case study of MEP installation in a multi-story apartment 

building helps increasing efficiency compared to 

traditional working methods. The main results of the case 

study application are summarized in a Strengths, 

Weaknesses, Opportunities, and Threats (SWOT) 

analysis. 

2 Literature review 

In section 2.1 BIM and the integration of AR are 

described. Section 2.2 presents the general application of 

AR and section 2.3 describes the state of the art of AR 

applications in construction. 

2.1 BIM and AR integration in construction 

AR integration with BIM consists of displaying digital 

models and other correlated data in real-time by 

augmenting them to the physical context of construction 

[12]. Generally, the research on BIM-AR integration is 

still ongoing and limited to only a few successful 

implementations [18]. Although several construction 

management software products are available on the 

market that integrate AR/VR technology to visualize 

interactive 3D models on-site, they lack the ability to 

display tasks and task related information as well as 

construction progress and performance [19].  

2.2 AR in other sectors 

AR is applied in various industries and fields as a tool 

to effectively deliver information to workers with the aim 

to increase productivity. Examples include automotive 

maintenance [8], aeronautical maintenance [9], logistics 

[10], control cabinet production [20], hospitals [21], 

manufacturing [22], as well as training of complex skills 

[11]. In these studies, tasks supported by AR could be 

substantially improved compared to traditional 

information systems such as paper-based manuals, 

drawings, or photographs. Further, AR accelerated the 

training process of assembly routines as well as increased 

the work memory retention. Literature reports that 

especially users with more work experience [8,9] or with 

less cognitive skills [23] could benefit the most from AR 

support. The analysed studies show that AR supports 

training and it reduces errors as well as the number of 

decisions to be made by the operators, and the time 

needed to finish tasks [8–11,20].  

In addition, users of AR benefit from reduced 

cognitive workload, uninterrupted work via the guided 

work instructions, and hands-free work in case of an AR 

head-mounted display (HMD) [8,9,11].  

Table 1. General AR applications 

Authors Area/Industry Results 

Jetter, 

Eimeck, and 

Reese 2018 

[8] 

Automotive 

maintenance 

Time and errors 

reduction with AR 

support 

Loizeau et al. 

2019 [9] 

Aeronautical 

maintenance 

Time and errors 

reduction, as well as less 

cognitive load with AR 

support 

Remondino 

2020 [10] 

Logistics Faster training and 

execution of storage 

operation, transport 

optimization 

Khokhovsky 

et al. 2019 

[20] 

Control Cabinet 

Manufacturing 

Reduced decision 

making and less errors 

with AR for assembly 

Yoon et al. 

2018 [21] 

Hospital; Surgery AR HMD enhances 

surgeons’ operating 

experience regarding 

attention, procedure 

planning and time 

savings 

Baroroh, 

Chu, and 

Wang 2020 

[22] 

Manufacturing AR supports assembly 

operations, reduces 

human’s mental 

workload, facilitates 

information exchange 

between operators and 

machines in real-time 

Hou et al. 

2017 [11] 

Maintenance 

training in oil & 

gas industry 

Decreased time and 

errors; faster learning 

with AR 

2.3 AR applications in construction 

Wang et al. [12] present the application of an AR 

HMD to provide design information in real-time 

resulting in significant time reductions for cognitive tasks 

(e.g. reading of drawings and work instructions). Hou et 

al. [11] developed a training framework for AR systems 

to teach complex procedures and increase skill levels in 

the oil and gas industries that allowed to decrease time 

and errors for completing maintenance tasks. Similar 

results were achieved by Chalhoub and Ayer [24] who 

compared the performance of Mixed Reality (MR) with 

the traditional paper-based method of providing design 

information for the assembly of prefabricated electrical 

conduits. Faster assembly times, less time needed to 

understand the given tasks, and less errors were the 

results. In this direction, Kwiatek et al. [23] found that 

the support of AR in the pre-assembly of pipe spools led 

to a considerable reduction of assembly task durations. 
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Participants with low spatial skills benefited the most 

from the AR application, deeming it suitable for training 

purposes. Considering the area of facility management, 

El Ammari and Hammad [25] developed a BIM-based 

MR approach to allow remote collaboration and visual 

communication between the office and on-site field 

workers. By using an Immersive Augmented Virtuality 

application, the office had the same view as the operator 

on-site that allowed to save time in data retrieval and 

approvals, and at the same time making less errors on-

site. In this direction, Chen, Lai, and Lin [26] developed 

a fire safety equipment (FSE) inspection and 

maintenance system based on AR to provide information 

to the inspectors and engineers while doing maintenance 

and repair works. Compared to the traditional paper-

based method, considerably time savings and fewer 

errors could be reached.  

While some works regarding AR applications in 

construction to support training, assembly, or 

maintenance tasks could be identified, the literature 

indicates that guidelines, best cases and standardized 

implementation models are missing for a successful roll-

out of AR in construction. 

Table 2. AR applications in construction 

Authors Area/Industry Results 

Wang, Love et 

al. 2013 [12] 

Architecture, 

Engineering, 

Construction 

and Facilities 

Management 

(AEC/FM) 

BIM+AR support on-site 

helped in retrieving 

needed information, 

reduced errors, and 

tracked material flow 

Hou et al. 2017 

[11] 

Oil and Gas 

facility 

operation and 

maintenance 

AR helped to train 

complex skills faster, 

increased productivity, 

reduced rework, improved 

work safety 

Chalhoub and 

Ayer 2018 [24] 

Construction 

industry 

(electrical 

construction) 

The use of MR led to 

higher productivity, 

reduced time to 

understand tasks, 

produced fewer errors, 

and increased accuracy 

Kwiatek et al. 

2019 [23] 

Construction 

industry 

(assembly 

tasks) 

AR helped to save time, 

provided strong cognitive 

support  

El Ammari and 

Hammad 2019 

[25] 

Facility 

Management 

(FM) 

AR improved field task 

efficiency via minimized 

data entry and errors, and 

reduced task time  

Chen, Lai, and 

Lin 2020 [26] 

Fire safety 

equipment 

(FSE) 

inspection and 

maintenance 

Less maintenance 

duration, less errors, and 

paper-less work was 

achieved with AR support 

3 Research methodology 

The case study research method is based on the works of 

Hale [27], Kothari [28], and Zainal [29]. Specifically, our 

research follows three main steps: i) study design, ii) data 

gathering (observation), and iii) data analysis [28]. 

 

Step 1: Study Design 

A multi-apartment building was selected for the case 

study to compare the performance of the carried-out tasks 

with and without AR support. This project case was 

identified because the design of the apartments of the 

ground floor was very similar with the one on the first 

floor. The project duration was around six months.  

At the beginning, an analysis of the tasks that were 

suitable to support with AR was conducted. The tasks 

selected to be supported with AR were marking works 

for the installation of heating, ventilation, and sanitation 

as well as electrical tubes. 

For the AR HMD, the Trimble XR10 safety helmet that 

incorporates the Microsoft HoloLens II was selected. We 

selected the application BIM Holoview 

(http://www.bimholoview.com/) because of the 

following reasons: i) user-friendly interface and very 

clear commands to execute, ii) possibility to colour the 

different assets and elements and iii) possibility to use it 

also without internet connection. The results were 

analysed and summarized in a SWOT analysis.  

 

Step 2: Data gathering 

Four foremen and the MEP company’s BIM 

coordinator formed the case study’s participants. The 

BIM coordinator is qualified as a mechanical engineering 

technician with eleven years of working experience. All 

foremen are certified installers with eight to twenty years 

of work experience, either for heating, ventilation, and 

sanitary (HVS) works, electrical installation, or 

underfloor heating (UFH) systems.  

While the participants performed the given tasks, 

performance data such as time and accuracy were 

gathered by direct observations. To assure transparency 

and traceability of the data, the marking works with the 

AR HMD support were videorecorded. Time was 

measured by deducting the start of the operation from the 

end of the operation (cycle time).  

The accuracy of the marking works was checked with 

the dimensions in the BIM model design and the 

corresponding deviations were noted in X and Y axis 

with positive values. The accuracy of the Z-axis was not 

controlled because the height of the objects in the BIM 

model was not modelled correctly.  

 

Step 3: Data analysis 

The analysis of the cycle time was recorded by 

mapping the relative time efforts compared to the 

traditional method for each main activity (e.g. marking of 
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underfloor heating) and construction location (e.g. 

kitchen apartment 1). Considering the accuracy levels, 

the average accuracy per task and per location was 

calculated. To give an indication of the reliability of the 

calculated average values we also inserted the number of 

values per task and construction location.  

Finally, the case study results were summarized and 

discussed by using a SWOT analysis. Here, the AR 

support for marking works was analysed considering the 

strengths, shortcomings, opportunities, and threats for a 

daily use in practice. Thus, the analysis serves to 

establish initial guidelines for applying AR in 

construction. 

4 Case study application 

4.1 Case study description 

The case study company is of medium-size and 

specialized in Mechanical, Electrical and Plumbing 

(MEP) works. As case study project, a medium-sized 

multi-apartment building in Northern Italy with five 

apartments on three levels was chosen. It was selected 

according to the following criteria: i) manageable size, 

which is not too complex and not too big for the tests on-

site; ii) identical apartments on the ground and first floor 

being able to compare the work processes with and 

without AR support. An initial analysis was carried out to 

identify suitable work processes for the AR support. As 

a result, the MEP company decided to use AR to support 

the marking works for the installation of heating and 

sanitation tubes (HVS) as well as the underfloor heating 

(UFH) in the apartments and electrical pipes. The 

traditional way for doing the marking works consists of 

using 2D-drawings, a measuring tape and a spray can 

needed to indicate where the tubes should be placed on-

site. Consequently, the marking activities with and 

without AR were compared. 

The test started in June 2020 and finished in 

September 2020. Four foremen and the company’s BIM 

coordinator participated in the tests. One foreman was 

responsible for the HVS works, another for the electrical 

installation, and two for the UFH installations.  

The marking of the wall trenches for the HVS and 

electrical lines, as well as for the UFH were carried out 

with conventional means on the first floor, while on the 

ground floor they were supported by the AR HMD. This 

allowed a direct comparison between the two.  

The shell construction was surveyed by means of a 

laser scanner and afterwards a so-called As-Built BIM 

model was elaborated. This served as basis for the AR 

support. The BIM model was georeferenced in the AR 

HMD by using two QR-markers.  

The marking works supported with the AR HMD for 

the wall trenches are shown in Figure 1. The picture on 

the left displays the view through the AR HMD, while 

the picture on the right shows the marking works done 

with spray cans.   

The carried out marking works were recorded via 

video and afterwards the times of the works were 

analysed and compared.  

 

 
Figure 1. Marking works with the AR HMD (Trimble 

XR10 - Microsoft HoloLens II) 

4.2 Results 

Figure 2 presents the relative time recordings for the 

marking of HVS, UFH and electrical works with the AR 

HMD compared to the traditional working method.  

The AR supported marking works for HVS took 

around 23.3% longer in the eat-in-kitchens than with the 

conventional method (Figure 2). Conversely, the 

marking works for the UFH were 39.3% faster with the 

AR HMD in the eat-in-kitchens (Figure 2). Similarly, the 

AR-supported marking works in the bathrooms for HVS 

and UFH were 44.1% and 76.7% faster, respectively 

(Figure 2). Considering the HVS marking works in the 

toilet, 52.6% less time was used and a reduction of 84% 

for the marking works for electrical lines in the kitchen 

could be achieved with the AR support (Figure 2).  

Summing up, between 39.3% and 84%-time savings 

could be reached by supporting the MEP marking works 

with the AR HMD. 

The average accuracy of the MEP marking works with 

the AR HMD compared to design is presented in Figure 

3. Here, the accuracy was measured by comparing the 

actual measurements on-site with the As-Built BIM 

model. The deviation is on average 8.03 cm for the 

accuracy of the markings for HVS in the eat-in-kitchens 

with 3 measurements (Figure 3). Similarly, the accuracy 

of the marking works for the UFH in the eat-in-kitchens 

is on average 4.56 cm with 18 measurements (Figure 3). 

The marking works for HVS in the bathrooms and toilets 

had average deviations of 3.75 cm with 8 measurements 

and an average of 10.25 cm with only 2 measurements, 

respectively (Figure 3). For the UFH marking works the 

average deviations from design are 2.8 cm with 3 

measurements (Figure 3). Marking works for the 

electrical installations had a deviation of around 2.67 cm 

with 6 measurements.  
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Figure 2. Relative time efforts compared to traditional 

method for marking of HVS, UFH, and electrical works 

(negative values represent time savings and positive 

values additional time expenditures) 

 

 
Figure 3. Average accuracy of marking MEP compared 

to design (bars in dark grey show average accuracy X-Y 

and bars with scattered grey visualize the number of 

measures) 

In summary, it seems that the accuracy level increases 

with the number of measurements for the carried-out 

markings. The greatest accuracy was achieved with AR 

in complex areas where the operator traditionally needs 

to seek out plans and drawings and take numerous 

measurements.   

The average accuracy of the marking works with the 

AR HMD amounts to 3.68 cm for the UFH, 7.34 cm for 

the HVS, and 2.67 cm for the electric works. Therefore, 

it can be concluded that the AR HDM reached an 

accuracy level in X and Y axis between 2 and 8 cm.  

5 Discussion 

A SWOT analysis was chosen to discuss the 

performance inhibitors and enhancers of using AR by the 

MEP company in both internal and external 

environments. Therefore, general conclusions are drawn 

from this study for the use of AR in construction. 

5.1 SWOT analysis 

The SWOT analysis summarizes the strengths, 

weaknesses, opportunities, and threats of using the AR 

HMD to support marking works of MEP installations 

(Table 3). As a strategic planning tool, it compares the 

own activities (inside) to the competition (outside) and 

helps to set the right strategy, resources, and budgets as 

well as initiate projects and take related measures. 

Strengths (enhancers of performance) and weaknesses 

(inhibitors of performance) lay within the control of an 

organization, while opportunities (enhancers of 

performance) and threats (inhibitors of performance) are 

considered outside of an organization.  

Typically, a SWOT analysis helps to expose the 

optimal combination between the internal strengths and 

weaknesses of a company and the environmental trends 

(opportunities and threats) that the company must face in 

the marketplace.  

The identified strengths regarding AR can be seen 

as a resource or approach to achieve defined goals (e.g., 

AR can reduce training or assembly times). The 

weaknesses reveal the limitations or defects that AR 

brings towards achieving defined goals (e.g., AR could 

reduce work safety on-site due to impaired view). The 

opportunities refer to internal or external drivers in the 

industry, such as a trend that increases demand for the 

company to provide more effectively (e.g., reduced 

workload and faster task execution on-site). A threat can 

be any adverse situation in the company’s environment 

that interferes with its strategy by presenting a barrier or 

constraint that restricts the accomplishment of defined 

goals (e.g., AR is believed by the management to be too 

expensive to incorporate into mainstream practice).  

Table 3 shows the detailed SWOT analysis that was 

performed to analyse and discuss the case study results.  
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Table 3. SWOT analysis 

Strengths 

Time savings on-site via MS HoloLens II  

Fast and intuitive training of new employees 

Hands-free work 
Easy detection of design and execution errors 

Facilitates decision making regarding potential customer changes 

Higher work safety since helmet is worn inside the building 
Decreased cognitive load 

Affordable initial purchase of AR HMD 

Georeferencing directly on-site via markers 

Weaknesses 

Need for technology savvy employees 

Required accuracy may be not enough to support construction 

activities  
Uncomfortable to wear for long time 

Software application costs are not negligible 

Work safety risk during concentrated work 
Georeferencing/Calibration on-site is difficult without markers 

AR glasses cannot be removed without helmet 

Opportunities 

Higher efficiency and faster on-site execution 
Reduced workload for employees on-site 

Early use of technologies with high future potential 

Digitization of the entire value chain 
Collision checks during on-site project meetings 

Threats 

Required know-how to set up the AR HMD 
High risk of damaging the AR HMD during construction works 

on-site 

Technology change through scaling could make early investments 
in AR redundant  

Technology currently not ergonomic and easy to use that may 

change in the near future  

 

MEP practices supported by the AR HMD on-site 

can save significantly more time compared to the 

conventional working approaches. Further, the decreased 

perceived workload of the users led to better 

concentration on task execution with higher productivity. 

The users perceived the AR HMD as easy to learn and 

use. This resulted in reduced training efforts due to the 

immersive and interactive interface of the Microsoft 

HoloLens II. This is especially useful for novice 

operators or apprentices who are yet unfamiliar with 

certain tasks. Fifteen minutes were needed for training 

the participants and the training content could be easily 

applied into practice. 

Considering the weaknesses of the AR HMD the 

following points were mentioned. The customer required 

an accuracy level of 0.5 cm in the bathrooms which could 

not be achieved in our case study. The desired accuracy 

depends on the AR HMD device, the used AR software, 

the georeferencing functionality, and the user himself. In 

the view of ergonomics, increased use of the AR HMD 

could lead to strains and pains which affect the user. 

Further, due to the slightly impaired field of view the 

work safety of the user could be impacted. An increased 

attention from the users is needed to prevent overseeing 

trip hazards on-site. However, according to the 

participants the AR HMD would not have a major 

negative impact on work safety. Finding tech savvy 

employees and providing sufficient training is needed to 

successfully implement the AR technology in practice. 

Concerns were raised regarding the price-performance 

ratio of the AR HMD and the BIM software as well as 

the AR application used in the HMD.  

The following section summarizes the main 

opportunities of the AR HMD to support construction 

processes. According to the case study results, higher 

efficiency levels and thus faster on-site executions can be 

reached. An employee on-site could be supported by 

experts or managers in the office and thus facilitating 

decisions making, faster on-site execution, as well as 

reducing the workload for the employee on-site. AR is a 

technology with high potential in future digitization of 

the entire value chain in construction.  

Considering the main threats, in order to properly 

set-up and use AR in construction, specific knowledge 

and competencies are required. Recruiting high qualified 

staff may be especially difficult for small and medium-

sized enterprises. Another potential risk in early 

investments is that the technology could potentially 

change or in other words improve in the short or mid-

term. This could make early investments redundant. An 

investment in AR could be cheaper in the future through 

progress and scaling of the technology.  

 

5.2 Practical insights 

The following section describes practical insights 

that were recorded during the use of the Microsoft 

HoloLens II with the BIM Holoview application to 

support marking works on-site. At the beginning, the AR 

HMD needs a solid-warm-up time for a correct and 

stabilized projection of the hologram. This because the 

system needs to find its orientation in the room and 

therefore the user should move the AR HMD inside the 

room. In order to not losing accuracy, the user should be 

positioned with an angle of 90° to the hologram. 

Currently, the AR application allows only for a 

maximum of two QR-markers per location for its 

calibration. To avoid potential deviations caused by 

georeferencing, the two QR-markers should be 

positioned on a straight connected wall and not on two 

different walls facing an angle. 

According to the literature, guidelines, best cases, 

and standardized implementation models are needed for 

a systematic and sustainable implementation of AR in the 

construction environment. Thus, the results of the paper 

can be used to guide AR implementations in other 

contexts and project scenarios of the construction 

industry.  
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6 Conclusion and outlook 

Mechanical Electrical and Plumbing (MEP) play an 

important role in civil construction projects.  MEP works 

are characterized by an increasing level of complexity as 

well as by various interdisciplinary and interconnected 

activities of multiple trades. Thus, schedule delays and 

cost overruns are frequent in MEP construction projects. 

Emerging technologies like Augmented Reality (AR) in 

combination with Building Information Modeling (BIM) 

support construction works by providing information on-

demand, location based and in real-time. However, AR 

has been mainly applied in sectors like logistics, 

aeronautics, and automotive and scientific literature 

reveals a limited application in construction.  

In the case study we empirically validated the use of 

an AR head-mounted display (HMD) to support marking 

works for MEP installations. The case study results 

revealed a drastic reduction of execution times on-site. 

At the same time, a high acceptance level and perceived 

usefulness of the AR HMD was recognized by the 

construction operators. Moreover, thanks to the very 

intuitive interaction functionalities of the AR HMD 

(Microsoft HoloLens II) a reduced training effort needed 

to understand the usage of the equipment was registered. 

However, also potential negative effects like higher work 

accident risks were recognized. The results were further 

discussed in a SWOT analysis by examining the AR 

application in terms of performance inhibitors and 

enhancers in both internal and external settings. 

Although, our research faces some limitations. Firstly, 

the limited number of participants and the size of the case 

study restricted the amount of the gathered data. The 

accuracy was only measured in X and Y axis but not in Z 

axis. Moreover, deviations caused by the technology, or 

the human operator were not specifically measured and 

extrapolated. Further, the AR HMD was applied just to 

support marking works for MEP installations on-site.  

Future research directions should distinguish 

deviations induced by human operators as well as the 

technology when measuring accuracy levels of the AR 

HMD. The integration of technologies such as RFID, 

GPS, Artificial Intelligence (AI), or motion detectors in 

AR could shape context-aware learning and execution 

experiences for the users. This could lead to more proper 

response and decision awareness in real functional 

settings. ‘Digital Twins’, a concept from manufacturing 

in which data is visualized in real-time and a bi-

directional communication between the physical and 

virtual realm, could also aid in better decision making. 

The SWOT analysis highlighted that AR already has 

some useful applications in construction when compared 

to traditional working methods. However, there are still 

opportunities for improvement and further applications 

of AR should be initiated in the construction domain. 
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Abstract –  

On-demand and real-time building information is 

of great value to support facility management. Such 

information can be easily retrieved from an up-to-

date building information model (BIM), and then 

intuitively presented to facility managers or 

inspectors by augmented reality (AR). However, 

effective spatial registration into BIM so as to align 

the virtual and real content still remains an 

unresolved challenge. Leveraging recent development 

in the field of generative networks, this paper 

proposes a markerless registration approach that can 

automatically align BIM with the real view captured 

by a mobile device without any manual operation.  A 

mobile AR application is develop based on the 

proposed registration approach. Our field 

experiments demonstrate the effectiveness of the 

proposed approach for automated BIM registration. 

The successful registration thus allows users to access 

the rich building information, especially invisible 

utility such as the mechanical, electrical and 

plumbing (MEP) system, in the real-life context for 

better facility management practice. 

 

 

Keywords – 

Augmented reality; Facility management; 

Markerless spatial registration; Building information 

model (BIM); Generative adversarial network (GAN).  

1 Introduction 

The importance of facility management (FM) can 

never be overstated for built environments such as 

buildings and civil infrastructure [1, 2]. Without 

periodical inspection and maintenance, undesired defects 

or safety issues can continuously deteriorate, eventually 

leading to disastrous consequences in terms of economics, 

life, and social impacts [3]. During FM, inspectors or 

facility managers rely on relevant building information 

(e.g., equipment specifications, building materials, and 

spatial layout) to support decision making and condition 

assessment. This is especially true for utilities such as the 

mechanical, electrical and plumbing (MEP) system as 

they are normally invisible to humans and thus requires 

information on their layout and geometry to assist 

maintenance. In traditional FM practice, such 

information is manually retrieved from an archive of 

paper-based documents or materials such as drawings. 

The practice is laborious, time-consuming and 

cumbersome, calling for a more effective solution. 

The rapid development of building information 

model (BIM) and its wide adoption provide a unified 

source where rich building information can be easily 

retrieved. Driven by the development, many mobile 

applications based on tablets and smart phones have been 

developed to bring the abundant information to the field 

for assisting decision-making [4, 5]. Although these 

applications have significantly streamlined the 

information retrieval process, they still suffer from the 

several limitations: a) require manual search of relevant 

information from the mobile device; b) insufficient 

intuitiveness due to a lack of connection between the 

virtual content and the real-life context. The limitations 

can be addressed by the application of augmented reality 

(AR), which aims at connecting the cyber space with the 
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physical world by superimposing virtual content onto the 

videos or photos of the real world [6-10].  

A core component of AR is spatial registration that 

can align the virtual and real world according to their 

relative positions [1]. Most of existing AR solutions used 

2D fiducial markers, or 3D objects with certain patterns 

as a target for registration. Such solutions require 

significant efforts in deploying and maintaining the 

markers in the building of interest [11]. Another stream 

of AR registration approaches seeks to utilize the global 

navigation satellite system (GNSS), Bluetooth, ultra-

wideband (UWB), or other radio signals to estimate the 

position and orientation of an AR device in the 

coordinate frame of the virtual model. The estimated 

posture is then used to align the model with the real-

world view. Such systems rely on external signal 

emission/receival infrastructure, which may not always 

be available (e.g., GNSS is not applicable in buildings), 

and require additional time and efforts for installation and 

maintenance as well.  

BIM, as a readily available asset, shares similar visual 

appearance to its physical counterpart in the real world. 

Leveraging the similarity, there is potential to directly 

register a real-life photo into BIM for subsequent AR 

facility management applications, avoiding the reliance 

on markers or external infrastructure [12]. This study 

presents a markerless image-to-BIM registration 

approach that does not require manual initialization or 

pre-calibration. It does so by innovatively leveraging a 

style transfer model based on generative adversarial 

networks (GAN) to address the cross-domain gap 

between the virtual and real contents. A prototype mobile 

application has been developed to demonstrate the 

effectiveness of the registration approach to enable AR-

based FM. The field experiments show that actional 

information can be easily retrieved from BIM with our 

AR application to support instant decision-making. 

2 Literature review 

2.1 Spatial registration for AR application 

To align the virtual contents in BIM with the real-

world view, spatial registration is an indispensable 

module for AR systems. According to the differences of 

registration principles, existing approaches can be 

divided into two major categories, i.e., marker-based and 

markerless registration [1]. The markers used in the 

former approaches are usually 2D images composed of 

distinctive visual features, which are referred to as 

fiducial markers [13-15]. In some cases, 3D objects with 

distinctive features can be pre-mapped to serve as 

registration markers as well [16]. Although marker-based 

approaches can generally achieve precise and robust 

registration, they require manual efforts to install and 

maintain the markers [17, 18]. In addition, the 

approaches are subject to the drifting issue as users go 

farther away from the markers [1]. For many markerless 

solutions, an AR device’s location in the virtual world is 

determined by calculating its relative position to external 

radio signal emission/receival infrastructure, e.g., GNSS 

[19], Wi-Fi [8], and UWB [20]. Orientation of the AR 

device is estimated with data collected by its onboard 

sensors such as gyroscope, electrical compass and 

accelerometer. Combining the calculated location and 

orientation, registration can then be realized. These 

solutions rely on an external radio signal system, which 

is usually expensive to deploy and maintain. In some 

cases, such systems can be even inaccessible (e.g., GNSS 

in indoor environments). 

Research efforts have been made to develop 

registration techniques without the need of deploying 

markers or infrastructure. A line of major endeavors 

attempts to utilize computer vision and photogrammetry 

to recover the camera pose based on data retrieved from 

pre-mapped visual assets of the building of interests [18, 

21]. However, significant efforts are still required to pre-

map the environments. BIM shares similar visual 

appearance to its real-life counterpart, which can serve as 

a potential database of both the spatial and visual 

information of the environments to be registered, thus 

eliminating the requirements of pre-mapping. However, 

due to distinctive differences between the visual 

representations of BIM (plain texture) and real photos 

(abundant texture and details), there is a perception gap 

across the two domains. In [11, 22], manual initialization 

is required to designate a rough location, and then precise 

alignment was achieved by iterative closest point or 

perspective alignment. To overcome the cross-domain 

gap, Ha et al. [12] and Baek et al. [6] proposed an image 

retrieval algorithm for indoor localization based on deep 

learning features. However, camera localization based on 

image retrieval is subject to the issue of viewpoint change, 

which can undermine the performance of registration 

[23]. The limitations of existing research call for a vision-

based markerless approach that can automatically and 

precisely register into BIM across domains. 

2.2 AR-assisted facility management 

Facility management is important to ensure the 

operation of buildings and infrastructure. As a 

knowledge-intensive activity, relevant building 

information is required to support FM decision-making. 

Traditionally, such information is retrieved from paper-

based design documents such as drawings. The 

cumbersome practice has been alleviated with the 

proliferation of BIM, from which rich building 

information can be easily accessed via mobile devices 

such as tablets and smart phones [4, 5]. The practice can 

be further improved by aligning the virtual objects and 
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their relevant information in BIM with the real scenario 

captured by cameras through the use of AR [6-10]. 

In the area of civil and infrastructure engineering, 

many research attempts have been made to incorporate 

AR in FM for better efficiency and productivity. Kamat 

and El-Tawil [24] investigated the feasibility and 

potential of AR in evaluating structural damages. Chen et 

al. [8] devised a location aware AR framework for 

facility maintenance, which integrated Wi-Fi 

fingerprinting and room identification to achieve location 

awareness and can stream the site situation and 

inspection video back to remote control center. Chen et 

al. [9] integrated AR and BIM to facilitate the 

maintenance of fire safety equipment using mobile 

devices. Baek et al. [6] developed an AR system to assist 

FM based on the indoor localization algorithm proposed 

by [12]. The system used a client/server structure, and 

can visualize hidden pipelines in the field of view of 

Microsoft HoloLens. 

Despite the significant progress made by previous 

studies, the BIM registration of existing systems either 

relies on external signal infrastructure for localization [8, 

9, 24] or requires certain extent of manual operation for 

location initialization [11, 22]. In this study, we will 

explore how a markerless vision-based camera pose 

estimation approach proposed by [25] can be integrated 

in AR application to support FM. 

3 Cross-domain spatial registration to 

style-transfer BIM  

A cross-domain gap between textureless virtual 

models and real-life scenarios hinders the direct 

registration into BIM. As shown by Figure 1, a prior 

research by [25] indicates that style transfer based on 

generative adversarial networks (GAN) such as 

CycleGAN can bridge the cross-domain gap to enable 

meter-level indoor localization. Based on the findings, 

this study proposes an automated image-to-BIM 

registration method without the need of manual 

initialization. 

(1) Style transfer based on generative adversarial 

networks 

CycleGAN, a powerful unpair image-to-image 

translation GAN model [26], is used to train a deep 

learning model to realize style transfer between the BIM 

domain and the Real domain. To train the model, images 

from both domains need to be collected. In this study, 

images from 7 locations (around 2800 images for each 

domain) were taken in an indoor space of 112.8 m2. After 

training, one of the generators is then used to convert the 

BIM-rendered images in the same indoor environments 

to photorealistic ones with vivid texture. The generator 

has a near real-time performance, which can convert a 

given image in less than 1 s. Hence, processing the entire 

dataset (~2800 images) consumes no more than one hour. 

For more details on how the GAN model was trained, 

readers are suggested to refer to our previous work [25].  

 

Figure 1. The effects of style transfer in 

addressing cross-domain gap 

(2) Construction of a visual-spatial database 

In the second step, a database of both visual and 

spatial information of the indoor environment is 

constructed based on the BIM images after style transfer. 

The visual information includes global and local visual 

features extracted from the BIM images. Chen et al. [25] 

demonstrates the superiority of edge histogram descriptor 

(EHD) over other global features in retrieving the style-

transfer images; thus it will be used in our study. The 

local features used by us is scale invariant feature 

transform (SIFT). Spatial information refers to the real-

world coordinates of SIFT keypoints detected from the 

BIM images. Such spatial coordinates can be extracted 

from BIM, as geometry layout of the environment is 

known priori in BIM. We developed a tool based on the 

application programming interface (API) provided by 

Autodesk Forge Viewer to automatically retrieve real-

world coordinates corresponding to the keypoints from 

BIM in batch. Note that all the works mentioned in this 

step are implemented in an offline manner, which means 

they do not occur in the BIM registration process. Rather, 

its purpose is to prepare a database for registration in the 

subsequent step.  

(3) BIM registration based on similarity comparison 

and photogrammetry 

A newly captured photo (referred to as a query photo) 

in an indoor environment can be registered into the 

corresponding BIM by the following steps. First, the 

most similar style-transfer image to the query photo is 

retrieved from the database based on the cosine similarity 

between their EHD. Then, SIFT keypoint 

correspondences will be detected between the query 

photo and the retrieved BIM images after style transfer. 

As the 3D world coordinates of the keypoints have been 

extracted in last step, several pairs of 2D-3D 
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correspondences with known pixel and world coordinates 

can be obtained. Based on these correspondences, the 

query photo’s camera position and orientation will then 

be calculated by solving a classical perspective-n-points 

(PnP) problem in photogrammetry theory. Finally, the 

estimated camera posture can be used by the AR device 

to align BIM and the real world. 

4 Development of the markerless AR 

application 

4.1 Overall development framework 

Figure 2 shows the overall development framework 

of the markerless AR mobile application (APP) for 

facility management. Unity is used as the core 

development platform, under which the Android Studio 

needs to be installed to provide environment support for 

building and running the APP. We use Visual Studio to 

write and edit C# script for the realization of required 

functionalities such as taking photos and spatial 

registration. For model preparation, third-party software, 

SimLab Composer, is used as a middleware to ensure the 

BIM created by Revit can be safely imported to Unity 

without losing texture. To use image processing and CV 

related algorithms (e.g., SIFT detection and matching) in 

Unity environment, an external package called “OpenCV 

for Unity” also needs to import. After properly setting up 

the scenario and coding, the project can be built to release 

an APP that can run on any Android devices.  

4.2 Model preparation and importing  

Revit files cannot be directly imported into Unity. 

Instead, they need to be first converted to formats 

compatible for Unity, e.g., .fbx and .obj. It seems viable 

to first export a Revit model to a FBX format, and then 

re-import it to Unity. However, doing so will lead to 

undesired loss of materials and textures, as shown by 

Figure 3 (a). To solve the problem, we adopt the 

following solution. First, the model is exported as a .dwfx 

file from Revit, which is then processed in SimLab 

Composer to generate a pack of files with both FBX and 

relevant materials extracted. Finally, the FBX model can 

be imported into Unity with proper texture and materials 

attached, as shown in Figure 3 (b). 

 

Figure 2. Overall technical framework for the 

application development 

During the above process, it is important to ensure the 

consistency of unit and up axis among different model 

processing platforms. It should be noted that Unity uses 

a left-handed coordinate system with the y axis as the up 

vector. To place the model in the same position as it is in 

Revit (so as to ensure a consistent coordinate system), we 

follow the below procedure: (a) re-assign pivot point of 

the model to a point with known coordinates; (b) specify 

the “transform.position()” attribute of the model as the 

coordinates of the known point; (c) adjust the rotation of 

the model as appropriate (e.g., 180° around the y axis in 

our case). 

4.3 Realization of image-to-BIM registration 

Since we intend to develop a standalone application 

without using servers, the visual-spatial database 

extracted from the style-transfer BIM needs to be 

properly incorporated as part of the software. In Unity, 

the Resources class allow developers to load and access 

assets of various formats, e.g., images, and text document. 

The EHD, SIFT features, image ID, and 2D and 3D 

coordinates of the key points are stored in separate text 

files. Note that sometimes a file might be too large to be 

loaded by the software loader in a time. In such cases, we 

divided data in the file and saved it into multiple different 

files, and added an indexing file on the top to ensure the 

easy retrieval of these files. 

Next step is to retrieve correspondences based on 

visual features of the input query photo. A C# 

 

Figure 3. Results comparison between different model preparation approaches: (a) direct import of FBX 

file exported from Revit; (b) processed by third-party middleware before importing 

470



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

implementation of EHD [27] is used to calculate EHD 

features of the query photo. The calculation and matching 

of SIFT descriptors are realized by a third-party package 

called “OpenCV for Unity”. Based on the 2D-3D 

coordinate correspondences retrieved by feature 

matching, the camera posture can be estimated with the 

Calib3d.solvePnPRansac() function from the OpenCV 

for Unity package. Finally, we can align the virtual model 

with the real view in the query image by passing the 

estimated camera posture to the transform.position() and 

transform.eulerAngles() function of the camera object in 

Unity. 

4.4 Superimposing virtual objects onto real 

view 

To superimpose the virtual BIM model onto real 

camera view of a mobile device, two camera objects in 

Unity need to be designated cooperatively. One camera 

is to capture the current view of the BIM model, and the 

other is used to display the streaming image of the real-

life scenario recorded by the mobile phone camera in real 

time. The two cameras are designated to be present on the 

same display (i.e., phone screen), and the camera 

background canvas is placed behind the model by 

assigning a larger value to its depth attribute, thus 

ensuring the virtual model are overlaid onto the real view.  

4.5 Device posture tracking 

After initial registration, the device posture will be 

continually tracked to update the virtual model view to 

ensure alignment. The estimated camera posture in 

section 4.3 is used as the initial camera state, to which the 

 

Figure 4. Setup and results of registration evaluation experiments: (a) distribution of test points in the 

experiment site; (b)~(s) image pairs showing level of alignment between virtual and real content after 

registration at each test point 
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relative camera orientation is then accumulated based on 

the gyroscope and accelerometer information obtained 

from the mobile device. Note that at current stage, 

translational movement of the device is not considered, 

but will be incorporated in the future by integrating other 

robust tracking techniques such as simultaneous 

localization and mapping (SLAM) or visual odometry. 

5 Field experiments 

To validate the effectiveness of the proposed 

approach, a field test was implemented in the student 

union (SU) complex of the University of Tennessee, 

Knoxville (UTK). The experiment site is at the northwest 

corner of the third floor of the SU, which covers an area 

of 12.0 m × 9.4 m. 

5.1 Evaluation of the markerless registration 

approach 

The data collection scheme and training of the style 

transfer model followed the settings and parameters 

mentioned in [25]. After training, the style transfer model 

was used to generate synthetic photorealistic images 

based on the given BIM-rendered images, and the visual-

spatial database was then constructed. 

To evaluate the efficacy of the proposed registration 

approach, 18 test points were set up, scattering evenly 

inside the experiment area, as shown in Figure 4 (a). 

Figure 4 (b)~(s) compare the real-life camera view taken 

by the mobile device and the resulting BIM view after 

registration at each test point. As can be seen from the 

figure, a great majority of the images have been 

successfully registered, leading to alignments with the 

virtual BIM model.  Table 1 quantitatively analyzes the 

registration performance, showing a successful 

registration rate of 77.8%. It took 4.3 s in average to 

register an image. The results demonstrated the efficacy 

of the proposed markerless registration approach. 

 

Table 1. Summary of the registration performance 

Type Quantity Proportion  

Success 14 77.8% 

Failure 4 22.2% 

Total 18 100% 

 

5.2 Demonstration of the mobile AR 

application 

Figure 5 demonstrates the general procedure of using 

our mobile AR application for facility management. The 

application can be installed on tablets or any other mobile 

devices that support the Android operating system. After 

opening the application, users can click the “Photo” 

button at the bottom of the initial interface to enter the 

photo shooting page. Then, a photo of the surrounding 

environment should be taken by clicking the “SHOOT” 

button. Based on the taken photo, our proposed 

markerless image-to-BIM registration algorithm is 

executed to retrieve BIM model corresponding to the 

current camera view. Finally, after hiding the building 

structures, the effect of virtual-real alignment can be 

realized. By the use of our APP, the invisible utility such 

as MEP can be intuitively visualized, thus assisting 

decision-making for facility inspection. 

6 Conclusions 

Augmented reality is a useful technique to assist 

facility management of buildings and civil infrastructure. 

However, the promise and potential of AR has not been 

fully fulfilled due to the challenging issue of spatial 

registration. To tackle the challenge, this study proposes 

an image-to-BIM registration approach that requires 

 

Figure 5. Workflow and corresponding interface of the developed mobile APP for facility management 
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neither fiducial markers nor external signal 

emission/receival infrastructure. The registration 

approach leverages CycleGAN style transfer to bridge 

the cross-domain gap between virtual and real content, 

and can estimate six degree-of-freedom camera pose by 

using classical photogrammetry theory. Based on the 

registration approach, a mobile AR application is 

developed to support facility management. The 

development used “Unity + Android studio” as the basic 

technical framework. Relevant development issues such 

as model preparation, realization of registration, virtual-

real fusion, and device posture tracking were introduced 

subsequently. Experiments have been carried out to 

validate the effectiveness of the proposed approach and 

the AR application.  

The proposed registration approach is challenged by 

several issues, e.g., illumination, deviation between BIM 

and real scenes, and architectural self-similarities. For the 

former two challenges, our previous research [25] has 

demonstrated the approach’s robustness against varying 

lighting conditions and certain changes of the physical 

environments (e.g., adding furniture that does not exist in 

BIM). For the last challenge, we acknowledge it as a 

downside commonly experienced by many computer 

vision applications. To overcome, it is suggested to 

integrate the approach with other sensors (e.g., 

barometers and gyroscope) to reduce the ambiguities 

among indoor spaces with similar designs or layout. 

Future research should also address the issue of motion 

tracking, and test out the approach’s generalizability to 

different types of indoor spaces, e.g., conference rooms 

and corridors.  
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Abstract –  

The increased use of construction machinery in 

the industry poses challenges of safety and regulation 

for the site workers. A remote monitoring system for 

the construction machinery can help in avoiding fatal 

accidents whilst providing continuous sensor 

information to the user. The present remote 

controller has shortcomings of accessibility, less 

information transfer, longer training times, and 

sizeable delays in case of replacement. Smart glasses 

are already a booming trend in the industry in the 

domain of worker training and there is a need for 

simultaneously controlling and monitoring 

machinery using the portable device. A framework is 

proposed for using the smart glasses to provide 

network relay of the construction machinery with its 

digital counterpart by using the concepts of artificial 

reality and connectivity through the CPS to minimize 

the problems of safety and communication. The paper 

summarizes the solution by using a cyber-physical 

system along with the latest trend of AR (augmented 

reality) to control unmanned tower cranes on the 

location using smart glasses and digital twin 

technology. Future research can be oriented towards 

using this concept for other construction machinery.   

 

Keywords – 

Digital Twin, Smart Glasses, Cyber-Physical 

System, Augmented Reality, Construction Machinery, 

Tower Crane, Live Monitoring.  

1 Introduction 

The construction industry continues to expand 

expeditiously in the modern world. According to the 

report “Construction global market report 2021: COVID-

19 impact and recovery by 2030” by the year 2025, the 

output volume of the construction will be around 

$16614.18 billion, with a compound annual growth rate 

(CAGR) of 7%, with major stakeholders like China, India, 

and the US leading the growth [1]. The construction 

industry still faces challenges like stunted technological 

growth, low productivity, and poor energy utilization as 

compared to the industrial sectors which are booming at 

a remarkable rate. [2] Further, due to the nature of the 

construction industry, accidents always tend to happen on 

a macroscale. One of the prominent reasons for accidents 

is construction machinery which is often not operated by 

well-experienced workers due to a lack of field training, 

safety awareness, and proper communication. [3]. One of 

the important machineries is the tower crane which is 

selected for this research. The tower cranes are however 

being continuously replaced by unmanned ones in recent 

years. The number of registered unmanned tower cranes 

was around 272 in 2015 and increased by 30% to 1826 at 

the end of the year 2019 according to the report by the 

Ministry of Land, Infrastructure and Transport, Korea. 

The increase in the number of such cranes is due to their 

faster job completion time and lesser costs. 

The construction machinery like the tower crane can be 

controlled using a remote controller i.e., unmanned tower 

cranes. This requires a connection between the machine 

and a cyber-physical system which is a computer system 

mechanism monitored by computer-based algorithms. 

Abiola [4] has used the cyber-physical system for 

training workers on safety and postures while Cheng 

Zhou [5] proposed a cyber-physical monitoring system 

using the IoT parameters as a safety system for safely 

monitoring the constructions taking place underground 

and to increase crane safety. The remote controllers at 

present can communicate through both wireless and 

wired connections with the operating machines. The use 

of AR has also started in recent years and the digital twin 

is also paving its way in the construction industry. Table 

1 provides a brief history of the number of automation 

approaches used in the past from using the cyber-physical 

systems connecting the real world to the internet; the use 

of digital twin copying natural behaviour in a virtual 

space; a safety system for monitoring and visualizing 

HMD system. A few papers have been listed along with 

the main purpose of their research and how they fit in 

with the construction machinery have been highlighted.
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Table 1. Remote Controllers for the Construction Machinery 

Author Title Purpose CPS DT SS SG 

M Y Cheng (2001) Real-time computer simulation for shotcreting robot ✓ ○ ○ ○   

T Sasaki (2008) Computer simulation for a backhoe ○ ○ ✓ ○   

S Moon (2010) CAD-based path simulation for concrete surface grinder ✓ ○ ○ ○   

Y Li (2012) Alarm monitoring simulation for tower crane ○ ○ ✓ ○   

P Lin (2013) Real-time site state visualization for safety workers ✓ ○ ✓ ○   

A Jardón (2014) Video target guidance for micro tunneling machines ✓ ○ ○ ○   

S Ruan (2017) Sensor monitoring for unmanned tower crane ✓ ○ ○ ○   

R Sekizuka (2017) AR training simulation for hydraulic excavator ○ ○ ✓ ✓   

SM Hasan (2021) AR interaction with construction machinery ✓ ✓ ○ ○   

Z Liu (2021) Real-time safety of prefabricated building ○ ✓ ✓ ○   

      
*CPS= Cyber-Physical System, DT= Digital Twin, SS= Safety System, SG= Smart Glasses 

The approaches have mainly focused on either using the 

cyber-physical system or providing safety to the workers 

using some mobile or pad remote controller. There is no 

present technology that combines all the four concepts to 

give us a network that uses a cyber-physical system to 

provide safety while incorporating the concepts of digital 

twin using smart glasses. An approach to use the remote 

controller while providing a virtual model to assess the 

capabilities and monitoring of the model can be done by 

making a digital twin. The concept of the digital twin is 

to provide an exact twin model to its real counterpart 

which also copies all the functions. The use of digital 

twin (DT) has recently started in the construction 

industry. The DT technology provides the opportunity for 

the integration of the physical world with the digital 

world and has attracted much attention. Emergen 

Research estimates the digital twin market size to reach 

USD 106.26 billion with a steady CAGR of 54.7% in 

2028 [6]. Hou [7] stressed the use of the digital twin in 

the safety of the workforce of construction using sensor 

and visualization technology. Alizadehsalehi [8] 

provided a generic framework to use DT through a 

monitoring system called DRX.  

The framework comprising of the digital twin, the CPS, 

and the construction machinery need a communication 

process that does not have long durations, is easy to 

handle and can be accessed by all stakeholders. 

Communication in the construction industry still follows 

the conventional method of using phone calls and in 

some cases, video calls and emails. However, this does 

not address many problems as it is difficult to analyse 

without complete visual perception and spatial 

interaction. It is also not advisable that high-level staff be 

present on the construction site for every minor issue. 

This approach of using the construction machinery 

monitoring research has rarely been touched in the past. 

The solution is to have a device and controller that can 

make communication easier without disrupting the 

workflow.  

AR Smart glasses offer the technology to access both the 

digital twin and the construction machinery whilst 

leaving the hands free to focus on the tasks. While these 

glasses are continuously being used in other forms of 

industries like medicine, their demand in the construction 

field is yet to thrive. Wang S. provided a solution to using 

the smart glasses for the damage detection of the 

structures using deep learning and augmented reality 

techniques [9]. De Luca D. integrated the mixed reality 

platform and BIM with the help of smart glasses in the 

construction field [10]. Pierdicca R. has given the 

concept of using the augmented operator using the smart 

glasses to act as a guide system for the operator during 

the working process while the author has also given 

another concept of training on the job site using the AR 

glasses [11][12]. Although, in the past, the steps for the 

safety of workers have been provided using smart glasses; 

no solution exists for integrating the safety, sensor data, 

and communication elements into a single skeleton for 

the user. This paper, however, discusses a solution to 

combine the digital twin and cyber-physical systems for 

a construction machine using the augmented and mixed 

reality with the help of smart glasses.  

2 Proposed Solution 

Numerous solutions have been provided in the past 

for overcoming the problems of construction automation. 

Recently, pad controllers(using mobile phones or tablets) 

are being used to control the construction machinery. 

However, it is difficult to always carry the pad, does not 

provide the spatial view and for an unskilled worker is 

hard to control it. There is also no actual solution existing 
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for controlling a real prototype of a crane model or any 

other construction machinery using some sort of eyewear 

of head-mounted device wirelessly. It is possible to 

experience a less damaging and efficient functionality by 

using smart glasses which also provide accurate 

inspection of the structures and the ability to 

communicate with experienced personnel in real-time. 

With access to smart eyewear, it is easier to interact with 

the construction machinery and the digital twin. First, the 

use of the glasses is tested to see if they provide robust 

and fast access to the assembly of controlling the 

machinery. Second, the testing is done through the HMD 

to know the potential benefits of using it on the 

construction site. Figure 1 defines the workflow of the 

proposed method which follows 7 steps combining the 

cyber-physical system with the digital twin into the smart 

glasses for operation. 

 

 
Figure 1: Workflow for the proposed method 

3 Development of Remote-Control System 

The digital twin framework for combining the virtual 

space with the physical space requires a prototype to test 

how the real model will work out in real-time. The 

development of the system encompasses four steps i.e., 

the creation of a cyber-physical prototype followed by 

the selection of a developing platform, making the virtual 

model, and lastly the incorporation of the smart 

glasses(eyewear and HMD) to the whole structure.  

3.1 Cyber-Physical System 

The physical model is the representation of a tower 

crane with the framework comprising of two servos, one 

ultrasonic sensor, and the metal assembly. The model is 

connected further to an Arduino Uno Board using a 

breadboard which further gets connected to a laptop/PC. 

Figure 2 explains how the assembly relates to each other 

to mimic a visualization of the tower crane. Two servos 

have been used for the physical model. The specifications 

of the servo are Parallax Standard Servo which can hold 

any position over a 180-degree range controlling the 

crane arm and the Parallax Continuous Servo which is 

designed for continuous rotation and spins whole 360 

degrees, so it controls the hook motion. 

   
 

Figure 2: Physical Model for the prototype 

 

The continuous servo is attached with a pulley which is 

again attached with a secondary pulley with a rubber 

band helping in the movement of the attached block 

which serves as our model weight to be lifted. An 

ultrasonic sensor HC-SR04+ is selected owing to its 

accurate range, ability to provide continuous distance 

readings, and performance is not affected by weather 

conditions. The accuracy provided is up to 3mm and it 

can detect the distance from 2-400mm. The wires are first 

attached to the components i.e., standard servo, 

continuous-servo, and ultrasonic sensor and goes into the 

breadboard which serves as a connection hub, and then 

only the relative voltage, ground, and sensor pins are 

attached with the Arduino Uno board. The 

microcontrollers are the heart of any robotic device and 

help to make seamless communication between the user 

and the related device. Arduino is a prototyping platform 
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that is used for making electronic objects.  The platform 

provides an open-source software known as Arduino IDE, 

which makes it possible to communicate the 

microcontrollers such as Arduino Uno with Windows, 

Linux, or the Mac OS. Arduino IDE version v1.8.13 is 

used for connecting the physical model with the 

computer to send the commands between said devices. 

The board selected is Arduino Uno. 

3.2 Developing Platform 

  A list of the top application and game engines that 

can help in making the software for the required purpose 

is presented in table 2.  

Table 2. Platforms available for Development 

Application 

Platform 

Android iOS PC, 

Mac, 

and 

Linux 

Universal 

Windows 

Platform 

Unity ✓ ✓ ✓ ✓ 

UE4 ✓ ✓ ✓ ✓ 

Godot ✓ ✓ ✓ ○ 

CryEngine ○ ○ ✓ ○ 

Gdevelop ✓ ✓ ✓ ○ 

Corona SDK ✓ ✓ ✓ ○ 

Construct 3 ✓ ✓ ✓ ✓ 

The best alternatives to use include Unity, Unreal 

Engine 4, and Construct 3 considering we need to deploy 

to the HMDs. Construct 3 is not free, between the Unreal 

Engine and Unity the latter provides better ease of access, 

developer support, wide assets store, and a vast range of 

tutorials so Unity is the most suitable option as most of 

the eyewear have the official support with Unity. Unity 

is a real-time development program used for creating 

interactive and real-time content incorporating the 

concepts of artificial and virtual reality. The engine has 

found its way into the architecture, engineering, and 

construction(AEP) industries helping in connecting the 

BIM data with the major stakeholders of the construction 

phase. The software provides the user to develop a scene 

with all the elements required and then deploy it to the 

necessary hardware device. Unity version 20.2.6f1 is 

used for this research as it has all the necessary plugins 

and continuous support from the developers. The 

noteworthy features include the Vuforia which is used for 

the development of augmented reality applications and 

the MRTK toolkit for the development of mixed reality 

applications. Recently, only two open-source platforms 

are available for development on the HMD. 

3.3 Virtual Model 

 The digital twin of the model is made using Blender 

v2.92 as the open-source software gives the ease of 

access as well as the ability to directly export the file to 

our simulation software i.e., Unity. The dimensions of the 

original model are replicated in the digital twin and a 

conjugate image of the model is made using the creation 

software blender. The base of the crane is modeled along 

with the frame, rope, weight, and pulleys. Although the 

software supports animation for the model, yet the 

animating part is done on Unity. The model serves as a 

digital twin i.e., providing identical movements with the 

corresponding changes in the physical model. Figure 3 

gives a demonstrative look at the digital twin. The model 

is a direct replication of the physical twin to provide more 

conformity with the original model to see the output 

clearly as opposed to a conventional tower crane model.  

    
 

Figure 3: The digital twin model for the prototype 

3.4 Smart Glasses Integration 

 An application is developed, and the two different 

computer setups are done for the connection of the 

physical prototype with the virtual model. Consideration 

of how the eyewear operates and their functionality, the 

two setups differ in the interface and  input methods: 

3.4.1  Eyewear 

 The eyewear glasses provide display in only one eye 

and the three physical buttons with a touchpad are the 

only form of inputs available to the glasses. Using the 

Unity working environment, the interface is created in 

such a way that provides the relay between the server and 

client easily. Figure 4 shows the multi-way 

communication between the main three elements. The 

server can send commands to both the glasses and the 
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physical model whereby the glasses can also do the same 

vice-versa. The physical model moves according to both 

the server and client and gives the value of the sensor i.e., 

the ultrasonic sensor reading back to both devices. 

 

Figure 4: Multi-Way Communication Between Physical 

Model, Smart Glasses, and PC Server 

The interface consists of the distance from the ultrasonic 

readings as well as the angle for both servos. When the 

connection is made between the device and server by 

providing the I.P address and using the correct Wi-Fi, the 

data can be transferred from the physical model to the 

server and then from the server to the client i.e., the 

eyewear. Upon the successful connection, the sensor data 

gets updated continuously and the button “Camera” can 

be clicked to open the live interface. Vuforia is integrated 

into the assembly to provide the marker for the digital 

twin. The digital twin then gets updated with the 

respective input commands that are given to it. Figure 5 

shows the interface of the application working on the 

glasses. The interface consists of buttons for controlling 

the crane arm and the hook as well as the output areas for 

the sensor readings. The ‘Move Up’ and ‘Move Down’ 

commands control the hook of the model while the 

‘Move Left’ and ‘Move Right’ Commands control the 

crane arm. The distance from the sensor is calculated by 

first getting duration from the ECHOPIN reading when it 

is set as HIGH, then it is multiplied by the speed of sound 

and changing the cycle distance to only one side distance. 

The network IP address must be inputted manually using 

the physical buttons and the trackpad for seamless 

communication that helps the user to control the 

construction site while a construction manager can also 

check the sensor data while sitting in the office. Since the 

eyewear just sits on the eye and there is no need to hold 

it continuously, it provides a comfortable user experience. 

The control is present between the PC server and smart 

glasses meaning both can specify commands individually 

while the visualization occurs on both the crane model 

and the smart glasses to see what is going on with the 

prototype. Sensor data is transferred from the prototype 

to the glasses and the pc server to and forth so that it is 

possible to make multi-way communication possible. 

The values in front of the distance i.e., the ultrasonic 

value readings are to assess the distance from the ground 

to the hook. So, when the value reaches an undesired 

value, the worker operating the eyewear can assess if any 

unconditional hazard is to occur. Lowering the sensor 

will lower the distance value shown on the screen and 

appropriate height can be assessed as to not hit anyone 

working on the site. 

The interface made using the Unity platform provides a 

simple controller for the machinery with scripts attached 

to buttons. Clicking buttons send a command to the 

Arduino which is also programmed to know what to do 

when the button is pressed and then after processing the 

data request, it sends the output back to the user.  

 

 
 

Figure 5: Interface of the application for Eyewear 

3.4.2 Head-Mounted Device 

 The HMD provides a fully immersive experience for 

the user. The input can be done through eye and hand 

gestures. The Unity working environment with the help 

of the Mixed Reality Toolkit is used for making the 

interface for the assembly. The change here is the use of 

movement sliders to control the crane arm and the hook 

of the model. The model is placed using the spatial 

awareness feature of the HMD through marker-less AR 

technology.  

 

 
 

Figure 6: Interface of the application for HMD 
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The data from the ultrasonic sensor now appears on a 

hologram and there is a separate user interface for 

controlling the animations of the model. The networking 

adopted for this is Photon Networking allowing access 

between the user and server competently. The hand 

gestures make it possible to interact with digital twins 

easily. Using the HMD, the input commands can be sent 

to the server which then communicates with the physical 

model whilst also the digital twin appearing as a Mixed 

Reality object can be controlled using the HMD. The 

separate hologram showing the distance can be moved 

and adjusted anywhere using the HMD technology called 

the “Near Object Interaction” and the “Box Collider”. 

Availability to resize the digital twin is also available 

with the use of the ‘Bound Control’ option. Like the 

eyewear, the sensor data is relayed from the physical 

model to the server first, and then with the help of proper 

networking, it is transferred to the HMD. From Arduino, 

functions like servo are used to send commands to the 

Arduino for movement, and Serial is used for getting the 

read and write data for the sensor. The data is converted 

into a string and then it is displayed. Using the serial 

command, the data is first fed from the Arduino to the 

Unity where it is then visualized properly. The scripts are 

attached to each button for moving the digital twin model 

and displaying the results. 

A sample script for the servo is shown in figure 7. Two 

servos are used as described earlier so the movement 

sliders are set in such a way that when the horizontal 

slider is moved the servo pin automatically changes to the 

corresponding up/down motion pin and the prototype 

moves. Similar is the case with the hook motion, where 

controlling the slider on either the screen or in the head-

mounted device makes it possible to send a number to 

change the pin to the Arduino, and then it sends to the 

prototype.  

 

 
Figure 7: Sample script for controlling movement  

4 Results 

The application for the smart glasses consists of the 

sensor distance reading, the rotation angle, and the 

movement of the hook up and down. It is possible to use 

the three physical buttons available on the glasses to send 

commands to operate both the 3D model as well as the 

prototype of the tower crane. There is also the option to 

use the trackpad to control the cursor and click on the 

“Move Left” and other commands. The exact ultrasonic 

readings in cm and servo’s angle in degrees appearing on 

the server appear on the client i.e., Eyewear, and the 

multi-way communication between three devices is 

working.  

 

 
 

Figure 8: Working process for Eyewear 

Figure 8 shows the working process of the eyewear 

where first has the assembly set up where the prototype 

is connected to a laptop which also acts as a server. Using 

the Wifi connection, the eyewear is connected to the 

laptop also. The application is then started on both the 

server(laptop) and the eyewear(client). The button 

control tells that when the application starts, we either 

have the trackpad to control the movement and interface 

or we can also use the side buttons for this purpose. 

Server view illustrates the actual graphical user interface 

present when the application is turned on in the laptop or 

server while the eyewear view shows what the user 

visualizes when he wears the hardware.  The distance is 

shown in figure 8 which tells the measurement from the 

weight object on the hook of the machinery to the 

ultrasonic sensor. The rotation angle specifies the angle 

from the original position while the hook motion shows 

whether the hook is moving up or down. A network 

connection is made possible for the eyewear using a 

Unity plugin ‘Mirror Networking’. The distance reading 

showing the figure is the ultrasonic sensor and the 

rotation angle as well as if the hook is moving up or down 

is also being monitored continuously through both the 
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server and multiple clients. The animations for the digital 

twin are made in synchronization with the actual model 

to mimic the real behavior and the control buttons 

especially the hardware keys are assigned the controls for 

moving both the digital twin and the cyber-physical 

model at the same time. The communication takes place 

as soon as there is a connection on all the devices and 

there is smooth communication between the transferring 

of data between the devices.  

 

 

Figure 9: Working Process for HMD 

The working assembly is like the eyewear except that the 

eyewear is now replaced with the head-mounted device. 

Here gesture control means that with the use of gestures, 

it can control the movement and work. The server view 

shows what happens on the server during the simulation 

while the HMD view shows what the user can see, and 

which objects can he interact with. Likewise, results for 

the HMD are obtained and illustrated in figure 9 which 

shows the hologram displaying the value of ultrasonic 

sensor data reading and it is continuously being updated 

as the crane model changes in real-time. The HMD has a 

different operating system and the application working 

for the solution is distinct from its counterpart. The 

readings from the ultrasonic sensor in cm appear in a 

hologram now, there is the option to control the digital 

twin only, and sliders can help in the movement of the 

crane vertically and horizontally. The holograms and the 

model can also be pinned and move anywhere owing to 

the spatial interaction provided by the HMD. 

Table 3. Comparison with existing hardware 

Functionality Existing  Eyewear HMD 

Input  Touchscreen Trackpad Gestures 

Live touch  ○ ○ ✓ 

Portability ○ ✓ ✓ 

Multiple users 8 64 64 

Table 3 provides a comparison of the existing devices 

with the eyewear and HMD. The HMD provides the most 

functionality to use while supporting features like spatial 

interaction where a person can interact with the 

environment and 3D objects intuitively.  

The results show that it can coordinate the multi-way 

communication between the devices and simultaneous 

data transfer and monitoring can be done with a wireless 

connection. The need for controlling construction 

machinery with the help of smart glasses i.e., the 

eyewear and the head-mounted device, is achieved, and 

the digital twin functions well with the cyber-physical 

system to provide the required framework of a true 

wireless communication helping to monitor, control, 

and visualize making communication process adequate. 

Table 1 highlighted some of the approaches used in the 

past for remote control operations. The construction 

industry is using smart glasses for environment 

monitoring [13] and object recognition  [14]. 

BIM data is also being monitored using the safety smart 

glasses to visualize the actual site condition as well as to 

compare the BIM model remotely [15].   Finally, a 

framework is proposed to combine the digital twin (DT) 

and cyber-physical systems (CPS) into smart glasses 

(SG) for operating construction machinery. Based on 

the physical prototype model of a tower crane with 

sensors, its virtual model was made, and smart glasses 

were deployed to remote control and monitor the digital 

and physical prototype. Portable smart glasses showed 

sensor distance, rotation angle, and movement 

information, implying that monitoring in the 

construction sites can be done with a wireless 

connection. By allowing both servers and glasses to 

control and monitor, the system facilitates collaboration 

and supervision on construction sites. 

5 Conclusions and Future Work 

The construction site always suffers from accidents 

and safety considerations need to be monitored 

continuously to avoid damage. The purpose of this 

research is to provide an integrated framework where it 

can wirelessly control the construction machinery using 

some eyewear and head-mounted devices. There is no 

more need to continuously hold the remote controller 

when it can be always worn providing better feedback 

and safety aspects. One thing to note while designing the 

interface and the algorithm is to worry about the safety 

aspect like how to ensure that collision does not occur 

with the nearby objects and workers. The work for safety 

is still under development and right now the focus is 

monitoring and controlling the models together. The idea 

is by using the spatial awareness system on the HMDs, it 

is possible to devise the collision system for the 

construction machinery so that nearby workers and 
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objects are protected. On the construction site, the idea 

can be implemented where the safety worker wears it on 

the site whilst the major stakeholders can monitor the 

activities from the office. The tablet is good for indoor 

use considering its size, the Eyewear is growing as an 

accomplished device in the construction field and can be 

used for both indoors and outdoors while the HMD is 

easier to use and provides the best performance in a 

spacious environment. The HMD also provides the 

option for Iris detection for security purposes, and it can 

be incorporated in the interface to allow for a more real-

life situation of only letting the experienced staff whose 

iris is stored in the database be able to access the 

application. This is under consideration for future work.  

Moreover, construction machinery like excavators, 

bulldozers, and loaders can be consolidated with this idea 

to make a more intuitive yet powerful application to 

control all sorts of devices used in the construction site. 

The basic functionality to control the cyber-physical 

model using the smart devices are successfully tested and 

if more focus is given to the concept, a lot of different 

functionalities can be explored. Further, the cross-

platform option is also under consideration where 

devices operating on the different O.S could also interact. 
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Abstract –  

Energy-efficient buildings have gained an increasing 

attention in the construction industry due to their 

significant contribution to the world’s energy 

consumption. Life Cycle Assessment (LCA) provides 

an opportunity to improve the energy performance of 

buildings through a holistic assessment of their life 

cycle. Previous studies have mainly applied Building 

Information Modeling (BIM) to export buildings’ 

data into other LCA tools. This process is 

considerably time-consuming and error-prone, 

especially when matching and importing BIM data 

into the LCA software are conducted manually. This 

paper aims to develop a framework to quantify the 

embodied energy (EE) of modular buildings through 

BIM-LCA approach.  Despite current practices, this 

model can contribute to facilitate changes during 

early design stages, delivering more energy-efficient 

buildings. To do so, the EE of modular residential 

building is estimated based on the boundaries defined 

by EN15978 Standard. An integration scheme of BIM 

and LCA is established in Autodesk Revit as a 

platform to evaluate the contribution of different 

building materials and stages in EE consumption. The 

proposed framework is validated and verified by 

conducting a real case study on an under construction 

modular project. This study can be used as a base 

platform to quantify EE and reduce the 

environmental impacts of the modular buildings by 

guiding architects and designers to come up with 

more sustainable building plans. 

 

Keywords – 

Life Cycle Assessment; Building Information 

Modeling; Energy Efficiency; Modular Construction; 

Embodied Energy 

 

 

1 Introduction 

Growing concerns about energy consumption and its 

environmental impacts around the world are pushing the 

construction industry to adopt sustainable approaches by 

introducing stricter policies and regulations [1, 2]. 

Building sustainability refers to all activities and 

processes throughout the building life cycle which have 

the least harmful environmental and social impacts [2]. 

Energy consumption during a building life cycle plays a 

critical role in the environmental and economic aspects 

of its sustainability as it utilizes a considerable amount of 

natural resources and investments [3]. Construction 

industry has become a significant contributor to the 

world’s energy usage, and its environmental impact is 

still increasing [4]. It has been reported that this sector 

accounts for up to 40% of energy consumption globally 

[5], raising the need to apply innovative methods to 

reduce energy consumption in order to achieve 

sustainability standards. In addition to poor 

environmental performance for which the construction 

industry has been criticized, this sector is also far behind 

other industries in terms of productivity and employment 

of new technologies [6, 7]. Modular construction has 

been promoted as a promising way moving towards 

modernization and greener buildings [8]. Modular 

construction has been gaining an important status in 

recent years as it is predicted to be the future application 

for the construction field; therefore, assessing and 

improving its energy performance has become a critical 

issue [9]. 

Buildings consume energy throughout their life cycle 

from raw material extraction to final disposal of 

demolished wastes [10]. Life Cycle Assessment (LCA) 

method has been widely utilized as an appropriate 

approach to evaluate buildings’ energy performance 

during their lifetime. Applying LCA in construction 

projects at the early design stage simplifies making 

possible changes associated with different stages of a 

construction project to improve its energy efficiency and 

sustainability [11, 12] . Until recently, the main attention 

had been placed on the operational energy (OE) as 

operation phase is the longest phase in a building life 

cycle. However, this focus has been shifted from OE to 

embodied energy (EE) since significant enhancement has 

been achieved in reducing OE in recent years [13]. 

Despite current comprehensive research in the field of 

buildings LCA modeling, there are still significant gaps 
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and limitations in the quantification of EE specially in 

modular construction which needs further studies.  

This paper aims to develop a conceptual framework 

for estimating the EE usage in modular residential 

buildings based on the system boundary introduced by 

EN 15978 Standard. This study integrates Building 

Information Modeling (BIM) with LCA to reduce the 

time and effort required to gather all data needed for the 

energy evaluation of different stages of a building during 

its lifetime. Furthermore, despite previous studies in 

which energy consumption in transportation, plant, and 

construction phases of the project were ignored in EE 

evaluation, this research contributes to quantification of 

these phases as well.  

This paper will continue with a comprehensive 

literature review on the current LCA assessment methods 

of the residential projects.  It then focuses on the 

development of an integrated framework to 

conceptualize and model the EE of modular residential 

projects based on EN 15978 phase boundaries. To verify 

the applicability of the framework and validate the 

developed model, a case study is conducted on a real 

under construction project, and EE used for this modular 

residential project is estimated.  

2 Literature Review 

Different types of classifications have been 

developed to refer to the energy consumption during the 

building life cycle, in which the EE and OE have been 

widely used in previous studies [14]. Demolition energy 

(DE) also has been introduced in a few studies which 

refers to the deconstruction of the building and the 

transportation of the waste material to the recycling 

plants or landfill centers. However, because DE includes 

a small portion of a building life cycle, it could be 

included in EE, rather than being separately classified 

[14]. Thus, in some studies, EE refers to all the energy 

utilized in material production, transportation, site 

activities, and final deconstruction phases. OE is the 

energy consumed while the building is in its operation 

phase including all activities which provide comfortable 

conditions for the occupants such as heating, cooling, 

lighting, and operating equipment [15]. 

2.1 BIM-LCA Integration 

Due to the long duration, various resources, and risks 

and uncertainties, construction projects require more 

integrated energy evaluation approaches to be able to 

measure the consumed energies in different phases more 

accurately [14]. LCA has been established as a method to 

predict the buildings’ impact on the environment 

throughout all stages of their life cycle [14, 16]. However, 

the complexity of LCA process makes it cumbersome 

and time-consuming for designers to employ it. BIM can 

reduce this complexity and can assist the design team in 

making LCA more practical and more user friendly [17]. 

BIM is a platform representing physical and functional 

characteristics of buildings which can be shared with 

different stakeholders [18].  

Shadram and Mukkavarra [4] used a BIM-LCA 

approach based on a multi-objective optimization method 

to balance between EE and OE in a building during its 

design process by considering the impact of various types 

of materials and their quantities on different stages of a 

building lifetime. Najjar et al. [12] integrated BIM and 

LCA to evaluate the negative endpoint impacts of 

building material and their related energy consumption 

on the environment at the early design stage. Cavalliere 

et al.  [17] developed several LCA databases for different 

stages of the design process and linked them to the BIM 

model according to the level of development. Their 

framework can facilitate LCA in the design stage and 

ensure that reliable data is used throughout the whole 

process of building design. In an effort for evaluating EE, 

Rock et al. [13] proposed a BIM-LCA model to visualize 

the impacts of various types of building elements 

including structural parts including walls and floors on 

the environment. The EE was calculated using the 

Ecoinvent database and processed in Autodesk Dynamo. 

However, only the effect of different building materials 

on the EE was considered, and the energies used in 

transportation, plant, and construction site were not 

measured.  

2.2 Energy Modeling Approaches  

Different approaches have been adopted for EE 

evaluation while conducting BIM-LCA integration. 

These energy modeling approaches have been classified 

into four main categories [2]. In the first energy modeling 

scheme, researchers have not developed a comprehensive 

framework to be applied to other projects. Instead, they 

have mainly focused on the project-based outcomes. In 

the second energy modeling group, BIM software is used 

as a platform to export material quantities to other LCA 

tools. In the third modeling plan, transportation, and 

construction phases in a building life cycle have been 

excluded from LCA system boundary. In the fourth 

energy modeling scheme, either not adequate details have 

been provided in the framework process due to 

simplification, or the proposed methodology is too 

complex and cumbersome, making it impractical to be 

adopted in further studies [2]. 

3 Methodology 

The proposed methodology in this study is based on 

the integration between BIM and LCA and aims to 

formulize the EE consumption of modular residential 

buildings including material production energy, 
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transportation energy, and off-site and on-site 

construction energy. In this study, LCA has been 

conducted according to ISO 14040 and ISO 14044 

guidelines. The first step of conducting LCA based on 

these guidelines is that the main goal and intention of 

carrying out LCA should be clearly stated, and then the 

system boundary should be specified. At the next stage, 

which is considered as the most time-consuming stage, 

all the required data within the system boundary should 

be collected. Life Cycle Inventory (LCI) analysis mainly 

includes gathering all the building information defined in 

the system boundary and calculating the related inputs 

and outputs which have been set during defining the LCA 

scope and goal stage. The proposed methodology 

comprises several steps that have been depicted in   

Figure 1.  

 
Figure 1. Proposed research framework on BIM-LCA 

integration. 

3.1 Definition of Goal and Scope 

The goal of performing LCA study in this paper is to 

formulize and quantify the EE consumption of modular 

buildings using BIM tools. This energy modeling will 

have different applications and can promote design 

decisions and schemes in order to reduce the EE 

consumption of a building. The system boundary selected 

in this study and different considered stages in a building 

lifetime are based on EN 15978 Standard. The system 

boundary defined in this standard consists of several 

stages, including product stage, construction stage, use 

stage, and end of life stage. The subcategories of each 

stage can be found in Figure 2. The system boundary in 

this study encompasses modules A1 to A5. 

 

3.2 LCI Analysis 

This step focuses on LCI analysis based on the 

boundaries defined in EN 15978 Standard. As this study 

intends to measure the EE of modular residential 

buildings, only product stage (A1 to A3) and construction 

stage (A4 and A5) will be investigated.  

3.2.1 Data Collection 

As one of the main steps of LCI analysis, different 

sources of data should be provided. In this paper, Bath 

Inventory of Carbon and Energy (ICE) was used to obtain 

the energy that is embodied in raw construction materials. 

This LCI database was selected because it solely focuses 

on the construction materials and does not include EE of 

other products in different industrial sectors. ICE is a 

cradle-to-gate database that includes all the energy usage 

during raw material extraction, transportation, and 

production stages of the construction materials. Further,  
Autodesk Revit software was used to access BIM models 

of modular buildings as it is a common tool for designing 

and visualizing both architectural and structural plans 

and also widely utilized as a technical communication 

platform amongst different phases throughout buildings 

life cycles. A custom script was developed in Autodesk 

Dynamo visual to create a database of material quantities 

and properties. Dynamo is an open-source visual 

programming plug-in for Autodesk Revit that consists of 

nodes to create algorithms in order to perform various 

tasks within Revit.  

3.2.2 EE Formulization  

The objective of this section is to quantify the EE of 

modular residential building and formulize the energies 

used in different phases of A1 to A5 defined in EN 15978 

Standard. As per this guideline, EE is the total energy 

consumed during material production (EM) (A1-A3), 

transportation energy (ET) (A4), and processing (Ep) and 

construction energy (EC) (A5). It should be noted that, 

unlike conventional buildings, EE of modular buildings 

in stage A5 has two stages of processing (off-site 

construction) and construction (installation and 

assembly). In modular approach, construction materials 

need be transported to another plant to be processed for 

modules and panels preparation which is known as off-

site construction. The energy consumption of this 

processing stage on raw construction material is missing 

in LCI databases and should be separately calculated as 

an extra EE item in modular buildings. As previously 

discussed, ICE only covers EE in raw natural material 

extraction, transportation of these raw material to the 

factory, and production of construction materials. As per 

discussions above, the total EE consumption in modular 

buildings can be calculated based on Equation (1). 

𝐸𝑇𝑜𝑡𝑎𝑙 = 𝐸𝑀 + 𝐸𝑇 + 𝐸𝑃 + 𝐸𝐶 (1) 
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Material production stage is one of the main 

contributors to EE. It is noted that the functional unit 

defined in ICE is one kilogram of the material, thus the 

embodied energy of the materials is presented in (MJ/kg). 

To have the total weight of each specific construction 

material, its volume (V) needs to be extracted from Revit 

Autodesk software to be multiplied by its density (ρ). EM 

can be quantified based on Equation (2) by simply 

multiplying all the materials’ quantities to their related 

energy coefficients (Ce) derived from ICE database.   

𝐸𝑀 = ∑ 𝐸𝑚𝑖 = ∑ 𝑉𝑖  𝜌𝑖  𝐶𝑒𝑖

𝑛

𝑖

𝑛

𝑖

 (2) 

ET is all the energy used to transport the construction 

materials from the material production factory to the 

construction site.  For modular buildings, transportation 

is typically conducted in two different steps of material 

transportation from construction material factory to 

processing plant for module production and then module 

transportation from plant to construction site. Energy 

consumption for transportation stage of a modular 

constructions can be calculated using Equation (3). 

𝐸𝑇 =  𝐸𝑇𝑃 +  𝐸𝑇𝑆 = ∑ 𝐸𝑇𝑃𝑖 + ∑ 𝐸𝑇𝑆𝑖

𝑛

𝑖

       

𝑛

𝑖

= ∑
𝐷𝑖𝐸𝑆𝑖𝐸𝐿𝑖 𝐹𝑖 𝐿ℎ𝑣𝑖

𝑉𝑖

𝑛

𝑖

 

(3) 

In which, ETP refers to material transportation to the 

plant for modular fabrication and ETS refers to modules’ 

transportation from plant to the jobsite. D is distance of 

transportation, and ES, EL, F, and V are engine size, 

engine load, fuel consumption, and average speed of the 

equipment, respectively. Lhv is lower heating value of the 

fuel. 

As discussed, the construction stage (A5) of modular 

projects is conducted in two steps of material processing 

(EP) for modules production and on-site installation and 

assembly of modules (EC). The construction energy can 

be quantified by summing of all the energy used by 

different equipment in both plant and jobsite to perform 

various tasks toward constructing and installing modules 

and panels. Knowing activities and their related 

equipment, the construction energy in both module 

production and module installation can be calculated by 

multiplying the amount of estimated time takes that the 

equipment performs the activity (h), its engine size, and 

its engine load. The Kilo-Watt hour (KW.h) unit should 

be converted to Mega-Joule (MJ), thus a factor of 3.6 

would be used for this conversion. It is noteworthy that 

the embodied energy of modules’ manufacturing is not a 

simple task to be quantified. This is due to the reason that 

the process of manufacturing modules does not 

necessarily belong to a single project, and a particular 

plant is producing the modules of several projects at the 

same time. In Equation (4), 𝐸𝑃 and 𝐸𝐶  refer to the energy 

consumption of equipment used for module preparation 

in the plant and modules installation in the jobsite, 

respectively.  

𝐸𝐶 = 𝐸𝑃 = ∑ 𝐸𝐶𝑖/𝑃𝑖 = ∑ 3.6 ℎ𝑖  𝐸𝑆𝑖𝐸𝐿𝑖 

𝑛

𝑖

𝑛

𝑖

 (4) 

4 Case Study 

The proposed framework is implemented on a real 

case study to verify the applicability of the methodology 

to quantify the EE of a modular building. An under 

construction modular building in Sydney, NSW Australia, 

was selected for the case study. The total building area of 

this building is 493 m2. Figure 3 shows a BIM model of 

the building as designed in Autodesk Revit.  

 
Figure 2. Buildings’ system boundary defined by EN 15978 Standard. 
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Figure 3. A BIM model of the case project. 

 

Different sources of data have been used in this study. 

As the first step, all the geometrical data, the bill quantity 

of materials, and their relevant properties were obtained 

from the BIM model in Dynamo platform, and the 

material database was then created. Table 1 presents the 

materials inventory and their corresponding EE. 

 As previously explained, the EE data regarding 

material production in ICE database (stages A1 to A3) 

only incudes raw construction material production, and 

extra energy consumption for transportation and 

production of modular elements are not considered in the 

database. To acquire relevant information for 

transportation and construction phases, numerous 

interviews were conducted with the project management 

teams. Transportation has two stages of transporting 

materials from raw construction material production 

factory to the processing plant to make the modules and 

then transporting modules to the jobsite for installation. 

The relevant database was created by having the weight 

of raw materials and modules, and also the distance 

between factory, plant, and the jobsite. The transportation 

energy for this case project has been quantified in Table 

2 and Table 3, respectively. 

In modular construction approach, construction is 

conducted in two off-site and on-site phases. Off-site 

construction refers to the processing of material and 

producing the modules and panels. On the other hand, on-

site construction is related to the installation of the 

modules in the jobsite. The quantification of off-site and 

on-site construction phases including the used equipment 

and machinery have been presented in Table 4 and Table 

5, respectively. 

Table 1. Material production energy 

Element Type of Material 
Volume 

V (m3) 

Density 

ρ (kg/m3) 

Mass  

m (kg) 

Energy Coefficient 

C (MJ/kg) 

Material Energy 

𝐸𝑀 (MJ) 

Foundation Concrete 121.94 2360 287778.4 1.95 561167.88 

  Steel 5.23 7850 41055.5 25.30 1038704.15 

Floor Concrete 156.87 2360 370213.2 1.95 721915.74 

  Steel 6.53 7850 51260.5 25.30 1296890.65 

Roof Galvanised Steel 0.97 7800 7566.0 22.60 170991.60 

  Laminated Veneer Lumber 5.20 1050 5460.0 9.50 51870.00 

  Timber 17.10 950 16245.0 10.00 162450.00 

  Fiberglass 26.00 40 1040.0 28.00 29120.00 

Exterior Wall Timber Panel 90.00 950 85500.0 10.00 855000.00 

  Plaster Board 7.20 800 5760.0 1.80 10368.00 

Interior Wall Timber Panel 32.10 950 30495.0 10.00 304950.00 

Columns Steel 1.54 7850 12089.0 25.30 305851.70 

Alfresco Columns Marble Stone 7.60 2700 20520.0 2.00 41040.00 

Total           5550319.72 

Table 2. Transportation energy form factory to plant 

Material 
Mass 

m (t) 

Distance 

D (km) 

Engine Size 

ES (Kw) 

Engine 

Load 
EL 

Fuel 

Consumption 
F (L/kw.h) 

Average 

Speed    
V (Km/h) 

Lower Heating 

Value  

𝐿ℎ𝑣 (MJ/L) 

Transportation 

Energy  

𝐸𝑇  (MJ) 

Concrete 657.99 25 260 0.7 0.207 50 42.7 67564.55 

Steel Bar 92.32 300 250 0.7 0.207 70 42.7 106066.80 

Steel Columns 12.09 300 250 0.7 0.207 70 42.7 13258.35 

Galvanised Steel 7.57 300 200 0.7 0.207 70 42.7 10606.68 
Laminated Veneer 

Lumber 

5.46 200 200 0.7 0.207 60 42.7 8249.64 

Timber 17.96 200 200 0.7 0.207 60 42.7 16499.28 

Fiberglass 1.04 100 150 0.07 0.207 60 43.7 316.61 

Timber Panel 116.00 200 250 0.7 0.207 60 42.7 103120.50 

Plaster Board 6.84 200 220 0.7 0.207 60 42.7 9074.60 

Total        334757.01 
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     As achieved results of this case project showed in 

Figure 4, 87.37% of total EE is associated with the 

construction material production showing the high 

contribution of this stage in energy usage. A significant 

9.43% of the total EE energy for this case study has been 

used for transportation including the transportation 

between factory and plant (5.21%), and also between 

plant and jobsite (4.22%). Eventually, minor 2.01% and 

2.19% of total EE content were consumed in off-site and 

on-site construction, respectively in this selected project. 

It should be noted that though the amount of energy in 

transportation and construction phases has significantly 

less contribution to the total EE in the building life cycle 

compared with material production stage, they should not 

be ignored in buildings energy evaluation as they are still 

huge energy consumers.  

The main objective of conducting this case study is 

to demonstrate the applicability and practicality of the 

developed research framework in EE measurement. This 

case project is to be investigated further in the future 

Table 3. Transportation energy from plant to jobsite 

Product 
Mass  

m (t) 

Distance  

D (km) 

Engine Size 

ES (Kw) 

Engine 
Load  

EL 

Fuel 
Consumption 

 F (L/kw.h) 

Average 
Speed    

V (Km/h) 

Lower Heating 

Value  

𝐿ℎ𝑣 (MJ/L) 

Transportation 

Energy  

𝐸𝑇  (MJ) 

Concrete Slabs 406.04 60 250 0.7 0.207 40 42.7 120650.99 

Piles 316.94 60 250 0.7 0.207 40 42.7 97448.87 

Steel Columns 12.09 60 250 0.7 0.207 40 42.7 4640.42 

Wall Panels 1.04 50 250 0.7 0.207 40 42.7 15468.08 

Roof Panels 24.80 50 200 0.7 0.207 40 42.7 12374.46 

Marble Columns 20.52 200 250 0.7 0.207 60 42.7 20624.10 

Total        271206.92 

Table 4. Off-site construction energy 

Product Equipment 
Working Hour 

h (hr) 

Engine Size 

ES (KW) 

Engine Load 

EL 

Construction Energy  

𝐸𝑝 (MJ) 

Concrete Slabs Concrete Pump 16 97 1 5587.2 

 Vibrator 16 3 1 172.8 

 Bar Bender and Cutter 8 7 1 201.6 

Piles Concrete Pump 20 97 1 6984.0 

 Vibrator 20 3 1 216.0 

 Bar Bender and Cutter 15 7 1 378.0 

Steel Columns Steel Cutter 4 7 1 100.8 

 Welder 24 30 1 2592.0 

Roof Panels Electric Saw 70 15 1 3780.0 

 Nailing Machine 70 2 1 504.0 

Wall Panels CNC Machine 120 15 1 6480.0 

 Production Lines 300 50 1 54000.0 

 Forklift 153 116 0.75 47919.6 

Total     128916.0 

Table 5. On-site construction energy 

Task Equipment 
Working Hour 

h (hr) 

Engine Size 

ES (KW) 

Engine Load 

EL 

Construction Energy 

𝐸𝐶  (MJ) 

Land Levelling Loader 12 70 0.8 2419.2 

 Truck 9 200 0.6 3888.0 

Detailed Excavation Excavator 20 60 0.7 3024.0 

Unloading Products Crane 25 150 0.5 6750.0 

Pile Driving Pile driver 80 208 0.5 29952.0 

Slab Assembly Crane 90 150 0.5 24300.0 

Wall Installation Crane 120 150 0.5 32400.0 

Columns Installation Crane 56 150 0.5 15120.0 

Roof Assembly Crane 70 150 0.5 18900.0 

Electricity Supply Generator 550 2 1 3960.0 

Total     140713.2 
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studies to include all other elements of the building 

including the internal parts, fittings, and facades. 

 

 
Figure 4. The proportion of energy used in different 

phases of the studied case project. 

5 Conclusions 

This paper proposed a framework to evaluate the EE 

for the life cycle of modular construction projects. The 

system boundary of the framework breaks down the EE 

in material production, transportation, and construction 

stage according to EN 15978 Standard. Further energy 

consumption regarding modular construction, namely 

transportation to processing plant and off-site 

construction, was also included in the EE quantification. 

LCI was conducted through BIM software for material 

take-off and numerous interviews were performed with 

project management teams for transportation and 

construction data collection. After formulization of the 

EE based on the selected system boundary, the 

methodology was implemented in a modular case project 

to test its applicability. As shown in the case study, the 

total amount of EE in a modular building’s life cycle and 

the contribution of each construction stage can be 

quantified. As this framework can provide a detailed EE 

analysis, it can be practically used by architects to take 

into consideration the EE in their designs which results 

in a more sustainable construction.  

This study can be further extended to include the EE 

of the other construction elements such as internal parts, 

decorations, facades, and fittings to yield a more accurate 

and more reliable EE consumption of construction 

projects. Further, a trade-off between EE and OE of the 

buildings can be conducted by the researchers in the early 

development phases to achieve more energy-efficient 

projects.   
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Abstract – 

As robots are envisioned to be deployed in 

construction job sites to work with humans, there is 

an increasing need for developing intuitive and 

natural communication between robots and humans. 

In particular, spatial information exchange is critical 

to navigating or delegating tasks to collaborative 

robots. However, such deictic gestures are inherently 

imprecise and ambiguous. Thus, it is challenging for 

robots to reason about the exact region of interest, 

especially in a cluttered large-scale construction 

environment. To address this limitation, this study 

evaluates the performance of spatial information 

exchange through the experiments based on pointing 

targets on the wall and ceiling, which are the most 

common workspaces in construction. We observed 

that the current deictic gesture-based method can 

estimate the pointed position on the wall and ceiling 

with a mean distance error of 0.767m, while the error 

tends to increase by 0.715m in the ceiling and 0.115m 

in the side panels. Our experimental results indicate 

that the deictic gesture-based method has some 

challenges in ceiling and side panel conditions, while 

the overall panel recognition shows acceptable 

performance. The findings of this study will help 

novice construction workers naturally and effectively 

communicate with robots by delivering spatial 

information on specific objects or regions in the 

shared workspace. 

 

Keywords – 

Deictic Gestures; Spatial Referencing; Human-

Robot Interaction 

1 Introduction 

As robotic technologies have advanced, the focus of 

robot adoption has shifted from large-scale robotic 

platforms to small-scaled task robots [1]. These robots 

are designed for various applications and have shown 

possibilities of the collaboration of robots and humans in 

construction sites. As they interact with people during 

task execution, there is a growing need for a more 

intuitive and natural human-robot communication 

interface. In particular, spatial information exchange (e.g., 

target objects or regions of interest) is critical to 

navigating or delegating tasks to collaborative robots. 

Potential human-robot collaborative applications, for 

example, include controlling a robot to change its 

position [2], referring to a target object [3], and indicating 

target ceiling panel for installation [4] or target wall area 

for painting [5]. In human-human interactions, people 

often utilize deictic gestures to deliver spatial 

information, which are effective means to develop a 

mutual understanding of a referent with others [6]. 

Deictic gestures are especially beneficial for construction 

applications because they require no additional devices, 

and therefore are intuitive for novice users. 

However, deictic gestures are known to be inherently 

imprecise and ambiguous for both humans and robots. It 

is especially challenging for a robot to reason about the 

exact region of interest in an unstructured and cluttered 

construction environment. Construction tasks are carried 

out in a large-scale 3-dimensional (3D) environment; 

thus, it is necessary to share various dimensional and 

scaled spatial information (e.g., floor vs. wall vs. ceiling, 

centered vs. angled). Although several previous works 

showed the performance of gesture-based spatial 

information exchange for short-distance applications 

(e.g., table, wall, and floor [7]), it has not been evaluated 

in a comparatively large environment. Thus, this study 

aims to identify the challenges associated with the deictic 

gesture-based spatial referencing in a large-scale 

environment. This was done by evaluating the 

performance of spatial information exchange through the 

experiments based on pointing targets on the wall and 

ceiling, which are the most common workspaces in 

construction. The findings can guide and inform our 

approaches to developing collaborative construction 

robots supported with a natural human-robot interface. 
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2 Background 

2.1 Deictic Gesture-Based Spatial Referencing 

Deictic gestures are often referred to as “pointing 

gestures”, typically performed by extending the arm and 

the index finger [8,9]. In general, people often use 

pointing gestures to deliver spatial information to others. 

In other words, deictic gestures are fundamental to direct 

others’ attention to objects and help develop a mutual 

understanding of objects in space [10,11]. 

Deictic gesture-based spatial referencing has been 

explored substantially in previous works for developing 

and evaluating various spatial referencing models 

according to task requirements. This large body of work 

shares the same purpose: to solve the problem of 

interpreting deictic gestures in order to map the referent 

in the environment that the user wants to indicate [2]. 

Tölgyessy et al. [12] presented a spatial referencing 

method navigating a mobile robot to an endpoint marker 

on the ground floor defined by a pointing gesture of a 

human operator. The suggested method shows the precise 

positioning of all the entities included in the interaction 

in 3D space. Jevtić et al. [13] employed pointing 

recognition for selecting shoes placed on the platform in 

front of the user. Furthermore, they exploited the concept 

of multi-modality to develop personalized interaction 

with a robot assistant for assisted dressing. Mayer et al. 

[14] evaluated humans’ referencing accuracy when 

interpreting deictic gestures for pointing the targets 

positioned horizontally on the wall. However, they only 

measured the performance in a collaborative virtual 

environment (CVE). 

While previous works showed acceptable 

performance of the deictic gesture-based spatial 

referencing for short-distance applications, limited 

applications in large-scale environments need to be 

further evaluated. 

2.2 Deictic Gesture Recognition 

Deictic gesture-based spatial referencing aims to 

exchange accurate spatial information through deictic 

gestures. Therefore, deictic gesture recognition has a 

significant impact on the final referencing results. 

Two main approaches for deictic gesture recognition 

have been proposed in the literature. One is a wearable 

sensor-based approach. This approach attempts to 

recognize deictic gesture by analyzing the electrical 

muscle stimulation (EMS) from electromyography 

(EMG) generated during the muscle activity [15,16], the 

change in measures from inertial measurement units 

(IMUs) [2,17], and the posture and motion data from data 

gloves [18]. However, although wearable sensors have 

the benefit of direct acquisition of the spatial posture of 

the pointing arm, they often require connection to a data 

acquisition (DAQ) device, thus restricting the 

applicability of this method outside of a controlled 

environment [19,20]. 

Meanwhile, recent advances in computer vision 

technologies have brought vision-based approaches to 

mainstream deictic gesture recognition. Vision-based 

deictic gesture recognition does not require users any 

additional devices and only employs their pointing arms 

within the camera angle. Earlier approaches detected 

gestures through the visual features (i.e., skin-color blobs) 

collected from monocular cameras (e.g., RGB or infrared 

camera) [21] and binocular cameras [22].  

Recent works on vision-based approaches have 

focused on the implementation of RGB-D cameras. 

Owing to the ability to augment the RGB image with 

depth information, RGB-D cameras are frequently being 

adopted in vision-based approaches. 

In a vision-based approach, the deictic gesture is 

defined based on the relationships among the body joints. 

Three main models for estimating the pointing direction 

were developed [12,23]: 

• Elbow-wrist model assumes that the pointing 

direction is defined by a vector connecting the 

elbow and the wrist (hand) of the pointing arm. 

• Head-wrist model assumes that the pointing 

direction is defined by a vector connecting the head 

and the wrist (hand) of the pointing arm. 

• Shoulder-wrist model assumes that the pointing 

direction is defined by a vector connecting the 

shoulder and the wrist (hand) of the pointing arm. 

The choice of a particular model mainly depends on 

the task and on the technology available for sensing the 

subject’s posture [2]. This work evaluates the 

performance of the spatial referencing method using a 

shoulder-wrist model, because the elbow-wrist model 

gives lower accuracy in large-scale environments and the 

head-wrist model has potential problems associated with 

the occlusion in pose estimation (i.e., safety helmets) [24]. 

3 Methodology 

3.1 Deictic Gesture Detection 

The detection of the deictic gesture is performed 

based on the 3D human skeletal data extracted from the 

RGB and depth images. To estimate the human skeletal 

data, we employ OpenPose [25] library, a real-time 

human pose estimation system. The library (BODY-25 

model) detects 25 human body joints from each RGB 

image frame in 2D coordinates. The 2D coordinates are 

then projected to corresponding 3D points using the 

depth information [26]. 

In particular, we focus on the position of the shoulder 

𝐩𝑠 = (𝑥𝑠, 𝑦𝑠 , 𝑧𝑠), elbow 𝐩𝑒 = (𝑥𝑒 , 𝑦𝑒 , 𝑧𝑒), and the wrist 
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𝐩𝑤 = (𝑥𝑤 , 𝑦𝑤 , 𝑧𝑤)  joints for deictic gesture detection, 

which is required for the selected shoulder-wrist model. 

We use wrist position instead of fingers, considering the 

computation efficiency for further on-site applications. 

Given the position of the three body joints, the elbow 

joint angle θ is defined by:  

cos 𝜃 =
𝐯𝑠𝑒 ⋅ 𝐯𝑠𝑤

|𝐯𝑠𝑒||𝐯𝑠𝑤|
 (1) 

where 𝐯𝑠𝑒 = 𝐩𝑒 − 𝐩𝑠 is the vector from the shoulder 

to the elbow joint and 𝐯𝑠𝑤 = 𝐩𝑤 − 𝐩𝑠 is the vector from 

the shoulder to the wrist joint. If θ is below a predefined 

angle, the system assumes that the person is stretching 

their arm for “pointing” and performs the panel 

estimation. 

3.2 Pointed Panel Estimation 

To estimate the pointed panel, we first compute the 

pointed position. The pointing direction is defined by a 

straight line starting from the shoulder to the wrist joint: 

𝐬 = 𝐩𝑠 + 𝜆(𝐩𝑤 − 𝐩𝑠), 𝜆 ∈ ℝ (2) 

For a ceiling pointing task, panels are parallel to floor 

at a constant height of the ceiling ℎ . Therefore, the 

pointed position 𝐩𝑝 = (𝑥𝑝 , 𝑦𝑝, 𝑧𝑝)  is calculated as 

follows: 

𝑥𝑝 = 𝑥𝑠 +
ℎ − 𝑧𝑠

𝑧𝑤 − 𝑧𝑠

(𝑥𝑤 − 𝑥𝑠) (3) 

𝑦𝑝 = 𝑦𝑠 +
ℎ − 𝑧𝑠

𝑧𝑤 − 𝑧𝑠

(𝑦𝑤 − 𝑦𝑠) (4) 

𝑧𝑝 = ℎ (5) 

In a wall pointing task, panels are parallel to wall at a 

constant distance 𝑑 . Thus, akin to ceiling, the pointed 

position in this case is computed as: 

𝑥𝑝 = 𝑑 (6) 

𝑦𝑝 = 𝑦𝑠 +
𝑑 − 𝑥𝑠

𝑥𝑤 − 𝑥𝑠

(𝑦𝑤 − 𝑦𝑠) (7) 

𝑧𝑝 = 𝑧𝑠 +
𝑑 − 𝑥𝑠

𝑥𝑤 − 𝑥𝑠

(𝑧𝑤 − 𝑧𝑠) (8) 

The pointed target is then estimated using the pointed 

position. Let 𝐩𝑡,𝑖 be the center point of the target panel 

index 𝑖 ∈ {1, 2, 3, . . . , 𝑛}, where 𝑛 ∈ ℕ. A panel with the 

closest Euclidean distance from the center point is 

selected as a pointed panel 𝑖𝑝. 

𝑖𝑝 = arg min
𝑖

(|𝐩𝑝 − 𝐩𝑡,𝑖|) (9) 

4 Experiment 

4.1 Experimental Setup 

The experimental setup is depicted in Figure 1. The 

RGB and depth images are simultaneously captured by 

Intel RealSense™ Depth Camera D435 at a frame rate of 

up to 30 fps and with an image resolution of 640 x 480 

pixels and 840 x 480 pixels, respectively. The camera has 

an operating range of 0.11-10m. It is installed at position 

𝐩𝑐  facing participants, at the height of 0.7m and the 

pointing subject is located at position 𝐩ℎ , 3.0m away 

from the camera. Five target panels with an equal size of 

0.7 x 0.7m are located side by side on both ceiling and 

wall.  

Four participants (two males and two females) were 

recruited to perform the pointing tasks. Each participant 

performed two experiments, 15 iterations for each 

experiment. A single iteration consists of 10 pointing 

trials: five ceiling panels (from C1 to C5) and five wall 

panels (from W1 to W5), in sequential order. In sum, we 

obtained 2 x 15 x 10 = 300 trials for each participant. A 

single experiment took approximately 10 minutes per 

participant.  

 

Figure 1. Illustration of the experimental 

environment. 

4.2 Performance Metrics 

We use the following metrics to evaluate the 

performance of the deictic gesture-based spatial 

referencing. 

Distance error. Euclidean distance between the 

pointed position 𝐩𝑝  and the center point of the target 

panel 𝐩𝑡. 

𝜀 = |𝐩𝑝 − 𝐩𝑡|.  (10) 

F1 score. We also refer to this measure as panel 

recognition rate (see Section 5.2). F1 score is defined by: 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (11) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (12) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (13) 

For each pointed position, we consider it as true 

positive (TP) if it is classified as a correct target panel, 

false negative (FN) if it is classified as other target panels, 

false positive (FP) if the subject is pointing at other target 

panels, and true negative (TN) if the subject is pointing 

at other target panels but classified correctly.  

5 Results 

A total of 1,200 pointing trials of four pointing 

subjects were evaluated in an offline setting in order to 

validate the performance of the spatial referencing 

method. The main results are shown in Table 1 and Table 

2. 

5.1 Distance Error 

The distance error by the pointing subject is shown in 

Figure 2. We observed a similar tendency between all 

four participants: on average, the ceiling pointing task 

yielded a higher mean distance error and standard 

deviation (1.125 ± 0.263m) compared to the wall 

pointing task (0.410 ± 0.174m).  

Among the subjects, Subject 3 reached the highest 

mean distance error for the ceiling pointing task with 

0.482m of distance gap between the lowest, Subject 1. 

For the wall, Subject 2 showed the highest distance error 

with 0.207m of distance gap between the lowest, Subject 

1.  

Moreover, the mean distance error was higher when 

pointing the side panels (0.836 ± 0.241 for C1/C5 and 

W1/W5) than the panels near the center (0.721 ± 0.210 

for C2-C4 and W2-W4). This phenomenon will be 

expanded up in Section 5. 

5.2 Panel Recognition Rate 

We found that the ceiling pointing task shows a lower 

panel recognition rate. The mean F1 score of the ceiling 

pointing task was 0.815, while the wall pointing task was 

0.896.  

Higher error distance increases the probability of 

inferring the wrong panels located nearby, which in turn 

lowers the panel recognition rate. Therefore, the F1 score 

tends to follow the reverse order of the distance error. 

This tendency is especially salient in the panels near the 

center. 

 

Figure 2. Distance error by the pointing subject. 

(C1-C5 and W1-W5 refers to target ceiling and 

wall panels from left to right, respectively.)

Table 1. Evaluation results of the ceiling pointing task: Distance error (Mean ± SD) and F1 score. 

Metrics C1 C2 C3 C4 C5 

Distance Error (m) 1.118 ± 0.243 1.159 ± 0.197 1.121 ± 0.216 1.090 ± 0.319 1.135 ± 0.316 

F1 Score 0.849 0.826 0.837 0.756 0.808 

Table 2. Evaluation results of the wall pointing task: Distance error (Mean ± SD) and F1 score. 

Metrics W1 W2 W3 W4 W5 

Distance Error (m) 0.561 ± 0.204 0.325 ± 0.134 0.282 ± 0.196 0.352 ± 0.145 0.530 ± 0.180 

F1 Score 0.948 0.802 0.946 0.861 0.921 

6 Discussion 

Our experimental results present that the current 

deictic gesture-based method can estimate the pointed 

position on the wall and ceiling with a mean distance 

error of 0.767m. We observed worse performance in the 

ceiling with a mean distance error of 1.125m, which was 

0.715m higher than the mean distance error of the wall. 

In the estimation of the panel, the mean F1 score dropped 

at a rate of 8.98% compared to the wall. These measures 

indicate that variation in plane causes a performance gap 

in the dimensional information exchange regarding the 

perception accuracy and target recognition rate. 

Furthermore, the mean distance error tends to 

increase by 15.91% when the target changes from the 
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center to side panels. In this situation, a subject mainly 

delivers the scaled spatial information to a robot. 

In general, these results can be explained by the 

pinhole projection model (Figure 3). Human eyes see the 

world via pinhole projection. The 3D world (on the world 

coordinate system) is projected onto a flat projection 

plane: this plane is focal length 𝑑  away from the 

projective center along the 𝑍ℎ  axis (on the human 

coordinate system), the gaze direction [27]. Thus, a 3D 

point 𝐩 = (𝑥ℎ , 𝑦ℎ , 𝑧ℎ) in the human coordinate system is 

projected to 2D coordinates on the projection plane at a 

rate of 𝑑/𝑧ℎ: 𝐩′ = (𝑥ℎ , 𝑦ℎ)𝑑/𝑧ℎ. Therefore, the area of 

the target panel is also projected to the projection plane, 

affecting the visible area of the panel with respect to the 

rate of 𝑑/𝑧ℎ. 

 

Figure 3. Pinhole projection model [27]. 

The top and side views of the experiment setup are 

depicted in Figure 4. 𝐀0 and  𝐀1 refers to the visible area 

of the panels projected on the projection plane, 

perpendicular to the gaze direction 𝑍0 and 𝑍1 (Here, we 

assume a person gazes at the center of the target panels 

when pointing). In both situations, 𝐀0 is larger than 𝐀1 

due to the difference in between the angles 𝜃0 and 𝜃1, as 

well as the position of the panels. A smaller visible area 

hinders the subjects from pointing precisely while 

maintaining consistency. Thus, compared to the targets 

with comparatively large visible areas (wall and center 

panels), the performance degrades in the targets with 

small visible areas (ceiling and side panels). Overall, it 

can be noted that the visible area of the target is a crucial 

factor for human’s ability of deictic gesture-based spatial 

referencing for both wall and ceiling conditions. 

Therefore, in practice, one can expect lower performance 

in referencing a distanced and angled regions of interest 

in overhead operations (e.g., electrical wiring, plumbing, 

and interior finishing work). In such situations, 

collaborative robots need mobility for estimation of the 

workspace geometry through navigating themselves 

closer to the target. 

Considering the results mentioned above, we see 

three ways to improve the current spatial referencing 

method for application in collaborative construction 

robots. First, we could give the robot dimensional and 

scaled spatial information with interaction modalities 

(i.e., speech). This allows the robot to reason about the 

region of interest with additional criteria, thus enhancing 

perception accuracy. Presenting the spatial information 

with a form of region could be considered as well. 

Deictics are often thought of as referring to an object but 

can also be used to refer to a region of space [8]. This 

method provides interpretability and predictability to the 

user intent and has a collateral benefit of correction. 

Lastly, as suggested by Medeiros et al. [20], visual 

feedback makes a difference in the accuracy of the 

pointing task. In particular, we could enhance human’s 

ability to indicate the target with a smaller visible area by 

receiving visual feedback from robots.

 

Figure 4. The top (left) and side (right) views of the experimental environment. The panels were spaced for a 

better understanding. 
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7 Conclusion 

This work explored the challenges of the current 

spatial referencing method based on deictic gestures. It is 

challenging for a robot to reason about the exact region 

of interest in a large-scale 3D construction environment, 

cluttered in many situations. In this context, we 

selectively overviewed the performance of deictic 

gesture-based spatial information exchange in wall and 

ceiling with various angle conditions and discussed some 

solutions. Evaluation results show that the performance 

degrades in exchanging spatial information on the ceiling 

and side panels pertaining to the perception accuracy and 

the target recognition rate. The results also imply that the 

target’s visible area is a crucial factor for human’s ability 

of deictic gesture-based spatial information exchange for 

both wall and ceiling conditions. These findings can 

guide and inform our approaches to developing 

collaborative construction robots supported with an 

intuitive and natural human-robot interface. 

In this work, we limited our focus on the performance 

evaluation to the robot’s interpretation ability. Future 

work will include performance evaluation on the 

human’s interpretation ability in a large-scale 

environment for a higher level of the collaborative 

environment such as shared autonomy. Furthermore, 

while we performed data processing and evaluation 

offline, we intend to further our research on on-site 

application of this method. 
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Abstract –  

Maintaining good communication is important 

for keeping the construction site safe and the project 

running smoothly and on schedule. Hand gestures, 

as one of the common ways to communicate, are 

widely used on construction sites due to their simple 

but effective nature. However, the meaning of these 

hand gestures was not always captured precisely, 

which would lead to construction errors and even 

accidents. This paper presented a feasibility study on 

investigating whether the hand gestures could be 

captured and interpreted automatically with 

wearable sensors. A new dataset which is made of 

the accelerometer and gyroscope data is created. The 

created dataset contains 8 classes of hand gestures 

for instructing tower crane operations and is 

employed to compare two state-of-the-art deep 

learning networks, namely, Fully Convolutional 

Neural Network (FCN) and ResNet, and measure 

their hand gesture recognition performance. The 

comparison results indicate that a high classification 

accuracy (96.9%) could be achieved. Further, a pilot 

study was conducted in a laboratory environment to 

test whether the methods used in this study could 

serve as an interface to help workers control and/or 

interact with construction machines. 

 

Keywords – 

Hand Gesture Recognition; Wearable Sensor; 

Dataset Creation; Performance Comparison 

1 Introduction 

In the construction field, maintaining good 

communication is very important since it keeps the site 

safe and the project running smoothly and on schedule 

[1–3]. As one of the common ways to communicate, 

hand gestures are widely employed on construction sites 

due to their simple but effective nature [3–5]. They aid 

workers from different backgrounds and cultures to 

express their thoughts without difficulty [6]. Besides, 

consider that words may not be heard clearly on 

construction sites due to the noisy environment.  Hand 

gestures provide a standard mode for workers to receive 

correct directions without the need for complicated 

devices [7]. 

However, hand gestures may not always be captured 

or interpreted correctly in the fields, which easily leads 

to worker injuries/fatalities, work interruption, and 

stoppage, etc. For example, it was reported that when a 

crew chief entered an active work area on an All-

Terrain Vehicle (ATV), he was asked to leave by a 

foreman using a hand gesture. However, the gesture was 

not captured by the crew chief. The result was that the 

ATV was hit by a bulldozer and the chief suffered a 

fractured leg [8]. Another accident was noted when a 

driver was driving a concrete truck. He misread the 

hand gestures given by an officer and hit a 27-year-old 

electrician, who was working on the replacement of 

traffic lights from the buck of his truck [9].  

These accidents indicate the necessities to 

automatically capture and interpret hand gestures in 

construction fields. So far, there are many research 

studies proposed for hand gesture recognition based on 

wearable sensors. The employed wearable sensors 

included Inertial Measurement Unit (IMU) [10], surface 

electromyography (sEMG) sensors [11], etc. The 

methods in these studies were employed to recognize 

sports referee gestures [10], promote human-computer 

interactions [11], understand sign languages [12], etc. 

They were based on either hand-crafted features [11] or 

deep neural networks [13]. The results illustrated the 

potential of using deep neural networks to capture and 

recognize hand gestures with excellent learning ability.    

Although the performance of existing methods for 

hand gesture recognition is promising, it remains 

unclear whether they could be applied in the 

construction field to capture and interpret hand gestures 

made by construction workers. This paper presented a 

feasibility study on investigating whether hand gestures 

in the construction field could be recognized 

automatically with wearable sensors. A new dataset 

containing 8 classes of hand gestures for instructing 

tower crane operations was created. To measure the 
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recognition performance with the created dataset, two 

state-of-the-art deep neural networks, namely, Fully 

Convolutional Neural Network (FCN) and ResNet were 

employed to achieve hand gesture recognition.  The 

recognition results demonstrated that a high 

classification accuracy (96.9%) could be achieved, 

which illustrated the feasibility and potential of 

wearable sensors to automate the hand gesture 

recognition in the construction field. 

2 Related Work 

Currently, various research studies have been 

developed to achieve hand gesture recognition. They 

could be classified into two categories, vision-based 

methods [14,15] and wearable sensors-based methods 

[16,17], depending on the type of data source they relied 

on. 

2.1 Vision-Based Hand Gesture Recognition 

So far, many efforts have been dedicated to hand 

gesture recognition based on the video data. They either 

relied on hand-crafted features or through deep learning. 

Traditional methods generally relied on hand-crafted 

features, such as Improved Dense Trajectories (iDT) [18] 

and Mix Features Around Sparse Keypoints (MFSK) 

[19]. Besides these features, many research studies were 

focused on deriving novel features to represent the 

appearance, shape, and motion changes of a gesture 

[20–22]. Currently, the use of deep learning 

technologies has become a mainstream in gesture 

recognition. For example, Miao et al. [23] proposed a 

multimodal gesture recognition method using a Res3D 

network. The extracted spatiotemporal features from the 

Res3D were combined through canonical correlation 

analysis and then the final recognition was made by a 

linear SVM classifier. Molchanov et al. [24] combined 

3D Convolutional Neural Network (CNN) with 

recurrent layers to perform simultaneous detection and 

classification of dynamic hand gestures. The recurrent 

3D-CNN enabled the gesture classification without 

requiring explicit pre-segmentation. Cao et al. [25] 

presented a framework of C3D+LSTM+RSTTM which 

augmented C3D with a recurrent spatiotemporal 

transform module. The presented framework could not 

only capture short-term spatiotemporal features but also 

model long-term dependencies. Köpüklü et al. [14] 

proposed a hierarchical CNN structure to realize the 

real-time hand signal recognition. The proposed 

architecture firstly employed a detector which was a 

lightweight 3D-CNN to detect the existence of hand 

gestures and then utilized deep 3D-CNNs to classify the 

detected gestures.  

 

2.2 Wearable Sensors-Based Hand Gesture 

Recognition 

Motion sensory data provide an alternative data 

source to achieve hand gesture recognition. They 

usually can be collected by various wearable sensors 

attached on human bodies or placed near hands, such as 

surface electromyography (sEMG) sensors, Inertial 

Measurement Units (IMU), etc. Currently, many 

methods have been developed to recognize hand 

gestures based on wearable sensors. For sEMG sensors, 

Su et al. [26] presented a robust hand gesture 

recognition framework based on random forests. The 

random forests were established using improved 

decision trees which included the pre-classifiers to 

avoid the misclassification of gestures with similar 

features. Allard et al. [27] applied CNNs on aggregated 

data from multiple users to identify hand gestures. In 

their work, CNNs were combined with transfer learning 

to decrease the data requirement of the training model. 

For IMU sensors, Fang et al. [16] designed a new CNN 

architecture named SLRNet to achieve dynamic gesture 

recognition. The CNN architecture extracted the 

features of two hands and fused the features into the 

fully connected layer. Jirak et al. [28] introduced an 

echo state network (ESN) framework for continuous 

gesture recognition. The framework included LSTM 

layers to achieve the automatic detection of the start and 

end phase of a gesture. 

3 Methodology 

3.1 Dataset Design 

In this study, the accelerometer and gyroscope 

signals captured from wearable sensors are employed as 

raw data. The accelerometer signals are used to measure 

the vibration or acceleration of hand/finger movements 

while the gyroscope signals refer to the rotational 

motions of hand/finger. During data collection, the 

subject who makes hand gestures was requested to wear 

the sensor on his hand at first. To capture the 

characteristics of construction site environments, the 

way to make hand gestures is considered when creating 

the dataset. The subject was moving and making hand 

gestures synchronously.  

The hand gestures made by the subject are those 

commonly seen on construction sites. For example, 

tower cranes are the most frequently shared resources 

[29,30], which are mainly used for lifting heavy things 

and transporting them to other places. 8 classes of hand 

gestures for directing tower crane operations were 

selected here, as indicted in Table 1.  

499



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

Table 1. Hand gestures for instructing tower crane 

operations adapted from [4,5] 

Hand 

gesture 

Examples Hand 

gesture 

Examples 

Hoist 

 

Trolley 

travel left 

 

Lower 

 

Stop 

 

Tower 

travel 

 

Swing 

right 

 

Trolley 

travel 

right 
 

Swing 

left 

 

In addition, several techniques are employed to 

preprocess the raw data. First, all the sensors are unified 

to sample at 5HZ for synchronization since the original 

sampling rates may be different for various sensors. 

Besides, the raw signals coming from sensors may be 

affected by external noise. To eliminate noise, the mean 

and standard deviation of raw signals are firstly 

subtracted from the data to obtain the offset of the 

signals. Then, Z score standardization (Eq. 1) is utilized 

to rescale the raw data, which allows all signals to be 

considered with equal importance. 

i i

i

i

x
z





−
=                                (1) 

where i
z  is the standard score for i-th signal channel, 

i
x  refers to the raw data for i-th signal channel, i

  and 

i
  are the mean and standard deviation of i-th signal 

channel, separately. 

3.2 Hand Gesture Recognition 

Based on the findings from existing studies of 

recognition methods, deep learning networks illustrated 

an excellent learning ability among all the methods 

[13,31]. Thus, in this study, the recognition methods are 

selected from state-of-the-art deep learning networks 

which achieved high recognition accuracy. In previous 

studies, FCN and ResNet networks achieved better 

recognition performance compared to other deep 

learning networks [32,33]. Therefore, they are selected 

here to test the performance on the created dataset. The 

characteristics of the selected methods are summarized 

as below. 

The architecture of FCN is first composed of three 

convolutional blocks where each block contains three 

operations: a convolution followed by a batch 

normalization whose result is fed to a ReLU activation 

function. The result of the third convolutional block is 

averaged over the whole time dimension which 

corresponds to the Global Average Pooling (GAP) layer. 

Finally, a traditional softmax classifier is fully 

connected to the GAP layer’s output. Figure 1 shows an 

overview of FCN architecture. More details of the 

network architecture could be found in the work of 

Wang et al. [33]. 

 

Figure 1. The architecture of FCN 

In addition, ResNet is composed of three residual 

blocks followed by a GAP layer and a final softmax 

classifier whose number of neurons is equal to the 

number of classes in a dataset [34]. The main 

characteristic of ResNet is the shortcut residual 

connection between consecutive convolutional layers. 

Each residual block is first composed of three 

convolutions whose output is added to the residual 

block's input and then fed to the next layer. The number 

of filters for all convolutions is fixed to 64, with the 

ReLU activation function that is preceded by a batch 

normalization operation. In each residual block, the 

filter's length is set to 8, 5 and 3 respectively for the first, 

second and third convolution. The architecture of 

ResNet is indicated in Table 2. 

Table 2. The architecture of ResNet  

Layer name Number of blocks 

Conv1 192 

Conv2 384 

Conv3 384 

Global pooling, fc layer 

with softmax 

--- 
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The recognition performance is evaluated in terms of 

gesture classification accuracy. The classification 

accuracy is defined as the percentage of correctly 

labeled gesture samples by the recognition method. 

4  Results 

4.1 Dataset Preparation 

To create the dataset, Tap Strap 2 [35] is selected as 

the wearable sensor. As shown in Figure 2, it includes 

five 3-axis accelerometers and one IMU (3-axis 

accelerometer + 3-axis gyroscope). The five 

accelerometers are located at five fingers, separately, 

while IMU is placed on the thumb. There are totally 21 

signal channels captured by the Tap sensor.  

 

Figure 2. The structure of Tap Strap 2 

During data collection, each class of gesture was 

performed 20 times by the subject, resulting in 160 (20 

× 8) gestures in the dataset. The duration for each 

gesture is 10 s. Examples of the collected data for one 

gesture could be found in Figure 3. The details of the 

dataset after preprocessing are listed in Table 3. The 

average signal values for these 8 classes of gestures are 

-0.043, -0.873, 0.200, -0.069, 0.148, 0.042, 0.233 and 

0.361, separately. 
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Figure 3. Examples of the data for one gesture 

Table 3. Dataset description 

Gesture 

class 

Min Mean Max Variance 

Hoist -4.287 -0.043 3.513 1.027 

Lower -4.876 -0.873 3.670 1.098 

Tower 

travel 

-3.760 0.200 4.126 1.008 

Trolley 

travel right 

-3.664 -0.069 4.056 1.061 

Trolley 

travel left 

-3.240 0.148 3.699 0.897 

Stop -4.531 0.042 4.294 1.143 

Swing 

right 

-3.381 0.233 2.759 0.498 

Swing left -3.306 0.361 2.970 0.470 

Total -4.876 0.000 4.294 1.000 

4.2 Training for Recognition Methods 

The recognition methods have been implemented on 

an Ubuntu Linux 64-bit operating system. The hardware 

configuration includes an Intel® Core™ i7-4820K CPU 

(Central Processing Unit) @ 3.70 GHz, a 32 GB 

memory, and an NVIDIA Titan Xp DDR5X @ 12.0 GB 

GPU (Graphics Processing Unit). For training, the 

dataset is randomly split into training (80%) and testing 

(20%) sets, resulting in 128 training and 32 testing 

gestures.  

As for training details, the learning rate and the 

batch size are set as large as possible. When the loss is 

steady, the learning rate is reduced with a fixed decay 

factor which is set to 10. Stochastic gradient descent 

(SGD) is employed as the optimizer. Specifically, the 

learning rate of FCN and ResNet is set as 0.0001 while 

the batch sizes of these two methods are 16 and 64, 

separately. Figure 4 shows the loss reduction along with 

the training progress. 

0 20 40 60 80 100

0.0

0.2

0.4

0.6

0.8
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L
o
ss

Epoch

 FCN

 ResNet

 

Figure 4. The loss reduction along with the 

training progress 
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4.3 The Recognition Performance 

Table 4 presented the recognition performance of 

FCN and ResNet. For both FCN and ResNet, the 

networks achieve the training accuracy of 100% and the 

validation accuracy of 96.9%. The training losses of 

FCN and ResNet are 0.000 and 0.001, separately, while 

the validation losses of these two networks are 0.030 

and 0.015, respectively. Both of them achieve satisfying 

recognition performance. 

Table 4. The Recognition performance of best models 

Indexes FCN ResNet 

Training 

loss 

0.000 0.001 

Validation 

loss 

0.030 0.015 

Training 

accuracy 

100% 100% 

Validation 

accuracy 

96.9% 96.9% 

4.4 Pilot Study 

Further, a pilot study was conducted in a laboratory 

environment to test whether the methods used in this 

study could serve as an interface to help workers control 

and/or interact with construction machines. Specifically, 

the subject was asked to perform hand gestures, which 

were captured by a Tap sensor connecting to a computer. 

The motion data captured by the Tap sensor were input 

into the deep learning networks in real time. Based on 

the recognition results, the corresponding instructions 

would be sent to a remote controller, where the control 

signals would be transmitted to operate the truck model 

remotely. 

Figure 5 showed an example of using the deep 

learning networks to remotely control a toy truck to 

move and lift its dump box. The subject firstly made the 

hand gesture of “swing right” to request the truck model 

to turn right. The gesture was captured by the 

framework and the corresponding instruction was sent 

to the truck model through the remote controller. 

Following the instruction, the truck model drove 

towards the right gradually. After a short pause, the 

subject then performed the gesture of “hoist” to request 

the truck model to lift its dump box. The truck model 

received the corresponding instruction and then lifted its 

dump box. 

 

 

 

 

Figure 5. Examples of the test results in the pilot 

study 

5 Conclusions and Future Work 

In construction fields, it is common for workers to 

rely on hand gestures to communicate and express 

thoughts because of their simple but effective nature. 

However, the meaning of these hand gestures was not 

always captured precisely. As a result, it would lead to 

construction errors and even accidents. This paper 

investigated whether the recognition of hand gestures 

could be automated based on wearable sensors in 

construction. A new dataset with 8 classes of hand 

gestures in construction is introduced and employed to 
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evaluate two state-of-the-art recognition networks, FCN 

and ResNet. The results indicated a high classification 

accuracy (e.g. 96.9%) could be achieved. Further, a 

pilot study was conducted in a laboratory environment 

to test whether the methods used in this study could 

serve as an interface to help workers control and/or 

interact with construction machines. 

Future work will focus on including more classes of 

construction gestures into the dataset to make the 

training and testing of hand gesture classifiers more 

robust. Besides, it will investigate how to use the 

gesture detection and classification to control 

construction machines. 
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Abstract –  

Construction environments are often densely 

populated with multiple resources (e.g., workers, 

equipment, and materials). As an increasing number 

of mobile robots are expected to coexist and interact 

with humans at close proximity, it is necessary that 

these robots are capable of not only avoiding collisions 

with people but also not disturbing human work and 

deteriorating human comfort. Failing to maintain a 

proper social space can lead to fatal accidents and 

inefficiency. To accommodate this need, this study 

aims to develop a social navigation model that enables 

robots to navigate in a contextually compliant manner. 

We created a simulation environment where robot 

agents can learn socially and contextually aware 

policies using reinforcement learning. The results 

showed that the agent was able to secure the 

respective minimum separation distance for different 

types of workers while achieving similar overall 

performance in contrast to baseline models which 

often violated the work-related proxemic 

considerations. This finding will contribute to 

building future construction mobile robots with social 

intelligence which are capable of understanding the 

context of the workplace and adapting to appropriate 

behaviors accordingly. 

 

Keywords – 

Construction mobile robots; Social Navigation, 

Human-Robot Interaction, Reinforcement Learning 

1 Introduction 

Construction environments are often densely 

populated with a variety of resources such as workers, 

equipment, and materials, and they are usually operated 

in close proximity. As a result of the environment's 

congested and dynamic nature, the construction industry 

suffers from contact collisions between workers and 

equipment [1]. To prevent high traffic accidents, it has 

been essential to maintain a certain distance from one 
another.  

As a growing number of mobile robotics engaging in 

non-permanent construction tasks such as reality capture 

[2,3], safety surveillance [4], and environment monitor 

(e.g., illuminance measurement) [5] are developed and 

expected to be deployed in near future, the introduction 

of mobile robots will bring new safety risks to workers 

who are in vicinity to the robot trajectory. During 

operations, robots will encounter a number of workers in 

different situations, and their movement and the resulting 

interaction with people can create discomfort and safety 
threats, causing rejection [6].  

Thus, to deploy autonomous mobile robots in 

construction sites, safe and efficient navigation that 

produces socially acceptable robot behaviors in the 

context of construction sites is a vital precondition. This 

means that these robots are capable of moving through 

crowds of people while preserving a minimum distance 

from the co-existing people. This brings the notion of 

social navigation, which accounts for social conventions 

such as comfort, naturalness, and sociability, in addition 

to traditional navigation objectives such as obstacle 

avoidance and task completion. Due to its importance, 
robot mobility in a socially compliant manner has been 

an active area of research in various domains [7,8].  

However, one limitation of the existing socially 

aware navigation models is the lack of understanding of 

individuals’ different proxemic requirement based on 

their work context. Previous research studies treated each 

individual equally in their models, assuming no 

difference in proxemic requirements or preferences 

among different groups of pedestrians [9–11]. In 

construction environment, nevertheless, individual 

pedestrian workers possess unique proxemic 
considerations based on their work-related contexts. 

Each worker requires different personal spaces 

depending on his operational status and space constraints. 

For example, if a worker is carrying heavy materials 

where various safety hazards are presented, he needs a 
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larger separation distance from others to feel safe and 

uninterrupted. To this end, robots should exhibit 

appropriate proxemic behaviors with respect to these 

different needs of workers in order to be seamlessly 

integrated into the construction environment. 

Our study aims to develop a context-appropriate 

social navigation (CASN) algorithm sensitive to different 

types of pedestrian workers’ proxemic needs in 

construction sites. We used different reinforcement 

learning (RL) algorithms on the CASN model and 

evaluated them against baseline models. The preliminary 
results demonstrated that the proposed model can 

navigate in crowds with appropriate social etiquette 

comparable to state-of-the-art methods with some 

limitations. This finding will contribute to building future 

construction mobile robots with social intelligence 

capable of understanding the workplace context and 

taking socially and contextually appropriate behaviors 

accordingly.  

2 Background  

2.1 Social Spaces and Proximity 

Considerations in Construction 

For navigation tasks in a human-populated 

environment, mobile robots’ behaviors must be 

acceptable by the humans who share the same space with 
robots. One paramount aspect of such spatial behaviors 

is that it does not intrude on people’s social space, 

including personal space and activity space as humans 

perceive [12].  

The notion of personal space is first introduced and 

delineated in the proxemic theory by Hall [13]. 

Proxemics is the study of spatial distances that 

individuals maintain in various social and interpersonal 

situations, and it is used to define interaction strategies. 

According to Hall, people can perceive and manage their 

personal space from others and respect others’ space in a 
similar manner. Similar to personal space, actions 

performed by humans constitute activity space. Other 

people maintain this space to avoid disturbing the activity. 

These social spaces, such as personal or activity 

spaces, often depend on environmental or cultural factors. 

Thus, the preferred social space distance is subject to be 

changed based on the context [14]. For example, if the 

potential threat is high, personal space distance tends to 

get larger. Understanding and respecting this personal 

space is vital in terms of safety assurance. When personal 

space interferes, people feel discomfort, and it increases 

physical safety risks.  
In the construction domain, which are often 

characterized as unstructured and cluttered, respecting 

proxemics, or the minimum distance from other workers 

is even more critical. Various construction activities are 

concurrently operated in proximity, and both workers and 

equipment constantly change their positions in the 

construction job sites. Consequently, there are many 

direct and indirect safety risks of shared spaces with 

unmanned vehicles in proximity [15–17]. Maintaining 

the relevant separation distance from workers, therefore, 

is critical for mobile robots to assure both physical and 

psychological safety.  

For example, when autonomous robots are integrated 

into the construction sites, any robot behavior that 

impinges on workers’ personal space will be perceived as 
not only unsafe but also unpleasant. In particular, if 

activity spaces are threatened while they are performing 

construction activities, they will lose comfort and sense 

of safety. Some may even feel disrupted and demotivated 

because the impact of autonomous navigation behaviors 

on workers varies depending on the context. For example, 

workers will perceive smaller personal space for those 

who are just walking compared to those walking during 

task operations (e.g., transporting materials from one 

place to another). Similarly, workers will perceive a 

larger personal space for those in a safety-critical 

situation than those in less dangerous situations. 

Thus, to avoid interrupting the activities and 

decreasing productivity in construction, it is critical for 

robots to understand the status of workers and maintain a 

corresponding separation distance from the workers. In 

other words, while the primary personal space needs to 

be respected in the construction domain, it is also 

essential to preserve context-specific activity spaces in 

certain work-related situations.  

To this end, construction mobile robots should 

understand these contextual proxemic considerations and 

constraints safely and effectively navigate the 
construction site where robots encounter various workers 

and work situations. The detailed proxemic 

considerations are further discussed in Section 3.1.  

2.2 Socially-aware Navigation Algorithms 

Socially-aware navigation refers to the strategy in 

robot motion planning which accounts for social norms 

and conventions regarding space management [8]. It is 

based on the belief that humans interact with robots 

similarly to human-human interaction; thus, robots can 
learn from the social norms observed by humans to 

acquire more acceptable social behaviors and interactions 

with humans [18]. Socially compliant robots have the 

ability to perceive and understand crowd behavior to plan 

their future trajectory to reach their target destination 

while maintaining an appropriate distance from other 

pedestrians [7].  

There are two approaches in the socially aware 

navigation literature. A first approach is a model-based 

approach, which describes the spatial behaviors in terms 

of a set of rules (e.g., distance, velocity, acceleration, 
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direction) [19]. Using hand-crafted functions to ensure 

collision avoidance, it performed well in an austere 

environment; however, it did not generalize well and 

lacked the capacity to adapt to various situations and lead 

to oscillatory paths.  

To address these limitations, recent works have 

focused on learning-based approaches such as deep 

reinforcement learning [11] and imitation learning [20].

In the Inverse Reinforcement Learning (IRL), or 

imitation learning framework, agents can learn the 

underlying reward function from human demonstrations. 
Deep reinforcement learning (DRL) methods such as 

Deep Q-Network (DQN), Double DQN (DDQN), Trust 

Region Policy Optimization (TRPO), and Proximal 

Policy Optimization (PPO), can learn how to behave by 

interacting with an environment through a sequence of 

observation, actions, and rewards. Recent work in robot 

navigation research, DQN, and TPPO showed state-of-

the-art performances [21]. To this end, this study 

leverages the state-of-the-art RL algorithms, namely 

DQN and TRPO, to develop CASN social navigation

model that accounts for various contextual proxemic 

needs. 

3 Methodology 

3.1 Context-appropriate Social Navigation

The social space is highly relevant to the context. 

Construction workers keep a shared convention of 
construction workspace in construction sites when they 

interact/work with other workers, and the relevant social 

space is determined by the activity or task a worker is 

taking. Thus, the robot's spatial movement should reflect 

the construction work context to select the appropriate 

proxemic requirement for different pedestrian workers. 

This study defined three levels of proxemic 

considerations and assigned low, medium, and high 

proxemic requirements for different worker types, as 

illustrated in Figure 2. 

The low proxemic requirement includes normal 

pedestrian workers who are not conducting construction 
activities; thus, they are the most flexible in their spatial 

movement. The medium proxemic requirement group 

includes load-carrying pedestrian workers. Because these 

workers have some physical constraints due to their 

material, they require a larger space than the regular 

group. Lastly, the high proxemic requirement groups are 

those who are actively conducting construction activities. 

Intruding their activity spaces will lead to inefficiency. 

Thus, priority was placed on this group with the most 

significant space. 

Based on the principles of proxemic theory, we 
created the corresponding work zone as concentric 

boundaries and assigned three levels of work zone radius 

based on the pedestrian worker type. The small work 

zone indicates that there are less safety risks and activity 

disturbance compared to the large work zone. We define 

the work zone distances specific to the work status as 

, , for normal pedestrian, load-carrying 

pedestrian, and operational activity groups, respectively.

Table 1 Work Zone

Pedestrian Worker Type Work Zone Size

Normal Pedestrian Small 0.2

Load-carrying Pedestrian Medium 0.3

In-Activity Large 0.4

(a) normal-walking, (b) material-carrying walking, and 

(c) construction activity 

Figure 2. Examples of Different Work Zone

based on the Working Status

Acknowledging the need for different workers, this 

study aims to incorporate these different proxemic 

considerations into social navigation models. We 

leveraged DQN and TRPO as the base algorithms of the 

proposed model. Within the RL framework, we 
formulated this problem as a sequential problem that the 

robot agent interacts with the environment, observes the 

states of other humans, and makes a sequence of

decisions to maximize the expected return.

DQN is a value-based DRL method that solves the 

problem by approximating the optimal value function. 

The optimal policy is to maximize the expected return. It 

leverages experience replay which stores past 

experiences and randomly use a subset of them to update 

the Q-network. 

TPPO, on the other hand, is a policy-based DRL 
method which becomes very powerful in recent DRL 

research [22]. Formulating as a hard constraint problem, 

it aims to maximize the objective function, J(θ), subject 

to trust-region constraint, which enforces the distance 

between old and new policies measured by KL-

divergence to be small enough with guaranteed 

monotonic improvement.  
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In our model, the radius of the robot is , and the 

radius of the human be . The center to center distance 

between robot and human is defined as . Then, the 

minimum separation distance between robot and human, 

, is given by 

 

To provide feedback to the robot to learn the desired 

navigation behaviors, the reward function,  at timestep 

t, at state , and after action  are defined in such a way 

that the overall navigation goal was fulfilled by achieving 

a balanced outcome for both success rate and securing the 

corresponding minimum distance. It implemented 

different reward functions for different worker groups 

with corresponding values of work zone spaces based on 

the operational status. This was designed to be enforced 
greatly when violating the work zones of worker groups 

compared to those in regular conditions. 

We tried different reward factors for the new reward 

function, and each reward function calculation is done in 

the following sequence. 

 

In addition to negative rewards for collision, we 

added another set of penalties for invading the assigned 

personal space for each group. The penalty factor , is 

defined for intruding the work zone. This ensures better 

integrity of the algorithm in the sense that those who are 
working and situated in safety-critical environments are 

given higher priority over regular workers.   

3.2 Simulation Environment  

Because training robots in actual physical 

environments can be expensive and dangerous, much RL 

research is done in simulation environments and transfer 

the learning outcome to the physical environment. In our 

study, all experiments were carried out using a 2D 

navigation simulation environment, RVO2 [23]. RVO2 
simulates human movements by Optimal Reciprocal 

Collision Avoidance (ORCA) policy [24]. ORCA uses 

the optimal reciprocal assumption to generate a path in a 

shared space while avoiding other agents and preventing 

collisions with the local observation of the environment, 

as illustrated in Figure 1.   

 

Figure 1. Simulation Environment w/ Reciprocal 

Collision Avoidance 

Our simulation environment is composed of n human 

and a robot, and the robot task is to navigate toward a 

given goal in a crowd setting of n pedestrian workers. We 

assumed that humans could avoid collision with other 
humans based on ORCA. However, we assumed that 

humans do not change their paths based on the robot.  

The robot, on the other hand, observes the states of 

the environment, {distance to the goal position}, and 

adapts its actions to avoid collisions. The robot action 

space is given {direction, velocity}. It was assumed that 

the robot knows the goal position, and it can identify the 

category that a human belongs to in real-time with the 

vision data it obtains through navigation. The reward 

function is defined by {Reaching Goal Reward, Collision 

Reward}.  
When the minimum separation distance between 

robot and human is smaller than the radius value, it would 

be considered a collision. 

The episode will terminate when it reaches the goal 

in the duration of 25 secs or fails the task by colliding 

with people or by timeout. 

3.3 Experiment   

We incorporated the proposed CASN model into 

DQN and TRPO, and compared them with baseline 
models. We implemented the ORCA and Socially 

Attentive Reinforcement Learning (SARL) algorithm as 

the baseline models. SARL [25] also adopts DQN with 

an attentive pooling mechanism to learn the importance 

of neighboring humans with respect to their future 

trajectories. As it considers various factors like speed and 

directions of humans as opposed to the previous work 

assuming the closest neighbors had the most crucial 

effect on the robot, it improved the performance (e.g., 

time efficiency) compared to other state-of-the-art 

benchmark models. These models are used to delineate 

how the robot would behave without the knowledge of 
different proxemic considerations.  

In addition, we experimented with these algorithms in 

various density environments. Because robots would 

encounter a varying density of dynamic obstacles and 

crowds while moving through the construction sites (e.g., 

a narrow corridor and/or open space), it is imperative to 

explore how the density of the crowd would influence the 
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performance of our model. Thus, we compared the results 

of our models in the same environment with different 

densities: robot navigating among five people versus ten 

people to understand how each algorithm would perform 

differently in various density environments. 

For the experiments, we implemented the algorithms 

in PyTorch. Adopting from the framework of [26] in each 

set of training experiment, 10,000 training episodes were 

run with a batch size of 100. We used the learning rate of 

0.001 and the discount factor of 0.9. We adopted the ε-
greedy policy, where the exploration rate decays linearly 
from 0.5 to 0.1 in the first 5000 episodes and stays 0.1 for 

the remaining 5000 episodes.

3.4 Evaluation

As it is challenging to quantify the social conformity 

of robot behaviors, we used the following five evaluation 

metrics: success rate, collision rate, navigation duration 

time, violation of social space, and the minimum distance 

between human and robot while violation to evaluate 

social behaviors of the navigation algorithms. Firstly, the 
success rate is defined as the rate of the robot reaching 

the target goal within a time limit of 25 seconds, and it is 

considered as a failure when the robot collides with 

humans or the total navigation time is over 25 seconds. 

The collision rate is defined as the rate of robots colliding 

with humans, which means that the distance between the 

robot and a human is zero. Violation of social space is 

defined as the rate at which the minimum distance 

between the robot and a human is less than the designated 

work zone size. The minimum distance during violation 

is defined as the distance between the robot and a human 

when the robot intruded on the work zone of different 
workers. We assumed that a larger minimum distance 

during violation is more socially acceptable.

4 Results

This section compared our context-appropriate social 

navigation model against the baseline model and showed 

significant improvements in terms of social conformity. 

We also describe the performances of proposed models –
DQN and TRPO in different density scenarios: high and 

low density of pedestrian workers. 

4.1 Low Density

Our preliminary results showed that the context-

appropriate navigation algorithms successfully learned 

the social norms relative to different workers’ proxemic 

requirements in the low-density simulation environment. 

Figure 1 show the cumulative discounted rewards of the 

robot with respect to the number of episodes.

Figure 2. Cumulative discounted rewards for 5 

human density

The summarized result is described in Table 2. Except

for the ORCA baseline model, most algorithms 

successfully learned to navigate to the target position. 

The DQN baseline model showed a relatively similar 

total navigation duration time. However, in terms of 

social norm compliance, it suffered from a higher rate of 
personal space violations and the shorter minimum 

separation distance during the violation. On the other 

hand, our CASN models could maintain proper distance 

for different worker groups, ensuring their physical and 

psychological safety. It also showed increased minimum 

distance in case of violation.  

In comparing different RL algorithms, the policy 

gradient algorithm TRPO did not significantly 

outperform the SARL algorithm in the low-density 

setting. We observed that all algorithms that we 

experimented with did not have significant differences in 
outcomes regarding the success rate, the total navigation 

time, and frequency of the violation.

Table 2 Comparison of Context-Appropriate Social Navigation model in low density environment 

Model Avg. 
Duration

(s)

Success
Rate

(Suc no / 
Total no)

Collision
Rate 

(Col no / 
Total no)

Frequency of Violation
(Violation no. / Total no.)

Avg. Distance during 
Violation

Small Medium Large Small Medium Large

ORCA 10.86 0.43 0.57 0.09 0.17 0.10 0.08 0.12 0.17
  DQN 10.67 1 0 0.01 0.02 0.03 0.15 0.24 0.34

CASN-DQN 10.55 1 0 0.01 0.01 0.01 0.17 0.25 0.36
CASN-TRPO 10.75 1 0 0.01 0.01 0.01 0.17 0.27 0.38
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4.2 High-Density

Similar to those in the low-density scenarios, the

preliminary results in the high-density simulation 

environment also showed that the context-appropriate 

navigation algorithms successfully learned the social 

norms relative to different workers’ proxemic 

requirements.  However, the overall performance of the 

CASN models in the high-density environment slightly

decreased in terms of total navigation duration, frequency 
of violation, and the average separation distance during

the violation. They tend to converge slowly compared to 

those in the low-density environment, as illustrated in 

Figure 2. This tendency of decreased performance was 

most apparent in the baseline models. They suffered from 

a higher number of failures and violations, demonstrating 

the lack of the capacity to handle such high-density 

situations.

In comparing different RL algorithms, the policy 

gradient algorithm TRPO outperformed the SARL 

algorithm in the crowded environment setting, as 

summarized in Table 3. It reduced the total navigation 

duration. However, these models were not able to 

maintain the proper distance from the group with a large 

personal space requirement.

Figure 2. Cumulative discounted rewards for 10 

human density

Table 3 Comparison of Context-Appropriate Social Navigation model in high density environment 

Model Avg. 
Duration

(s)

Success 
Rate

(Suc no / 
Total no)

Collision 
Rate 

(Col no / 
Total no)

Frequency of Violation
(Violation no. / Total no.)

Avg. Distance during 
Violation

Small Medium Large Small Medium Large

ORCA 12.49 0.21 0.79 0.10 0.14 0.26 0.07 0.13 0.17
  DQN 13.25 0.67 0.24 0.07 0.11 0.20 0.13 0.24 0.33

CASN-DQN 12.89 1  0 0.01 0.01 0.02 0.14 0.25 0.35
CASN-TRPO 12.51 1 0 0.01 0.01 0.02 0.15 0.25 0.36

5 Discussion 

Our results demonstrated the potentials of the 

context-appropriate navigation model in making the 

robot aware of and responsive to varying types of

pedestrian workers. Regardless of the RL algorithms, 

both value-based and policy-based methods showed 

acceptable outcomes. On the contrary, the baseline 

models without the proxemic considerations were not

able to conform to the varied proxemic requirements, 

especially for the activity group with large personal space 

requirement. This suggests that social navigation 
algorithms without taking consideration of different 

proximity requirements would cause discomfort 

particularly to those who are in the most significant need 

of social norm conformity and in the most serious safety 

risks. 

Although context-appropriate navigation model 

accounting for proxemics performed well in low to 

moderate density environments, the performance tends to 

degrade as the density of the human increase. It showed 

underperformance in highly dense environments, causing 

the violation of social spaces and reduced minimum 

separation distance. This finding is similar to the 

prevalent limitation of the existing socially-aware 

navigation models [11]. Trautman et al. [27] showed that 
it is difficult to avoid freezing robot problem, which 

refers to a situation where robot halts or oscillates and 

results in either in a collision or no progress toward the 

goal, beyond a certain density environment. This finding 

implies that it will be even more challenging to learn and 

adhere to the different proxemic needs of workers in 

situations where workers and moving equipment are 

densely populated although the consequences of 

violation in highly dense areas can be more severe and 

dangerous. These results imply that the current proxemic-

based reactive planner may not be effective or safe in the 
high-density situations. Instead, an interactive and 

cooperative planner which understands and incorporates 

context-specific rules or human preferences can be more 

effective and can enable effective maneuvers for fluent

human-robot co-navigation. 
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6 Conclusion 

For mobile robots to be safely and efficiently 

deployed in construction environments, they should be 

endowed with a certain level of social intelligence to 

avoid the risk of collisions as well as interruption of 

construction activities. Our work defined proxemic 

characteristics relative to work context and incorporated 
such proxemic requirements into the existing social 

navigation algorithms so that robots can adapt to the 

context. We compared the performance of our CASN 

models against the baseline models. Our preliminary 

study results showed that the current RL-based socially 

navigation models can handle low to medium density 

environments, but they struggled in a high-density 

environment. This indicates that proxemic-based social 

navigation algorithms have limitations in the high-

density environment, and it is imperative to develop 

advanced and intricate human-robot interactions to 
handle such cases. Implicit or explicit human-robot 

interface can be incorporated to allow robots to more 

efficiently learn the social norm from human preferences. 

These findings will help develop and implement mobile 

robots with social intelligence capable of understanding 

the workplace context and taking socially and 

contextually appropriate behaviors accordingly in the 

construction domain. Such incorporation of the social 

norm will ensure the psychological and physical safety of 

workers and support successful integration of mobile 

robots in the construction sites. 

The limitation of our model is that they were 
performed in a simple simulation environment. It only 

considers the pedestrian workers, excluding static 

workers and obstacles. Our model, thereby, may not 

work well in the real-world environment, which tends to 

be much complicated. Thus, in future work, we will 

include both stationary and moving obstacles in addition 

to different geometric spatial layouts to better represent 

the characteristics of the real world, and in turn, improve 

the performance for real-world implementation. Another 

limitation of our work is that the robot does not infer the 

social space of the encountering pedestrian workers. 
Instead, the predetermined values of proxemic 

requirement were provided to the robot.  However, it is 

unlikely that this value will be fixed or that this 

knowledge will be provided to robots in real-world 

scenarios. In our future study, we will make the robot 

agent capable of inferring the dynamic social space of 

different workers without explicitly informing them by 

leveraging vision data collected from robot sensors.   
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Abstract  

Highway construction and maintenance projects 

have been witnessing a significant expansion across 

the United States. This expansion, coupled with the 

ongoing problem of labor shortages, adds pressure on 

state Departments of Transportation (DOTs) to 

complete more complex projects under more strict 

cost and schedule constraints. In recent years, 

construction inspection has been particularly 

impacted by DOT labor shortage, creating a major 

need to understand inspection staffing in highway 

projects. This paper fills the literature gap through 

evaluating the staffing needs for highway 

construction inspectors. Data for 266 highway 

construction projects from 15 different DOTs were 

collected to identify factors that affect highway 

inspection staffing for Junior, Intermediate, and 

Senior inspectors. The analysis showed that 

inspection staffing depends on project type, level of 

complexity, and project size. The results also 

suggested that projects that experience cost or 

schedule overrun tend to hire more inspectors than 

projects that are completed within budget or on time. 

The identification of such factors can assist DOTs in 

quantitatively modelling and predicting the full-time 

equivalents (FTE) needs of highway construction 

inspectors on future projects.  

 

Keywords 

Inspectors; Staffing; Resource Allocation; 

Highway Construction Projects; Department of 

Transportation 

1 Introduction and Background 

Highway projects in the United States (U.S.) are 

among the most visible assets of infrastructure, stretching 

out over five million miles across the country [1].  The 

U.S. public sector spent nearly $92.5 billion U.S. dollars 

on highway construction projects in 2018. With the 

ongoing U.S. economic expansion, the demand for 

highway construction projects continues to increase. 

Highway and road construction put in place in the U.S. is 

forecast to grow to 107.74 billion in 2024 [2]. This 

significant expansion along with the increased 

complexity of highway projects has placed more pressure 

on state Departments of Transportation (DOTs) to ensure 

adequate staffing on their highway projects [3]. 

Staffing is an important resource to construction 

projects, and a shortage in the staffing needs of any 

activity during the construction process can lead to cost 

and schedule overruns as well as decreased safety 

performance [4]. Highway staffing into three 

construction categories [5]: (1) administration where 

construction staff handles administrative tasks such as 

planning, scheduling, change orders and budget 

management, (2) engineering where construction staff 

deals with tasks such as design, estimation, traffic control 

and conflict resolution, and (3) inspection where 

construction staff oversees the ongoing operations to  

ensure the work is performed as required in the contract.  

Highway staffing, whether administrative, 

engineering or inspection, need proper planning for 

productivity, scheduling, and estimating manpower 

requirements to economically match the requirements for 

each activity. This is especially important in a time where 

DOTs are managing increased lane miles with reduced 

staff [5]. Between 2000 and 2010, state-managed lane-

miles increased by an average of 4.10%, whereas the 

number of full-time equivalents (FTEs) decreased by 

9.68% [5]. When FTEs are normalized across the 

managed road system, the responding transportation 

agency’s FTEs per millions of U.S. dollars of 

disbursement on capital outlay decreased by an average 

of 37.26% [5]. 

Proper planning with staffing can thus be a major 

challenge for the construction industry. This is especially 

true in the current climate where workers are not attracted 

to the construction industry; the dynamic nature of 

construction, work settings, attire, technology, job 

hazards, and environmental conditions play an important 

role in creating a labour shortage problem for the 

construction industry [6]. State DOTs are no exception to 

the above problems, especially that the current evolution 
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in their projects comes at a time when they face high 

staffing turnover [5]. 

1.1 Factors Affecting Construction Staffing 

With the increasing demand for highway projects and 

the declining level of in-state staff, one solution 

developed by DOTs to solve staffing shortage is 

forecasting tools. Forecasting tools allow DOT personnel 

to estimate staffing levels needed for a construction 

project, facilitate the management of this project, and 

protect the related firms from the damage caused by 

efforts to undertake projects when labour resources are 

not available [7]. The South Carolina Department of 

Transportation (SCDOT) investigated different projects 

to determine manpower requirements for construction 

project management [8]. Using data from 130 completed 

highway construction projects and over 11,000 employee 

payroll entries, regression analysis models were 

generated to predict overall manpower requirements for 

projects of a given type and cost. These overall 

requirements were then adjusted to predict manpower 

requirements for individual employee classifications 

using typical task allocation percentages obtained from 

questionnaire data [8]. The Texas Department of 

Transportation (TxDOT) performed a similar study in 

2016 [9]. The primary purpose of the study was to assess 

the staffing requirements for transportation construction 

projects done by TxDOT to estimate staff needs for 

future work. Project completed between 2001 and 2011 

were examined to study the impact of project 

characteristics and location and a regression model for 

CE staff hours was developed. Results of the model 

indicated that construction cost increase the demand by a 

power factor of 0.66, project type is a key factor in 

increasing or decreasing the demand, so does the degree 

of urbanization or the location of the project where 

metropolitan areas need more CE staff hours than those 

in urban and rural areas [9]. Another study [10] 

developed a protocol to provide Indiana Department of 

Transportation (INDOT) with a risk assessment 

framework to guide the inspection process and prioritize 

the allocation of limited inspection resources. The 

proposed novel risk-based prioritization approach for 

construction inspection assessed the risk associated with 

90 critical inspection activities while considering quality, 

safety, cost, and time [10]. 

In addition to the research conducted in the highway 

sector, various studies were performed worldwide to 

analyse and forecast labour in construction projects. A 

study done in Hong Kong developed a simple regression 

relationship from 123 construction projects which were 

completed between 1995 and 2001, in which it estimates 

the labour demand from the cost of the contract [11]. 

Another study went even further by developing a 

multivariate regression analysis based on data collected 

from 54 projects [12]. The models developed by the 

authors predicted labour demand based on project type, 

contract amount, construction methods, degree of 

mechanization, management attributes, expenditure on 

electrical and mechanical services, project complexity, 

and the physical site location [12]. A third study [13] 

analysed the impact of 12 different factors to develop a 

future model that predicts workforce demand in Poland 

using fuzzy analysis. They concluded that the deadlines 

set for the implementation of various works, the 

contractual deadline for completion of construction, the 

amount of work, and the construction technology used 

are the four factors that significantly impact the planned 

workforce. They also concluded that availability of 

workers, degree of cooperation between the designer and 

the contractor, and contract value are three factors with 

the least impact on planning workforce [13]. 

1.2 Gap and Objective 

DOTs are facing significant challenges when it comes 

to staffing of administrative, engineering, and inspection, 

leading them to hire Construction and Engineering 

Inspection (CEI) consultants [14][15].While previous 

research endeavours have evaluated and forecast 

construction staffing requirements for highway projects, 

no research has yet focused on understanding and 

examining the factors that impact highway construction 

inspection staffing needs. This paper contributes to the 

exiting body of knowledge by filling a gap in the extant 

literature by investigating the factors that impact the 

staffing of highway construction inspectors. The 

identification of such factors can assist DOTs in 

quantitatively modelling and predicting the FTE needs of 

highway construction inspectors on future projects.  

2 Methodology 

To achieve the objective of the paper, a literature 

review was first conducted to identify the factors that 

affect the staffing of highway construction inspectors. A 

data-collection survey was then developed to collect 

project and staffing data from DOTs. Next, bivariate 

analysis was utilized to understand the effect of single 

independent variable (i.e. factors that can impact the 

staffing of highway construction inspectors) on the FTE 

needs of highway construction inspectors.   

2.1 Level of Inspectors 

To maximize the value of the data, analysis was 

performed for three levels of inspectors: Junior, 

Intermediate, and Senior [15]: 

• Junior level inspectors hold a high school diploma, 

general education development (GED) or high 
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school equivalence test (HiSET) and less than 2 

years of experience. Sample duties include 

performing on site measurements and computations, 

preparing final plans, change orders and estimating 

contract payments and engineering costs.  

• Intermediate level inspectors hold a high school 

diploma, GED or HiSET, and have worked between 

two and four years. Their duties include inspecting 

construction materials such as asphalt or Portland 

cement, grading and bases, etc. These inspectors 

handle projects such as small to medium scaled 

bridges, roadside development and erosion control 

measures.  

• Senior level inspectors hold a high school diploma, 

GED or HiSET, and have at least four years of 

experience. Hired in large scaled highway projects 

and critical structures, these inspectors are 

responsible for duties such as supervising the 

routine layout and staking, serving as party chief, 

technical expert and can perform duties of resident 

engineer’s during their absence. 

3 Data Collection  

An online survey was distributed to different DOTs 

across the U.S. A total of 266 responses were recorded 

from 241 project managers and resident engineers across 

15 different states highlighted in Figure 1. Respondents 

provided information about the type of the project, size 

of project, level of complexity, cost and schedule 

performance, and whether the project was fully staffed or 

not. They also provided the FTE of Junior, Intermediate, 

and Senior inspectors of the corresponding projects.  

 

Figure 1. States that participated in the study 

(generated by MapChart.net) 

The survey questions discussed different aspects of a 

specified projects, all of which are discussed in the 

following sections. 

3.1 Type of Projects 

The projects were distributed among four distinctive 

types (Figure 2): 

• Bridges including all projects that involved 

constructing new bridges, and replacing or 

performing rehabilitation works on existing ones 

• Roadside (R.S.) Safety including all project 

regarding guardrails, lights, signals, stripes, signs, 

and landscape 

• Roadside (R.S.) Enhancements including all 

projects regarding ramps, curbs, shoulders, 

sidewalks, drainage, and retaining walls 

• Roads including all projects that involved 

constructing new roads, and expanding, resurfacing 

or performing rehabilitation works one existing 

roads 

 

Figure 2. Distribution of projects by type 

3.2 Size of Projects 

The size of project varied based on the contract cost 

of the project (Figure 3): 

• 500k & Less for a cost of $500,000 or less 

• 500k – 1M for a cost between $500,000 and 

$1,000,000 

• 1M – 5M for a cost between $1,000,000 and 

$5,000,000 

• 5M – 10M for a cost between $5,000,000 and 

$10,000,000 

• 10M & More for a cost of $10,000,000 or more 

 

Figure 3. Distribution of projects by size 
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3.3 Complexity of Projects 

The level of complexity of each project varies 

between minor, moderate and major based on a 

description adopted from (Li et al. 2019): 

• Minor Projects include maintenance betterment 

projects, overlay projects, simple widening without 

or with slight right-of-way (or very minimum right-

of-way) take; non-complex enhancement projects 

without new bridges (e.g., bike trails), categorical 

exclusion. 

• Moderate Projects include no added capacity, 

minor roadway relocations, non-complex bridge 

replacements with minor roadway approach work, 

non-complex environmental assessment required. 

• Major Projects include new highways; major 

relocations, new interchanges, capacity adding, 

major widening, major reconstruction, congestion 

management and/or complex environmental 

assessment required. 

 

Figure 4. Distribution of project complexity 

3.4 Cost and Schedule Performance  

Data for the cost and schedule performance were 

collected as percentage overruns. For cost performance 

(Figure 5), negative percentages indicated that the project 

was under budget, a value of zero indicated on-budget, 

and a positive percentage indicated over budget. These 

terms were changed to binary values during analysis. For 

cost performance, projects that were on-budget or under 

budget were considered “within contract amounts” and 

assigned a binary integer of 0, while projects over budget 

were considered “above contract amounts” and assigned 

a binary value of 1.  

 

Figure 5. Distribution of cost performance 

As for schedule performance (Figure 6), negative 

percentages indicated that the project was ahead of 

schedule, a value of zero indicated as scheduled or on-

time, and a negative percentage indicated behind 

schedule. These terms were also changed to binary values 

during analysis. Projects that were on-time or ahead of 

schedule were considered “within schedule” and 

assigned a binary value of 0, while projects “behind 

schedule” were assigned a binary value 1.  

 

Figure 6. Distribution of schedule performance 

4 Data Analysis 

Bivariate analysis was used to describe, explore, and 

summarize the factors that impact the FTE of highway 

construction inspectors. Different research questions 

were tested to further analyze the status of Junior, 

Intermediate and Senior inspectors across the different 

projects under study: 

1. What is the impact of project types on the FTE of 

junior, intermediate, and senior inspectors? 

2. What is the impact of project sizes on the FTE of 

junior, intermediate, and senior inspectors? 

3. What is the impact of project complexity on the 

FTE of junior, intermediate, and senior inspectors? 

4. What is the impact of cost performance on the FTE 

of junior, intermediate, and senior inspectors? 

5. What is the impact of schedule performance on the 

FTE of junior, intermediate, and senior inspectors? 

Due to the qualitative nature of the data, non-

parametric tests were used.  

Kruskal – Wallis Test: Known as the nonparametric 

version of the one-way ANOVA, Kruskal-Wallis is used 

to compare groups of equal or different sizes and indicate 

that at least one sample stochastically dominates one 

other sample. A significant p-value indicates that there at 

least two groups that were significant different than each 

other.  

Conover – Iman Test: When the results of the 

Kruskal-Wallis test are significant, the Conover-Iman 

non-parametric post-hoc test is used to compare all 

possible pairs and identify which pairs are statistically 

significant. The pairwise comparisons between the 

studied groups indicate whether the difference is 

significant or not depending on the p-value.  

Kendall’s tau-b Test: A non-parametric test that 

measures the correspondence between the ranking of the 

dependent and independent variables to test whether the 

dependent variable significantly increases or decreases as 

the independent variable changes. Kendall’s tau-b 

hypothesis test produces two statistical metrics: The first 

45% 44% 11%

Within contract Amount Above contract amount

No information

46% 27% 27%

Within schedule Behind schedule No information
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metric is a p-value which can be thought of as the 

probability of having no statistical correlation between 

the two variables that are being studied. The smaller the 

p-value, the stronger the evidence of statistically 

significant correlation between the two variables. The 

second metric is the correlation coefficient, tau-b (τb). 

This coefficient measures the association between the 

two variables and ranges from −1 (100% negative 

association, or perfect inversion) to +1 (100% positive 

association, or perfect agreement); a value of zero 

indicates the absence of association. 

4.1 Impact of the Types of Project  

For every level of inspectors (i.e. Junior, Intermediate, 

and Senior inspectors), the FTE was measured across the 

four different types of projects. Figure 7 shows the FTE 

variation for Junior inspectors with roads being the 

highest (0.78), followed by bridges (0.63), roadside 

safety (0.44), then roadside enhancements (0.27). A 

similar graph was also developed for Intermediate and 

Senior inspectors. For Intermediate inspectors, the 

average FTE was highest for bridges (1.43), followed by 

roads (1.17), roadside enhancements (0.67), then 

roadside safety (0.54). As for Senior inspectors, the 

average FTE was also highest for bridges (1.43), 

followed by roads (1.03), roadside safety (0.76), then 

roadside enhancements (0.69).   

The difference in the FTE of each inspector level 

across the various types of projects was statically tested 

using the Kruskal-Wallis test. The results from the 

Kruskal-Wallis resultant in a significant p-value for all 

three inspector levels: Junior (p-value = 0.0135), 

Intermediate (p-value = 0.0159), and Senior (p-value = 

0.0316), indicating that there is a statistical significance 

across all three inspector levels. This implies that the FTE 

distributions of Junior, Intermediate, and Senior 

inspectors were not the same across the different types of 

projects. 

 

Figure 7. Boxplots showing the variation of the 

FTE of Intermediate inspectors with respect to the 

level of complexity of the project and the 

correlation between both variables 

When the results from Kruskal-Wallis showed 

statistical significance, the Conover-Iman test was 

employed to perform pairwise comparisons. The results 

of the pairwise comparisons for Junior, Intermediate, and 

Senior inspectors are shown in Table 1.  

Table 1. Results of pairwise comparisons on project 

types for Junior inspectors 

Project Types (Average) p-value Significance 

Conover-Iman Test for Junior Inspectors 

Safety (0.44) Bridges 

(0.63) 

0.9345 Not 

Significant 

Enhancements 

(0.27) 

Bridges 

(0.63) 

0.1904 Not 

Significant 

Roads (0.78) 
Bridges 

(0.63) 
0.0653 Significant* 

Enhancements 

(0.27) 

Safety 

(0.44) 
0.2318 

Not 

Significant 

Enhancements 

(0.27) 

Safety 

(0.44) 
0.0673 Significant* 

Enhancements 

(0.27) 

Roads 

(0.78) 
0.0031 Significant** 

Conover-Iman Test for Intermediate Inspectors 

Safety (0.54) Bridges 

(1.43) 

0.0311 Significant** 

Enhancements 

(0.67) 

Bridges 

(1.43) 

0.2069 Not 

Significant 

Roads (1.17) 
Bridges 

(1.43) 
0.6119 

Not 

Significant 

Enhancements 

(0.67) 

Safety 

(0.54) 
0.5141 

Not 

Significant 

Roads (1.17) 
Safety 

(0.54) 
0.0031 Significant** 

Enhancements 

(0.67) 

Roads 

(1.17) 
0.0681 Significant* 

Conover-Iman Test for Senior Inspectors 

Safety (0.76) Bridges 

(1.13) 

0.0154 Significant** 

Enhancements 

(0.7) 

Bridges 

(1.13) 

0.0127 Significant** 

Roads (1.04) 
Bridges 

(1.13) 
0.1575 

Not 

Significant 

Enhancements 

(0.7) 

Safety 

(0.76) 
0.7540 

Not 

Significant 

Roads (1.04) 
Safety 

(0.76) 
0.1376 

Not 

Significant 

Enhancements 

(0.7) 

Roads 

(1.04) 
0.0992 Significant* 

*Significant at 90% confidence 

**Significant at 95% confidence 

The ad-hoc Conover-Iman test showed that roads, on 

average, needed significantly more Junior inspectors 

when compared to bridges (p-value = 0.0653), roadside 

safety (p-value=0.0673), and roadside enhancements (p-
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value=0.0031). 

For intermediate inspectors (Table 1), roads, on 

average, needed significantly more Intermediate 

inspectors when compared to roadside safety (p-value = 

0.0031) and roadside enhancements (p-value = 0.0681), 

and roadside safety, on average, needed significantly 

fewer Intermediate inspectors when compared to bridges 

(p-value=0.0311).  

As for Senior level inspectors (Table 1), bridges, on 

average, needed significantly more Senior level 

inspectors than roadside safety and roadside 

enhancements projects (p-value = 0.0154 and 0.0127 

respectively). 

4.2 Impact of the Size of Projects  

The FTE of every inspector level was measured 

across the five different sizes of projects. Figure 8 shows 

the FTE variation for Junior inspectors, where the 

average FTE was 0.29, 0.38, 0.53, 1, and 1.69 for “500k 

& Less”, “500k-1M”, “1M-5M”, “5M-10M”, and “10M 

& more” project sizes respectively. For Intermediate 

inspectors, the average FTE was 0.56, 0.6, 0.92, 1.67, and 

3.21 for “500k & Less”, “500k-1M”, “1M-5M”, “5M-

10M”, and “10M & more” project sizes respectively. As 

for Senior inspectors, the average FTE was 0.79, 0.61, 

0.94, 1.14, and 1.86 for “500k & Less”, “500k-1M”, 

“1M-5M”, “5M-10M”, and “10M & more” project sizes 

respectively. Correlation tests were also performed to test 

any correlation between the FTE variation and the 

increase in the cost of the project.  

Figure 8 indicates that there is a positive relationship 

between the FTE of Junior inspectors and the size of the 

project. Similar positive relationships were witnessed in 

the boxplots for both Intermediate and Senior inspectors. 

 

Figure 8. Boxplots showing the FTE of Junior 

inspectors with respect to the size (or total cost) of 

the project and the correlation between both 

variables 

The boxplots of all three types of inspectors also 

showed that projects with 10 million dollars or more 

needed the highest average of Junior, Intermediate and 

Senior inspectors with an average of 1.69, 3.21 and 1.86 

respectively.  

The relationship between the FTE of staffing of all 

three inspector types and the size of the project was then 

statistically tested using Kendall Tau-b test, and the 

results are shown in Table 2. The results of Table 2 

provide sufficient evidence to conclude that the FTE of 

each inspector level and the size of the project are directly 

correlated. The staffing of Junior, Intermediate, and 

Senior FTE inspectors increased as the size of the project 

increased. 

Table 2. Results of Kendall Tau-b Correlation tests 

when analysing inspector FTE and size of project 

Inspector Level Tau-b p-value Significance 

Junior 0.2742 0.00 Significant* 

Intermediate 0.4125 0.00 Significant* 

Senior 0.2304 0.00 Significant* 

*Significant at 95% confidence 

4.3 Impact of the Complexities of Projects  

The FTE of every inspector level was measured 

across the three different levels of complexity. For Junior 

inspectors, the average FTE varied between 0.52, 0.49, 

and 1.44 for minor, moderate, and major complex 

projects respectively. Figure 9 shows the FTE variation 

for Intermediate inspectors, where the average FTE 

varied between 0.72, 0.99, and 2.97 for minor, moderate, 

and major complex projects respectively. As for Senior 

inspectors, the average FTE varied between 0.79, 0.98, 

and 1.9 for minor, moderate, and major complex projects 

respectively. 

 

Figure 9. Boxplots showing the variation of the 

FTE of Intermediate inspectors with respect to the 

level of complexity of the project and the 

correlation between both variables 

Figure 9 indicates that there is a positive relationship 

between the FTE of Intermediate inspectors and the level 

of project complexity, with projects of major complexity 

having, on average, a higher level of FTE Intermediate 

inspectors than projects of minor and moderate 

complexity. A similar positive relationship was 
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witnessed in the boxplots for Senior inspectors, but not 

for Junior ones.   

The boxplots of all three types of inspectors also 

showed that projects with a major complexity level 

utilized the highest average of Junior, Intermediate and 

Senior inspectors with an average of 1.44, 2.97 and 1.9 

respectively.  

To confirm this positive trend, the relationship 

between the FTE of staffing of all three inspector types 

and the level of project complexity was then statistically 

tested using Kendall Tau-b test, and the results are shown 

in Table 3. 

Table 3. Results of Kendall Tau-b Correlation tests 

when analysing inspector FTE and complexity of 

project 

Inspector Level Tau-b p-value Significance 

Junior 0.0878 0.198 Not Significant 

Intermediate 0.2614 0.00 Significant* 

Senior 0.2481 0.00 Significant* 

*Significant at 95% confidence 

The results of Table 3 show that as projects become 

more complex, more Intermediate and Senior inspectors 

were needed. This can be attributed to the role of the 

Intermediate and Senior inspectors as described by [15]. 

These inspectors have several years of experience and are 

mostly hired for middle and large-scale projects, which 

are usually more complex than smaller projects. 

Moreover, more complex projects call for more 

experienced personnel especially Senior inspectors who 

can serve as party chief and are technical experts that can 

perform duties of resident engineers, making them 

eligible and important in higher level complex projects.  

4.4 Impact of Cost Performance  

Every level of inspector FTE was measured across the 

cost performance groups as shown in Figure 10 for Junior 

inspectors, where the average FTE was 0.45 for projects 

within contract amount, and 0.8 for projects above 

contract amounts. For Intermediate inspectors, the 

average FTE was 0.78 for projects within contract 

amount, and 1.35 for projects above contract amounts. As 

for Senior inspectors, the average FTE was the same 

regardless of whether the projects were within budget or 

exceeded it (an average FTE of 1 in each case). 

The significance of the pairwise comparison between 

both cost performance types in terms of inspector FTE 

average was done using Wilcox test, with results shown 

in Table 4. The results show that projects that exceeded 

their budgets needed significantly more Junior and 

Intermediate inspectors than projects that were 

completed within contract amounts.   

 

Figure 10. Boxplots showing the variation of the 

FTE of Junior inspectors with respect to cost 

performance 

Table 4. Results of the Wilcoxon test for cost 

performance 

Inspector 

Level 

p-value Significance 

Junior 0.0073 Significant** 

Intermediate 0.0432 Significant** 

Senior 0.8322 Not Significant 

4.5 Impact of Schedule Performance 

Every level of inspector FTE was measured across the 

schedule performance groups as shown in Figure 11 for 

Junior inspectors, where the average FTE was 0.56 for 

projects on time, and 0.72 for projects over time. For 

Intermediate inspectors, the average FTE was 0.9 for 

projects on time, and 1.36 for projects over time. As for 

Senior inspectors, the average FTE was 0.89 for projects 

within contract amount, and 1.14 for projects over time.  

 

Figure 11. Boxplots showing the variation of the 

FTE of Junior inspectors with respect to schedule 

performance 

The significance of the pairwise comparison between 

both schedule performance types in terms of inspector 

FTE average was done using Wilcox test, with the results 

shown in Table 5. The results show that projects that 

exceeded their planned time durations needed 
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significantly more Intermediate and Senior inspectors 

than projects that finished within contract time.  This was 

similar to what was seen in Table 4. 

Table 5. Results of the Wilcoxon test for schedule 

performance 

Inspector Level p-value Significance 

Junior 0.9042 Not Significant 

Intermediate 0.04779 Significant** 

Senior 0.02101 Significant** 

5 Conclusions, Limitations, and Further 

Studies 

With the current evolution in highway construction 

projects, DOTs are often under pressure to complete 

projects as in as short a time as possible. However, the 

staffing shortage facing these agencies makes it more 

challenging to finish projects on time and within budget. 

Inspection is no exception to the problem, and this paper 

investigated the factors that affect and predict the staffing 

needs of inspectors. The analysis of the historical data 

from 266 highway construction projects from 15 

different DOTs yielded the following results: 

The FTE distribution of Junior, Intermediate, and 

Senior level inspectors were not the same across the four 

project types. Some types significantly needed more 

inspectors than others.  

Projects with the highest level of complexity needed 

the highest FTE of Junior, Intermediate, and Senior 

inspectors. There was also evidence of a significant 

correlation between the level of complexity and the FTE 

of Intermediate and Senior inspectors: as the project 

became more complex, more Intermediate and Senior 

inspectors were needed. 

As project size increase, more Junior, Intermediate 

and Senior inspectors were needed. 

Projects that exceeded their budget needed 

significantly more Junior and Intermediate inspectors. 

Senior inspectors were on average the same regardless of 

the cost performance. As for projects that exceeded their 

time, they needed significantly more Junior and 

Intermediate inspectors. 

The findings of the analysis are limited to the data 

points collected form the surveyed projects, and the use 

of bivariate analysis. Further studies will perform further 

multivariate analysis between factors and utilize the 

information to develop forecasting models to predict 

staffing for highway construction inspection. 
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Abstract – 

Spatial conflicts affect crews’ productivity and 

workers’ safety. The idea of considering workspaces 

as a limited resource has brought a remarkable 

contribution to the effectiveness of traditional 

scheduling techniques that generally do not consider 

the spatial-temporal dimension of construction 

activities. In previous studies, the detection of spatial 

interferences among main workspaces has proven to 

be an effective way to track down spatial issues 

inherent to the works schedule. 

In light of recent events, this research considers 

spatial interferences among workspaces as occasions 

of COVID-19 transmission, which must be avoided. 

The number of spatial issues detected in previous 

studies must be extended by also including spatial 

conflicts affecting crews moving to and from main 

workspaces in transfer spaces (i.e., the support 

workspaces). A BIM-based spatial conflict simulator, 

integrated within the work planning process and 

developed using a serious game engine, is presented in 

this study and tested on a real work scenario. The 

possibility of simulating working operations in 

gaming environments enables investigating on how 

behavioral constraints, such as social distancing, can 

be considered during work planning. The first 

research outcome is that the developed prototype can 

read the work plan and the BIM model to provide 

spatial interferences due not only to the main but also 

to the support workspaces. The second research 

outcome, emerged from our preliminary simulations, 

is that even in a short time span (e.g., 2 days and 3 

activities), interferences involving support 

workspaces account for 33% of the complete list of 

detected conflicts. 

 

Keywords – 

Construction Management; Workspace 

Scheduling; Spatial Conflicts; BIM; Game Engine; 

COVID-19. 

1 Introduction 

During construction projects, spatial interferences are 

commonly recognized as one of the main issues that can 

severely affect the productivity and safety of crews who 

share the same workspace [1]. Hence, the need to 

enhance traditional scheduling techniques (e.g., PERT 

and CPM), generally based on activities' durations and 

precedence relationships, by considering the space usage 

for each task has emerged. Since the early 1990s, a new 

range of planning techniques based on the management 

of construction site spaces has been developed [2]. 

Considering space as a resource, similarly to workers, 

equipment, and materials, the construction site layout can 

offer limited but renewable workspaces. Once an activity 

is completed, the occupied space will be released and 

reused by other operations [3]. On this basis, existing 

studies have demonstrated that detecting spatial 

interferences between main workspaces (i.e., associated 

with value-added activities) can be an effective way to 

tracking down spatial issues, otherwise not identifiable 

from the works schedule [4]. 

This paper contextualizes the results from existing 

researches in light of the coronavirus outbreak, being 

spatial issues a possible cause of COVID-19 transmission 

in constructions sites. From this perspective, spatial 

interferences between different crews, even occurring for 

a limited time within support workspaces (e.g., transfer 

space of workers, equipment, materials, material storage 

space, equipment space, temporary structure space, etc.), 

can be seriously dangerous. An example is a spatial issue 

generated by a crew that moves between two main 

workspaces within a transfer space and passes through 

the space assigned to another crew. In order to detect the 

biggest set of such risky scenarios, behavioral constraints 
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(e.g., social distancing measures) must be considered 

regarding main workspaces and support workspaces. To 

this purpose, a BIM-based spatial conflict simulator has 

been developed using a serious game engine to validate 

the assumed construction work plan. 

The remainder of this paper is organized as follows. 

In Section 2, the state-of-the-art regarding the 

management of the space resource in the construction 

field and research gaps are identified. Section 3 reports 

the adopted methodology to address spatial issues and 

COVID-19 restrictions through serious game engines. 

Section Error! Reference source not found. describes 

the use case and the experiment design, whereas Section 

5 discusses the results. Finally, Section 6 is devoted to 

conclusions. 

2 Scientific Background 

2.1 Workspaces Definition from Literature 

The idea of space as a type of resource was first 

introduced in project management by [11]. Workspaces 

are defined as renewable resources that can be occupied 

for activities execution; on completion, spaces currently 

occupied will be released and reused by other operations 

[3]. The authors of existing studies have defined different 

workspaces taxonomies. The most recurrent workspaces 

categories in the literature include the spaces occupied by 

workers [1][3][12][13][14], building elements under 

construction [1][3][4][12][14][15], equipment [1][12] 

[14][13][15], temporary works [4][12][14][15], and 

stored materials [1][4][12][13]. Some authors define 

specific workspaces to protect building elements from 

damaging [1][15] or workers from injuries [3][4][12] 

[14][15]. Finally, the spaces reserved for transferring 

equipment and material [1][4][14] and for the crews’ 

movement between workspaces [1][4] are also defined in 

literature. The taxonomy proposed in [4], which has an 

analogy with the classification of value-added and non-

value-added activities adopted in the manufacturing 

sector [16], is one of the most complete. According to this, 

the workspace occupied by a crew that directly adds 

tangible value to the construction process (e.g., building 

a wall) is classified as a “main workspace”. In other 

words, “main workspaces” activities physically produce 

building elements that occupy “object workspaces”. The 

latter are free until the corresponding building elements 

have not been built yet. It must be noted that value-added 

activities cannot be finalized without activities that, 

although they do not directly add any tangible value, 

support the construction process (e.g., transfer materials, 

equipment or workers, storage materials, install 

temporary works, etc.). These activities occupy the so-

called “support workspaces”. 

2.2 Spatial-Temporal Conflicts Taxonomies 

Many studies have recently tried to classify spatial 

interferences between tasks that share the same 

workspace. In [15], the authors have formalized one of 

the first time-space conflict taxonomy in construction, 

differentiating design conflicts, safety hazards, damage 

conflicts, and congestions. The first category occurs 

when the geometry of a building component conflicts 

with another building component. Since existing 

commercially available applications (e.g., clash detection 

and coordination) already solve this issue [14], design 

clashes are outside the scope of this research. According 

to [15], the second category, namely safety hazards, 

occurs when the space required by a hazardous activity 

conflicts with the space allocated to a labor crew. The 

third category, i.e., damage conflicts, may occur when a 

space that should be left available to protect a building 

component from getting damaged is shared with a labor 

crew, equipment, or a hazardous space [15]. For example, 

a damage conflict can occur if workers (i.e., labor crew 

space) walk through an area where recent concrete work 

was done and still has a fresh concrete slab (i.e., protected 

space), leaving their footprints and/or damaging that 

work. Similarly, a damage conflict is identified if debris 

falls on a surface (i.e., hazardous space) with fresh 

concrete (i.e., protected space). The fourth category, 

namely the congestion, occurs when the mutual sharing 

of space between labor crews, equipment, and temporary 

structures implies that the workspace available for a 

given activity is either limited or smaller than the 

required one [4][15]. The bigger the shared space, the 

higher will be the congestion level. In [12], the authors 

consider two types of spatial interferences, namely labor 

congestion and constructability issue, corresponding 

respectively to acceptable (ASI) and unacceptable spatial 

interferences (USI), introduced in [17]. Finally, in [3], a 

time-space conflict taxonomy, including the three 

available combinations between the entity spaces (ES) 

and working spaces (WS), is presented. The overlapping 

of two different entity spaces (ES-ES), similarly to the 

design conflict seen in [15], may cause a breakage in the 

building elements. When an entity crashes into a working 

space (ES-WS), delays and, in some cases, accidents may 

occur. Finally, an interference between working spaces 

(WS-WS), occurring between parallel activities, 

corresponds to a particular scenario of congestion, 

discussed by the authors in [4][15]. The taxonomy 

presented in [15] has been extended, in [1], with the 

theoretical definition of path-related conflicts (e.g., 

access blockage and space obstruction). 

2.3 Research Gaps and Contribution of the 

Paper 

What emerges from the literature review reported above 
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is that many efforts have been spent in formalizing 

object-related workspaces and spatial conflicts, which 

are defined concerning the corresponding building 

elements under construction. An example is provided by 

[4], where the authors developed a 4D tool for 

instantiating main workspaces and detecting related 

spatial conflicts. Crews moving between consecutive 

main workspaces, since they may interfere with each 

other, may result in COVID-19 transmission. Spatial 

conflicts must be avoided in any case to limit safety 

threats and constructability issues. In a sanitary 

emergence, where even short spatial issues occurring 

between different crews represent a possible threat of 

transmission, detecting and managing them in advance 

appear even more relevant. For this reason, an important 

step forward can be done by also considering transfer 

spaces (i.e., included within the wider category of 

support workspaces) in the search for spatial conflicts. 

This insight is confirmed by social distancing measures 

adopted by all countries after the coronavirus outbreak. 

To the authors’ knowledge, any tool that supports 

construction managers in validating work plans (i.e., 

construction schedules), looking to the COVID-secure 

requirement, does not exist nowadays. For this reason, 

the authors propose a prototype of a spatial conflict 

simulator integrated into the work planning process that 

implements social distancing measures for a real 

construction site scenario. Given its built-in 

computational capacity and the possibility of simulating 

and displaying dynamic scenarios (e.g., related to 

construction operations), serious game engines 

technology has been adopted to develop the simulation 

tool. 

3 Methodology  

3.1 Requirements for COVID-Secure 

Workplaces 

During the last year, the spread of the COVID-19 

pandemic has led regulatory authorities worldwide to 

adopt specific guidelines for each field of interest. For 

example, sector-specific guidances adopted by European 

countries in the fight against COVID-19 are collected in 

[5]. In the construction sector, as in many others, social 

distancing has been recognized as the first barrier against 

the spread of coronavirus. Keeping workers apart can 

create safer working conditions during the COVID-19 

pandemic. Different countries around the world adopted 

slightly different social distancing thresholds (e.g., 1 m 

in Italy [6], 6 ft (~1.8 m) in the USA [7], or 2 m in the 

UK [8][9] and the UAE [10]). Where it is not possible to 

follow the social distancing guidelines in full concerning 

a particular activity, a hierarchy of controls [5][9] 

suggests considering whether that activity needs to 

continue, and, if so, to take all the possible mitigating 

actions to reduce the risk of transmission. For example, 

if an activity requires workers operating within the social 

distancing threshold, it is highly recommended to 

maintain the same crew composition over time and keep 

it far from other crews [6][8][9]. 

3.2 Serious Game Engine Technology 

Serious game engines are promising tools to integrate 

semantically rich models that can be provided in BIM 

and simulation engines. The first application of gaming 

technology can be found in the aircraft industry, using 

Microsoft Flight Simulator for educational purposes [18]. 

Later, serious game engines also became widespread in 

the AEC industry, demonstrating that mere entertainment 

is not the only feasible nor the most promising 

application. The success of this approach is due to the 

difficulty in carrying out real field experiments in some 

research areas, such as construction management, which 

usually requires quite a huge budget and time efforts to 

set up an experimental study. The use of game engines 

facilitates the deployment of virtual testbeds and tests 

execution. Examples of serious game engine applications 

in the construction industry come from education and 

training [19][19][21], collaboration [22], and also 

simulation and analysis [4][23][24][25]. 

In this study, the gaming technology was chosen to 

develop a prototypal spatial conflict simulator for 

validating construction work plans and creating, at the 

same time, the conditions for COVID-secure workplaces. 

For this study, Unity3DTM was adopted as the serious 

game engine. 3D models (e.g., for buildings, equipment, 

etc.) can be easily imported in various formats (e.g., FBX, 

COLLADA, etc.) by a built-in function, recreating a 

virtual replica of the construction site layout. Relying on 

this virtual model, walkable surfaces within the 

construction site can be automatically detected in 

Unity3DTM, exploiting one of its native functions, called 

NavMesh Baking [28]. This is the process of creating a 

NavMesh from the level geometry. Once Render Meshes 

and Terrains of all game objects are collected, they are 

processed to create a navigation mesh that approximates 

the walkable surfaces of the level. Path search algorithms, 

such as Dijkstra, A*, D* or Any-angle pathfinding ones, 

can be used to compute the best path between two given 

points in Unity3DTM. It is beyond the scope of this study 

to compare different path search algorithms. In this study, 

the A*, that is formulated in terms of weighted graphs, 

was used. Starting from a specific node of a graph, it aims 

to find a path to the given goal node having the smallest 

cost (least distance traveled, shortest time, etc.) [29]. This 

algorithm was implemented using the A* Pathfinding 

Project Pro tool [30], including an advanced function for 

NavMesh generation, called Recast Graph. This 

technology stack has been tested in [23] to develop a 
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BIM-based holonic management system for real-time 

support during fire emergencies. Gaming environments, 

such as Unity3DTM, integrate physics engines, ensuring 

that the objects correctly accelerate and respond to 

collisions, gravity, and various other forces, making 

simulations closer to reality [31]. In addition, serious 

game engines enable implementing human and artificial 

sensors, known as agents, using pre-installed 

components or defining customized C# scripts. The sense 

of sight, for example, can be implemented to give human 

avatars awareness about what is happening around them. 

This can be done in Unity3DTM by modeling the field of 

view (FOV) as a collider; a user can see an entity simply 

if her/his FOV collider intercepts with the entity itself. 

This feature has been tested by [24] to develop a twin 

model mock-up that implements Bayesian networks to 

compute collision probability during drilling operations. 

Finally, in [25], the authors developed C# scripts in 

Unity3DTM to define avatars' behaviors, such as random 

wandering, and sensors for impacts checking to 

anticipate fall hazards within the construction site. 

3.3 Workspace Management Framework 

In this study, a workspace management framework 

for validating construction work plans and ensuring 

COVID-secure workplaces has been defined. The 

framework is described by the Business Process Model 

(BPM) depicted in Figure 1. On its basis, a prototype of 

a spatial conflict simulator has been developed within 

Unity3DTM. The main tasks of the BPM, reported on the 

top of the same figure, are listed as follows: 

1. Load BIM model. 

2. Read 4D model and instantiate main workspaces. 

3. Compute A* paths between main workspaces 

and instantiate transfer spaces (i.e., included 

within the wider category of support workspaces). 

4. Run intersection tests among all the possible 

pairs of workspaces (i.e., main and support 

workspaces). 

It must be noted that, as mentioned in Section 2.3, the 

main tasks 1 and 2 represent the state-of-the-art in 

workspace management [4], while main tasks 3 and 4 

represent the contribution to the body of knowledge 

given by the current research work. According to the 

proposed framework, the user must load the BIM model 

(e.g., in FBX format) within the Unity3DTM environment. 

It has been assumed that, once the BIM model (e.g., in 

RVT format) and the work schedule (e.g., in CSV format) 

are opened within a commercial software for scheduling 

(e.g., Navisworks), the 4D model can be defined by 

linking each activity to the corresponding building 

elements. Afterward, the data related to the association 

between activities and their products can be exported into 

a CSV-formatted file. It must be noted that these tasks are 

out of the scope of this research and have been assumed 

as input. 

Afterward, the tool, thanks to the C# scripts 

“ModelInput.cs” and “InstantiateMainWorkspaces.cs” 

(pseudocodes available at [26]), developed by the authors, 

can read the 4D model and instantiate the main 

workspace for each activity. In detail, the main 

workspace is obtained by merging the main workspace 

units, instantiated for each one of the building elements 

(e.g., pillars) associated with the considered activity (e.g., 

install an alignment of pillars). The dimensions of each 

main workspace unit can be set for the corresponding 

activity by inputting an offsets vector applied to the 

building elements’ footprint. Using the installation of a 

pillar as an example, an offsets vector (X, Y, Z) = (4, 0, 

4) indicates that the main workspace unit is obtained by 

applying a 4 m offset in both the X and Z directions and 

a null offset in the Y one (i.e., the same height of the 

pillar). 

The commercial A* pathfinding tool, namely A* 

Pathfinding Project Pro [30], enables the tool to compute 

the best path between each pair of main workspaces 

corresponding to activities scheduled in succession. The 

C# script “InstantiateSupportWorkspaces.cs” 

(pseudocodes available at [26]) accesses the best path’s 

nodes and instantiates the corresponding transfer space 

(i.e., included within the wider category of support 

workspaces) in the same location. In this case, the user 

can set the support workspaces’ dimensions by inputting 

two distinct offsets vectors. The first one specifies the 

space required for operational purposes, whereas the 

second one must be set accordingly to the COVID-19 

social distancing threshold in force in the considered 

country. Assuming to adhere to the 2 m social distance, 

the last offsets vector must be set as (X, Y, Z) = (2, 0, 2). 

The last main task consists of detecting eventual 

spatial conflicts between the instantiated workspaces. To 

this purpose, the authors developed a C# script, called 

“IntersectionTest.cs” (pseudocodes available at [26]), 

which carries out an intersection test between all the 

instantiated workspaces colliders to find eventual spatial 

conflicts. The simulation results are provided visually, in 

the Unity3D’s Scene window, and as loglines, in the 

Console window (Figure 2). At this point, the 

construction manager can adjust the work plan according 

to the detected spatial conflicts and, then, the refinement 

loop continues until no spatial conflicts are detected or 

judged as negligible. 

The data model that summarizes the main entities 

involved in a spatial-temporal simulation and the 

relationships between them can be described by an Entity 

Relationship Diagram (ERD) (available as extra material 

in [32]). Here, entities are grouped in the following 

domains: scheduling, resources, products, workspaces, 

paths, and spatial conflicts. The ERD notation expresses 

the cardinality of relationships between each pair of
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Figure 1. Business Process Model describing the logic behind the proposed workspace management 

framework for validating construction work plans (full-size figure available in [32]). 

  

(a) (b) 

Figure 2. Application of the spatial conflict simulator respectively in the first (a) and second (b) scenarios for 

the same working days (i.e., June 29th and 30th) (full-size figure available in [27]). 

 

entities by the symbols at the ends of the links. To cite a 

few examples, the link between the entities “Activity” 

and “Building element” is of type “1 to 0 or many”. In 

fact, an activity can produce no products (e.g., transfer 

pillars from the storage area to the installation area) or 

many (e.g., install an alignment of pillars). Instead, each 

link between the entities “Spatial conflict” and 

“Main/Support workspace” is of type “1 to 1” since each 

“Workspace ID” attribute in the first entity identifies a 

single main workspace. 

4  Use Case and Experiment Design 

The workspace management framework and the resulting 

prototypal spatial conflicts simulator, presented in 

Subsection 3.3, have been tested on the Eustachio 

building, a real construction project that currently houses 

the Faculty of Medicine of the Polytechnic University of 

Marche in Ancona, Italy. A work schedule of the 

construction activities for this building is considered 

(available as extra material in [32]).  

This study considered the installation of precast 

elements, specifically pillars and façades on the 3rd level 

of the north wing. As reported in [33] and [34], the 

installation steps for each element are putting it into 

position, installing shoring bars, and placing concrete 

within the element’s holes. Then, after having waited for 

concrete curing, the removal of shoring bars concludes 

the process. An excerpt of the work schedule related to 

removing the pillars’ shoring bars and installing the 

façades on the 3rd level of the north wing is displayed in 

Figure 2(a) and Figure 2(b). This Section aims to 

demonstrate: 

1. How the proposed spatial conflicts simulator can 

effectively contribute to detecting COVID-

1 2 3 4

A* Pathfinding Project Pro 
(commercial tool)

IntersectionTest.cs
(developed C# script)

InstantiateSupportWorkspaces.cs
(developed C# script)

ModelInput.cs
(developed C# script)

Built-in function
for FBX models

InstantiateMainWorkspaces.cs
(developed C# script)

Load BIM model 
(FBX)

Read 4D model
(CSV)

Instantiate main
workspaces

Compute A* path
between main

workspaces

Instantiate
transfer spaces

(support 
workspaces)

Run intersection
test between
workspaces

Console window (list of spatial conflicts) Console window (list of spatial conflicts)
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spreading threats due to overlapping workspaces. 

2. The relevance of transfer spaces and the wider 

category of support workspaces in detecting 

spatial conflicts and COVID-spreading threats. 

To this purpose, the working days June 29th and 30th, 

highlighted in purple in Figure 2(a) and Figure 2(b), were 

considered for carrying out spatial conflicts simulations 

in two scenarios. In the first one, used as the benchmark, 

only main workspaces have been generated according to 

the state-of-the-art. Figure 2(a) displays the automatic 

instantiation of the main workspaces for the activities: 

- “Remove shoring bars 3rd level north wing 

E alignment pillars”, which lasts for the working 

days considered and is executed by the pillars 

crew (see the blue dashed rectangle in Figure 

2(a)). 

- “Install 3rd level north wing east façade” and, in 

sequence, “Install 3rd level north wing north 

façade”, which is executed by the façades crew 

(see the green dashed rectangle in Figure 2(a)). 

In the second scenario, both the main and support 

workspaces have been considered. In addition to the main 

workspaces for the activities listed above, the transfer 

spaces (i.e., included within the wider category of 

support workspaces) have been automatically 

instantiated. Since the activities “Install 3rd level north 

wing east façade” and “Install 3rd level north wing north 

façade” are in sequence, the assigned crew (i.e., façades 

crew) is asked to move from the first one’s main 

workspace to the second one. The corresponding transfer 

space (see the yellow dashed shape in Figure 2(b)) is 

automatically instantiated based on the best path between 

the two main workspaces and the offsets vectors. The 

front end of the C# script for instantiating support 

workspaces, reported in Figure 2(b), displays that (X, Y, 

Z) = (0.3, 0, 0.3) and (X, Y, Z) = (2, 0, 2) are the offsets 

vectors assigned, respectively, for operational purposes 

and COVID-19 social distancing. In both scenarios, the 

workspaces' color, set as green as default, becomes red if 

the intersection test returns an overlapping (Figure 2(a) 

and Figure 2(b)). At the same time, the list of conflicting 

workspaces pairs is printed as an output (see the red 

dashed rectangles in Figure 2(a) and Figure 2(b)). 

5 Results and Discussion  

In this study, the installation process of precast 

elements on June 29th and 30th (highlighted in purple in 

Figure 2(a) and Figure 2(b)) was considered for testing 

the proposed spatial conflicts simulator. In the first 

scenario, only main workspaces were automatically 

generated, defining a benchmark according to the state-

of-the-art. The potentialities of the proposed tool are fully 

tested in the second scenario by automatically generating 

both main and support workspaces. 

In the first scenario, the intersection test between each 

pair of workspaces identifies the spatial conflicts 

between the following pairs of workspaces (Table 1): 

- “Remove shoring bars 3rd level north wing E 

alignment pillars (main workspace)”, assigned to 

the pillars crew, and “Install 3rd level north wing 

east façade (main workspace)”, assigned to the 

façades crew. 

- “Remove shoring bars 3rd level north wing E 

alignment pillars (main workspace)”, assigned to 

the pillars crew, and “Install 3rd level north wing 

north façade (main workspace)”, assigned to the 

façades crew. 

In the second scenario, in addition to the spatial 

conflicts reported above for the first one, the one between 

“Remove shoring bars 3rd level north wing E alignment 

pillars (main workspace)”, assigned to the pillars crew, 

and “Worker (support workspace)”, assigned to the 

façades crew, is also detected (Table 1). 

In both scenarios, the detected spatial conflicts are 

related to workspaces assigned to different crews (Table 

1). Such interferences can cause not only productivity 

loss but also health and safety hazards, including 

COVID-spreading threats. Hence, the proposed spatial 

conflicts simulator can effectively support the 

construction manager in keeping different teams apart, as 

recommended by the COVID-19 guidances (Section 3.1). 

To sum up, the first main research outcome is an 

integrated spatial conflict simulator that reads the 

updated work plan and the BIM model of the site to 

provide as output the number of conflicts generated by 

interferences due not only to the main but also to the 

support workspaces. The second main outcome emerging 

from our preliminary simulations is that even in a short 

time span, limited to 2 days with 3 activities, 

interferences involving support workspaces account for 

33% of the complete list of detected conflicts (Table 1). 

This demonstrates the relevance of transfer spaces and 

the wider category of support workspaces in detecting 

spatial conflicts and COVID-spreading threats. 

6 Conclusions 

The motivation of this research originated from the 

need to minimize congested construction sites which can 

contribute to COVID-19 transmission among 

construction workers. Hence, a better spatial awareness 

and consideration is required during the planning phase. 

Spatial interferences among different crews, even for a 

limited time, can create a potential scenario for 

coronavirus transmission; therefore, they must be 

avoided. To the authors’ knowledge, any tool that 

supports project engineers in validating work plans, 

looking to the COVID-secure requirement, does not exist 

nowadays. For this reason, the authors have proposed a
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Table 1. Overview of the pairs of detected conflicting workspaces respectively in the first and the second scenarios. 

 First scenario 

(main workspaces only) 

Second Scenario 

(main and support workspaces) 

P
ai

rs
 o

f 
d

et
ec

te
d

 c
o

n
fl

ic
ti

n
g

 w
o

rk
sp

ac
es

 Remove shoring bars 3rd 

level north wing E 

alignment pillars (main 

workspace) – Pillars 

crew 

Install 3rd level north 

wing east façade (main 

workspace) – Façades 

crew 

Remove shoring bars 3rd 

level north wing E 

alignment pillars (main 

workspace) – Pillars 

crew 

Install 3rd level north 

wing east façade (main 

workspace) – Façades 

crew 

Remove shoring bars 3rd 

level north wing E 

alignment pillars (main 

workspace) – Pillars 

crew 

Install 3rd level north 

wing north façade (main 

workspace) – Façades 

crew 

Remove shoring bars 3rd 

level north wing E 

alignment pillars (main 

workspace) – Pillars 

crew 

Install 3rd level north 

wing north façade (main 

workspace) – Façades 

crew 

  Remove shoring bars 3rd 

level north wing E 

alignment pillars (main 

workspace) – Pillars 

crew 

Worker (support 

workspace) – Façades 

crew 

workspace management framework and the prototype of 

a spatial conflict simulator for the validation of work 

plans. Serious game engines technology was used to 

develop the simulation tool, given its built-in 

computational capacity and the possibility of simulating 

and displaying dynamic scenarios (e.g., related to 

construction operations). A proof-of-concept of the 

spatial conflict simulator has been tested on a real 

construction scenario. This aims to demonstrate its 

contribution in minimizing COVID-spreading threats 

related to overlapping workspaces. In addition, the 

authors want to prove the relevance of transfer spaces 

(i.e., included within the wider category of support 

workspaces) for extending the number of detected spatial 

conflicts that could be a source of potential coronavirus 

transmission. 

The prototype presented in this paper has limitations. 

For example, it cannot compute the severity of the 

detected conflicts and the delay caused by the work plan 

refinement. In addition, future work includes an 

improved version of the proposed tool that can be applied 

to create the conditions for on-site applicability of 

proximity tracing devices [35], able to send, in real-time, 

an alert if social distancing measures are not met during 

the execution of different construction activities. The 

validation of work plans is required to detect and resolve 

eventual spatial interferences inherent to the work 

schedule. In this way, proximity tracing devices will 

detect only misbehaving workers in close proximity, 

avoiding alert overloads not related to unfeasible work 

plans. In addition, in future works, several activities (e.g., 

more than 3) and progressively increasing can be 

considered to quantify the contribution of support 

workspaces under different complexity conditions of the 

construction scenarios. 
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Abstract -
Different factors combined invariably cause construction

fatalities at any time, most of which could be avoided if work-
ers followed the on-site regulatory rules. However, compli-
ance of regulatory rules is not strictly enforced among work-
ers due to all kinds of reasons, even after prior education
and training. To address the difficulties of on-site safety
management, this paper proposes a graph-based time se-
ries analysis framework to dynamically integrate visual and
linguistic information for on-site occupational hazard iden-
tification. A vision-based scene information understanding
approach is introduced to process on-site images via a combi-
nation of deep learning-based object detection and individual
detection, together with a novel dynamic graph structure to
represent time-series information for integrated reasoning
of hazards identification. As a case study, the hazards of
grinder operation were successfully identified in the experi-
ments with high accuracy.

Keywords -
Construction Safety; Occupational hazards identification;

Deep Learning; Graph; Time series analysis

1 Introduction
The construction industry is one of the fields with the

highest number of occupational accidents. According to
the United States’ Bureau of Labor Statistics (BLS), the
number of construction fatalities in the U.S. has increased
from 924 to 1,066 between 2015 and 2019 [1]. Similarly,
in Japan, there were 1,522 construction fatalities between
the period 2015-2019 [2].
As the construction is extremely vulnerable to the inter-

ference of various subjective and objective factors, once
any sudden problem occurs it will pose a potential threat
to the life and property safety of the on-site construction
workers. Grinding is a commonly used operation on con-
struction sites to produce smooth surfaces, and can also be
used to fabricate workpieces such as smoothing welds and
performing finishing operations on workpiece surfaces.
When using a grinder, the grinding disc generates high
rotational speeds, which can be hazardous if the operator
lacks expertise and the operation does not follow on-site

regulatory rules. Eye injuries would be a possible seri-
ous consequence. According to the National Institute for
Occupational Safety and Health (NIOSH), an average of
2,000 United States workers require medical treatment for
job-related eye injuries every day [3]. The reasons cited
for the majority of eye injuries include the non-wearing of
available eye protection or wearing of inappropriate eye
protection for the current task [4]. OSHA indicates the
workers shall be ensured to wear eye or face protection
when exposed to eye or face hazards from flying particles,
molten metal, liquid chemicals, acids or caustic liquids,
chemical gases or vapors, or potentially injurious light ra-
diation [5]. Additionally, fine dust and particles, gases
and vapors can be produced when using a grinder. Silica
dust from bricks can cause lung and airway diseases such
as emphysema, bronchitis, silicosis, and may increase the
risk of cancer. Personal protective equipment (PPE), such
as respirators or dust masks, are used to controls these haz-
ards [6]. On the other hand, improper handling grinder
can be a dangerous power tool, hands and forearms injure
results when the workers using the grinder loses control
of it. OSHA indicates the workers shall use two hands
to operate the grinder. One hand should grip the handle
and dead-man switch (if provided), while the other hand
supports the weight of the tool [7].
However, the construction workers do not precisely fol-

low the on-site safety regulations due to various reasons,
even after prior education and training. Therefore, the de-
velopment of an automated on-site occupational hazards
identification system is needed to address the increasing
importance of safety management, which is capable of
automatically carrying out dynamic identification of oc-
cupational hazards and effectively preventing various ac-
cidents.
To this end, this paper proposes a graph-based time se-

ries analysis framework to dynamically integrate visual
and linguistic information for on-site occupational haz-
ards identification. (1) A vision-based scene information
understanding approach is introduced to process on-site
images via a combination of deep learning-based object
detection and individual detection. (2) An automated rea-
soning is developed to encode regulatory information into
graph structure and perform occupational hazards identifi-
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cation based on graph structure analysis between extracted
scene information and regulatory information. The pro-
posed model was able to identify the hazards of grinder
operation with high accuracy in the experiments.

2 Related works
Deep learning-based object detection algorithms have

shown remarkable performance on most visual tasks in the
architecture, engineering, and construction (AEC) indus-
try, and there has been a significant amount of research
on vision-based automatic occupational hazards identifi-
cation approaches using object detection [8, 9, 10]. Fang
et al. [8] proposed an object detection-based method using
Faster R-CNN to automatically detect construction work-
ers’ NHU. A total of 81,000 image frames were collected
from various construction sites as a training dataset and
the bounding boxes that surround workers in the images
were annotated as the ground truth to train the model. Wu
et al. [9] deployed Single Shot Multibox Detector (SSD)
with presented reverse progressive attention (RPA) for
NHU identification. A benchmark dataset GDUT-HWD
was created by downloading Internet images retrieved by
search engines to train the SSD-RPA model. In contrast
to [8], only the head regions of workers were annotated as
the ground truth. Nath et al. [10] introduced and tested
models built on YOLOv3 architecture to verify PPE (hard
hat and vest) compliance of workers. Three approaches
were verified concerning different classifiers (e.g., deci-
sion tree, VGG-16, ResNet-50, Xception, or Bayesian).

Recently, deep learning-based pose estimation algo-
rithms have achieved impressive results in unconstrained
environments, showing the potential for worker detec-
tion in complex on-site environments. Compared to ob-
ject detection-based approaches, human skeletons provide
more fine-grained information about a person (e.g., loca-
tion and visibility), especially in the case of occlusion.
Considering such benefits, several efforts are also explor-
ing the integration of object recognition and pose estima-
tion for occupational hazards identification [11, 12]. Chen
et al. [11] introduced a vision-based approach to detect the
proper use of multi-class radiation PPE in nuclear power
plants via a combination of deep learning-based object
detection and pose estimation using Euclidean distance
between bounding boxes of detected PPE and the neck ge-
ometric relationships analysis. Xiong et al. [12] presented
an extensible pose-guided anchoring framework aimed at
multi-class PPE compliance detection. A pose estimator
was deployed to detect individuals and provide joint-level
anchors for guiding the localization of different PPE items.

Vision-based approaches have been widely used to au-
tomatically identify occupational hazards as introduced
above. However, as regulation rules may change at any
time in practical engineering, current vision-based ap-

proacheswill be significantly reduced in practicality due to
their inability to adapt to adjustments in practice. A uni-
fied model integrating visual and linguistic information
would enable the automatic and effective identification of
hazards in compliance with regulatory rules even when
changes are made to them. Several explorations to this
end have already been carried out [13, 14, 15]. Xiong
et al. [13] developed an Automated Hazards Identifica-
tion System (AHIS) to evaluate the operation descriptions
generated from site videos against the safety guidelines
extracted from the textual documents with the assistance
of the ontology of construction safety. Two types of cru-
cial hazards, i.e., failing to wear a hard hat and walking
beneath the cane, were successfully identified. Fang et
al. [14] integrated computer vision algorithms with ontol-
ogy models to develop a knowledge graph that consists of
an ontological model for hazards, knowledge extraction,
and knowledge inference for hazard identification, which
can automatically identify falls from heights hazards in
varying contexts from images. As a previous exploration
of this work, we provided a novel solution to identify
improper use of PPE by the combination of deep learning-
based object detection and individual detection using geo-
metric relationships analysis and presented a hierarchical
scene graph structure that enables the conditional reason-
ing for automated hazards identification to address differ-
ent requirements in each zone of construction sites [15].

3 Methodology
In this section, the proposed dynamic graph-based

framework for automated occupational hazards identifi-
cation is described in detail.

3.1 Scene information extraction

We propose a novel scene understanding approach em-
ploying scene graph as the basic notion of information
representation structure to extract visual information from
images, the base framework of which has been presented
in our previous work [15]. An entity extractor for pro-
cessing images obtained from on-site surveillance cam-
eras is developed. For each image, individual(s) are
detected, together with their body joint positions, using
OpenPose [16]. Meanwhile, objects (e.g., PPE, tools) are
recognized and localized by training an object detection
model based on YOLOv4 [17].
We first associate the detected objects with the detected

individuals, with the aim of providing a prior knowl-
edge for individual-object relationship analysis and re-
ducing computational complexity. A weighted bipartite
graph is constructed to represent the detected entities and
we perform individual-object association as a minimum
weighted matching in bipartite graphs. Subsequently, we
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analyze the individual-object relationship on the associ-
ated individual-object pairs " , which address two types
of objects in this paper:

• Head protection PPE (hard hats, safety glasses, and
dust masks).

• Grinder

3.1.1 Head protection PPE

For each associated individual and head protection PPE
{8∗, 9∗} ∈ " their relationship is identified by by mea-
suring a distance. We take advantage of the Euclidean
distance among detected neck keypoint (body parts 1 in
Figure 1) and hip keypoints (body parts 8 and 11 in Fig-
ure 1) of 8∗ is as a dynamic reference threshold, which will
keep changing synchronously when the distance between
the individual and the camera changes:

V8∗↔ 9∗ = max(
√
(G (1)
8∗ − G

(8)
8∗ )2 + (H

(1)
8∗ − H

(8)
8∗ )2,√

(G (1)
8∗ − G

(11)
8∗ )2 + (H

(1)
8∗ − H

(11)
8∗ )2) · W

(1)
where W is the scaling coefficient to strike the relationship
analysis for different head protection PPE. For hard hats,
safety glasses, dust masks, and full-face masks, W is set to
0.8, 0.7, 0.6, 0.6, respectively.

Figure 1. Output format of OpenPose.

If the Euclidean distance between the position (G 9∗ , H 9∗ )
of the bounding box of 9∗ and detected neck keypoint (body
parts 1 in Figure 1) of 8∗ is smaller than the reference
threshold V8∗↔ 9∗ , then the relationship between the 8∗ and
9∗ is created; otherwise, even though 9∗ is associated with
8∗, no relationship is created between them:

28∗↔ 9∗ =

{
“F40A” , 8 5 3ℎ (8∗, 9∗) < V8∗↔ 9∗
#/� , >Cℎ4AF8B4

(2)

where

3ℎ (8∗, 9∗) =
√(

G
(1)
8∗ − G 9∗

)2
+

(
H
(1)
8∗ − H 9∗

)2
(3)

and 28∗↔ 9∗ indicates the connection to create the relation-
ship between 8∗ and 9∗ as a semantic phrase (8∗, 28∗↔ 9∗ , 9∗)
(e.g., (?4AB>=, F40A, ℎ0A3 ℎ0C) or not.

3.1.2 Grinder

Currently in this work, two regulatory rules related to
grinder proper use are addressed to create a individual-
grinder relationship:

(1) “Always use two hands when operating a grinder”
Let �6∗ =

(
G6∗ , H6∗ , F6∗ , ℎ6∗

)
be the detected bounding

box of a grinder 6∗ which is associated with the detected
individual 8∗. Firstly, the Euclidean distance from the
left wrist keypoint and right wrist keypoint (body parts 7
and 4 in Figure 1) of 8∗ to the position (G6∗ , H6∗ ) of 6∗ is
calculated (Figure 2):

3; (8∗, 6∗) =
√(

G
(7)
8∗ − G6∗

)2
+

(
H
(7)
8∗ − H6∗

)2
3A (8∗, 6∗) =

√(
G
(4)
8∗ − G6∗

)2
+

(
H
(4)
8∗ − H6∗

)2 (4)

If the grinder is close enough to the wrists, then the
individual is identified as holding the grinder:

ℎ8∗↔6∗ =

{
1 , 8 5 3; (8∗, 6∗) < V8∗↔6∗ >A 3A (8∗, 6∗) < V8∗↔6∗
0 , >Cℎ4AF8B4

(5)
where V8∗↔6∗ is the reference threshold calculated based
on the size of the bounding box of 6∗:

V8∗↔6∗ = max(F6∗ , ℎ6∗ ) (6)

Figure 2. Relationship identification strategies to ad-
dress the rule “Always use two handswhen operating
a grinder”.

If ℎ8∗↔6∗ = 1, then relationship identification needs to
be further performed to identify whether the individual 8∗
is holding the grinder 6∗ using single hand or two hands.
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It’s known that when an object is holding by two hands the
distance between thewrists is small. Thus, the relationship
between 8∗ and 6∗ is identified as follows:

8 5 3;↔A (8∗) < V8∗↔6∗ :
28∗↔ℎ∗

8∗
, ℎ∗8∗ , 2ℎ∗8∗↔6

∗ = “DB4”, “CF> ℎ0=3B”, “>?4A0C4”

>Cℎ4AF8B4 :
28∗↔ℎ∗

8∗
, ℎ∗8∗ , 2ℎ∗8∗↔6

∗ = “DB4”, “B8=6;4 ℎ0=3”, “>?4A0C4”
(7)

where ℎ∗
8∗ indicates the hands status (e.g., two hands,

single hand) when operating a grinder while 28∗↔ℎ∗
8∗

and 2ℎ∗
8∗↔6

∗ create the relationship between 8∗ and
ℎ∗
8∗ , ℎ

∗
8∗ and 6∗, as semantic phrases (8∗, 28∗↔ℎ∗

8∗
, ℎ∗
8∗ ),

(ℎ∗
8∗ , 2ℎ∗8∗↔6

∗ , 6∗), respectively (e.g., the relationship
(?4AB>=, DB4, CF> ℎ0=3B), (CF> ℎ0=3B, >?4A0C4, 6A8=34A)
is created in Figure 2)
(2) “Never operate a grinder near face”
For the detected individual 8∗ and the associated grinder

6∗, the Euclidean distance from the neck keypoint (body
part 1 in Figure 1) of 8∗ to the position (G6∗ , H6∗ ) of the
bounding box of 6∗ is calculated:

3= (8∗, 6∗) =
√(

G
(1)
8∗ − G6∗

)2
+

(
H
(1)
8∗ − H6∗

)2
(8)

Figure 3. Relationship identification strategies to ad-
dress the rule “Never operate a grinder near face”.

If the grinder is close enough to the neck, then the
relationship between the grinder and the face of individual
is created:

2
5 024

8∗↔6∗ =

{
“=40A” , 8 5 3= (8∗, 6∗) < V8∗↔6∗
#/� , >Cℎ4AF8B4

(9)

where V8∗↔6∗ is the reference threshold calculated based
on the Euclidean distance among detected neck keypoint
(body parts 1 in Figure 1) and hip keypoints (body parts 8

and 11 in Figure 1) of 8∗ with W = 0.3:

V
5 024

8∗↔6∗ = max(
√
(G (1)
8∗ − G

(8)
8∗ )2 + (H

(1)
8∗ − H

(8)
8∗ )2,√

(G (1)
8∗ − G

(11)
8∗ )2 + (H

(1)
8∗ − H

(11)
8∗ )2) · W

(10)
and 2

5 024

8∗↔6∗ indicates the connection to create the re-
lationship between the face of 8∗ and 6∗ as a se-
mantic phrase ( 5 024, 2 5 024

8∗↔6∗ , 6
∗) (e.g., the relationship

( 5 024, =40A, 6A8=34A) is created in Figure 3)

3.1.3 Scene information representation

Based on the semantic phrases established by
individual-object relationship analysis, we generate a
scene graph for image information representation for each
captured frame from on-site surveillance cameras. An
example is illustrated in Figure 4: on-site image (Fig-
ure 4(a)) is identified and transformed to semantic phrases
triplets (Figure 4(b)), and coded in a scene graph� (+, �)
(Figure 4(c)), where + is the set of vertices to rep-
resent the objects in the semantic phrase triplets and
� =

{
{`, a} : (`, a) ∈ +2, ` ≠ a

}
is the set of edges to

represent the relationships in the semantic phrase triplets.

3.2 Automated reasoning for hazards identification
3.2.1 Regulatory Information Representation

To represent regulatory Information from natural lan-
guage sentences, we have proposed a textual informa-
tion representation and transformation method to encode
the regulatory rules into the graph structure [15]. We
first decompose and transform the regulatory rules to se-
mantic phrases which are are defined as a triplet (e.g.,
(object1, relation, object2)). “object1” or “object2” is
subjected to a particular ontology in regulations, which
can be a “personnel” (e.g., worker) or a “thing” (e.g.,
PPE). “Relation” semantically connects objects with lim-
itations, such as geometric (e.g., beneath, in, on), and
possession (e.g., has). Let �̂ (+̂ , �̂) be the graph of the
regulatory rules, where +̂ is the set of vertices to rep-
resent the elements in the semantic phrase triplets and
�̂ = {{`, a, B, A, C} : (`, a) ∈ +̂2, ` ≠ a} is the set of
edges to represent the relationships in the semantic phrase
triplets (B and A are the connections to represent an en-
tity relationship and an entity status, respectively. C is the
edge property to indicate the type of the requirements:
obligation rule or prohibition rule).

3.2.2 Frame-level reasoning for hazards identifica-
tion

Frame-level reasoning for hazards identification is per-
formed by checking compliance of prohibition and obli-
gation regulatory rules based on graph structure analysis
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(a) On-site image. (b) Semantic phrases triplets. (c) Scene graph � (+ , �) .

Figure 4. An example of on-site image and its scene graph

between � (+, �) and �̂ (+̂ , �̂). �̂ (+̂ , �̂) consists of both
prohibition and obligation regulatory rules. Thus pruning
is first performed to extract the prohibition regulatory rules
subgraph �̂%

(
+̂% , �̂%

)
and the obligation regulatory rules

subgraph �̂$
(
+̂$, �̂$

)
(see Figure 5).

Prohibition regulatory rules reasoning is performed
based on compliance checking between the scene graph
� (+, �) of on-site image and the prohibition regulatory
rules subgraph �̂%

(
+̂% , �̂%

)
. If an edge ˆ4% of �̂% exists in

� , which means a prohibition entities relationship exists in
the on-site image scene, then ˆ4% is extracted as a violated
regulatory prohibition rule and the on-site image scene is
hence identified as hazardous.
Obligation regulatory rules reasoning for hazards identi-

fication of the on-site image is performed based on the iso-
morphism between � (+, �) and �̂$ (+̂$, �̂$). In graph
theory, an isomorphism is a mapping between two graph
structures of the same type that can be reversed by an in-
verse mapping. � (+, �) is isomorphic to �̂$ (+̂$, �̂$),
if there exists a bĳective function 5 : + → +̂$ such that
∀D, E ∈ +, (D, E) ∈ � ↔ ( 5 (D), 5 (E)) ∈ �̂$, which is
denoted as � � �̂$ [18]. Otherwise, � (+, �) is non-
isomorphic to �̂$

′(+̂$, �̂$) and the violated obligation
regulatory rules �$ = {(`, a, g) ∈ �̂$, (`, a, B, A) ∉ �}
from the on-site image are identified.

3.2.3 Sequence-level reasoning for hazards identifica-
tion

Frame-level hazards identification results are subject to
misidentification due to environmental or occlusion rea-
sons, thus we dynamize the graph structure which repre-
sents the scene information to perform verification of cur-
rent frame’s identification results with the identification
results of historical frames as sequence-level reasoning.
For each node of the scene graph the set of identifica-
tion results of the previous : frames is saved as “window
states”, which is updated dynamically in the form of “first-
in-first-out”. The identification results of the current frame
is determined by the “window states”: for each “window

states” we identify the state with the majority as the final
identification results of the current frame according to the
“winner-takes-all” (WTA) principle (Figure 6). As an ex-
ample, Figure 6(c) visualizes the sequence-level reasoning
result of image sequence Figure 6(a).

4 Experiments and results
4.1 Regulatory rules

To demonstrate the validity of the proposed approach,
we selected five regulatory rules to perform the experi-
ments:

1. “Wear a hard hat.”
2. “Wear a dust mask when operating a grinder.”
3. “Wear a safety glasses when operating a grinder.”
4. “Always use two hands when operating a grinder.”
5. “Never operate a grinder near face.”

As demonstrated in Figure 7, a graph �̂
(
+̂ , �̂

)
is gen-

erated to represent all linguistic information of these five
regulatory rules.

4.1.1 Ddatasets

To create a training dataset for object detection, we col-
lected images of hard hats, dust masks, safety glasses,
and grinders from two sources: real-world images and
web-mined images . Real-world images were obtained us-
ing a SONY U5000 digital camera at six different places
(including construction sites, school campus, and exper-
imental rooms) under different environmental conditions
(e.g., level of illumination, visual range) and the obtained
images are all 1440 × 1080 in resolution. Web-mined im-
ages were retrieved by search engines using a web crawler.
The resolution of these collected web images ranges from
150×150 to 4896×3672. A total of 6029 images contain-
ing 12265 objects were collected and annotated as listed
in Table 1.
Furthermore, to address compliance with these five reg-

ulatory rules, a demo video on the operation of the grinder
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(a) (b) (c)

Figure 5. (b) �̂$
(
+̂$, �̂$

)
and (c) �̂%

(
+̂% , �̂%

)
are the obligation and prohibition regulatory rules subgraph

extracted from (a) regulatory rules graph �̂ (+̂ , �̂ , �̂).

Figure 6. Sequence-level reasoning for hazards identification

was captured as the testing dataset. The demo video con-
sists of 2745 frames and includes both normal and haz-
ardous operations (one-handed and near-face operations).

4.2 Implementation Details

We build the YOLOv4-CSP model using PyTorch and
initialize the model based on the pre-trained weights on
theMSCOCO2017 object detection dataset [19]. We train
the model for 100 epochs by stochastic gradient descent
(SGD), and throughout training we use a batch size of 8, a
momentum of 0.9 and a decay of 0.0005. The learning rate
is initialized to 14−2 and is decreasing following the cosine
function. All experiments are performed on a machine
with Intel Core i7-7820X (8 cores, 3.6GHz), 32GB DDR4

SDRAM RAM, NVIDIA GeForce GTX 1080 Ti GPU
(11GB of GDDR5X memory and 3584 CUDA cores).

4.3 Experimental results

The sequence-level hazards identification results are re-
ported in Figure 8, where the values of windows size : are
considered to be 1 (without windows states analysis), 10,
20. When using window states for time-series analysis,
sporadically misidentified frames can be well corrected.
As shown in Figure 8(b) and Figure 8(c), the proposed ap-
proach achieves significant improvements for hazardous
operation of grinder near face (95.47% → 96.28% →
96.36%), improper operation of grinder with single hand
(97.74% → 98.79% → 98.26%), and proper use of dust
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Table 1. Information of collected training dataset
Number of real-world image samples Number of web-mined image samples Total

Hard hat 3003 1322 4325
Dust mask 3099 186 3285

Safety glasses 2180 115 2305
Grinder 2005 355 2360
Overall 10287 1978 12265

Figure 7. The graph generated for regulatory infor-
mation representation.

masks (96.04%→ 97.94%→ 97.98%) and safety glasses
(84.24% → 85.74% → 85.78%) 1, which demonstrates
the effectiveness of the proposed approach for on-site oc-
cupational hazards identification.

5 Conclusion

This paper proposes a graph-based time series analysis
framework to dynamically integrate visual and linguis-
tic information for on-site occupational hazard identifi-
cation. Firstly, a vision-based scene information under-
standing approach is introduced to process on-site images
via a combination of deep learning-based object detection
and individual detection. Subsequently, a novel dynamic
graph structure to represent time-series information for in-
tegrated reasoning of hazards identification using window
states analysis. The experimental results demonstrate that
the proposed approach can effectively identify the hazards
of grinder operation and facilitate improved safety inspec-
tion and supervision. Further extensions of this work will
be investigated to improve the performance of visual infor-
mation representation by introducing monocular 3D entity
extraction.

1When operating the grinder near face, both dust masks and safety
glasses are not visible in the frame image due to occlusion, therefore
these frames are not included in the accuracy calculation for the proper
use of dust masks and safety glasses
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Abstract 

The purpose of this study is to compare the safety 

climate by project size and construction activity with 

different risk levels. Accidents tend to occur more 

frequently at smaller sites. As safety climate has been 

regarded as one important leading indicator 

preventing accidents, this study hypothesized that 

larger project tend to have higher level of safety 

climate. In addition, this study also hypothesized that 

labours working for the activities with high level of 

risk tend to have higher level of safety climate than 

those for the activities with low level of risk. The 

hypothesis is related to the theory of homeostasis that 

humans tend to behave riskier in a situation with low 

risk and behave less risky in a situation with high risk. 

This paper presents a research model testing these 

hypotheses. Literature review about the constructs 

included in the model and data collection plan are also 

presented. The test of these hypotheses will contribute 

to helping practitioners when they establish the plans 

to increasing the level of safety climate for various 

projects and activities, which will eventually 

contribute to better safety performance. 

 

Keywords – 

Safety climate, Construction safety; Project size; 

activities with different levels of risk 

1 Introduction 

The construction industry is one of the most 

hazardous industries. In the United States, 1,061 fatalities 

occurred in the industry in 2019 and the number of deaths 

has continued to rise since 2010 [1, 3]. For the 

comparison of accidents by industry sector, 19.9% of 

fatalities occurred in the construction industry in 2019, 

which is the highest percentage among all industries [1].  

In order to reduce accidents in the construction 

industry, many researchers have conducted various 

studies about construction safety. Among these studies, 

researchers recently have focused on the factors related 

to humans. Examples include studies investigating safety 

climate and safety behavior. Martínez-Córcoles et al. [34] 

investigated the effect of leadership on safety behavior. 

Wu et al. [50] found the main factors that appeared most 

frequently and had large impacts on safety climate 

through literature review. These factors include safety 

priority, safety supervisor, training and communication, 

safety involvement, and safety rule and procedure. The 

statistical analysis by using data collected by a 

questionnaire has been the typical research methodology 

for these topics.  

This study investigates the safety climate differences 

by project size and activity with different risk levels. For 

the studies investigating safety climate, while there have 

been a number of studies investigating the indicators 

measuring safety climate and factors affecting safety 

climate, the current body of knowledge lacks whether 

safety climate differs by project size and by activity with 

different risk levels. Some argued that small projects in 

terms of total project cost tend to have more accidents 

than large projects [35]. This study conjectured that 

safety climate is the main factor contributing to this 

tendency. In addition, when comparing the human’s 

behavior and circumstances, some studies argued that 

human behavior is the main direct cause of accidents [22]. 

If safety climate is the main factor contributing to the 

prevention of accidents, labors working for the activities 

with high level of risk should behave more carefully, 

which will lead to different level of safety climate. Thus, 

there should exists different level of safety climate by 

activities with different levels of risk.  

This study presents a research model with two 

hypotheses: 1) Larger projects tend to have higher level 

of safety climate and 2) Activities with high level of risk 

tend to have higher level of safety climate. The research 

model and constructs in the model are presented in this 

paper. In addition, this paper presents the survey 

development and data collection plan. The result of this 

study is expected to help practitioners in establishing 

more sophisticated plans to enhance safety climate for 

their construction projects, which will eventually 
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contribute to preventing accidents.  

2 Literature review 

This section presents the definition of safety climate 

and provides some studies investigating safety climate. 

Two hypotheses of this study are presented as well in this 

section.  

2.1 Safety climate 

Zohar [58] firstly proposed a safety climate as a 

workers’ shared perception regarding the safety aspects 

of their working environments. Based on Zohar's studies, 

Neal and Griffin [39] described safety climate as 

"individual perceptions of policies, procedures and 

practices related to workplace safety". González‐Romá 

[19] summarized that safety climate is a measure that 

reflects the employees' perceptions and attitudes toward 

safety within the organizational climate at a specific point 

in time. Guldenmund [21] defined safety climate as a 

summary concept representing the beliefs of employees 

about all safety issues. Glendon and Stanton [18] stated 

that safe climate includes the current position of the firm. 

Fang et al. [14] noted that safety climate is a ‘snapshot’ 

of safety culture. For some studies, safety culture and 

safety climate are not distinguished and are used 

interchangeably [6]. Since then, it has been described that 

safety climate reflects the state of safety at a specific 

point of time in an organization [5, 14, 19]. After all, 

safety climate is a common perception regarding safety 

shared by employees within an organization at a specific 

point in time.  

It also has been used as an indicator for organizational 

safety through various studies. Many researchers have 

found that safety climate contributes to reducing 

accidents. McCabe et al. [36] found that safe climate 

accounted for 20% of the variation in the injury rate. 

Many previous studies have confirmed the positive role 

of safety climate in improving the safety performance at 

construction sites [5, 30, 33, 42, 46]. 

 As humans’ unsafe behavior is one main cause of 

accidents, there have been many studies investigating the 

human factors for safety [26]. Studies about safety 

climate and safety culture are examples studying the 

human factors. Griffin and Neal [20] found that the safety 

climate influences employees’ safety motivation, thereby 

influencing the safety behavior. Many researchers have 

identified that key dimensions related to safety climate 

influence safety behavior [15, 31, 34, 38]. Jin et al. [26] 

found that the most research studies on safety climate and 

safety culture have been performed in the recent 10 years. 

The construction industry is large, complex, and 

involved in non-routine works compared to other 

industries [53]. In addition, stakeholders in the field are 

more diverse than other industries. Based on the literature 

review, Al-Bayati et al. [1] presented 12 indicators 

examining safety culture and safety climate and those 

indicators were classified into four stakeholders: upper 

management, safety personnel, frontline supervisors, and 

workers). The paper summarized the organizational 

responsibilities of each of the four stakeholders for safety 

performance and accident reduction. Chen and Jin [4] 

investigated the multi-level safety culture and safety 

climate to evaluate newly introduced safety programs. 

For the investigation, the hierarchy of the construction 

organization was classified into three (Top management, 

Middle management, and worker) and the framework for 

understanding the relationship among safety program, 

safety culture, and safety climate in each hierarchy was 

organized based on the literature review. Li et al. [29] 

studied safety climate dimensions and safety climate 

indicators by three perspectives (safety management and 

supervision, construction team workers, the safety 

environment). 

Table 1 summarizes the dimensions which 

presumably affect the safety climate. As shown in the 

table, there are various stakeholders being involved in the 

development of safety climate. Another thing to note is 

that researchers investigated those factors from the 

perspective of construction workers because they are the 

main victims of construction accidents [23].  

Table 1 Factors affecting safety climate 

Factor Reference 

Management 

commitment 
[6, 8, 10, 14, 31,38, 51, 56] 

Supervisors’ role [6, 8, 10, 14, 27, 38, 55, 56] 

Workers’ involvement 

in safety 
[12, 14, 31, 38, 51, 56] 

Workers’ perception of 

safety 
[6, 29, 31, 38, 51] 

Co-workers’ interaction [6, 8, 15, 29, 38] 

safety environment [14, 15, 29, 31, 38] 

2.2 Research Hypothesis 

This study proposes two research hypotheses. The 

theoretical background for the hypotheses is summarized 

below. 

2.2.1 Project scale and safety climate 

The project size is usually determined by project cost. 

In general, the amount of resources used for safety is 

influenced by project size. For example, in South Korea, 

the Occupational Safety and Health Act designated the 

number of safety managers by the size of construction 

project [41].  

In addition, cost for health, safety, and environment 

(HSE) is determined by multiplying the direct 
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construction cost and a standard rate determined by the 

Occupational Safety and Health Act of Korea. Japan also 

uses a standard rate offered by the government to 

determine the HSE cost from the direct cost [9, 41]. Thus, 

for a project with higher the direct construction cost is, 

more resources can be used for the safety and health 

management [9, 41].  

Differences in the amount of safety resources can 

affect the safety performance. Indeed, smaller 

organizations tend to perform worse in safety than larger 

organizations. Targoutzidis [47] argued that small 

organizations account for 67% of employment in all 

sectors but occupational accidents account for 82% of 

accidents in Europe. 

Based on the fact that the accidents at small 

organizations, which have relatively lower level of 

resources available for safety management than large 

organizations, account for 82% of all accidents, and the 

number of management personnel and management costs 

invested in safety management vary slightly depending 

on the size of the construction, it can be hypothesized that 

larger projects tend to have higher level of safety climate 

as the existing literature confirmed that safety climate 

and safety performance are positively associated [4, 30, 

33, 42, 46].  

 

Hypothesis 1. Larger projects tend to have higher 

level of safety climate. 

2.2.2 Risk level of work activity and safety climate 

As the degree of risk is different by type of work [28], 

frequency of potential loss-of-control events varies by 

work activity [44]. Lee et al. [28] showed that there is a 

quantitative difference in the risk according to the type of 

work. They argued that activities involved in roof, 

elevator, curtain wall, reinforced concrete, and steel are 

relatively high-risk activities, and finishing, wood, metal, 

tile, and brick are relatively low-risk activities. 

Ronzenfeld et al. [44] conducted the construction job 

safety analysis (CJSA) and found that frequency of 

potential loss-of-control events differs by work activity. 

Particularly, workers executing foundation and structural 

activities have more loss-of-control events than finishing 

work activities. Depending on the type of work activity, 

frequency that workers face the risk of accidents varies. 

Thus, safety managers should manage such activities 

more carefully by conducting special safety training, and 

preparing rules to prevent accidents. Such actions should 

raise the level of awareness of workers' safety. 

Among the theories related to risk perception, Gerald 

Wilde published the theory of risk homeostasis in 1982 

[49]. According to his theory, humans tend to behave 

riskier in a situation with low risk and behave less risky 

in a situation with high risk. Thus, this study assumed that 

the level of risk by type of work would affect the safety 

climate of workers. 

Based on the studies showing that the level of risk is 

different by type of work activities and the level of 

management efforts safety managers spend increased for 

the work activities with high level of risk, and the theory 

about the relationship between the level of risk and the 

behavior of workers, the following hypothesis can be 

established. 

 

Hypothesis 2. Activities with high level of risk tend 

to have higher level of safety climate.  

3 Research model 

To test the hypotheses of this study, it is necessary to 

quantify the safety climate by project size and activity 

type. To quantify the safety climate, the authors 

conducted a thorough literature review and identified 

seven factors presumably affecting the safety climate of 

workers. Error! Reference source not found. shows the 

research model. As shown in the figure, the model has 

seven factors. There are some features to discuss in the 

model. First, some factors such as management 

commitment, supervisor’s role, and two factors related to 

workers measure various issues such as safety procedure, 

communication, and attitude by different hierarchical 

perspective from top management (management 

commitment) to workers. As mentioned previously, a 

construction project is involved in diverse stakeholders. 

Thus, similar to other studies investigating safety climate 

[1, 4], this study considers the workers’ perceptions on 

hieratically different types of stakeholders influencing 

safety climate. Second, while the aforementioned factors 

are about certain perceptions within a stakeholder, two 

factors related to co-workers are about interaction among 

the frontline workers. The last factor, safety environment, 

is about the circumstances of a site in terms of safety. 

3.1 Management Commitment 

Management commitment is related to how top 

managers manage the organization with the safety issue 

as a priority. Zohar (1980) referred to management’s 

commitment as a central element of the safety climate.  

Mohamed [38] found that management commitment is a 

prerequisite for a positive safety climate. Alruqi et al. [60] 

argued that top manager’s assurance that safety is a 

priority in their organizations is critical for safety climate. 

In other words, management commitment is a dimension 

that explains how the top manager prioritizes safety-

related issues. Loosemore et al. [31] investigated six 

dimensions influencing safety climate. They include 

management commitment, communication, rules and 

procedure, supportive environment, personal 

accountability, and training. They found that 

management commitment shows the highest impact. 
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Figure 1. Research model 

 

Items used from previous studies for this factor 

include safety priority, communication, safety training, 

tool box meeting, policy, and attitude [31, 38, 60]. 

3.2 Supervisor’s role 

Zhang et al. [55] investigated the effect of 

supervisor's behavior on safety climate and safety 

behavior of workers. They confirmed that supervisor's 

behavior improved the safety climate and workers’ 

safety-related behavioral performance. Fang et al. [14] 

complied the structure of 10 safety climate dimensions 

including the supervisor’s role. The climate survey tool 

(CST) developed by the UK Health and Safety Executive 

has 71 measurement items to measure 10 safety climate 

factors and supervisor’s role is included in the factors. 

Zohar [59] explained that supervisors play a major role 

in implementing organizational safety policies and 

procedures. Alruqi et al. [60] described the supervisory 

safety response is about how accountable the front-line 

leaders are for carrying out an organization’s safety 

procedures. In other words, safety supervision can be 

explained as an index explaining the performance of 

safety-related tasks in the organization by the supervisor, 

who plays the most important role in safety practice. The 

questionnaire items measuring the supervisor's role on 

safety include rule and procedure, policy, communication, 

ability, and attitude [14, 55, 60]. 

3.3 Coworkers’ interaction within a same 

work activity 

Li et al. [29] explained that in order to improve the 

safety climate of workers, it is necessary to create a 

reliable safe work environment. Such an environment can 

be created if team members pay attention to each other 

about unsafe behaviour and safety violations. Many 

studies highlighted the importance of co-workers’ 

interaction for safety climate [14, 29]. Mohamed [38] 

mentioned co-workers as a component of a supportive 

environment. Fang et al. [14] explained that co-workers 

can interact with each other through their risk perceptions 

and mutual attitudes in an environment where they work 

together in the construction industry. To measure the 

interaction with co-workers, indicators include co-

workers' competence, safety attitude, communication, 

rules and procedures, risk-taking behaviour, safety policy, 

and cooperation [14, 29, 38]. 

3.4 Workers’ perception of safety 

Workers' perception of safety relates to workers' 

psychological state, safety attitudes on potentially 

hazardous situations, as it relates to workers' 

identification of safety concerns. Li et al. (2017) 

explained workers' self-perception of safety based on 

self-perception theory (SPT), observing their own or co-

workers' behavior and determining their own 

psychological state or attitude toward safety. Flin et al. 

(2000) explained that safety climate can be viewed as a 

superficial feature of safety culture identified by workers' 

perceptions and attitudes. Cox and Cheyne [11] 

explained that workers' awareness of organizational 

safety rules and procedures is a major factor influencing 

the level of safety. Items on workers' safety perception 

included work pressures, competence, attitudes, personal 

accountability, rules and procedures, management 

commitment [11, 29]. 

3.5 Workers’ involvement in safety 

Workers’ involvement is concerned with the efforts 

of workers to actively participate in safety to ensure their 

own safety. Workers’ involvement has also been 

described by several researchers as an important 

component of creating positive safety climate [38, 14, 29, 
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38, 60]. Reporting injuries and hazardous situations are 

examples of workers’ participations in safety [38]. Li et 

al. [29] described workers’ involvement as workers’ 

efforts to regulate their own safety, including self-

protection, participation in safety meetings and training, 

and adherence to safety procedures. Alruqi et al. [60] 

described workers’ involvement as the extent to which 

workers are encouraged by senior management to 

participate in the safety procedures and are asked to 

participate in the policy. Wu et al. [50] reported that 

workers’ safety involvement is one of the core 

dimensions appearing in safety climate studies. Workers’ 

involvement responds to the level of participation of 

workers in their own safety, and the item included rule 

and procedure, training, tool box meeting, 

communication, risk-taking behavior, and safety 

compliance [14, 29, 38, 60]. 

3.6 Safety environment 

The safety environment can be described as a factor 

related to the physical environment of a construction site, 

safety resources, and surrounding efforts to support the 

safety of workers, rather than a factor as one of the 

organizational hierarchies. Li et al. [29] defined the 

safety environment as environments involved in all 

construction activities and working conditions, including 

four indicators of personal protective equipment, 

workplace safety status, accidents record, and machine 

safety status, so that workers can complete their works 

safely. Niskanen [40] explained that the absence of 

adequate protective equipment and tools is one main 

cause an accident. Mohamed [38] explains that the 

supervisor's ability and safety performance are related to 

the supervisory environment. The items asking about the 

safety environment affecting worker safety included 

supportive environment, supervisory environment, 

physical working environment, and safety resources [38, 

29]. 

3.7 Coworkers’ interaction with different 

work activities 

Through literature review, it was found that co-

workers influence the safety of workers [14, 29]. There 

are various work activities at construction sites. Unlike 

other industries, construction sites have multiple 

activities working together on one project, so not only the 

same work activity group, but also other work activities 

(groups) can affect workers' safety. Depending on the 

type of job, type of safety equipment used are different, 

and the frequencies of loss-of-control events are different. 

So, the factor investigating the influence of safety climate 

on workers of other types of work are added. For the 

items to measure this, same elements to co-workers’ 

interaction within a same work activity are used but the 

subjects of questionnaire items are changed to “workers 

doing other activities”. 

4 Survey development and data collection  

To test two hypotheses, this study developed a survey. 

The survey consists of two sections. The first section 

collects information about the size of the project and the 

type of work activity. The second section consists of a 

total of 38 items related to seven constructs shown in 

Figure 1.  For the items linked to each construct, how 

construction workers perceive the items will be asked 

because workers are most directly exposed to accidents. 

The questionnaire plans to be distributed to 

construction workers and responses will be collected 

directly at construction sites. Factor analysis will be used 

to sort out some items and finalize the research model. 

As this study investigates the safety climate difference by 

project size and activity with different risk levels, data 

will be classified into two groups in terms of project size 

and activity type. In terms of the project size, US$12 

million will be used to divide large and small projects as 

the size of safety resource is legally different based on 

the value in South Korea [9, 41]. In terms of the activity 

type, structural, foundation, roof, temporary, excavation, 

and wall are classified as high-risk activities and 

finishing works such as tile, wallpaper, wood, metal, 

stone, windows and doors are classified as low-risk 

activities [28]. Structural equation modeling will be used 

to compare how safety climate differs by project size and 

activity with different levels of risk.  

5 Discussion and Conclusion 

There have been many studies in the construction 

industry investigating safety climate and influential 

factors for safety climate. Although many studies 

asserted that there exists a positive association between 

safety climate and safety performance, the current body 

of knowledge doesn’t have enough evidence on the 

different safety climate by project size and activity with 

different risk levels. Two hypotheses about these 

relationships in this study have some important 

implications. First, small projects tend to be more 

involved in accidents. This study tackles that one 

possible reason for this tendency is that larger projects 

can spend more resources for safety management thus 

have high level of safety climate which is known to have 

direct impacts on safety performance. Thus, if there can 

be more safety resources available for small projects, the 

frequency of accidents occurred in small projects can 

decrease. One issue here is that a higher percentage of 

cost or resources must be invested in safety, which can 

be quite challenging for small projects. By verifying the 

first research hypothesis, this study can contribute to 
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justifying a decision to spend more resources to cultivate 

safety culture for small projects. Indeed, some 

researchers argued that if comparing the cost expended to 

respond accidents and that used for prevention, 

responding cost is much greater than prevention cost [2, 

48].  Thus, it is possible that the amount of cost necessary 

to enhance safety climate can be smaller than the cost 

spent to respond after accidents occurred. Future studies 

are recommended on this comparison.  

Some might argue that safety climate is formed in the 

level of company or project [13, 14, 35, 43]. But, this 

study hypothesized that there can exist the safety climate 

difference by activity with different risk levels. For a 

construction project, there are various kinds of 

subcontractors being involved. The levels of risk on the 

activities they performed vary as well, which means that 

the level of safety climate for them can be different even 

though they work in same physical space. This safety 

climate difference by activity can have negative impacts 

on co-workers’ interaction to reduce accidents. After all, 

it is possible that activity can be more appropriate level 

for managing safety climate for a construction project, 

inferring that more sophisticated plan to develop safety 

climate is necessary. Overall, the results of this study can 

contribute to establishing a more strategic and effective 

plans when establishing new policies, education, and 

rules related to safety in the future, which will eventually 

contribute to reducing the accident rate in the 

construction industry. 
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Abstract  

This study proposes an experiment to find the 

most effective alarm sound for controlling alert 

fatigue. Alert fatigue is the phenomenon that an 

individual is constantly exposed to frequent alarms 

and becomes desensitized or loses his attention or 

focus on the alarm. One of the major causes of struck-

by accidents caused by construction equipment is the 

blind spot. Even though many research studies have 

developed the alarm system to manage the issue, 

frequent alarm from construction equipment is 

inevitable because construction equipment and 

workers on foot usually work in close range. Hence, 

the alarm sound that manages alert fatigue effectively 

can reduce the accident caused by the blind spot. This 

study proposes an experiment design using three 

different alarm sounds (complex tone, auditory icons, 

and self-own name) and three different physiological 

signals (electroencephalography, electrodermal 

activity, and event-related potential) to measure alert 

fatigue quantitatively to compare alert fatigue of each 

alarm sound. This paper suggests two research 

hypotheses: 1) different alarm sounds induce 

different levels of alert fatigue and 2) suggested 

physiological signals are suitable for measuring alert 

fatigue.  A future study testing these hypotheses can 

contribute to reducing the accidents related to blind 

spots, which will eventually contribute to better safety 

performance in the construction industry.  

 

Keywords – Alert fatigue, Physiological signal, EEG, 

EDA, Alarm sound, Construction equipment safety 

1 Introduction 

The construction industry has been known as one of 

the most hazardous industries. In the U.S., accidents 

related to equipment are the leading cause of work-

related injuries and fatalities in the construction industry 

[1, 2]. Similarly, statistics and many reports have 

suggested that the struck-by accident between 

construction equipment and workers on foot is one major 

cause of the work-related accident in the construction 

industry [3, 4]. Teizer et al. (2010) suggested that loss of 

focus and blind spot are two common hazardous factors 

in construction equipment. Hence, they recommended to 

study an alarm system helping equipment operators to 

recognize possible threats from blind spots promptly [5]. 

But due to the dynamic circumstances of the construction 

site,  mobile construction equipment and workers on foot 

frequently work closely at construction sites, which leads 

to repetitive, frequent, and loud alarm sounds [1, 5]. 

The authors of this study assumed that managing alert 

fatigue can contribute to reducing the accidents caused 

by blind spots. Alert fatigue is the phenomenon of 

reduced alertness towards the alarm sounds, due to 

exposure to frequent alarms [6, 7]. As aforementioned,  

equipment operators’ constant exposure to the frequent 

alarm is inevitable [1, 5]. Such frequent alarms can lead 

to alert fatigue. Some studies investigated the alarm 

system of construction equipment [1, 5, 8]. Teizer et al. 

(2010) suggested the pro-active real-time proximity 

alarm system using radio frequency remote sensing 

technology. The system can provide information related 

to the safety to the equipment operator and workers on 

foot but cannot manage alert fatigue [5]. Wang and 

Razavi (2016) used two 4-dimensional models to reduce 

the rate of false alarms of the recent alarm system. After 

developing such models, they conducted the simulation 

and field test to verify the validity of the model [8]. 

However, even though the reduced false alarm can relate 

to lowering the rate of alarm, frequent alarm is inevitable. 

Therefore, the development of the method of managing 

alert fatigue can help the current alarm system to be more 

effective for reducing the accidents caused by 

construction equipment.  

This paper presents two hypotheses: 1) alert fatigue is 

different by an alarm sound and 2) physiological signals 

(i.e., electroencephalography (EEG), electrodermal 

activity (EDA), and event-related potential (ERP)) can be 

useful for measuring alert fatigue.  

The main research objective of this study is to 

develop an experiment design to measure alert fatigue for 

three different alarm sounds.  Alert fatigue will be 
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measured by the physiological signals and behavioral 

data. Three alarm sounds include a complex tone (which 

represents the conventional auditory warning), auditory 

icon, and self-own name (SON). EEG, EDA, and ERP 

are the physiological signal included in this experiment 

design. In addition, behavioral data will be collected by 

measuring the reaction time of the subject to the alarm 

sound. 

By measuring alert fatigue of each alarm sound, it is 

expected that the result of the experiment can suggest the 

most effective alarm sound to control alert fatigue. Such 

a result can contribute to reducing the equipment 

accidents caused by blind spots, which will lead to better 

safety performance in the construction industry.  

This paper consists of four sections. After the 

Introduction section, the second section presents the 

literature review. Definition of alert fatigue and related 

research studies are presented in this section. Also, the 

description of the alarm sounds included in the 

experiment is presented. The third section is about the 

methodology of the experiment. In addition to how the 

alarm sound was designed in the experiment, the 

description of the physiological signals used in the 

experiment and the suggested experiment design are 

presented. The final section presents the expected finding 

and the discussion of the experiment suggested in this 

study. 

2 Literature Review 

The literature review section consists of three sub-

sections. In the first sub-section, the definition and 

studies related to alert fatigue are presented. The 

following sub-section provides three different alarm 

sounds used in this study. In the final sub-section, the 

research hypotheses and objective are presented. 

2.1 Alert Fatigue 

Blackmon and Gramopadhye (1995) discussed 

decrement of vigilance in the construction industry.  

Vigilance means the ability to stay focused on a specific 

stimulus over a long time. Vigilance decrement is human 

nature that an individual cannot sustain the attention to 

the specific stimulus for a long period of time due to the 

intense stimuli or monotonous stimuli. To avoid such an 

effect, Blackmon and Gramopadyhe (1995) suggested 

installing the positive feedback device, so that workers 

around the backing mobile equipment can sustain their 

attention by keeping refreshing their attention on the 

equipment [6]. 

Alert fatigue is closely related to vigilance decrement 

but there are some differences. The exact definition of 

alert fatigue is not agreed upon by researchers yet. 

Edworthy (2012) defined alert fatigue as the 

phenomenon that occurs due to false alarms, and the 

tendency of people to adjust their attention and response 

rate to the alarm by the accuracy of the alarm [9].  The 

everyday safety tailgate talks of the Cornell university 

defined safety alarm fatigue as the phenomenon that 

occurs when an individual or group is constantly exposed 

to alarms long period of time and becomes desensitized 

to the alarm [7]. Cash (2009) claimed that alert fatigue is 

the user-desensitization occurred due to the increasing 

number of the alert [10]. In this study, alert fatigue is 

defined as the phenomenon of an individual or group 

constantly exposed to the frequent alarm and becomes 

desensitized or loses the attention or focus towards the 

alarm. When comparing vigilance decrement and alert 

fatigue, while vigilance decrement deals with various 

kinds of stimulus, alert fatigue is only related to alarm 

sound.  

There have been several studies investigating 

vigilance decrement and quantitatively measuring the 

phenomenon. For measuring vigilance quantitatively, 

researchers used behavioral data such as reaction time or 

error rate. The others used physiological signals such as 

EEG, EDA, and PPG. For example, Jung et al. (1997) 

measured alertness to the auditory targets during the 

visual task. They used EEG, reaction time, and error rate 

to measure alertness, which indicates vigilance [11]. 

Trutschel et al. (2011) used the PERCLOS (Percentage 

of Eye Closure) to measure alertness of drivers [12].  

Compared to vigilance decrement, there have been a 

relatively small number of studies about alert fatigue. 

Furthermore, there has been no research study about 

measuring alert fatigue quantitatively. Even though 

Edworthy (2012) suggested the alarm sound design 

principle for avoiding alert fatigue, there is no study 

comparing the alarm sound to prove that alert fatigue 

differs for each different alarm sound [9].  

2.2 Alarm Sounds  

As mentioned above, this study uses three different 

alarm sounds to measure and compare the effect of alert 

fatigue. The alarm sounds being tested in this study are 

complex tone, auditory icon, and SON.  

The complex tone is a sound that consists of multiple 

sinusoidal components of different frequencies [13]. In 

this study, the complex tone is used for replacing the 

conventional auditory warning sounds. Belz et al. (1999) 

used the complex tone as the representative of the 

conventional auditory warning sounds [14].  

The auditory icons, which was suggested by Gaver 

(1988), are the types of sound that occur in a threat or 

hazard situation [15]. Auditory icons are well-known for 

its learnability and recognition performance [16, 17]. The 

learnability of an alarm sound means how easily the 

listener understands the urgency or the detail of the threat. 

Several studies suggested that auditory icons perform 

better than the conventional warning system in terms of 
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learnability and recognition performance. Edworthy 

(2011) suggested that the learnability of auditory icons is 

better than abstract sound and tonal alarm, and inferior to 

the speech alarm, as the speech does not require learning 

process to understand [18]. Cabral and Remjin (2019) 

suggested the principle of designing auditory icons. They 

classified the auditory icons into three groups, which are 

symbolic, iconic, and metaphorical. A symbolic auditory 

icon is a sound that is generally accepted as the symbol 

of the event or the threat that does not emulate the sound 

of the real world. For example, if anyone listens to the 

siren on the road, the listener will immediately recognize 

that an ambulance is near. In this case, the siren is the 

symbolic auditory icon of the ambulance. An iconic 

auditory icon is a sound related to the physical 

characteristic of an event. For example, the sound of tire 

skidding can be used as the alarm sound to alert the driver 

for the impending crash. A metaphorical auditory icon is 

a sound in between the iconic and symbolic auditory icon. 

The sound does not completely emulate the physical 

aspect of an event but also, it is not a completely random 

sound. Research suggests that the iconic auditory icon 

alarms better than the symbolic or the metaphorical 

auditory icon as the iconic auditory icon did not require 

the learning process to understand the meaning of the 

alarm [17]. As previous research studies suggested that 

auditory icons perform better than the conventional tonal 

alarm, this study uses auditory icons as one of the new 

alarm sounds to control alert fatigue. 

SON is the sound of a subject’s own voice calling his 

or her own name. SON is one of the self-related stimuli. 

Self-related stimuli are external stimuli that have a 

relation with the subject [19]. (e.g., subject’s own face, 

name) Conde et al. (2015) suggested that self-related 

stimuli induce greater attention than non-self-related 

stimuli even if the stimuli are task-irrelevant. They tried 

to explain how such self-related stimuli work. As the self-

related stimuli contain more emotional and personal 

information, therefore the subject will attract more to the 

self-related stimuli than the non-self-related stimuli. 

Therefore, greater attention was induced [20]. Also, 

Tateuchi et al. (2012) reported that as the process of 

responding to self-own name is based on long-term 

memory (their name) and neural response, time to realize 

the threat is shorter than the process of understanding 

conventional alarm which is based on short-term memory 

and consisted of multiple steps [21]. As SON can induce 

more attention than other non-self-related stimuli and the 

cognitive process is shorter than the other alarm sound, 

SON is tested to control the alert fatigue in this study.  

2.3 Research Objective and Hypotheses 

The objective of this study is to design an experiment 

to test different types of alarm sounds to control alert 

fatigue. For this, it is important to determine the method 

of measuring alert fatigue.  

As mentioned previously, many research studies 

measured vigilance decrement and alertness using the 

physiological signals [11, 12, 22-24]. But there has been 

no research measuring alert fatigue using the 

physiological signals. This research suggests a 

hypothesis that the physiological signals used to measure 

vigilance decrement can measure alert fatigue, as two 

concepts are closely related.  

Also, as Edworthy (2011) noted, urgency of an alarm 

can be affected by the acoustic characteristics of the 

alarm sound [18]. Therefore, this study suggests a 

hypothesis that alert fatigue differs by alarm sound type.  

Figure 1. Research model 

Figure 1 presents the research flow of this study. The 

dashed box in Figure 1 indicates the scope of the 

experiment suggested in this study, which is investigating 

the relationship between alarm sound and alert fatigue. 

As aforementioned, due to the circumstances of the 

construction site, workers on foot and construction 

equipment frequently work in close range [1, 5]. Also, 

one of the major obstacles that construction equipment 

operators facing is the blind spot of the equipment [5]. 

Therefore, alarm systems warning the operator to prevent 

accidents have been widely developed. Due to the close 

working range and the highly developed alarm, the 

frequent alarm is inevitable. If the operator exposes to 

alarms frequently, then alert fatigue can occur. Alert 

fatigue will result in lower alertness towards the alarm, 

which leads to a longer reaction time. As the alarm 

system of the construction equipment helps operators to 

prevent accidents by providing the auditory stimuli that 

contain the information of the impending accident, lower 

alertness and longer reaction time can increase the 

likelihood of the construction equipment-related 

accidents. 

3 Methodology 

This section presents how alertness will be measured 

via a simulated-laboratory experiment. To measure the 

effect of the alarm sounds on alertness of the construction 

equipment operators, this study suggests an experiment 
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design that simulates the equipment operator’s action. 

For three alarm sounds, three physiological signals will 

be used in the experiment to measure alertness. Also, to 

give the subject a specific circumstance (i.e., driving the 

equipment or the vehicle), the subject of this experiment 

will play the driving simulation during the experiment. 

By conduct the experiment, three physiological data sets, 

and one behavioral data set are obtained. Through the 

data process and analysis, the result can indicate which 

alarm sound is more effective against alert fatigue. 

This section comprises four sub-sections. In the first 

sub-section, details of the alarm sounds were discussed. 

The second sub-section is about the physiological signals 

used to measure alert fatigue. In the third sub-section, the 

preliminary experiment design is presented. Finally, in 

the last sub-section, a data analysis plan that can be used 

in the future study is demonstrated. 

3.1 Alarm Sounds Design 

3.1.1 Complex Tone 

To comparing the effect of alert fatigue for different 

types of alarm sounds, a reference sound is needed. This 

study uses the complex tone as the reference for the 

comparison. Belz et al. (1999) used the complex tone as 

the substitute for the conventional auditory warning 

sound. In the paper, the authors used the complex tone 

that consisted of 500, 1000, 2000, and 3000Hz. [14]. This 

study uses the same complex tone, and the length of the 

sound varied to match the length of the SON and the 

auditory icon. 

3.1.2 Auditory Icon 

Auditory icons should contain information about the 

imminent threats or danger. This means that the sound of 

auditory icons should have a relation to the danger it 

indicates [18]. Gaver (1988) defined an auditory icon as 

the natural sound that represents threats or object of the 

alarm. In case that those do not make any sounds, the 

author suggested using sound effects[15, 16]. 

In the experiment, the sound of tire skidding will be 

used as the auditory icon. This sound will alert the 

subjects and induce them to react. As the subject of the 

experiment plays the driving simulation, the subject 

reacts to the tire skidding sound with the action of 

pressing the brake. The reaction will be ordered and 

trained before the test, therefore, auditory icons (tire 

skidding sound) can successfully lead the subject to react. 

Such a reaction is the simplified simulation of the action 

of the operator. 

3.1.3 Self-Own Name 

SON sound is recorded beforehand. Each subject will 

be asked to visit the lab before the experiment and record 

the sound of calling their names. During the record 

session, 20 SON sounds will be recorded. The 

researchers will investigate each recording session and 

select the most appropriate sound which satisfies 

adequate length and clear sound with no noise or clipping 

sound. After selecting the appropriate SON sound, each 

sound is processed to match its volume and length to 

other alarm sounds.  

3.2 Physiological Signals 

As aforementioned, the physiological signals will be 

used to measure alert fatigue of three types of alarm 

sounds tested in this study. As the effect of alert fatigue 

is decrement of alertness or decrement of attention 

towards the alarm, this study will measure the alertness 

level of the subject to measure alert fatigue. If alertness 

of the subject decreases, it will be considered as alert 

fatigue. The description of the physiological signals used 

in this study is presented below.  

3.2.1 EEG 

EEG is the electrical signal collected from the scalp 

of the subject. Such a signal is generated by activation of 

the neurons in the brain [25]. EEG is a widely used signal 

to investigate activation of the brain [25-27]. EEG signal 

comprises delta (0.5~4Hz), theta (4~8Hz), alpha 

(8~13Hz), beta (13~30Hz), and gamma (>30Hz) in 

frequency domain perspective. Each frequency domain 

represents different types of brain activity or state of a 

human body. For example, the delta domain represents 

the deep sleep state [28].  

The experiment will use the alpha and beta frequency 

domains to measure alertness. The alpha frequency 

domain has been used to measure alertness of the subject 

[29-31] as it is related to a relaxed state [32]. Therefore, 

the decreased alpha value means increasing alertness.  

Alertness can also be defined as the state of general 

wakefulness [29]. Previous research has been proved that 

the beta frequency domain represents wakefulness [25]. 

Also, there are research studies that used the beta 

frequency domain to measure alertness [30, 31]. 

Therefore, in addition to the alpha frequency, this study 

will use the beta frequency domain to measure alertness.  

To eliminate the possible inter-individual difference 

of the absolute power of EEG due to the difference of the 

conduction of the skull and scalp, this study suggests 

using relative alpha and relative beta data for measuring 

alertness [33]. Relative EEG data is obtained by dividing 

the alpha and beta power with the power of the overall 

frequency band. 

The raw EEG signal will be processed with the 

bandpass filter and ICA (Independent Component 

Analysis) method to eliminate the intrinsic and extrinsic 

artifacts [28, 34]. 

The extrinsic artifacts are occurred due to the noise 

from the outside of the body. For example, an electric 
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device near the EEG device or the electric node popping 

noise is classified as extrinsic artifacts. The extrinsic 

artifacts are eliminated via a bandpass filter as the 

frequency range of such artifacts is different from the 

EEG signal [25]. 

The intrinsic artifacts are the noise from the inside of 

the body [26]. For example, the EEG device can detect 

the electrical signal that occurs by the heartbeat. Also, as 

the EEG device is located at the head of the subject, 

movement of the eyeball can induce the noise. The 

bandpass filter cannot eliminate the intrinsic artifacts as 

the frequency range of the intrinsic artifacts is similar to 

the range of EEG signals. Therefore, the ICA method is 

used to eliminate the intrinsic artifacts [26, 28]. The ICA 

method is a data processing method assuming that raw 

EEG data can be decomposed to the independent 

components. Each component is analyzed and classified 

as artifacts or EEG signals. The artifact component is 

eliminated, and the EEG signal component remains [28]. 

The EEGlab software will be used to process raw 

EEG data. The EEGlab is the open-source program 

developed by the Swartz center for computational 

neuroscience at the University of San Diego [35]. 

After the data processing, the PSD (Power Spectral 

Density) value of each frequency range can be obtained. 

By dividing the alpha and beta PSD values with the PSD 

value of the overall frequency range, the relative alpha 

and beta value can be calculated.  

When comparing the absolute values of the relative 

alpha and beta values before and after the alarm, if the 

value decreases, it means alert fatigue is detected [29]. 

The wireless EEG measuring device, EPOC+ 

(EMOTIV, USA), will be used to collect EEG data. This 

device has been widely used for collecting EEG data in 

previous studies [25-28]. 

3.2.2 EDA 

EDA is the skin conductance signal obtained from the 

skin surface by placing two electric nodes and passing the 

small electrical current [36]. The sweating is controlled 

by the ANS (Autonomic Nervous System), especially, 

SNS (Sympathetic Nervous System). Under the 

controlled conditions, sweating is only activated by 

activation of SNS. Activation of SNS means the body is 

stimulated [28]. As mentioned previously, alertness 

means wakefulness of the body. Therefore, an increase of 

the EDA value can be considered as the alert of a subject 

[37, 38]. 

Similar to EEG, raw EDA data should be processed 

due to the artifacts [36]. The high pass filter and the 

moving average filter will be used to eliminate the 

artifacts in raw EDA data. The high pass filter will 

smooth the EDA signal and the moving average filter will 

remove the artifacts within the signal [39, 40].  

EDA can be decomposed into two components, tonic 

components (Electrodermal level, EDL) and phasic 

components (Electrodermal response, EDR). The EDL 

represents the change of EDA in the long duration. The 

EDR represents the change of EDA in the short duration 

and response toward the stimuli [36]. Therefore, as this 

study will use EDA data to measure alertness that occurs 

due to the alarm, which is the auditory stimuli, the EDR 

will be used to measure alertness of the subject.  

To decompose processed EDA data, the convex 

optimization based EDA model (cvxEDA method), 

sparsEDA, and the continuous decomposition analysis 

(CDA) will be used [39-43]. 

After the decomposition stage, EDR data will be 

obtained. The alertness can be measured by comparing 

the EDR values before the alarm. If the difference in the 

EDR values decreases with time, it means alert fatigue is 

detected with the EDR.  

The Empatica E4 wristband, which has been widely 

used to measure EDA data, will be used for collecting 

EDA data [28, 40].  

3.2.3 ERP 

ERP is the time-locked electric potential for an event. 

ERP means the synchronous activity of a large 

population of neurons that occurs due to an external or 

internal event [44]. P300-ERP, which means positive 

potential evoked after the 300ms from the event, is 

related to the external stimulus. Research reveals that 

P300-ERP is related to the auditory stimulus [45]. 

Therefore, this study will use P300-ERP data to measure 

alertness of the subject. 

As ERP data can be derived from EEG data, 

processed EEG data will be used to obtain ERP data. The 

occipital region of the 10-20 system (i.e., O1 and O2) is 

known to use to measure P300-ERP [46].  

If the magnitude of P300-ERP decreases with time, it 

means alert fatigue is detected. 

3.3 Preliminary Experiment Design 

3.3.1 Experiment design 

The main purpose of the experiment is to simulate the 

equipment operator’s action in the laboratory. Through 

the experiment in the laboratory, alert fatigue difference 

by three different types of alarm sounds will be tested by 

using physiological signals such as EEG, EDA, and ERP.  

Figure 2 demonstrates the experiment design. The red 

objects indicate the physiological signal measuring 

devices. The red arc on the subject’s head is the EEG 

device (i.e., Emotiv EPOC+). The red line on the wrist of 

a subject is the EDA device (i.e., Empatica E4). Orange 

objects indicate the auditory stimulus-related devices. 

The orange box behind the subject is the speaker that 

plays the alarm (i.e., the auditory stimulus). The orange 

rectangle under the table is the pedal used for measuring 
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the reaction time to the auditory stimulus. Blue objects 

indicate the visual stimulus-related devices. The blue 

rectangle on the table is the keyboard, which is the input 

device for the non-target reaction. The vertical rectangle 

in the figure is the monitor providing the visual stimulus.   

Figure 2. Experiment Diagram 

 During the experiment, the subject will be exposed 

to two different stimuli. The first stimulus is the visual 

stimulus, which is the simple driving simulation. The 

subject will control the game with the directional key on 

the keyboard. As the objective of this experiment is to 

measure alertness of the alarm sound, the visual stimulus 

is the non-target stimulus. Playing the game with the 

keyboard is the non-target reaction. This non-target 

stimulus and non-target reaction are designed to give the 

subject a specific circumstance, which is driving the 

equipment or the vehicle. Also, a method of reacting to 

the target stimulus while focusing on the non-target 

stimulus is the oddball paradigm, and such a paradigm is 

widely used to measure alertness to the target stimulus 

[21, 47].  The second stimulus is the auditory stimulus, 

which is the alarm sound provided with the speaker while 

the subject playing the game. Subjects will be instructed 

in advance to press the button located under the desk with 

their foot right after detecting the alarm sound. The 

auditory stimulus is the target stimulus and pressing the 

button with the foot is the target reaction. Visual and 

auditory stimuli, and target and non-target reactions are 

the simplified simulations of the action of the operator of 

the construction equipment. Hence, through this 

experiment, alert fatigue of the operator of the 

construction equipment can be measured indirectly. The 

subjects’ reaction time to push the pedal after they are 

stimulated by an alarm sound will be measured to collect 

behavioral data.  

3.4 Data Analysis Plan 

After collecting processed physiological data, 

whether or not each physiological data can successfully 

measure alert fatigue will be tested by comparing those 

data to behavioral data, the reaction time.  

Figure 3. show the expected data analysis process. 

For every alarm that goes off during the experiment, 

physiological signals measured before and after the 

auditory stimulus will be calculated. By comparing those 

values, alert fatigue can be measured. In addition, by 

comparing each of the physiological data results to the 

behavioral data results, feasibility of measuring alert 

fatigue by different types of physiological signals will be 

tested. From these comparisons, different effects of alert 

fatigue by three different alarm sounds will be evaluated. 

 Figure 3. Expected Data Analysis Diagram 

4 Expected Findings and Discussion 

4.1 Expected Findings 

By conducting the experiment, alert fatigue of each 

different alarm sound can be measured. The effects of 

SON and auditory icons in terms of learnability or 

recognition performance have been tested by previous 

research studies [19,20,23]. Even though learnability and 

recognition performance are different dimensions from 

alert fatigue, based on the previous research studies, it 

can be conjected that alert fatigue occurs from auditory 

icon and SON is lower than alert fatigue occurs due to the 

conventional auditory alarm or the complex tone. 

In addition, the physiological signals suggested in this 

study are supported by previous studies that such signals 

can measure vigilance and alertness successfully [30,33-

35,46]. Hence by comparing each physiological data to 

behavioral data, the authors expect to validate that 

various physiological data can successfully measure alert 

fatigue. 

4.2 Discussion 

4.2.1 Expected Contribution 

The expected result of the experiment designed in this 

study will suggest the most effective alarm sound to 

control alert fatigue. Knowing such an alarm sound can 

contribute to improving the performance of alarm 

systems by providing the method to reduce alert fatigue. 

This improvement will eventually contribute to reducing 
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accidents caused by the blind spot.  

Another contribution of the experiment is to test 

feasibility of measuring alert fatigue by physiological 

signals. This result can contribute to the current body of 

knowledge as no research measures alert fatigue with the 

physiological signals.  

4.2.2 Limitation and Future Study 

As the main objective of this paper is to design an 

experiment that can find the most effective alarm sound 

against alert fatigue of the operator of the construction 

equipment, the experiment suggested in this paper tries 

to simulate the action of the operator. However, the 

experiment cannot reproduce the circumstance of the 

operator perfectly. If future study using the experiment 

successfully investigates alert fatigue, the experiment can 

be tested on real construction equipment operators with 

different alarm sounds installed in their equipment. By 

doing so, the most effective alarm sound for controlling 

alert fatigue can be verified in a real situation. Such a 

result can leads to a more sophisticated alarm system 

design.  
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Abstract -
Zoom camera is essential for detecting objects from the

top-view. The deep learning detection algorithm can fail to
handle scale invariance, especially for detectors whose in-
put size is changed in an extremely wide range. The adap-
tive zoom feature can enhance the quality of the deep learn-
ing worker detection. In this paper, we introduce an auto-
matic zoom control approach and demonstrate its efficacy in
real-world top-view object detection. To avoid further data
gathering and extensive re-training, the zoom adaptability
method of the load-view crane camera is able to support the
deep learning algorithm, specifically in the high scale variant
problem. The finite state machine is employed for control
strategies to adapt the zoom level to cope not only with in-
consistent detection but also abrupt camera movement dur-
ing lifting operation. As the result, the detector is able to
detect a small size object by smooth continuous zoom control
without additional training.

Keywords -
Construction safety, Worker detection, Safety monitoring,

Visibility assistance, Adaptive zoom control, Automatic zoom
adjustment, Zoom tracking

1 Introduction
On the construction site, there are a great number of ac-

cidents caused by visibility. The vision-based autonomous
technology can help workers and remove the human factor
to reduce injury and fatality. In autonomous construction
tasks, object detection is one of the main components in
the perception pipeline. It provides the baseline to allow
the robot or machine to further extract semantic informa-
tion at a higher level such as worker safety monitoring [12]
and crane lifting assistance system [4].
The primary problem with top view detection is scale

variation. Despite less occlusion compared to the frontal
view, the viewpoint of the object is changed and the tar-
get size becomes very small which make it more difficult
for detectors to recognize, also for the human because of
the small size and less information—only a head and a
shoulder of a person can be seen from the top view. Fur-
thermore, the size can be changed in different altitudes.
Although there are many deep learning object detection
studies, the research in detecting objects from top view
or aerial images remains limited, particularly in the con-
struction domain. The applications using top view images
include surveillance, traffic, inspection, and construction.
The image sensor can be installed on Unmanned Aerial

Zoom camera

Worker

Figure 1. Crane load-view camera where red arrow
points to, mounting on pendulum bracket.

Vehicle (UAV), buildings, or large machines such as a mo-
bile crane. To address the problem, there is great effort to
augment training small object size dataset for training to
yield better accuracy of the data-driven methods [5].
Another possibility to tackle the scale variant issue in

object detection is using adaptive zoom. Zoom camera
is widely used in many applications such as construction
site or surveillance. The zoom feature is used to retain the
image quality in a wide field of view or provide a close-up
view for better recognition. For example, the zoom cam-
era can enhance the load view for the crane operator to
observe the safety proximity surrounding the load during
the lift operation. The surveillance zoom camera can track
the movement of suspects and zoom in to their faces for
accurate facial recognition [3]. Nevertheless, it is crucial
to control the zoom level automatically because it requires
stable zoom control to hold each zoom constraint. In gen-
eral, it is challenging to adjust the zoom level smoothly,
given the noisy sensor data. Moreover, zoom control has
rarely been studied directly. The research is mainly fo-
cused on adaptive zoom conditions rather than how to
implement an effective zoom control. In other words, the
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Figure 2. Dataflow of the adaptive zoom control architecture.

previous studies[6, 15] do not provide evidence on how to
conduct the zoom control to reach the desired zoom level,
but only zoom constraints. For instance, the authors in [6]
merely mentioned that the camera is zoomed to hold a
defined pixel range. However, there are many factors that
should be considered such as inconsistent detection, zoom
speed, which can cause zoom oscillation.

In the construction domain, Azar [1] improves con-
struction equipment detection for an automated monitor-
ing system for productivity. The construction equipment is
detected via AprilTag [11]—a visual marker. The author
proposed an automated zoom control algorithm in order
to have reliable detection. The active zoom control main-
tains the minimum tag pixel resolution [2]. The zoom
function of the crane load-view camera is essential for the
crane operator. Vierling et al. [15] propose an automatic
zoom load-view camera based on the working zone and
load occlusion. The authors trained four CNNs with the
load-view images as input. Each CNN corresponds to
one zoom level. At the end, the arbiter picks the optimal
zoom level which provides less occlusion and is suitable
for the operator. Li et al. [6] increase the precision in
tracking tower crane hook during hoisting to avoid blind-
lifting. To capture the hook movement, the author used
the pan–tilt–zoom (PTZ) surveillance camera to detect the
hoist cable instead. The adaptive zoom is used to maintain
the hook size on the monitor display.

Zoom camera is one of the essential stages in the object
detection pipeline. Nonetheless, no study to date has ex-
amined the zoom mechanism on a mobile crane for object
detection. To fill this literature gap, this paper identifies
the adaptive zoom control method to maintain the quality
of the worker detection from a load-view crane camera.
The goal is to avoid data gathering and re-training deep
learning algorithms. Second, the adaptive zoom gives a
significant advantage for the crane operators as they have

to simultaneously work on many tasks during the lifting.
The proof of the adaptive zoom control is verified by using
AprilTag detector. To our knowledge, no prior studies have
examined zoom function on the mobile crane to improve
worker detection for safety monitoring.

2 Proposed Approach
In this work, we propose an adaptive zoom control

method to eliminate the re-training and data augmenta-
tion process in object detection using deep learning algo-
rithm, and meanwhile increase the situational awareness
of a crane operator.
The data-driven method mandates a large amount of

training data to reach high accuracy. Detecting objects
from a load-view crane camera is challenging especially
in the construction area. The object appears in wide-
ranging size and appearance. During lifting, the distance
between the load-view camera and the ground is dynam-
ically changing because the boom arm can be lowered
or extended. Hence, the detected objects appear differ-
ently—small, medium or large1 [9]. Additionally, the
background is full of features that can be easily misclassi-
fied as a worker. On the other hand, recording data from
the crane for training data-driven detector is expensive
and effort demanding such as crane rental, (un)mounting
sensor on the huge machine, and data annotation.
The image sensor in this work is aMotecMC5200 crane

motor zoom camera mounted at the boom tip of the mobile
crane with a pendulum bracket, see Fig. 1. The video
output is analog which contains an interlaced display. It
results a partially interlaced image after digitalization. The
camera can do basic controller function by sending the
output control command, Zoom in ($I8) and Zoom out

1small (BBox< 32 × 32 px), medium (32 × 32 px < BBox< 96 × 96
px) and large(BBox> 96 × 96 px). BBox stands for bounding box.
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Figure 3. The sketches illustrate two scenarios of the proposed FSM, target size preservation (left) and target
area preservation (right). '+ is the outer region filled with a dot pattern. '− is the inner region filled with an
upward diagonal. '2 is the center region. 'C is the overall detected region which is shown in translucent. On the
left figure, the green translucent region 'C identifies the satisfied constraints of size including the borders which
show in black. On the other hand, the right figure depicts the violated case of both size and region which are
identified by the red translucent rectangle and red border. 38 is a bounding box diagonal of target G8 in pixel.

($I>) which make the objects inside the image becomes
larger and smaller, respectively.

2.1 System Architecture

In our system modules, there are two main components,
namely perception, and control. First, the perception part
is an object detector. In a real-world application, a worker
detection using deep learning approach, whereas April-
Tag detector, which is adopted from [11] used to evaluate
our proposed zoom control method. Second, the control
regulates the zoom level to satisfy the defined constraints.
We applied a finite state machine (FSM) for control strate-
gies to generate$I8 and$I> pulse command as the output
from our ZoomController by incrementally increase or de-
crease, respectively. The detail of the control logic will
be further discussed in Sec. 3. The system data flow is
shown in Fig. 2. The load-view crane camera feeds image
frames to the detector. The detector processes the image
and subsequently passes the recognized bounding boxes
(BBoxes) to ZoomController. Finally, the controller gen-
erates the zoom command based on the observation back
to the camera to adjust the zoom level.

2.2 Detectors

AprilTag Detector: The incoming sensor data, like the
worker detector, can be inconsistent. It can cause difficulty
to assess the zoom control logic. To decouple the control

part from the perception, we then verify our control using
AprilTag. The AprilTag detector is used as a reference of
sensor data. This fiducial marker detector provides rela-
tively more reliable and consistent sensor data. In other
words, using the visual fiducial marker creates more mea-
surable and controllable experiments[11]. Additionally,
the output from both detectors, which is BBoxes, is com-
parable.

Worker Detector: In the real application, we adopted the
load-view worker detector based on RetinaNet from [12].
The network of the detector is fine-tuned with the crane
camera images. The data is collected from both simulation
platform [13, 14] and the real construction environment.
RetinaNet [8], a single-stage detector, introduced the fo-
cal loss to solve the class imbalance problem on top of
Feature Pyramid Network (FPN) [7]. The featurized im-
age pyramid addresses the problem of object detection at
multiscale, while the focal loss is defined to penalize easy
negative examples.

3 Zoom Controller
The proposed solution exploits the zoom function of

the standard crane camera to keep the quality of the de-
tector instead of parameter tuning and re-training the deep
learning network. The principle idea of the method is
to maintain the BBox size of all target instances while
keeping them in the image frame as long as possible. In
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particular, the zoom method preserves the targets in the
image frame not to let them out of the camera field of
view (FOV). The regions, '±, '2 are additionally defined
to restrict targets by two image frame offsets Δ'±, shown
in Fig. 3. Each offset is equally positioned in both x- and
y-axis. The outer region '+ is a prohibited zone, where
any target should not be inside. '− is an inner region while
'2 is a center region.
The zoom control logic in ZoomController is mathe-

matically modeled in the Mealy FSM, see Fig. 4. The
nomenclature of the zoom control is described in Table. 1.
The FSM is defined using a 6-tuple ((, (0,Σ,Λ, ), �) as
the following.

• A finite set of all states ( = {(� , () �, () �}

• An initial or reset state (0 = (�

• A set of inputs Σ = {#, �, �}

• A set of outputs Λ = {$I8 , $I>}

• Transition function ) : ( × Σ→ (

• Output function � : ( × Σ→ Λ

• A set of parameters Π = {�� ± Δ� , U, '±, '2}.

The inputs of FSM are obtained by preprocessing the raw
data -C . The component of a detected target BBox con-
sists of top left box point GC; , HC; , F, and ℎ in an image
coordinate. In addition to the set of inputs Σ, we have a set
of parameters Π. The values of Π are chosen by trial and
error experiments. The moving average (MA) is applied
to the input data as a noise filter.
The set of states ( = {(� , () �, () �} is designed to

associate to three following scenarios, namely target loss,
target area preservation and target size preservation, re-
spectively. Fig. 3 depicts the last two scenarios. The
pseudocode of the method is described in Alg. 1. We ma-
nipulate the zoom control by zoom level and perception.
Zoom level / ideally represents howmuch the camera lens
has move based on the zoom pulse command as there is no
original zoom control access. The following presents the
definition of statemachine in Fig. 4 including the transition
) and output � function.

• State Explore (� - This state corresponds to target
loss case (), �:SearchTarget). When there is no
target or the detector is unable to recognize the target,
the camera should explore or search for the target(s)
by zooming in or out. The scenarios is depicted in
Fig. 3 on the left. The state machine is initiated or
reset to this state. The zoom level / of the camera
must be set first at the zoom out max (/0 = 0). Then
the camera starts to search for targets until the target
appears in the image frame or the detector is able to

Figure 4. Mealy finite state machine diagram of the
ZoomController logic. < is a reset signal.

recognize it, which implies # > 0. The searching
procedure is carried out by zooming in ($I8: /C+1 =
/C + 1) until the camera reaches maximum zoom in
(/C = /28,<0G) then it starts to zoom out ($I>: /C+1 =
/C − 1). The procedure repeats until a reliable target
is found. In this case, the next state goes to () � to
further observe the overall target area.

• State TrackArea () � - This state corresponds to target
area preservation case which the overall target area
is assured in the center area (), �:AdjustRegion).
Any target steps into the region '+, the camera should
adjust the zoom level to keep the target inside at least
in the inner region '− or the center region '2 as long
as it is not beyond the camera FOV limit, see Fig. 3
on the right. In other words, if � intersects '+, the
camera zooms out until � intersects '− or � does not
anymore overlap with '+. When the area criterion is
satisfied, the next state goes to () � .

• State TrackDiagonal () � - This state corresponds
to target size preservation case (), �:AdjustDiag).
The camera should adapt the zoom level to keep the
average diagonal value of overall detected objects �
to the ideal diagonal �� which is suitable to the
selected deep learning detector. In particular, this
condition (�� − Δ�) ≤ � ≤ (�� + Δ�) should
be satisfied. When the � is lower than the desired
diagonal range, the camera zooms in to observe the
targets closer, and vice versa. Unless the overall
detected area � complies, the next state goes back
to () � because the area criterion has higher priority
than the diagonal one.

3.1 Zoom Controller Verification

This section presents the verification of the zoom con-
troller using AprilTag as a reference target to evaluate the
controller function. The AprilTag family is 36h11with the
size of 16×16 cm. The test was set up in a hallway. Both
camera and the tag were placed on the same ground plane.
The maximum distance from the camera to the corridor
end was 20.3 meters. During the experiment, only the tag
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𝑡1 𝑡2 𝑡3 𝑡4 𝑡5 𝑡6 𝑡7 𝑡8 𝑡9 𝑡10 𝑡11

Figure 5. ZoomController verification using AprilTag. The dashed line locates in between the region '+ and the
region '−, while the dotted line divides between the region '− and the region '2 . The translucency on the tag
identifies the size violation. The green tag at C3,5,7,11 means � are in target range, (��−Δ�) < � < (�� +Δ�).
The yellow tag at C2,4,10 means it is below the range, � < (�� − Δ�). The red tag at C6,9 means it is over the
range, � > (�� + Δ�). The red border at C9 identifies the area violation i.e., � overlaps with '+.

was moved farther away or nearer to the camera. The ��
is primarily set to 60 with its offset Δ� of 10 pixels. The
graph in Fig. 5 shows how the zoom level / adapted to
the target. In each image frame, the dashed line locates in
between the region '+ and the region '−, while the dotted
line divides between the region '− and the region '2 .
At C1, both � and /C are zero because no tag was found.

Therefore, the FSM started to search for the target by $I8 .
Despite the tagwas found at C2, the FSMcontinued to zoom
in because � remained lower than the floor of �� . At C3,
/C started to be steady as it met the diagonal criterion.
At C4, �� was later manually increased, thus the zoom
control started to zoom in and � was then back again in
range at C5.

From C6 to C7, /C slightly depreciated because Zoom-
Controller tried to maintain the size by$I> as the tag was
moved toward the camera which caused � became larger
and accordingly exceeded �� + Δ� .
Between C8 and C9, the tagwas removed out of the camera

FOV. For this reason, ZoomControllerwent to the explored
state (� . At C9, � suddenly soared up during the searching
because the tag immediately appeared with violated � and
� where the tag was colored in translucent red and the
borders visualized in red, respectively.

At C10, The zoom level /C gradually rose because the
tag is moved away from the camera. � became lower than
the desired range where the tag was colored in translucent
yellow. ZoomController simultaneously tried to handle
until the tag is back in the �� range at C11.

4 Experiment
For the worker detector, we simulated the camera posi-

tion on the crane by mounting the camera from the rooftop
of a building. The camera looked down to the parking lot
which has an even surface. The approximate distance from
the camera to the ground was 22 meters which is equiv-
alent to the height of a 6-story building. The �� ± Δ�
was initially set to 60 ± 10 pixels. During the experi-
ment, four workers walked into the camera field of view.
In spite of worker safety requirements, the workers did
not wear any protective gear or PPE. Most of the tradi-
tional detector methods exploited the PPE appearance to
ease the detector which allowed the detector to see the
target better [12]. However, there are many incidents of
non-compliant workers violating the rules [10]. Thus, it
is better to set the construction environment as close as
possible.
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𝑡1 𝑡2 𝑡3 𝑡4
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Figure 6. ZoomController experiment with the worker detection from load-view crane camera. The upper image
row of each timepoint shows the raw data from the detector while the lower image shows the visualized result
from the ZoomController. The red border identified the area violation which means there is an intersection area
between � and '+.

4.1 Result

The graph in Fig. 6 shows how the zoom level / adapted
to the detected workers. The figure consists of two main
parts, which are snapshot image frames and the zoom
control result. In the image section, the 1st and 3rd row
of images show the detection result while the 2nd and 4th

row display the same image frame with the result for zoom
control logic.
At C1, /C swiftly increased because the average overall

diagonal size � was below the floor of �� . At C2, /C is
stable because the size preservation was complied.
At C3, the border violation occurred. Two of the work-

ers walked near toward the prohibited region '+. One
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Algorithm 1: Adaptive zoom control algorithm
Input: Σ, �
Output: Λ = {OI8 , $I>}
Parameters: Π = {�� ± Δ� , U, '±, '2}
Initialization;
/0 := 0;
( := (0;
while true do
-C := DetectTarget(�);
# := ={-C };
#0 := (# == 0);
'C := ��>G(<8= %- , <8= %. , F, ℎ);
38 :=

√
F2
8
+ ℎ2

8
;

�C :=
∑#

8=1 38
#

;
� := 1

U−1
∑U
8=1 '8 :=

'1+'2+···+'U−8
U

;
� := 1

U−1
∑U
8=1 38 :=

31+32+···+3U−8
U

;
if #0 then
( := (� ;
SearchTarget((, #);

else
if � is violated then
( := () �;
AdjustRegion((, '±, '2 , 'C , #);

else
if � is violated then
( := () �;
AdjustDiag((, �� ± Δ� , �, #);

end
end

end
end

worker was toward the top right corner and the other was
toward the bottom of the image frame. Consequently, /C
decreased in between C3 and C4 until the workers stayed
inside the inner region '−. After the area adjustment, the
zoom level went up because of the size violation before
C4 where ZoomController reached the stable state (� . At
C5 including the nearby period, the zoom level was gently
changed and kept � in the desired diagonal range because
of the size change. Likewise, the border violation again
happened as the border showed in red at C6. One worker
walked toward the top of the frame. As the result, the
camera zoomed out and later /C became consistent at C7.
At C8, the camera again plunged because the parameter ��
was configured to a smaller value.
In summary, our results demonstrated that adaptive

zoom control can improve the quality of data-driven
worker detection. To evaluate the zoom control logic,
we replaced the worker detector with AprilTag detector
which provides a reference target. The verification per-
forms well, giving the correct result as is defined in the

Table 1. Nomenclature for zoom controller.
Symbol Definition Value
Input
� Moving average 'C -
38 Bounding box diagonal of target G8 (pixel), see Fig. 3 -
�(� Standard deviation of �C (pixel) -
�C Instant average diagonal of all targets (pixel) -
� Moving average of �C (pixel) -
� Image frame -
# Instant target number -
# Moving average of # -
%- , %. A set of instant target BBox coordinates in x- and y-axis -
'C Instant overall detected region, see Fig. 3 -
-C A set of detected targets at time C -
Output
$I8 , $I> Input zoom control command in and out -
/C Instant zoom level [0, /28,<0G]
Parameters
�� Desired BBox diagonal (pixel) 60
'± Outer and inner region, see Fig. 3 -
'2 Center region, see Fig. 3 -
U Moving average window size 5
Δ� Range of the desired BBox diagonal �� (pixel) 10
Δ'+,) ,Δ'−,) Image frame offset of '+ and '− for tag detector (5,35)
Δ'+,, ,Δ'−,, Image frame offset of '+ and '− for worker detector (45,75)

FSM. The zoom level was adjusted without jitters. The
camera first could not detect the target because of the too-
small size object. With adaptive zoom control, the target
was able to be recognized from distance. When comparing
AprilTag results to the worker detector, it must be pointed
out that there is a lot of noise from the sensor data. In other
words, the RetinaNet could not constantly detect all four
workers despite the MA filter. However, the ZoomCon-
troller functions in the same manner without any zoom
oscillation. The controller is able to handle the side effect
of the detector such asmiss detection, anomaly, and outlier
detection. Furthermore, running deep learning detector on
less powerful hardware including the video transmission
introduced a delay of approximately two seconds in our
experiment. Our proposed method can be adjusted to this
lagging via the parameters Π.
A major source of limitation is the lack of camera con-

trol information access such as zoom level. In the proposed
method, we use an approximate estimation of zoom level /
by incrementing the / counter up and downwhen zooming
in/out is executed. Additionally, the crane control informa-
tion panel of the operator e.g., hook length measurement
and boom angle are definitely would be beneficial to re-
fine the detector. For instance, the zoom controller can be
performed based on hook cable length in addition to the
proposed criteria.

5 Conclusion and Outlook
In this paper, we investigated the adaptive zoom con-

trol of the load-view crane camera for worker detection.
This is an important finding in the understanding of how
to handle the zoom control to reach the zoom criteria.
We exploited the zoom mechanism which exists in typical
mobile crane cameras. The proposed method adopts the
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Mealy FSM to observe and determine the zoom command
which suitable for the given situations, namely target loss,
target area preservation, and target size preservation. The
state definition is characterized by the three scenarios. The
evaluation is first verified by using the reliable and con-
trollable detector, AprilTag. Our proposed zoom control
method is able to smoothly adapt to the problem of deep
learning object detection, which is inconsistent detection
and detecting small size objects.
Further studies should investigate sensor fusion with

more access to crane information for zoom control im-
provement. An additional monocular camera can be in-
stalled nearby the zoom camera. The monocular camera
provides overview information to the zoom camera. Al-
though the zoomcamera status is inmaximumzoom in, the
overview camera can notify ZoomController of the zoom
camera if there is a new incoming target then the zoom
camera can zoom out. Moreover, the position of workers
including the velocity inworld coordinate can be estimated
by camera projection and object tracking. Hence, the risk
of each worker can be assessed for the operator safety as-
sistance system. For instance, if the worker walks away
from the crane, the risk of the worker getting hit by the
crane is low.
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Abstract 

The construction industry is known to have one of 

the most hazardous work environments leading to a 

high number of accidents and both serious and fatal 

injuries. One way to mitigate these accidents is by 

implementing proper safety training for construction 

workers. Traditionally, safety training is 

implemented using passive methods such as toolbox 

meetings, informative presentations, or videos. 

Recently, game engines have started gaining attention 

for safety training purposes. However, despite the 

extensive research on game engine-based safety 

training, still no research has developed a location-

based tool to assess and train construction workers on 

safety measures. Moreover, this research focused on 

studying the adoption of such digital training methods 

for workers in the Middle East. The proposed tool was 

tested on 25 construction workers from the Middle 

East. Workers’ feedback showed that 91% of 

participants preferred serious games over traditional 

training methods indicating the readiness of the 

construction industry to adopt such digital methods. 

 

Keywords – Safety Training; Game Engines, 

Technology; Simulation; Construction Training. 

1 Introduction 

The construction industry is considered to be one of 

the most dangerous and fatal industries. In the UK, the 

construction industry accounts for the highest percentage 

of fatalities among all other industries [1]. According to 

the Occupational Safety and Health Administration 

(OSHA), the construction industry reported 971 fatalities 

in 2017, which accounted for 20.7% of fatalities among 

all other industries. Therefore, on a global scale, more 

effort has been channeled towards mitigating 

construction accidents [1]. Despite these efforts, the 

Middle East region is still falling short where by 48% of 

fatalities  were solely reported from the construction 

industry in Saudi Arabia, and 33.2% in Kuwait [2]. 

A proactive way of mitigating construction accidents 

is through the proper training of workers. However, the 

commonly used safety training methods (e.g. toolbox 

meetings, presentations, handouts, brochures, and videos) 

are seen to be outdated and ineffective as workers do not 

have any engaging role and rather play a passive role 

throughout the training sessions by listening and 

absorbing the safety information. Moreover, these 

methods fall short when workers do not fully understand 

the language used to present the material [3]. As such, 

researchers have resorted to advanced technologies such 

as game engines to create interactive, realistic, and 

engaging training material for workers, which in some 

cases are referred to as serious games [4]. The use of 

game engines for construction safety training 

applications was found to have a positive impact on 

workers’ motivation for training. It facilitated the 

learning experience, and had a more effective transfer of 

knowledge in comparison to the traditional training 

methods [5–8].   

This research study takes the initial steps and aims to 

study the potential adoption of digital training methods 

in the Middle East. The study starts by giving a brief 

overview on the application of game engines in 

construction safety, and the personality factors which 

affect the safety behavior of workers on site. After that, 

the proposed tool’s development is explained while 

highlighting the feedback obtained from construction 

workers who tested the tool. 

2 Literature Review 

2.1 Use of Game Engines in Safety 

Applications 

Game engines have been gaining a lot of popularity 

especially in construction safety applications. Zhao et al.  

developed a training application to train heavy machinery 

operators on how to safely maneuver when near electric 

dangers such as electric poles and wires. Dickinson et al. 

developed a serious game to train workers on how to 

safely excavate trenches. Li et al. developed a multiple-

choice question (MCQ)-based safety training tool where 
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workers had to answers questions based on virtual 

scenarios played within a game environment [9]. To 

enhance user experience and training realism, Yuan Ling 

et al. proposed the integration of BIM 4D with safety 

training. The researchers developed a tool which trained 

workers on excavation, structural, and exterior finishing 

phases  [6]. While the aforementioned research studies 

focused solely on safety training applications, other 

studies used game engines to train workers on both skill 

and safety. Hafsia et al. trained workers on how to 

properly and safely erect steel formwork [10]. Using a 

similar method, Vahdatikhaki et al. developed an agent-

based training simulator for pavement grading and 

compacting. The tool targeted training machine operators 

on how to compact asphalt pavements while both 

meeting safety and quality requirements [11]. More 

recent trends in safety training consist of the use of 

Augmented and Virtual Reality (AR/VR) technologies. 

In fact, researchers have found that the use of AR and VR 

for safety training offer workers a more immersive and 

realistic training environment [12,13].  

All previous studies proved the effectiveness of using 

serious game engines over traditional training tools. As a 

matter of fact, the research conducted by Lin et al.  

showed that 100% of participants answered “Yes” to 

whether the game motivated them to refresh their 

knowledge on safety topics. Moreover, 80% of 

participants gave a score of 5 and 20% gave a score of 4 

to assess how much the game increased their learning 

interests [5]. A similar assessment of another developed 

safety video game showed that 81% of participants 

answered “Yes” to whether the game facilitated their 

learning experience, and 86.5% answered “Yes” to 

whether the training method was more enjoyable than 

traditional training tools [6]. Another study showed that 

80% of participants thought that the training program 

developed using the Unity game engine in particular was 

more useful than traditional training tools [9]. 

Furthermore, a framework, developed for safety 

integration within construction using serious game 

engines, scored 4 out of 5 on the ability to effectively 

transfer knowledge to users [7]. 

2.2 Factors Affecting Safety Behavior 

In the attempt to mitigate safety hazards, several 

researchers have focused on developing mathematical 

models to link and predict safety climate, safety 

behaviors, and injuries based on different factors. Safety 

Climate has been defined as the perception or 

understanding of the organizational safety policies and 

procedures which the employees have towards their work 

environment [14,15]. Safety behavior has been defined 

as the worker’s behavior in following safety and health 

requirements which, in turn, can mitigate accidents and 

injuries [16]. Additionally, Abbas et al. suggested that the 

years of experience of a worker may have a significant 

effect on his risk perception and thus on his safety 

performance[17]. Fang et al. studied the relation between 

different personal traits of workers and their safety 

climate. The research used factors such as marital status, 

number of family members to support, educational level, 

and safety knowledge. The findings of the research 

showed that individuals who are older, married, or have 

more family members are more likely to have a positive 

appreciation of the safety climate [18]. In a similar study, 

Zhou et al. used Bayesian networks to establish 

relationships between safety climate factors and personal 

traits with safety behavior. Personal traits included in the 

study were work experience, education, and drinking 

habits. The study showed that although higher work and 

education experience have a positive effect on safety 

behavior, other factors such as management commitment 

and workmate’s influence had a higher effect. However, 

the optimal way to enhance safety behavior is by a joint 

strategy of enhancing all aforementioned traits [19]. Patel 

and Jha used 10 safety climate factors to predict the safe 

behavior of workers. The study showed that competence 

and individual perception of risk were found to be crucial 

for the prediction of safety behavior [20]. Another 

research studied the effect of economic features, self-

esteem, and experience on safety behavior. The study 

showed that workers with a higher work experience  

showed more awareness vis-à-vis safety requirements 

and those with low self-esteem put themselves in many 

different unsafe situations. [21]. Beus et al. studied the 

effect of psychological traits on the safety of the 

workplace. Results revealed that individuals who are 

extraverts are more likely to engage in unsafe behaviors 

in an attempt to compete with others and achieve their 

goals and those who are conscientious are responsible 

and prefer to follow safety rules and avoid risks [22].  

      Despite the advancements in the literature, further 

development could be made in the application of game 

engines in construction safety. First, no research has 

investigated how a location-based training tool could be 

developed. Second, personality factors were not taken 

into consideration during the development phase of the 

training scenarios within the tools. Finally, no study has 

investigated the applicability of these training methods in 

the Middle East region. Thus, the overarching objective 

of this research is to develop a location-based safety 

assessment and training tool using game engines. As part 

of the this objective, this research will propose how some 

personality traits can be used in the assessment and 

training programs to increase safety moral and 

understanding among construction workers. Finally, the 

research will test the developed tool on construction 

workers in the Middle East region, and thus highlighting 

the possible adoption of such technologies in this region. 
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3 Methodology 

This study uses Design Science Research (DSR) as 

the research methodology. DSR focuses on developing 

sound and practical tools to solve real world problems 

which are faced in the construction industry [23]. This 

research uses the game engine Unity to develop the 

proposed safety assessment and training tool. The tool 

has two main functions; (1) to assess and score each 

worker’s safety knowledge and risk perception skills, (2) 

to safety train workers on the safety measures of their 

activity based on its upcoming execution location. After 

identifying the personality factors which have a direct 

effect on the worker’s safety behavior, the assessment 

and training scenarios will be developed in Unity 

according to selected factors. Once the tool has been 

developed, it will be tested on construction workers and 

feedback regarding the effectiveness of the tool will be 

taken. 

4 The Proposed Tool 

4.1 Location-Based Navigation 

The Activity Safety Trainer contains two programs, 

the Assessment Program and the Training Program. The 

UI was developed such that the user chooses the desired 

program at first as seen in Figure 1- a.  Ideally, each 

worker will go through both programs. Figure 1 - b shows 

that if the user chooses the Assessment Program, the user 

then has to choose the required activity he wishes to 

perform the assessment on. On the other hand, Figure 2 - 

a and 2 - b show that if the user chooses the Training 

Program, the user will first choose the required activity 

and then the required execution location to train in. As 

this tool was developed to in a location-based perspective, 

the user will be trained based on the upcoming execution 

location of the activity. This is important as the training 

material does not only differ from one activity to the 

other, but also from one location to the other within the 

same location. 

 

Figure 1 – (a) Home Screen 

 

Figure 1 – (b) Assessment UI 

 

Figure 2 – (a) Training Activity Selection 

 

 

Figure 2 – (b) Training Location Selection 

4.2 Integrating Personality Factors 

Table 1 summarizes the personality factors that are 

sought to have a direct effect on the safety behavior of 

workers, as extracted from the literature. For simplicity, 

this study integrates only two of these factors in the 

development of assessment scenes,  namely Safety 

Knowledge and Experience, and Risk Perception. The 

scenarios were developed such that 60%  are focused on 

Safety Knowledge and Experience, while the remaining 

40% is focused on Risk Perception. In the Assessment 

Program, the score is also divided the same way. 

Scenarios which focus on Safety Knowledge and 

Experience are those related to workers identifying 

missing Personal Protective Equipment (PPE) and other 

safety equipment. On the other hand, the scenarios which 

focus on Risk Perception develop dangerous incidents to 

check if the worker would notice or perceive them as 
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being hazardous. Figure 3 shows an example of how 

scenarios are developed for each case. 

 

 

Figure 3 – Factors’ Integration in Game Development 

 

Table 1 – Effect of a Worker’s Personality on Safety 

Factor Effect on Safety 

Behavior 

Refere

nces 

Safety Knowledge & 

Experience 

Positive [18]  

[19] 

[20] 

[21] 

[24] 

[25] 

Conscientiousness Positive [22]  

Family Members to 

Support 

Positive [18]  

Risk Perception Positive [20]  

[24] 

Extraversion Negative [22] 

Anxiety and Stress Negative [22]  

Adventurous and 

Curious 

Negative [22] 

Self Esteem Negative  [21] 

4.3 Gameplay Controls 

The developed serious game covers different 

scenarios which enhance worker’s safety knowledge and 

risk perception. Some scenarios were developed in 

different ways than others, and hence required a different 

type of gameplay controls. Game controls were 

developed in a way to be simple and easy to use by all 

workers regardless of their age and gaming skills. In the 

assessment program, certain scenarios are question-

based scenarios where the user uses the mouse to press 

the button to indicate the right move or answer. Other 

assessment scenarios are played from a third person view 

where workers have to use the up and down arrow keys 

to move forward and backward respectively, and they 

have to use the right and left arrow keys to turn around or 

rotate. In these scenarios, workers are also required to use 

the mouse to point and click on safety hazards and 

missing measures. In the training program, the user has 

to only use the arrow keys to navigate through the site to 

learn about the safety hazards and measures. 

4.4 Assessment Module 

The assessment module aims to test the worker’s 

safety traits and to allow planners to know whether this 

worker is qualified to safely work on the given activity. 

To achieve this objective, the worker went through a 

series of scenarios and obtained at the end a Safety Score 

(SS) ranging  from 0 to 70 depending on the performance 

throughout the game. Figure 4 shows the virtual 

assessment environment within Unity. 

 

Figure 4 – Assessment Program Environment 

4.5 Training Module 

The Training Program was developed in a way that 

would be understandable by all workers despite their age 

and educational level. Some workers might not know 

how to read or they read and speak a different language 

than the one adopted in the game. For this reason, the 

training game environment relies on visual aids to teach 

workers on correct and safe procedures as seen in Figure 

5. 

Safety Factors

Safety Knowledge 

and Experience
Risk Perception

Training and 

Assessment 

Scenarios

60% 40%
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Figure 5 – Training Program Environment 

5 Tool Testing and Results 

Twenty-five construction workers from the Middle 

East tested the tool and gave their feedback by means of 

a survey. Their age ranged from 20 to 60 years old and 

their construction work experience ranged from 1 year to 

almost 40 years. 

 The workers were first asked to insert the Safety 

Score (SS) they got while testing the safety training 

program. 56% of the workers acquired an SS between 30 

and 50 which is a medium SS range, while the other 44% 

acquired a score between 50 and 70 which is a high SS 

range. Despite having workers with very few years of 

experience, or old workers which might possess low 

computer proficiency skills , no worker got a score in the 

low score range between 0 and 30. These results might 

indicate the effectiveness of the use of serious games in 

safety training where workers were motivated to increase 

their training score. This can be supported by the fact that 

when asked if the game increased their motivation for  

learning, 96% acknowledged that digital games truly 

increased their interest in learning. Furthermore, all 

participants found that the game refreshed their safety 

knowledge where all workers strongly agreed that the 

game enhanced their perception of risks. Additionally, 96% 

of the participants found that the SS truly reflect their 

safety awareness, knowledge, and risk perception.  

The participants were also asked whether they 

preferred being trained using traditional methods such as 

presentations, videos, and handouts, or using serious 

games. In this case, 92% of the participants opted for 

serious games while only 8% chose the traditional 

methods. Moreover, 92% of the workers were in favor of 

serious games being implemented in the Middle East. 

These results thereby indicate that the construction sector 

in the Middle East is ready to undergo a digital transition 

in its safety training methods. 

6 Conclusion and Future Work 

The overarching objective of this research was to test 

the deployment of digital training methods in the Middle 

East. This research study developed a tool for 

construction safety assessment and training using the 

Unity game engine. The tool was developed using a 

location-based approach so that workers are trained 

based on their assigned activity and its upcoming 

execution location. Moreover, various workers’ 

personality traits sought to have a direct effect on their 

safety behavior were extracted from the literature and 

used in the development of the training game. The study 

also aimed at studying the potential adoption and 

implementation of digital games for safety training in the 

Middle East region. As such, the game was tested by 25 

construction workers from the Middle East who 

answered a questionnaire related to the tool. Results 

revealed that workers were satisfied with the developed 

tool  and approved of its effectiveness in mimicking the 

real construction environment and providing a realistic 

experience. In addition, the workers found it efficient in 

assessing and scoring their safety knowledge and risk 

perception skills and thereby showed excitement in 

having such a developed tool being implemented in the 

Middle East in lieu of traditional training methods. In a 

nutshell, the tool proved to increase workers’ motivation 

for learning and interest in safety training in general.  

This research is part of more detailed study regarding 

the use of serious games for safety training in 

construction. This study only focused on presenting the 

preliminary results regarding the development of the 

training modules and the feedback of the construction 

workers. The research was limited to a few number of 

participants due to the Covid-19 outbreak. Future work 

will focus on increasing the number of participants to 

gain more insight and feedback regarding the perception 

of workers toward these methods in the Middle East in 

particular. Moreover, more research needs to be done on 

how other personality factors or traits can be better 

integrated in the training and assessment programs. 
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Abstract  

Predicting the outcomes of safety incidents on 

construction projects is of a great value to various 

project stakeholders. Accurate estimates allow 

construction managers to take appropriate 

preventive measures based on the severity of the 

outcomes. Such estimates can be predicted using 

machine learning algorithms, although the quality of 

these estimates is dictated by factors including the 

types of algorithms employed and the dataset used to 

train them. Moreover, the metrics used to evaluate 

the algorithms can be misleading, indicating 

satisfactory performance when this may not be the 

case. In light of these considerations, this study 

trains a set of machine learning algorithms to predict 

the severity of safety incidents, highlighting the 

importance of confirming the credibility of 

performance evaluation results, and compares the 

performance of the algorithms. The results show that 

the support vector machine and k-nearest neighbors 

prediction models exhibit the best overall 

performance, with support vector machine achieving 

a mean absolute percentage error value of 18.78% 

and k-nearest neighbors an accuracy of 64.84%. On 

the other hand, the results also reveal that the 

models performed poorly in predicting some classes 

as a result of a high degree of imbalance identified in 

the dataset used for training and testing the models. 

The study’s main contribution is to highlight the 

possibility of making biased performance 

evaluations of machine learning algorithms, 

depending on the performance measures used for the 

evaluation.  

 

Keywords – 

Construction, Safety, Machine Learning 

Algorithms, Prediction, Performance, Data 

Imbalance 

1 Introduction 

Given their hazardous nature, construction projects 

involve numerous high-risk activities during which 

safety incidents of high frequency and impact may 

occur. In Canada, more than 450 deaths and 63,000 

injuries were recorded over a period spanning the period 

2006 to 2017 [1]. High-risk activities can result in 

injuries, fatalities, schedule delays, and financial losses. 

In fact, healthcare expenditures in response to 

construction safety incidents in Canada amount to about 

19.8 billion dollars each year [1]. The growing costs of 

incidents and the increased related pressure imposed by 

owners have increased contractors’ awareness of the 

significance of safety risks [2]. Accordingly, there have 

been major efforts made and strict regulations 

introduced to control and minimize the risks associated 

with safety incidents.  

Knowing the possible outcomes of safety incidents 

could help in mitigating the risk of their occurrence by 

assisting decision makers in taking the necessary 

preventive measures. With the large volumes of data 

being collected thanks to modern technology, artificial 

intelligence algorithms can be used for predicting the 

outcomes of incidents. In fact, multiple studies have 

developed models to predict and classify different 

aspects of construction incidents [3-12]. However, 

different algorithms can vary in performance depending 

on the dataset used for the training, and, hence, the 

algorithm to be used must be carefully selected. 

Moreover, evaluating the performance of the algorithms 

is a critical step that must be handled with special care. 

The metrics used to evaluate the algorithms could lead 

to an errant indication of satisfactory performance. The 

risk of this occurring is especially high when dealing 

with poor quality, insufficient, or complex data. This 

issue is manifest in a recent study by Ayhan & 

Tokdemir [3] aimed at predicting the severity of safety 

incidents on construction projects. The dataset used in 

their study was characterized by a high level of 
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heterogeneity and could thus be considered highly 

complex. The authors attempted to address the issue of 

heterogeneity by clustering the data prior to training the 

algorithms. Nevertheless, their results still showed high 

values of error, with the mean absolute percentage error 

reaching 225%. Despite this high error value, their study 

relied on an overall mean absolute percentage error of 

18%—which was biased due to the high degree of 

imbalance found in the dataset—to judge the 

performance of their algorithms.  

In this context, the present study aims to train a set 

of machine learning algorithms using the same dataset 

used by Ayhan & Tokdemir [3] in order to predict the 

severity of safety incidents on construction projects 

while targeting the following objectives: (1) highlight 

the importance of properly evaluating the performance 

of algorithms; (2) compare the performance of various 

algorithms when trained using the same dataset; and (3) 

find the best performing algorithm for predicting the 

severity of safety incidents. 

2 Relevant Applications 

Many studies have endeavoured to train machine 

learning algorithms for applications related to safety 

incidents on construction projects. These algorithms 

have been deployed for a wide variety of applications 

related to enforcing safety measures, predicting safety 

risks, identifying causal factors, and detecting hazards, 

to name a few. A summary of some of these 

applications is presented in Table 1.  

Table 1. Literature summary 

Study Goal Algorithms 

[3] Predict the severity level of 

safety incidents 

Artificial 

Neural 

Network 

Case-Based 

Reasoning 

 

[4] Predict safety climate (i.e., 

employees’ perceptions of 

existing safety practices) on 

construction projects 

Artificial 

Neural 

Network 

[5] Assess construction workers’ 

risk perceptions in terms of 

the probability and severity of 

the consequences of safety 

hazards 

Gaussian 

Support 

Vector 

Machine 

K-Nearest 

Neighbor 

Decision Tree  

Bagging Tree 

[6,7] Detect safety helmet wearing 

on construction sites 

Deep learning 

Convolutional 

Neural 

Network 

[8] Analyse site fall accidents in 

order to identify related 

causal factors, classify the 

factors, and identify the 

correlation between the type 

of accident and the causal 

factor(s) 

Text mining 

[9] Predict safety risk factors on 

construction projects 

Back 

Propagation 

Neural 

Network 

[10] Detect safety hazard issues 

based on the project’s 

schedule and the sounds 

generated by work activities 

and equipment operating on 

construction sites 

K-Nearest 

Neighbor 

 

[11] Detect fires on construction 

sites in real-time 

Convolutional 

Neural 

Network 

[12] Identify construction safety 

hazards 

Case-Based 

Reasoning 

3 A Brief Overview of the Previous Study  

The study conducted by Ayhan & Tokdemir [3] 

aimed at predicting the severity of safety incidents that 

occur on construction projects. The prediction outcomes 

subsume six levels of severity including, from low to 

high: (1) Level 1: At risk behavior/near miss; (2) Level 

2: Accident with material damage; (3) Level 3: Accident 

with first aid; (4) Level 4: Partial failure/accident with 

medical intervention; (5) Level 5: Lost workday cases; 

and (6) Level 6: Fatalities. The dataset used by Ayhan 

& Tokdemir [3] covers 5,224 cases of actual incidents 

that occurred on megaprojects in the Euro-Asia region. 

The data provides information on the severity level of 

each incident and a corresponding list of 60 attributes 

classified into nine categories, subsuming the time of 

the day, age, experience, occupation, activities, 

hazardous cases, risky behaviours, human factors, and 

workplace factors. The time of the day is binned into 

eight 3-hour intervals starting from 6:00 a.m., age is 

binned into four categories (18–25 years, 25–35 years, 

35–45 years, and 45–65 years), experience is binned 

into six categories (1 month, 1–3 months, 3–6 months, 

6–12 months, 12–24 months, and 24 months), and 

occupation could be any of seven specified positions 

including administrative affairs, construction equipment 

operator, repairman, rough work crew, finishing work 

crew, mechanical assembly crew, engineer or, otherwise, 
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labelled as others. Meanwhile, the attributes belonging 

to the remaining categories are modelled as binary 

variables that take the value of “1” if the factor is found 

in the incident case and “0” if not. 

To address the issue of the high level of 

heterogeneity found in the collected dataset, the authors 

clustered the data using Latent Class Clustering 

Analysis (LCCA). The authors used Artificial Neural 

Networks (ANN) and Case-Based Reasoning (CBR) to 

predict the severity of the outcome of an incident.  

4 Methodology 

RapidMiner software was employed in this study to 

train and test the machine learning models. Figure 1 

depicts a sample of the machine learning process built 

using RapidMiner software, and the steps followed to 

design the process are described in the following 

subsections.  

 

Figure 1. Machine learning process 

4.1 Data Pre-processing & Exploration 

4.1.1 Type of Prediction Problem 

The type of class to be predicted (i.e., incident 

severity) is nominal, as it only assumes the value of one 

of the six severity levels in the provided dataset. 

However, the numbers corresponding to these levels 

(i.e., 1 to 6) are ordinal, since the severity of an incident 

is higher for higher levels. In reality, data on safety 

incidents could be considered continuous since the data 

could fall between the specified categories. For instance, 

an incident that results in a minor injury (e.g., a scratch) 

that does not necessitate first aid is less severe than 

Level 2 incidents but more severe than incidents that 

only involve material damage. As such, a decimal 

number falling between any two levels is helpful in 

terms of accurately representing reality. Hence, one set 

of machine learning algorithms were trained to estimate 

a numerical value of the severity level, and another set 

was trained to classify the outcome of the incidents. 

However, it should be noted that, in the interest of 

simplicity, the difference between the severity levels is 

assumed to be linear. In the study by Ayhan & 

Tokdemir [3], the class was treated as a numerical value 

where the severity level was estimated as a decimal 

number.  

4.1.2 Data Cleansing  

The dataset considered in this study was tidy and did 

not require significant cleansing. The data was 

evaluated to identify any missing attribute values. Only 

the experience attribute had missing values, and in only 

four of the 5,224 cases. Given the small proportion of 

missing values, these instances were simply excluded 

from the dataset. No additional errors or duplicates were 

identified.  

4.1.3 Data Preparation 

Typically, data is aggregated based on specific 

attributes in order to absorb variability and increase 

accuracy. As the age, experience, and time of day 

attributes have been already divided into bins, no further 

processing was deemed necessary at this stage.  

It is integral to detect outliers in the data and remove 

them in order to minimize noise and, consequently, 

improve the accuracy of the prediction models. The 

process of removing outliers was undertaken in an 

iterative manner to avoid any detrimental effect on the 

performance of the prediction models as a result of 

removing core points. Density-based outlier detection 

was undertaken using Euclidean distances and ten 

neighbours. In this method, it should be noted, the 

neighbourhood of each datapoint is checked for the 

existence of ten neighbour datapoints. Accordingly, a 

point is considered an outlier if its neighbourhood does 

not contain enough datapoints. The number of outliers 

to be identified was initially set to ten points only. Then, 

this number was iteratively modified to maximize the 

accuracy of the prediction models. Two hundred outliers 

were ultimately identified and removed from the dataset.  

It is critical to note that the data was highly 

imbalanced, meaning that some classes had a 
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significantly higher frequency than others. As shown in 

Figure 2, Level 3 severity had 3,070 observations, as 

compared to only four observations in the case of Level 

6 severity. Such an imbalance in the dataset could result 

in building inaccurate models that exhibit satisfactory 

performance even when tested on a portion of the data 

that was not part of the training data. This is due to the 

fact that, if the model predicts that all the instances in 

the testing dataset belong to Level 3 class, its accuracy 

would still be high since the majority of the instances 

are of Level 3. The problem of imbalance is typically 

addressed by under-sampling or over-sampling the 

dataset [13]. Oversampling refers to the practice of 

duplicating instances from the minority classes to 

increase their cardinality, while under-sampling consists 

of taking subsets of the majority classes in order to 

reduce their frequency relative to that of the minority 

classes [13]. These techniques translate into replicating 

instances in Level 1, Level 2, Level 5, and Level 6 

classes or taking subsets of Level 3 and Level 4 classes. 

Both of these strategies were tested when building the 

models.  

 
Figure 2. Class frequency 

4.2 Machine Learning Models  

4.2.1 Model Selection and Description 

A trial-and-error approach was adopted to select the 

machine learning models exhibiting the best 

performance in predicting the severity level of incidents. 

The models selected for the numerical estimation of the 

severity level were Support Vector Machine (SVM), 

Linear Regression (LR), and Gradient Boosted Trees 

(GBT). For predicting the severity level as a nominal 

class, K-Nearest Neighbour (KNN), GBT, Random 

Forest (RF), and Generalized Linear Model (GLM) 

were selected.  

A brief description of the selected models is 

summarized in Table 2 below.  

Table 2. Description of models [14] 

Model Description 

SVM 

SVM is a non-probabilistic binary linear 

classifier that takes input data and forecasts 

which of two possible classes contains the 

input.  

LR 

LR models the relationship between a scalar 

variable and one or more explanatory variables 

by fitting a linear equation to the labelled 

training data. 

GBT 

GBT is an ensemble of classification tree 

models or regression models. It predicts 

classes through estimations that are gradually 

improved.  

KNN 

KNN compares a new example with k 

examples from the training dataset that are the 

nearest neighbours to the new example.  

RF 

RF is an ensemble of random trees. When 

given new examples, each random tree predicts 

the label of the input by following the 

corresponding branches. Class predictions are 

based on the majority of the trees’ predictions, 

while estimations are the average of the trees’ 

predictions.  

GLM 

GLM is a generalization of the traditional 

regression model that allows for the use of 

variables that are not normally distributed. 

4.2.2 Models’ Development and Validation 

It is important to set aside a portion of the data to be 

used for testing purposes once the models have been 

trained. This helps mitigate the risk of overfitting, which 

is more likely to occur if the machine learning model is 

trained and tested using the same dataset. In specific, 

overfitting occurs when the model captures the noise in 

the training dataset and, consequently, fails to 

accurately predict new data [15]. Hence, the models 

were trained using 80% of the dataset, and their 

performance was evaluated using the performance 

measures explained in Section 4.2.3. The parameters of 

each model were continuously tuned to optimize their 

performance. Finally, the models were tested and 

validated using the remaining 20% of the dataset.  

4.2.3 Models’ Performance Evaluation 

Ten-fold cross validation was used to train and 

evaluate the selected models. For the numerical 

estimation models, the mean absolute percentage error 

(MAPE) (1) and the root mean squared error (RMSE) (2) 

were used to evaluate performance.  

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝐴𝑡 − 𝐹𝑡

𝐴𝑡

|

𝑛

𝑡=1

× 100 (1) 
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𝑅𝑀𝑆𝐸 = √
∑ (𝐹𝑡 − 𝐴𝑡)2𝑛

𝑡=1

𝑛
 (2) 

where 𝐴𝑡  is the actual instance, 𝐹𝑡  is the predicted 

instance, and n is the total number of instances. As for 

the class prediction models, classification error (3) and 

accuracy (4) were used to evaluate their performance. 

𝐸 =
𝑓

𝑛
× 100 (3) 

% 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100 (4) 

where f is the number of incorrectly classified 

classes, TP is the number of true positives, TN is the 

number of true negatives, FP is the number of false 

positives, and FN is the number of false negatives.  

Recall (5) and precision (6) metrics were also 

computed in order to provide more context for 

understanding the accuracy evaluation metric. 

Computing recall values, it should be noted, addresses 

the following question: among the safety incidents that 

will actually occur, how many are we able to predict 

using our models? The recall measure is significant for 

the purpose of this study, as failing to anticipate 

incidents could result in financial and/or human losses. 

As for the precision metric, it answers the following 

question: among the incidents that are predicted to occur, 

how many will actually occur? When incidents are 

expected to occur, mitigation measures are undertaken 

accordingly to minimize the risk of occurrence. This 

translates into additional project costs associated with 

the safety measures. Therefore, the recall metric is 

deemed more critical than the precision metric in the 

context of this study, as it could be related to human 

losses.  

% 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100 (5) 

% 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
× 100 (6) 

5 Results and Discussion 

5.1 Imbalanced Data Problem 

The results of both techniques employed for 

addressing the problem of data imbalance (i.e., under-

sampling and over-sampling) were found to be 

unsatisfactory. This was mainly due to the significant 

gap between the frequencies of different classes. Under-

sampling resulted in poor performance of the models, 

largely attributable to the fact that the size of the dataset 

had to be significantly reduced in order to achieve 

balance, and thus it was not of a sufficient size to both 

train and test the models. On the contrary, over-

sampling served to increase considerably the accuracy 

of the models. However, this accuracy is misleading, as 

it was largely the result of the testing data having 

contained instances of data points that were used in both 

testing and training of the models as a result of making 

duplicates. Over-sampling in the case of this dataset 

introduced the problem of overfitting. In light of this, 

the dataset was left as is, and the models were evaluated 

against each other to assess their overall performance 

and select the most optimal ones. 

5.2 Performance Evaluation Results 

The values of evaluation metrics computed for the 

different models are summarized in Table 3.  

Table 3. Evaluation results 

Numerical Estimation 

Model MAPE RMSE 

SVM 18.29% +/− 2.68% 0.850 +/− 0.051 

LR 20.83% +/− 2.31% 0.738 +/− 0.044 

GBT 20.01% +/− 1.04% 0.732 +/− 0.029 

 

Class Prediction 

Model Classification 

Error 

Accuracy 

GBT 37.16% +/− 2.26% 62.84% +/− 2.26% 

KNN 37.48 % +/− 

1.65% 

62.52% +/− 1.65% 

RF 39.35% +/− 0.43% 60.65% +/− 0.43% 

GLM 37.61% +/− 1.58% 62.39% +/− 1.58% 

For the numerical estimation models, SVM was 

found to have the lowest MAPE and GBT the lowest 

RMSE, while LR exhibited poorer performance. As for 

the class prediction models, the classification error and 

the accuracy values for GBT, KNN, and GLM were 

found to be relatively close, while RF had higher error 

and lower accuracy. Moreover, the value of recall and 

precision metrics were found to be acceptable for all the 

models, the one exception being the RF model, in which 

the value of class’ recall was 99.75% for Level 3 and 

0.28% for Level 4, as the model predicted that most of 

the instances belong to class Level 3. This means that 

the RF model failed to predict Level 4 incidents, which 

include those necessitating medical intervention. Such 

values of the recall metric confirm the criticality of 

verifying the credibility of some performance evaluation 

measures (i.e., the accuracy metric in this case) to avoid 

misleading results. If the accuracy value was solely used 

to judge the performance of the algorithms, the RF 

model’s performance would not have been considered 

significantly inferior to that of others’.  

Therefore, the LR and RF models were excluded at 
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this stage, and the final selection among the remaining 

models was based on the validation results as explained 

in the following section.  

5.3 Validation Results 

In conducting the validation, the trained models did 

not yield promising results, as the error reached 37.15%. 

However, similar results were recorded for all the 

models, mainly attributable to the low quality of the 

training dataset.  

The validation results were used to select the best-

performing models. As shown in Table 4, for the class 

prediction models, KNN was found to perform better 

than GBT and GLM, with a classification error of 35.16% 

and an accuracy of 64.84%. As for the numerical 

estimation models, the notion of an optimal model is 

contingent on the choice of the performance evaluation 

measure. In other words, SVM is the better option if 

MAPE is used for identifying the best model, while 

GBT is considered a better choice if RMSE is used. For 

the purpose of comparison with the previous study, 

MAPE was chosen as the decision-making criterion, and 

SVM was correspondingly selected.  

Table 4. Validation results 

Model RMSE 

SVM 0.844 +/− 0.000 

GBT 0.710 +/− 0.000 

Model Accuracy 

GBT 62.85%  

KNN 64.84% 

GLM 63.65% 

5.4 Additional Assessment of the Models 

A satisfactory value of MAPE computed for the 

whole dataset does not guarantee good performance of 

the models. This is especially critical given the high 

degree of imbalance found in the dataset. Hence, MAPE 

was also computed for each class separately to ensure 

that the large number of Level 3 instances is not 

skewing the results. This was done for both SVM and 

KNN; the results are plotted in Figure 3.  

 
Figure 3. Validation results 

The results show comparable performance for the 

two models. The error, however, was found to be 

significant for Level 1 predictions (170.59% for SVM 

and 185.42% for KNN), while that of the Level 3 

predictions was found to be very low (0.04% for SVM 

and 2.48% for KNN). Meanwhile, the error was found 

to be reasonably acceptable for the other classes. It 

should be noted that the testing dataset did not include 

any Level 6 incidents resulting in null values for the 

Level 6 class prediction performance measures.  

As anticipated, the reasonably acceptable 

performance of the models is a result of the 

misleadingly low error value obtained in predicting the 

Level 3 class instances. Given the high degree of 

imbalance in the dataset, it stands to reason that 

predicting that any new instance belongs to Level 3 

class would give relatively acceptable results as 

compared to those obtained using the selected 

algorithms. In fact, the performance of the selected 

models was only slightly better than that of the Zero 

Rule classifier, as shown in Figure 4. Hence, the results 

obtained were deemed to be unsatisfactory. In other 

words, although the overall error of these models was 

found to be acceptable, this was due to imbalance 

skewing the Level 3 class predictions towards zero. As 

such, the developed models are not generally 

recommended for use, as they are not capable of reliably 

generalizing new datasets, given the low quality of the 

dataset used for training.  
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Figure 4. Zero Rule classifier performance 

results 

6 Comparison 

The error pattern found in the data predicted using 

SVM and KNN models matched that corresponding to 

the ANN and CBR models developed by Ayhan & 

Tokdemir [3], as shown in Table 5. The same issue 

identified in the SVM and KNN predictions was 

observed in the results generated by their models: the 

MAPE values were very high in the case of the Level 1 

prediction, very low for Level 3 prediction, and 

relatively acceptable for the other classes. However, the 

variation between the MAPE values for different classes 

was found to be smaller in the case of CBR and ANN. 

This is presumably a result of the clustering analysis 

performed by Ayhan & Tokdemir [3]. Nevertheless, the 

lowest overall MAPE achieved amounted to 17.41% for 

CBR—close to the overall MAPE of 18.8% achieved 

using SVM in this study.  

Table 5. Summary of MAPE values 

 Previous Study 

 ANN CBR 

Lowest MAPE (found for Level 

3 predictions) 

7.95% ≈ 5% 

Highest MAPE (found for Level 

1 predictions) 

225.35% ≈ 215% 

 

 Current Study 

 SVM KNN 

Lowest MAPE (found for Level 

3 predictions) 

0.04% 2.48% 

Highest MAPE (found for Level 

1 predictions) 

170.59% 185.42% 

It can be concluded that the clustering analysis 

performed by Ayhan & Tokdemir [3] did not play a 

significant role in improving the quality of the dataset 

and reducing its heterogeneity. Despite the significant 

effort on the part of Ayhan & Tokdemir [3] to improve 

the dataset, the results were close to those obtained in 

the present study in which minor data preparation was 

performed prior to the models’ development. 

Accordingly, the available dataset is considered 

insufficient to train machine learning algorithms for 

predicting the severity level of safety incidents on 

construction projects.  

7 Conclusion 

The SVM and KNN prediction models exhibited the 

highest performance among the various machine 

learning algorithms for predicting the severity level of 

safety incidents on construction projects. Nevertheless, 

although both algorithms yielded acceptable overall 

values of performance evaluation metrics (an overall 

MAPE of 18.78% for SVM and an accuracy of 64.84% 

for KNN), these values were not representative of the 

actual performance of the models. This was confirmed 

by computing the MAPE separately for each class, 

resulting in a value of 185.42% for KNN prediction of 

Level 1 class as compared to 2.48% for KNN prediction 

of Level 3 class. The high variation in MAPE values 

between the different classes is attributable to the high 

degree of imbalance found in the dataset (i.e., 

approximately 59% of its instances belong to the Level 

3 class). 

The results of this study reinforce the following 

points: 

• The perception of the performance of machine 

learning algorithms could be highly biased 

depending on the metrics used for performance 

evaluation. For instance, if the final selection in 

this study had been solely based on the overall 

errors computed for validation purposes, the 

performance of the algorithms would have been 

considered relatively acceptable, whereas the 

actual results were unfavourable. A combination 

of different performance measures and validation 

techniques should be utilized to ensure that an 

unbiased decision is made.  

• The quality of the training dataset could diminish 

the value of deploying advanced machine learning 

algorithms and make the use of simpler classifiers, 

such as the Zero Rule classifier, more desirable.  

• When the quality of the dataset is questionable, it 

is critical to perform multiple levels of 

performance evaluation to confirm the credibility 

of the evaluation results. 
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Abstract - 

Tower cranes play an essential role in the 

execution of most construction projects. 

Unfortunately, they are also a major source of 

fatalities and injuries in the industry, owing to their 

great mass and large footprint on the site. Aiming to 

proactively identify and mitigate safety hazards in the 

design and planning stage, Prevention through Design 

(PtD) has been proven effective in various 

construction scenarios. The advent of Building 

Information Modeling (BIM) further strengthens the 

power of PtD by providing early access to 

comprehensive and accurate project data. This study 

proposes a conceptual framework aiming to 

automatically identify and quantitatively estimate the 

exposure of hazards associated with the operation of 

tower cranes. A literature review on crane lift safety 

is first carried out to identify major hazards related 

to tower cranes. Based on the results from path 

planning algorithms, a quantitative approach is 

presented to estimate hazard exposure during the 

operation of tower cranes in any given period during 

the construction. Thirdly, BIM entities and attributes 

necessary to describe tower-crane-related hazards 

are defined. Lastly, an application scenario is 

discussed to demonstrate the potentials of the 

proposed method. Findings in this study are expected 

to expand the application of PtD in more dynamic and 

complex construction scenarios and facilitate its 

integration with emerging automation and 

information technologies. 

 

Keywords - 

Tower crane; lift safety; hazard exposure; path 

planning 

1 Introduction 

Tower cranes are one of the most valuable and 

indispensable material handling equipment on 

construction sites [1]. Yet, it is also among the major 

contributors to construction accidents, very likely leading 

to disastrous consequences [2]. As estimated by Neitzel 

et al., up to one-third of the fatalities in the construction 

industry are associated with cranes (including both 

mobile cranes and tower cranes) [3]. Particularly, 

accidents related to tower cranes are inherently more 

difficult to recognize and mitigate due to busy and 

congested construction activities taking place within the 

extensive workspace of tower cranes [4]. 

An accident could be postulated as an abnormal 

exchange of energy exceeding the human body’s 

resistance [5]. Based on the “epidemiological triangle”, 

stopping any of the connections between energy, victim 

and the environment would prevent accidents [6]. In the 

context of crane safety, abundant research works have 

attempted to separate the energy output to the victims in 

time or space. For example, various safety management 

systems have been developed using cutting-edge 

localization and sensing technologies to monitor the 

movements of cranes and prevent consequential spatial 

conflicts with other onsite workers and objects in real-

time. However, not all hazards can be detected in time 

and it’s often very costly and sometimes impossible to 

mitigate such hazards on the spot. In fact, a large amount 

of safety hazards could be addressed through appropriate 

design, planning and organization of construction sites 

and activities in the pre-construction phase (Albert et al. 

2014). This safety management philosophy is also known 

as the Prevention through Design (PtD) [7]. 

This study proposes a method to quantitatively 

estimate the hazard exposure in tower crane operations in 

the construction planning phase using path planning 

algorithms and BIM. Towards this goal, a conceptual 

framework is formulated by (1) classifying and 

characterizing hazards related to tower cranes via 

literature review; (2) integrating a novel path planning 

algorithm; (3) proposing a quantitative approach to 

estimate the hazard exposure based on algorithm-planned 

paths; and (4) describing necessary BIM entities and 

attributes to facilitate the automatic generation, storage 

and visualization of the hazard exposure. 

2 Related work 

Analyzing energy sources is a crucial method to 

recognize hazards on the construction site. Recent studies 

systematically summarized ten energy sources to identify 
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hazards before construction works begin, including 

gravity, motion, mechanical, pressure, temperature, 

chemical, radiation, and sound [8]. Thus, this section 

further delineates the tower crane hazards in previous 

literature and categorizes them according to their energy 

sources. This categorization then provides a unified 

framework to discuss the efforts that parameterize, assess 

and control different categories of hazards so that the 

method for estimating hazard exposure can be developed. 

2.1 Hazards related to tower cranes 

Recognizing hazards related to cranes is a valuable 

yet challenging research task that has been intensively 

investigated for decades. Many researchers adopted an 

empirical method that studies accident reports 

statistically and establishes taxonomy to provide insights 

into the extent, nature, and patterns of these crane 

accidents. As one of the earliest empirical studies, 

Shepherd et al. explored the forms of damaging energy 

and organized 525 crane fatalities between 1985-1995 

into three categories: electrical energy, gravitational 

energy, and machine energy (i.e., motion and mechanical 

energy) [9]. This energy-based taxonomy proved to be 

effective and invaluable to describe large quantities of 

fatality data; however, this study was conducted before 

the widespread use of modern safety-assistant 

technologies and fatality data only were analyzed.  

More recently, Beaver et al. analyzed 125 fatalities 

between 1997-2003 and proposed seven proximate 

causes (i.e., struck by load, electrocution, crushed during 

assembly/disassembly, failure of boom/cable, crane tip 

over, struck by cab/counterweight, and falls) and 

specified the physical contributing factors for each 

proximate cause (e.g., rigging failure and unbalanced 

load) [10]. Meanwhile, researchers have investigated not 

only the fatalities but damages and near-misses, so that a 

wider spectrum of accident types is recognized. For 

example, Milazzo et al. investigated 937 mobile crane 

and tower crane incidents between 2011 to 2015 and 

categorized them into twelve types [11]. It is worth 

mentioning that Milazzo et al.’s work has two unique 

incident types, namely “man struck by boom/load and 

fall” and “fire explosion”. The former indicates that, in 

the context of cranes, the “fall-from-height” hazard is 

related to crane motion energy, while the latter suggested 

the existence of chemical energy as a hazard for both 

mobile cranes and tower cranes. Focusing on tower 

cranes, Tam and Fung summarized four major types of 

accidents based on accident statistics between 1998 to 

2005 in Hong Kong, including fall-from-height, struck 

with/by moving objects, struck by falling objects, and 

trapped by collapsed objects [12]. Raviv et al. [2] 

thoroughly discussed the differences between mobile 

cranes and tower cranes and constructed a more detailed 

taxonomy of tower crane accidents, which further added 

load drops, part of load fell, electrocution, collision 

between cranes, collapse of cranes, fall of crane parts, 

crane tip over, loss of load control, load caught in static 

point, falls of element affected by load on top of Tam and 

Fung’s taxonomy. 

Since every empirical study applies to a group of 

accident reports only, it is necessary to combine different 

perspectives to understand the pattern of tower crane 

accidents. As a result, the authors organized the tower-

crane-related hazards into an energy-based classification 

framework (see Table 1). It is worth noting that the 

proposed classification is subjected to the proximate 

causes or physical causes at the construction site level. 

Thus, managerial and behavioral factors are not included, 

neither are numerous research efforts that establish their 

causation models upon ergonomics, organizational, and 

regulatory analysis. 

2.2 Efforts to quantify hazards 

Targeting at tower-crane-related hazards, researchers 

have made unremitting efforts to reduce their likelihood 

of occurrence during lifting operations. Two strategies 

have been widely adopted: (1) eliminating collisions of 

the crane and loads with static obstacles (corresponding 

to H1.2, H1.3, H2.3) and (2) estimating hazard exposure 

for dynamic victims to the dropping crane parts and loads 

(corresponding to H3.1, H3.2, H3.3, H3.4). The first 

strategy is enabled by path planning algorithms that 

automatically generate a collision-free path from the 

supply point to the demand point [13], while the other 

strategy quantifies hazard exposure via spatial-temporal 

analysis of the crane location or lifting movements. For 

example, multiple quantitative hazard assessment models 

have been proposed for site layout planning, which 

focused on the estimation of gravitational hazard 

exposure of tower cranes. El-Rayes and Khalafallah 

proposed a piecewise-defined function to derive the risk 

of falling objects hazard (i.e., H3.1 and H3.2) and crane 

collapse hazard (i.e., H3.3 and H3.4) based on tower 

crane location, operating angles, and crane dimensions 

[14]. This function also takes the sensitivity of other 

facilities into account to minimize the safety impact 

aroused by tower crane operations. Similarly, Abunemeh 

et al. analyzed the safety impact among site facilities and 

assumed that the likelihood of falling object hazards 

linearly decays with the distance to the tower crane [15]. 

The same linear model was adopted by Ning et al. [16] 

but the model neglected the hazard types and crane 

specifications compared with El-Rayes & Khalafallah’s 

model. These studies evaluate the hazards for the entire 

construction phase, which has a low granularity in terms 

of temporal analysis.  

A more thorough model combines spatial analysis 

with schedule information to predict the likelihood of 

hazards [17]. The time granularity is single lifting 

577



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

activities, based on which the method assesses load dropping hazards at the supply area, demand area and  

Table 1. An energy-based taxonomy for hazards related to tower crane 

Energy 

sources 
Hazards References 

(1) 

Electricity 

 

H1.1: Direct human contact with powerlines* [9] 

H1.2: Human contacts with powerlines through load 

handling  
[9] [11] 

H1.3: Human contacts with powerlines through crane 

parts  
[9][10] [11] 

H1.4: Human attempting rescue electrocuted* [9] 

(2) 

Motion 
 

H2.1: Struck by moving objects  [11][12][2] 

H2.2: Caught in between [9] [2] 

H2.3: Falls of elements hit by moving load  [12][2] 

H2.4: Collision between cranes  [2] 

(3) 

Gravity 

 

H3.1: Falls of suspended load without boom failure  [9][10][11][2] 

H 3.2: Crane boom buckling/failure or cable failure 

during operation 
[10][11][2] 

H 3.3: Other parts of crane fell  [9] [12][2] 

H 3.4: Crane tip-over  [9][10][11][2] 

H 3.5: Crane collapse during assembly/disassembly * [10] 

H 3.6: Human fall from height during maintenance * [11] 

(4) 

Chemical 
H 4.1: Explosion or fire * [12] 

* hazards not occurring during crane operations are not addressed by the proposed method in this study. 

 

intermediate area, respectively, to reflect the 

characteristic of the lifting activities. By integrating 

hazard exposure assessment with monitoring 

technologies, Luo et al. created a real-time approach for 

hazard exposure quantification [18]. This approach 

considers the geometry of the hazard source (i.e., point 

hazard, line hazard and area hazard) and assumes that the 

likelihood of occurrence is proportional to the reciprocal 

square of the distance. More importantly, it breaks down 

a lifting activity as multiple coordinates along the lift 

path to increase the time granularity of the path 

information. However, both methods have limitations: 

Sacks et al. presented an unrealistic assumption that the 

loads are lifted along a straight line [17], while Luo et al. 

did not support proactive assessment of hazard exposure 

in the planning stage. Furthermore, although these 

methods provide insights into hazard assessment of tower 

crane operations, none of them comprehensively assesses 

all tower-crane-related hazards. More specifically, these 

models merely identified and quantified gravitational 

hazards without discussing the motion and electrical 

hazards. Thirdly, although hazards exist in a 3D space 

[19], the level of hazard exposure was mainly reflected 

on a 2D map in previous studies. 

3 Research Method 

To estimate hazard exposure in tower crane 

operations, the proposed method first utilizes a novel 

path planning algorithm (PSRRT*) that is able to find a 

short and collision-free path from the supply point to the 

demand point [20]. Paths planned by this algorithm are 

guaranteed to avoid collision between the crane-load 

system and static obstacles (i.e., H1.2, H2.3). Based on 

the algorithm-planned paths, a generic hazard-exposure 

estimation algorithm is introduced to identify and 

quantify five major types of operational hazards, 

including electrical hazards (i.e., H1.3), motion hazards 

(i.e., H2.1, H2.2), gravitational hazards associated with 

loads (i.e., H3.1), failure of boom and other crane parts 

(i.e., H3.2, H3.3), and crane tip-over (i.e., H3.4). Other 

hazards that are not directly related to crane operations 

(i.e., H1.1, H1.4, H3.5, H3.6 and H4.1) or involve 

coordination of multiple cranes (i.e., H2.4) are out of the 

scope in this study, since the primary objective of which 

is analyzing the safety impact of tower crane operations 

to the workers and plants on construction sites. Later, the 

hazard exposure estimated by the generic estimation 

algorithm is stored and visualized on a BIM platform. 
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Figure 1. Research framework of the proposed method  

 

Table 2. Equation to calculate the HE for different types of hazards 

For a specific location (x0, y0, z0), the hazard exposure (HE) is HE(x0, y0, z0) = ∑ (𝑊𝑖  × 5
𝑖=1 𝑃𝑖  ×  𝐸𝑖) 

No. Hazard type Wi Pi Ei 

1 Electrical hazards Pm 
Pe-high = 1                            (d < De1) Ee = Ee0 

where, Ee0 is a constant energy defined by 
the user Pe-medium = 

𝐷𝑒2−𝑑

𝐷𝑒2−𝐷𝑒1
       (De1< d< De2) 

2 
Motion 

hazards 
1 

Pm-high = 1                          (d < Dm1) Em = 
1

2
𝑚𝑙|𝑣|2 

where, ml is the mass of the load, |v| is the 

lifting speed 
Pm-medium =

𝐷𝑚2−𝑑

𝐷𝑚2−𝐷𝑚1
   (Dm1< d < Dm2) 

3 

Gravitational 

hazards  

(falling load) 

W3 

Pg-high = 1                            (d < Dg1) Eg = m𝑙 × g × (h𝑙 − 𝑧0) 
where, g is gravitational field; h𝑙 is the 

height of the geometry center of load to the 

ground; 

Pg-medium =
𝐷𝑔2−𝑑

𝐷𝑔2−𝐷𝑔1
       (Dg1< d < Dg2) 

4 Failure of boom 0.1 W3 
Pg-boom failure = 1                     (d < Lc) 
Where H𝑐is the height of the crane; 

Efb = m𝑏 × g × H𝑐  
where, mb is the mass of the boom or other 

falling parts; H𝑐is the height of the crane;  

5 Crane tip-over 0.1 W3 Pg-tipover = 1                           (d < Hc) 
Ect = 

1

2
(m𝑡 × g × H𝑐) 

where, mt is the mass of the tower crane; 

 

BIM is known as a shared resource of information about 

a site facility, which enables the automatic identification 

of hazards such as fall-from-height [19] and crane 

collisions [21]. In the proposed method, BIM serves as a 

4D spatial-temporal analysis platform that provides up-

to-date information to the path planning algorithm and 

stores and visualizes essential hazard information (e.g., 

type, location, and exposure strength). The conceptual 

framework of the proposed method is illustrated in Figure 

1. As the first two modules has been introduced by the 

authors in [20], the rest of this section introduces the 

hazard-exposure estimation algorithm (module 3) and 

discusses how to store and visualize the hazard 

information on BIM (module 4). 

3.1 Estimate hazard exposure based on 

algorithm-planned path (module 3) 

The extend of hazard exposure (HE) describes the 

extent of risk at a certain location on construction sites, 

which is the accumulation of all hazards present at that 

location. The risk for each hazard equals the product of 

the likelihood of occurrence and the severity. The 

likelihood of occurrence is described by two variables: 

Wi describes the occurrence likelihood of different 

hazard types using a 0 to 1 scale, and Pi describes the 

function of the distance to the energy source (d) for each 

hazard type. Wi could be empirically derived from past 

accident reports and statistics. Pi has been modeled in 

various ways and this study adopts the linear model in 

[16] to describe the decay of hazards. Moreover, this 

paper measures the electrical, kinematic and potential 

energy (Ei) to describe the severity to be consistent with 

the energy-based hazard classification. The equations to 

calculate Wi, Pi, and Ei are summarized in Table 2, which 

are established upon several assumptions: 1) the effect of 

strong wind are ignored so that the potential and 

kinematic energy could be directly derived from the 

elevation, mass and the lifting speed; 2) the load is lifted 

at a constant speed |v|; 3) for load dropping, crane parts 

falling, and crane tip-over processes, the energy 

consumed by fractures or structure deformation is 

conservatively neglected; and 4) the center of mass for 

lifted loads coincides with the geometry center and the 

center of mass for the tower crane locates at the middle 

of the crane mast.  

In the equations, Wi has been assigned as different 

values to represent the likelihood of occurrence within 

the hazardous zone. For example, 1 means the hazard 
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Figure 2. Hazardous zones for electrical hazards (left) and motion hazards (right) 

 

 
Figure 3. Hazardous zones for gravitational hazards associated to the lifted load (falling load) 

 

certainly happens when the worker enters a hazardous 

zone (e.g., motion hazards), and other values indicate that 

corresponding hazards will not always happen (e.g., 

failure of the boom). Electrical hazards, in particular, 

happen when: (1) the load or cable contacts the 

powerlines and (2) workers enter close proximity to the 

crane mast. Thus, W1 denotes the likelihood of powerline 

contact, which equals Pm. Furthermore, W3 is a constant 

representing the likelihood of falling load, which is 10 

times the likelihood of boom failure and crane tip-over 

[14]. Pi describes a hazardous zone as a high-risk zone, 

where the hazard is certainly happening, and the medium 

risk zone, where the hazard is likely to happen and the 

likelihood linearly decays due to uncontrolled load sway. 

The upper limits for high/medium risk hazardous zones 

are denoted as De1, De2, Dm1, Dm2, Dg1, Dg1 and 

illustrated in Figures 2 and 3, respectively. The hazardous 

zones for crane boom failure and crane tip-over are 

modeled by two columns with the radius of crane length 

and crane height, respectively, within which the hazard 
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exists in a uniform pattern. The height of two columns is 

3 meters, considering the height clearance of worker and 

plant workspaces. Although these equations are designed 

for a T-structure tower crane, they can be easily extended 

to other types (e.g., luffing cranes) by re-configuring 

some parameters. For example, the length of the crane 

boom (L) can be replaced by the lifting radius to 

incorporate luffing cranes. 

3.2 Store and visualize hazard exposure on 

BIM platform (module 4) 

BIM-enabled visualization has a great potential of 

facilitating the communication of crane-related risks [22]. 

Thus, the next step in the proposed method is to 

transform the results of the hazard exposure algorithm to 

a data format that can be stored and visualized in BIM. 

Through this transformation, the spatial relationship 

among of building, site layout, and hazards are specified 

and the distribution of hazards for one or multiple crane 

lifts can be graphically presented (e.g., heatmaps). 

Several rules are set for integrating building/site 

information and hazard information. Firstly, the hazard 

exposure for a certain location is stored in a voxel entity 

on the BIM platform. Such entity has 5 attributes to 

describe the location, size, hazard types, quantified 

hazard exposure (HS), and ID of the lift operation(s) that 

causes these hazards. Secondly, voxelization employs a 

midpoint algorithm to determine whether a voxel entity 

is within a certain hazardous zone. Thirdly, the lift path 

is segmented into 1-meter intervals for estimating the 

hazards exposure. Fourthly, the tower-crane-related 

hazards only influence workers on the ground, on the top 

surfaces of the building, and within 2-meter proximity of 

sidewalls of the building in progress, while electrical 

hazards and gravitational hazards are visualized up to 3 

meters above working surfaces (i.e., the top surface of 

buildings or the ground). Implementation of this module 

presents in future works with a real-world case study. 

4 Discussion 

The proposed method embraces the PtD concept by 

leveraging the crane path planning algorithm and BIM 

for 4D spatial-temporal estimation of hazard exposure. 

The most obvious application scenario is to generate a 

hazard heatmap for a particular lift path to highlight areas 

subject to substantial lift safety risks so that they can be 

mitigated ahead of time. By superimposing hazard 

exposures for multiple lifting operations, a hazard 

heatmap for an extended period (e.g., one day or one 

week) can be generated to indicate potential needs of 

improving resource allocation (e.g., installing safety 

barriers), changing lift sequence, rescheduling works 

with excessive hazard exposure, or relocating site 

facilities. Apart from the visualization that supports 

communications and decision-making, the proposed 

method is expected to collaborate with planning and 

optimization algorithms (e.g., location planning 

algorithm and scheduling optimization algorithms) to 

allow a fully automated lift planning workflow. 

5 Conclusion 

Complex construction scenarios present enormous 

challenges to traditional methods for assessing tower-

crane-related hazard exposure. They are typically based 

on 2D layout plans and make over-simplified 

assumptions on the lift paths. To precisely and 

comprehensively identify and quantify the tower-crane-

related hazards, this study proposes a novel method to 

estimate the exposure of electrical, motion and 

gravitational hazards in 3D construction spaces, through 

the integration of path planning algorithm and BIM. This 

study contributes to the knowledge body by (1) 

comprehensively analyzing the tower-crane-related 

hazards through an energy-based taxonomy, (2) 

proposing an exposure estimation algorithm for major 

hazards by analyzing the algorithm-planned lift paths, 

and (3) specifying the BIM data format to store and 

visualize the hazard to enable effective and efficient 

hazard management. Future work will be directed to: (1) 

specifying the BIM data schema required to facilitate 

automatic path planning and hazard estimation processes, 

(2) implementing the hazard exposure estimation method 

on BIM models of complex building projects, and (3) 

proposing an automated workflow to manage hazards by 

optimizing lift sequence, scheduling, and site layout 

based on the quantified hazard exposure. 
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Abstract 

Construction workers are required to wear a 

safety harness while working at height, and safety 

managers need to ensure that a safety hook is 

attached to proper anchorage points to prevent falls 

from height. However, it is difficult for the managers 

to monitor all the worker’s hook attachments 

continuously and remotely in dynamic workplace 

environments. This study developed an approach to 

detect an individual worker’s hook attachments by 

assessing the relative movements between the hook 

and the worker’s body. An Inertial Measurement 

Unit sensor was attached to the hook and the body 

strap to monitor the relative movements. The 

collected IMU data was transformed into image data 

by Markov Transition Field. The detection algorithm 

was developed based on the convolution neural 

networks that classify the worker’s postures, 

activities, and hook attachments simultaneously, and 

the developed detection system provided classification 

accuracies of 86.40%, 86.97%, and 96.58, respectively. 

The results validated that the relative movement 

between the hook and the worker’s body is a key 

feature for hook attachment detection. 

 

Keywords – 

construction safety; safety harness; hook 

attachment detection; wearable computing 

1 Introduction 

Falls from height (FFH) have been identified as a 

significant source of fatal accidents at construction sites 

[1]. In order to protect workers from FFH, some 

prevention measures have been proposed [2]. For 

example, the use of a safety harness is required while 

working at height. However, workers could often be 

reluctant to use a safety harness because of non-

compliance and restrictions to movement [3]. Although 

construction worker education and training are effective 

ways to address the reluctance, these are not always 

effective entirely [4,5]. Real-time monitoring and 

warning of the improper use of a safety harness would 

contribute to change workers’ safety behaviors. One of 

the safety manager’s tasks is to frequently monitor 

workers and site conditions to get real-time data through 

direct observation and interaction with workers [6]. 

Although a safety manager should identify workers who 

do not properly use a safety harness in a hazardous zone 

(e.g., a roof and top floor), it would be a challenge to 

monitor all the workers who are working at height from 

the ground level, continuously and remotely. 

In recent years, advances in sensing technology and 

machine learning algorithms have enabled safety 

managers to monitor the activity and physical status of 

workers in real-time [7]. Previous studies have applied 

these technical improvements to develop detection 

systems for the use of a safety harness. A previous study 

[8] developed an approach that uses an image 

classification algorithm to detect whether a worker wears 

a safety harness. In this study images of workers taken 

with a monocular camera were used, but the quality of 

image data is affected by environmental factors (e.g., 

weather and light) that would degrade the detection 

performance. In another previous study [9], based on the 

distance between the hook and the lifeline, it was 

detected whether the worker attached the safety hook to 

the lifeline. This approach used Bluetooth Low Energy 

beacons to measure the distance based on the worker’s 

location. If the distance is less than the threshold, the 

safety hook is considered to be attached to the lifeline. 

However, a close distance between the hook and the 

lifeline does not always guarantee the connection. 

In this context, this study aims to develop a novel 

detection approach for the proper use of a safety harness. 

The sensing sources of the developed approach were 

safety hook and worker’s bodily movements, measured 

by wearable Inertial Measurement Unit (IMU) sensors. 

In this current study, a distinct body movement pattern 

according to postures and activities and a distinct hook 

movement pattern according to attachments were 

assessed. The developed system simultaneously detects 

the worker’s posture, activity, and hook attachment. 

Therefore, the main contribution of this study is to detect 
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the proper use of a safety harness while undertaking 

various construction tasks at the workplace.  

2 Background 

2.1 Wearable Sensors in Construction 

Worker Safety 

Various sensor technologies have been used to 

improve the safety of workers on construction sites. For 

example, Real-Time Locating Systems (RTLS) have 

been implemented by Radio-Frequency Identification 

(RFID) and Bluetooth Low Energy (BLE) technologies 

[10]. These systems consist of a transmitter and several 

receivers. The transmitter is attached to a worker while 

transmitting radio signals with an identification number, 

and the receivers are attached to a moving object, PPE, 

or located in hazardous areas. RTLS measures the current 

location of the worker based on the distance between the 

transmitter and the receiver. One parameter for 

calculating the distance is the Received Signal Strength 

Indicator (RSSI), which measures the attenuated power 

at the receiver. For construction safety management, 

RTLS has been used to warn workers when entering 

hazardous zones (e.g., a roof and top floor) or 

approaching dangerous moving objects (e.g., heavy 

machines) [11]. RTLS can warn workers of danger even 

in blind spots because radio signals can penetrate or 

reflect from some obstacles to reach the receivers in non-

line of sight environments [12]. Additionally, the 

transmitter can be attached to PPE, such as a safety 

helmet or harness to monitor whether individual workers 

wear PPE in the workplace [9]. However, since RFID and 

BLE beacons have a limited coverage area and signal 

propagation can be affected by environmental factors, the 

accuracy can decrease as the distance between beacons 

increases. 

Physical response measurement systems have been 

also implemented to improve worker safety management. 

IMU sensors have frequently been used to assess workers’ 

physical changes while undertaking construction tasks. A 

typical IMU sensor consists of an accelerometer and a 

gyroscope. The IMU sensor is attached to the worker’s 

body part and measures the movement of the body part 

in three-axis acceleration and angular velocity. Most 

construction tasks require physical demands without 

sufficient rest, which can lead to work-related 

musculoskeletal disorders (WMSDs) [13]. Therefore, 

measuring a worker’s physical response to repetitive and 

prolonged construction tasks would help prevent 

overexertion injuries. Measured bodily movements were 

used to detect awkward postures [14,15], excessive load 

carrying that produced distinct patterns of bodily 

movements [16]. Gait kinematics were also measured by 

IMU sensors to assess exposure to slip, trip, and fall (STF) 

hazards that generated abnormal gait patterns [17]. 

Because IMU-based monitoring systems directly record 

the worker’s bodily movement, their performances are 

less affected by environmental factors (e.g., light or 

weather). However, the bodily movements could be 

different for each worker and may vary depending on the 

worker’s physical status, which may cause performance 

variations depending on training data. 

2.2 Monitoring Use of Safety Harness in 

Construction 

A previous study [8] developed an approach to detect 

whether workers are wearing their safety harnesses using 

an image classification algorithm. The developed 

approach has two phases: (1) worker presence detection 

and (2) safety harness identification. Although this 

approach provided 99% and 80% precision performance 

on phases 1 and 2, respectively, this approach did not 

detect hook attachments. Even if a worker wears a 

harness, the worker may not properly use the safety 

harness. For example, the safety hook would be attached 

to the worker’s body or placed on the ground. Therefore, 

it is necessary to monitor not only wearing a safety 

harness but also properly using the safety harness. 

Another previous study [9] developed a system 

detecting the proper use of a safety harness using BLE 

technologies. This system detected whether the safety 

hook is attached to the lifeline hook according to the 

distance between the lifeline hook and the worker who 

needs to attach the safety hook. Once the worker attaches 

the safety hook to the lifeline hook, the worker’s location 

would be identical to the lifeline hook. A BLE receiver 

was attached to the worker’s safety hook and a BLE 

beacon was attached to the lifeline hook. The distance 

between these BLE devices was calculated based on 

RSSI. Another BLE beacon was located in the hazardous 

zone where the worker must attach the safety hook to the 

lifeline. The third BLE beacon was placed at an interval 

of 2m, where the working began at height. Due to the 

limited coverage area of the BLE beacons, a distance 

between 1 and 2 m was required between beacons. 

Although this system was validated in a field experiment, 

this approach had some practical limitations. Multiple 

BLE beacons are required to cover the space, and those 

beacons need to be relocated when the working 

environment changes. Also, the distance-based detection 

approach would produce false detection if the worker is 

working near the lifeline without attaching the safety 

hook to the lifeline. 

In this context, this study developed a new detection 

system for the proper use of a safety harness. This study 

measured the hook and the bodily movements using IMU 

sensors attached to the hook and body strap and found 

that the hook movement is affected by both the worker’s 

bodily movement and hook attachment points (e.g., 
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attaching to a rigid structure and the worker’s body or 

placing on the ground). Therefore, the hook attachment 

can be detected by assessing the relative movements 

between the worker’s body and the safety hook. 

3 Methodology 

3.1 Data Collection 

Five subjects participated in the experiment to collect 

IMU data of the safety hook and bodily movements while 

performing different activities: (1) walking, (2) moving 

bricks, and (3) using a drill machine. While performing 

the activities, the safety hook was attached at several 

points: (1) attached to scaffolding, (2) attached to the 

body strap (chest), and (3) placed on the ground. Also, 

moving bricks and using a drill machine were performed 

by two postures: (1) standing and (2) kneeling. Therefore, 

18 cases of relative movements between the hook and the 

body were collected from each subject (2 postures, 3 

activities, and 3 attachment points). Figure 1 shows an 

example of moving bricks while standing with a 

scaffolding attachment. The subjects performed each 

activity repeatedly for 3 minutes. They did not change 

their locations while moving bricks and using a drill 

machine, but randomly changed locations when walking. 

While the hook was always attached to the chest for a 

body strap attachment, the subjects attached the safety 

hook to various parts of the scaffolding. 

During the experiment, an IMU sensor was attached 

to the safety hook and the body strap (back), indicated by 

blue circles in Figure 1. The IMU sensors collected 

acceleration and angular velocity data along three axes at 

a 50 Hz sampling rate. Figure 2 shows the IMU data 

collected while moving bricks by kneeling—(a), (b), and 

(c) —and standing—(d), (e), and (f). For each hook 

attachment point, the hook IMU data show a distinct 

pattern, whereas the back-worn IMU data show a very 

similar pattern for the same posture. Moreover, different 

postures generate different patterns of hook IMU data 

even for an identical hook attachment point, (see Figure 

2(b) and (d)). Therefore, the hook IMU data depended on 

both the attachment point and the bodily movement 

related to activity and posture. 

This study assessed the unique relative movement 

between the hook and the subject’s body to detect hook 

attachments in various postures and activities. 

 

Figure 1. Moving bricks with a scaffolding 

attachment 

 

 

Figure 2. Collected IMU data while moving bricks: (a) keeling with a scaffolding attachment; (b) kneeling with 

a body attachment; (c) kneeling with the hook on the ground; (d) standing with a scaffolding attachment; (e) 

standing with a body attachment; (f) standing with the hook on the ground 

3.2 Preprocessing 

The collected IMU data were first filtered by a fifth-

order low-pass filter with a 10 Hz cut-off frequency to 

remove high-frequency noise. The denoised IMU data 

were sampled by a 3-second moving window with a 2-
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second overlap. A previous study has demonstrated that 

transforming time-series data into image data using 

Markov Transition Fields and extracting features by 

Convolutional Neural Networks (CNN) provides more 

stable and better classification results than raw data [18]. 

This study also transformed each IMU sample to an MTF 

that generated a 128×128×6 tensor for each IMU sample, 

where 128×128 represents the size of the image data, and 

6 represents the number of channels composed of 3-axis 

acceleration and angular velocity data. Figure 3 shows 

examples of transformed image data for hook and back-

worn IMU data. Both image data were simultaneously 

used to detect hook attachments. 

 

Figure 3. Transformed image data: (a) hook IMU 

data and (b) back-worn IMU data 

3.3 Model Structure 

CNNs were used to build a model to classify postures, 

activities, and hook attachment points from the 

transformed image data. Figure 4 shows the model 

structure consisting of three classifiers, C1, C2, and C3, 

for the posture, activity, and hook attachment point, 

respectively. From the input data, four feature extractors, 

F1, F2, F3, and F4 extract features for each classifier. F1 

and F2 extract features from the image data collected 

from the back and the hook, respectively. The extracted 

features by F1 are used to classify the worker’s postures 

by C1 and the features are also inputted to the next feature 

extractor, F3. The extracted features by F3 are inputted to 

C2 to classify the worker’s activity. Each set of features 

extracted by F1 and F2 is concatenated and inputted to F4. 

Also, each set of features extracted by F2 and F4 is 

concatenated and inputted to C3. Therefore, the 

developed model detects the worker’s posture, activity, 

and hook attachment at the same time. 

Tables 1 and 2 summarize the model structures of the 

feature extractors. Since the input data of F4 is the 

concatenated features of F1 and F2, the size of the input 

layer of F4 is twice that of F3. Table 3 shows the model 

structures of the classifiers. The output shape of the last 

dense layer means that each classifier classifies three 

different classes. 

During the training, the model is trained to reduce the 

combined classification loss of C1, C2, and C3, meaning 

that better classification accuracies on the posture and 

activity help to improve the classification of hook 

attachment points. 

 

Figure 4. Model structure 

Table 1. Model structures of F1 and F2 

Layer Output Shape 

Input Layer 128×128×6 

Convolution 128×128×32 

Max Pooling 42×42×32 

Batch Normalization 42×42×32 

Convolution 42×42×64 

Batch Normalization 42×42×64 

Max Pooling 21×21×64 

Dropout 21×21×64 

Batch Normalization 21×21×64 

Table 2. Model structures of F3 and F4 

Layer 
Output Shape 

F3 F4 

Input Layer 21×21×64 21×21×128 

Convolution 21×21×128 

Batch Normalization 21×21×128 

Max Pooling 10×10×128 

Dropout 10×10×128 

Batch Normalization 10×10×128 

Convolution 10×10×256 

Batch Normalization 10×10×256 

Max Pooling 5×5×256 

Dropout 5×5×256 

Batch Normalization 5×5×256 

Table 3. Model structures of C1, C2, and C3 

Layer 
Output Shape 

C1 C2 C3 

Input Layer 21×21×64 5×5×256 5×5×512 

Flatten 28224 6400 12800 

Dense    256 

Dense    512 

Dropout    512 
Batch Normalization    512 

Dense    3 
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4 Results 

70% of the total data were randomly selected as the 

training data (9,345 samples), and the remaining 30% of 

the total data were used as the testing data (4,005 

samples). The developed model was trained for 6,000 

epochs in a 10-batch size. The classification results 

provided 86.40% of posture, 86.97% of activity, and 

96.58% of hook attachment accuracies, respectively. 

While the back-worn IMU data were only used for the 

posture and activity classifications, the developed 

approach utilized both hook and back-worn IMU data to 

classify the hook attachment point. Therefore, the 

classification accuracy for the hook attachment was 

higher than that for the posture and activity 

classifications. 

Figure 5 shows the training curves for each 

classification accuracy. In this study, the approach was 

designed to reduce overfitting by applying kernel 

regularization, dropout layers, and batch normalization 

layers. However, the developed model was slightly 

overfitted for the posture classification as compared to 

the activity and hook attachment classifications. One 

reason for this overfitting issue could be related to the 

number of features extracted by each feature extractor 

because too many features may fit the training dataset but 

fail to be generalized to the test dataset. For the posture 

classification, the number of features extracted by F1 was 

28,224 while F3 extracted 6,400 features and F4 extracted 

12,800 features. 

The developed approach provided a relatively lower 

performance on the posture and activity detections than 

the hook attachment. Figure 6 shows the confusion 

matrix for each classification result. In the posture 

classification, the developed model misclassified some 

cases of kneeling and standing because similar bodily 

movements could occur between kneeling and standing. 

For example, while using a drill, subjects often did not 

bend their backs when both kneeling and standing. 

Conversely, while moving bricks, the subjects gradually 

bent their backs as they were being exhausted when both 

kneeling and standing. In the activity classification, some 

cases of moving bricks and using a drill machine were 

misclassified. For each posture, the two different 

activities were performed by moving arms mainly, which 

could generate invariant back movements for activity. In 

this case, similar patterns of the IMU data could be 

collected from the back, thereby reducing the overall 

performance of the activity classification. 

    

 

Figure 5. Training curves for (a) postures, (b) 

activities, and (c) hook attachments 

   

 

Figure 6. Confusion matrix of classification 

results 

5 Discussion 

5.1 Methodological Contribution 

The previous study [9] detected the proper use of a 

safety harness based on the distance between the safety 

hook and the lifeline. Therefore, the previous approach 

would identify lifeline attachment whenever the worker 

is closed to the lifeline regardless of the hook attachment. 

However, the current study detected the proper use of a 

safety harness based on the relative movement between 

the hook and the worker’s body. Since this approach 

directly detects the hook attachment, the developed 

approach could monitor the proper use of a safety harness 

wherever they are working. 

 Additionally, the previous approach would require 

further development to monitor multiple workers because 

the distance between the lifeline and the safety hook is 
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the calculated distance of a pair of BLE beacons. 

Therefore, if multiple workers are working at height, 

more BLE beacons are required for each worker. The 

previous approach would need to detect each worker’s 

pair of beacons and filter the signals receiving from other 

beacons. However, in this current study, hook 

attachments were detected based on the IMU data 

collected from an individual worker’s safety harness. 

Therefore, the developed system is able to monitor the 

safety hook attachment individually, allowing to monitor 

multiple workers simultaneously without further 

methodological improvement. 

5.2 Practical Application 

The developed system detected hook attachments by 

utilizing attachable IMU sensors to the existing safety 

harness. This implementation would make it easy to 

deploy this detection system to construction sites without 

additional devices. In addition, a LED bulb can be 

attached to a safety harness and indicate the status of the 

hook attachment. This application would empower safety 

managers to monitor the proper use of the safety harness 

from a distance without any communication networks. 

The developed system could monitor construction 

workers for a long period without causing intrusive 

associated with wearing additional sensors by attaching 

IMU sensors to the safety harness. The application of the 

developed system could allow safety managers to 

identify workers at risk of FFH as repeated improper use 

of the safety harness can be a precursor to FFH. This 

high-risk worker identification would serve as objective 

data for worker education and training that could 

effectively change the safety behavior of high-risk 

workers. 

6 Conclusion 

The developed approach provided an accuracy of 

96.58% for hook attachment detection, and the approach 

provided a consistent performance on different activities 

and postures. The detection approach also provided 

classification accuracies of 86.40% and 86.97% for the 

postures and the activity, respectively. The hook 

movement is affected not only by the attachment point 

but also by the worker’s posture and activity. These 

results validated that the relative movement between the 

hook and the worker’s body is a key feature for hook 

attachment detection. 

The developed system, in this study, was 

implemented by two IMU sensors that can be attachable 

to existing safety harnesses, allowing this system to be 

extended as the construction environment evolves in 

practice. By applying the developed detection system to 

construction sites, it would be possible to reduce FFH and 

to increase construction safety by reliably identifying 

high-risk workers to FFH.  

However, the performance of this learning-based 

approach would be affected by the quality of the training 

data and have practical limitations as the training data 

needs to be collected from each worker. Therefore, a 

subject-independent approach needs to be developed for 

further study. 
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Abstract – 

The construction industry accounts for a 

considerable portion of work-related accidents 

annually. Taking appropriate pre-construction 

measures can significantly lessen the probability of 

these accidents occurring. An essential step toward 

achieving this goal is identifying the unsafe attributes 

before construction begins. This research introduces 

a semi-automatic method for identifying and 

reporting construction hazards in the early phases of 

the project. The presented method benefits from 

Building Information Modeling (BIM) object-

oriented and visualization capabilities combined with 

the project schedule (4D BIM). An excavation and 

stabilization operation of an actual residential 

building project case is used to demonstrate the 

method's applicability. A hazard database is created 

and linked to the 4D BIM model of the project to 

identify the hazardous attributes causing struck-by 

accidents. According to feedback collected from the 

project team and safety experts, reducing hazard 

identification time and increased accuracy were 

considered the two most significant benefits of this 

method. 

 

Keywords – 

Safety; Hazard Identification; Building 

Information Modeling (BIM); 4D BIM; Automation 

1 Introduction 

The number of casualties and fatalities in the 

construction industry is disproportionately high. While 

the construction industry employed 7.2% of the US 

workforce in 2020 [1], 19.9% of all fatal occupational 

injuries occurred in this section [2]. The need to reduce 

the number and severity of accidents in the construction 

industry has caught the attention of researchers in recent 

years. One of the appropriate strategies is to identify the 

hazards in pre-construction phases and try to eliminate, 

reduce or manage them and their impacts. In many 

construction projects, the contractor is the sole 

responsible for the safety of the project. However, 

designers can also play a significant role in implementing 

projects with fewer safety accidents by considering the 

best practices and standards to achieve a safe design [3]. 

Identifying safety hazards in the planning phase can also 

considerably reduce construction accidents [4]. 

Advances in new technologies have provided great 

tools for identifying hazardous situations and eliminating 

or managing them in the construction industry. One of 

these technologies is Building Information Modeling 

(BIM). The increased usage of BIM in the 

implementation of many construction projects has 

provided new opportunities for greater utilization of this 

tool to improve the safety of projects. 4-dimensional (4D) 

BIM is created by integrating the 3-dimensional (3D) 

model of the building to the schedule of activities and can 

be used as a rich database with appropriate visual features 

to identify hazardous attributes in the project 

implementation process [5].  Despite its widespread 

applications in the safety management of construction 

projects, BIM's applicability, especially when integrated 

with the project schedule (4D BIM), has received less 

attention in identifying safety hazards before starting the 

construction phase. 

Accordingly, this study introduces a semi-automatic 

method to identify the potential struck-by hazards in the 

pre-construction phases of an actual excavation and 

stabilization project case. This method employs 4D BIM 

to ease hazard identification and provide spatial insights 

for the safety planners. The results show that project 

managers can use this method to identify the potential 

construction hazards in pre-construction phases with high 

accuracy and speed, thus facilitating project planning and 

increasing project safety. First, the relevant literature is 

reviewed in Section 2. Section 3 introduces the method 

of identifying hazardous attributes in the early phases of 
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the project using 4D BIM. In Section 4, the method is 

implemented to identify attributes that cause the struck-

by accidents, one of the four most frequent accidents in 

the construction industry, on an actual project's 

excavation and stabilization operation. Finally, the 

research is concluded in Section 5. 

2 Research Background 

2.1 Hazard Identification in Pre-construction 

Phases 

If the safety risks are not adequately identified, the 

analysis phase will never begin, and subsequent control 

measures will never be considered and implemented. 

Therefore, the activities will be performed without the 

necessary protection, and there will always be a risk of 

an accident for the ongoing activities. Considering safety 

tips and risks in the project design and planning phases 

can significantly impact reducing accidents [4]. 

Malekitabar et al. [6] examined 363 accident reports 

and found that a significant number of the risk factors 

causing these accidents could be identified at the design 

phase. Design for Construction Safety was introduced as 

a concept to address this importance. Another concept 

that points to the importance of safety at the design stage 

is Prevention through Design (PtD). This concept 

encourages project stakeholders to consider project 

safety from the design stage to eliminate or control 

hazards [7]. Due to the complexity and uncertainty of the 

construction industry, the designers and safety planners 

have used new technologies and tools to identify as many 

risks and predictable situations as possible in the 

construction process. The use of project simulation tools 

is an example of these. Baniassadi et al. [8] suggested a 

framework for concurrent safety and productivity 

assessment of different work scenarios before the 

construction activity begins to choose the best scenario 

in terms of safety and productivity. They used project 

simulation tools and expert judgment to identify the risks. 

Using new technologies with proper visualization 

capabilities can also improve hazard identification 

capability in the project's planning phase [9]. Esmaeili et 

al. [10] presented a method of identifying and analyzing 

safety risks based on safety attributes (called Attribute-

Based Safety Risk Assessment) and the lessons learned 

from past events and injury reports. With this method, 

safety risks can be identified and modeled independently 

from specific activities or building components. This 

theory believes that any injury or accident results from an 

interaction between a worker or a group of workers and 

a limited number of hazardous work environment 

attributes. By analyzing injury reports, a database of past 

accidents can be created, including the hazardous 

attributes, which are the cause of the accident, and the 

outcome of each event [11]. The database generated can 

predict accidents caused by these hazardous attributes in 

future projects [12], [13]. 

Current methods for identifying hazards during pre-

construction phases rely heavily on expert judgment or 

consider the project schedule without visualizing how the 

operational tasks are implemented. These issues 

seriously complicate construction safety analysis. Using 

new technologies such as 4D BIM, which combines 

scheduling with a 3D model, could provide greater 

accuracy in identifying hazards, but little attention has 

been paid to them so far. 

2.2 BIM and Project Safety 

Malekitabar et al. [6] proposed using BIM 

capabilities to identify safety hazards and risks at the 

design stage. Bansal [14] combined BIM and GIS 

technology to help workers visually observe the sequence 

of activities and the environment around each of them in 

the pre-construction stage. This allowed them to better 

understand the interactions between activities and the 

safety points and issues associated with these activities. 

Ciribini et al.  [15] used BIM to monitor the progress of 

ongoing activities. Their research showed that by 

comparing the BIM model and the executed map 

obtained from laser scanners, the project manager could 

effectively identify and modify safety components 

forgotten in the structure, such as guardrails or safety nets. 

Ganah & John [16] researched the use of BIM to improve 

workers' training. Their research examined the 

effectiveness of this technology in increasing the 

understanding of workers and stakeholders of the project 

to safety challenges during construction.  

By connecting the 3D BIM model to the activity 

schedule, the 4D BIM model is created. Many people 

involved in the construction industry believe 

construction accidents can be eliminated or lessened 

using 4D BIM. Collins et al. [17] investigated the impact 

of 4D BIM in assisting safety managers in implementing 

preventive strategies for scaffolding activities in 

construction projects. This study used the experts' 

opinions and safety risk factors in conjunction with the 

4D BIM model. Zhang et al. [4] used 4D BIM to identify 

and eliminate the risk of falling from a height in the early 

stages of the project planning phase. Their goal was to 

automatically detect unsafe conditions during project 

construction and locate them in a 3D model. Then, 

solutions to reduce the identified hazards were provided 

interactively with the opinion of safety experts or 

automatically. Jin et al. [7] proposed a tool for assessing 

construction risks during design phases of projects at an 

activity level and in a 4D environment. In this study, 

safety risk quantification for design elements is based on 

survey results from construction field personnel and 

expert judgment to assess construction risks. Abed et al. 
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[18] used 4D BIM simulation to help the safety managers 

understand the details and sequence of work. They 

demonstrated the effectiveness of this technique in 

hazard identification by relying on the opinions of safety 

experts.  

Based on the literature reviewed, 4D BIM is an 

appropriate tool for identifying hazards in the pre-

construction phases. Regulation rule checking and using 

expert opinion are the most common approaches to 

identifying hazards. These can be upgraded using safety 

experiences from past safety incidents. Considering the 

hazardous attributes identified from past incidents, 

identifying these attributes with the help of 4D BIM can 

complement past research. 

3 Semi-automatic Hazard Identification 

Method 

This method primarily aims to identify safety hazards 

in the early stages of construction projects with less time 

and more accuracy. This goal is achieved by using the 

capabilities of the 4D BIM model and the automatic 

processing power of computers. Figure 1 shows the 

different parts of the method 

The 3D BIM model of the project and the schedule of 

activities provide input for the method. A 4D BIM model 

for the project is made by connecting the 3D BIM model 

with the schedule of activities. A 4D BIM model 

typically contains spatial and geometric data, as well as 

the schedule of activities. For the safety analysis, further 

assumptions and details are also needed to be provided. 

In most cases, these details are not added to the model by 

default because the project owners may not see a need for 

them, or protocols are not defined for providing them. 

For example, to identify the struck-by hazards in an 

excavation project, as discussed in Section 4, the user 

should include some additional information such as the 

safe distance from the material storage place on the 

project site, the safe distance from the material transport 

route, the safe distance from the roadway, and the 

rotation radius of boomed vehicles. The user enters this 

additional information into a separate database, which is 

created based on the data extracted from the 4D BIM 

model. A specific identification algorithm is then 

designed and developed for identifying each of the 

hazardous attributes. Next, appropriate queries are 

written on the prepared database to examine its content 

according to the developed algorithms and identify 

hazardous activities and attributes. Once the hazardous 

attributes are identified, they are transferred to the 4D 

BIM model to create the 4D+ BIM model. The 4D+ BIM 

model is the 4D model of the project enhanced with 

safety information resulting from this method. 

4 Method Implementation 

To demonstrate the method's capabilities presented in 

Section 3, the researchers implemented it on an 

excavation and stabilization operation of a real project. 

In this sample implementation, struck-by accidents, one 

of the four most frequent accidents in the construction 

industry, were selected as a sample category of 

construction accidents. The implementation process of 

the method is described as follows. 

4.1 Identification Algorithms 

By reviewing 1,812 struck-by accident reports, 

Esmaeili et al. [10] introduced a group of hazardous 

attributes leading to the occurrence of this type of 

accident. Eleven of these attributes were selected as 

samples to create the construction hazard database of this 

study. The following are 11 selected hazardous attributes: 

1. Working in the swing area of a boomed vehicle 

2. Working with heavy equipment 

3. Working in a material storage zone 

4. Working in a material-transportation zone 

(horizontally) 

5. Working near an active roadway 

6. Workers on foot with moving equipment 

7. Driving heavy equipment, falling out 

8. Driving vehicle 

9. Working with a nail gun 

10. Working with power tools/large tools 

11. Working in falling objects zone 

The researchers determined the identification 

algorithms for each of these eleven attributes. The 

algorithm for identifying the hazardous attribute no. 1 

(working in the swing area of a boomed vehicle) is 

described in detail as a sample. 

4.1.1 Hazardous attribute no. 1 (working in the 

swing area of a boomed vehicle) 

The following algorithm was taken to identify 

activities in which there is hazardous attribute no. 1. 

1. First, consider the activities in which the boomed 

vehicle has been allocated as a resource. Then 

consider the time planned for the implementation of 

these activities as a period of risk. 

2. The hazard zone with a risk of occurring the struck-

by accident is determined based on the minimum 

and maximum coordinates of X and Y of the 

boomed vehicle's location in the model and 

considering the maximum rotation radius of the 

machine (R). The range of the hazard zone is 

determined by summing up R with the maximum 

coordinates and subtracting R from the minimum 

coordinates of the boomed vehicle's location. As 
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shown in Figure 2, the hazard zone is estimated as a cube.

 

Figure 1. Semi-automatic hazard identification method

3. Activities that, at the time of operation of the 

boomed vehicle (specified in step 1), their resources 

are located in the hazard zone (determined in step 2) 

are identified. 

4.2 Project Description 

The project is an 8-story residential building located 

in Tehran, Iran. This case study is limited to some of the 

activities related to excavation and stabilization of the pit 

walls. 

4.2.1 Steps of the Excavation Operation 

The excavation operation was executed in six general 

steps as follows. 

1. Excavating the middle of the pit and moving the 

nails to the side of the pit 

2. Excavating the side of the pit 

3. Smoothing the walls around the pit, straightening it, 

and making it parallel to plumb line 

4. Drilling of piles and injection of concrete into the 

nails 

5. Installation of steel network bases by workers and 

then installation of steel networks 

6. Shotcrete walls 

Figure 3 displays each of these execution steps.

  

Figure 2. Determining the hazard zone in an activity where a boomed vehicle is used
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Figure 3. The execution steps of the excavation 

4.3 4D BIM Model 

First, the 3D BIM model of the project was created.  

The schedule for excavation and stabilization of the pit 

was then connected to the model elements. Therefore, a 

4D BIM model of the project was developed. Figure 4 

shows a view of the generated 4D BIM model. 

4.4 Structured Hazard Information System 

In this study, an independent database was created to 

store the safety hazards knowledge. Although this 

database is linked to the information model of the project 

under study, its independent nature allows it to be used to 

identify risks of future projects as well. The researchers 

designed the database's structure, tables, the properties of 

each table, and the connection between them. Figure 5 

shows the tables, the relationship between them, and the 

characteristics of each. The desired data was then 

extracted from the generated 4D BIM model and stored 

in the created database. Additionally, some data, as 

explained in Section 3, is also taken from the user. 

4.5 Hazardous Attributes Identification 

The algorithms determined to identify each hazardous 

attribute were implemented with the help of information 

systems capabilities to write queries. The hazardous 

attributes for each planned activity are identified and 

stored in the activity risk table by implementing these 

algorithms. The output of the developed information 

system is the risk table of activities, which shows the 

identified or non-identified hazardous attributes for each 

activity. Figure 6 illustrates a sample form designed to 

display the information stored in the table after analyzing 

the case study project.

 

Figure 4. The project's 4D BIM model 

1 2

3 4

5 6
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Figure 5. Database structure designed to analyze the information to identify hazardous attributes

 

Figure 6. Designed form to view the identified 

hazardous attributes of each activity in the 

project's 4D+ BIM 

The results from the previous step were integrated 

with the 4D BIM model of the project to create the 4D+ 

BIM model. Figure 7 shows a view of the resulted 4D+ 

BIM model of the project. As shown in Figures 6 and 7, 

6 hazardous attributes have been identified for the 

activity titled "Removal center part A." As shown in 

Figure 7, an excavator has been used as a resource for this 

activity. This resource has increased the presence of 

hazardous attributes in this activity, so it is necessary to 

consider appropriate strategies in project planning for its 

safer implementation 

4.6 Expected Benefits and Future Works 

Based on the case implementation and feedback from 

the project team and safety experts, the method's benefits 

are as follows. 

1. The 4D BIM made it possible to use computer tools 

and, consequently, to automate the hazard 

identification process. The automation of hazard 

identification allows the process to be performed 

more straightforwardly, more quickly, and less 

costly.  

2. Due to the consideration of the relationships 

between elements and activities, the hazardous 

attributes are identified with higher accuracy 

compared to conventional methods. 

Even though the proposed method has received 

positive feedback from safety experts, it is still necessary 

to quantify and compare its results with conventional 

methods. In addition, future research needs to address 

further automatization of the method, including 

minimizing the user's role and standardizing the database 

so that it can apply to a variety of construction projects.
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Figure 7. A view of the project's 4D+ BIM model representing the presence or absence of the hazardous 

attributes in the activity's property menu

5 Discussions and Conclusions 

The most important way to control hazards in 

construction projects is to identify them before occurring. 

The object-oriented nature and interoperability with other 

databases of BIM have provided the ability to review 

conditions and check rules in a short time, low cost, and 

high accuracy. Therefore, BIM allows the automation of 

the risk identification process. As a result, 4D BIM was 

used in this study to identify hazardous attributes in the 

pre-construction phase of a project. Accordingly, the 

conceptual method was presented. The method was then 

implemented on a real project to identify the hazardous 

attributes causing struck-by accidents in the planning 

phase. Finally, the expected benefits of the implemented 

model were presented. Faster and more accurate hazard 

identification than traditional methods were mentioned as 

the main benefits of the implemented method. 

The method can be used as an efficient tool for Job 

Hazard Analysis (JHA) procedure. Job Hazard Analysis 

(JHA) is usually implemented before performing each 

activity to identify the risks and hazards that threaten its 

implementation in the project. Using this method in the 

JHA procedure, risk factors can be quickly identified at 

the project's planning phase.  

Nowadays, toolbox meetings are among the new and 

effective methods used to express the safety challenges 

during construction in the project site. The implemented 

method can help improve the quality of these meetings. 

It is possible to simulate all activities performed daily, 

weekly or monthly, along with the risks and hazardous 

attributes affecting each of these activities in this period. 

Another advantage of the implemented method is that it 

helps maintain and transfer project knowledge. 

Information about the resources used in the project can 

be stored in the designed database. This database could 

then be used in subsequent projects and collectively store 

project experiences. Modular construction and using 

robotics in construction are the two most expanding 

concepts in construction management. This research can 

help to expand these concepts by taking a step towards 

automating the hazard identification process. 

Investigating the effects of using the method 

implemented in this research on reducing accidents and 

increasing productivity in projects using robots in the 

construction and modular construction projects can be 

considered a subject for future research. 
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Abstract– 

One of the problems with unmanned construction 

is the lack of visual information, which reduces work 

efficiency to less than half of that in onboard 

operation. Therefore, methods to provide visual 

information using drones and image processing were 

studied in the past. However, the addition of 

information causes the operator to fall into cognitive 

tunneling in which the attention is focused only on a 

specific image. In this study, we attempted to develop 

a method that can prevent cognitive tunneling and 

shift the operator attention to an appropriate view 

according to the working state of heavy machinery. 

Cognitive tunneling is caused by low visual 

momentum (which represents ease in information 

integration between views) and high visual saliency 

(which represents ease in attention). Therefore, 

because visual momentum can be improved by 

presenting the same landmark in different camera 

images, useful landmarks for each work state were 

included in each image. In addition, because humans 

tend to pay attention to objects that vibrate in the 

useful field of view, we presented the image of an 

external camera in the useful field of view and 

allowed the image to vibrate when the work state 

was switched. To  investigate the effectiveness of the 

proposed method, an experiment was conducted on 

an actual hydraulic excavator. Although the 

proposed method did not improve the work 

efficiency of some operators, we believed that the 

proposed interface could direct the eyes of the 

operator to an appropriate image according to the 

work state. 

 

Keywords– 

Unmanned construction; Remote operation; 

Cognitive tunneling; Visual momentum; Visual 

saliency; Visual support 

1 Introduction 

Demand for unmanned-construction technology to 

remotely operate heavy machinery at disaster sites 

appears to be increasing because of the risk of 

secondary disasters when people directly enter the site 

to work[1]. However, in unmanned construction, the 

operator must recognize the complex situation at the site 

based on limited information from the image captured 

by onboard camera mounted on the construction 

machine (cab view) and those images captured by 

external cameras installed at the work site (external 

views) [2]. Therefore, the task is very cognitively 

demanding, and the work efficiency is only 

approximately 50% compared with that in the boarding 

operation [3]. To solve this problem, conventional 

research has been conducted to increase the amount of 

information by adding other viewpoint cameras and 

types of sensors mounted on heavy machinery and by 

providing the operator with multiple displays [4]. 

However, the increased amount of information requires 

the operator to select and integrate this information, 

which can increase the operator cognitive load and 

reduce work efficiency. In addition, cognitive tunneling 

may occur under a high cognitive load [5], which makes 

selection of appropriate information difficult using the 

conventional multi-display presentation methods. In the 

present study, we developed a novel visual interface that 

reduces cognitive tunneling of the operator and supports 

efficient information selection. 

2 Visual Interface Design 

2.1 Design Policy 

The causes of cognitive tunneling can be mainly 

divided into two categories. 

First, “Visual Momentum,” which represents the 

ease in eye transition among the information presented 

598

mailto:motekitakumi@gmail.com
mailto:qiaoziwei1999@gmail.com
mailto:yuichi_9432@akane.waseda.jp
mailto:jubi@waseda.jp


38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

on multiple screens, is low, which makes information 

integration difficult. This condition makes the operator 

suffer from the difficulty of paying attention to other 

images when the operator attempts to work only with 

the information obtained from one image type. Second, 

the operator attention is fixed on the information with 

high “Visual Saliency” and does not look at other 

images [6]. In particular, remote operators tend to fix 

their attention on cab view. Therefore, a visual 

presentation method that frees the attention of operators 

from cab view and directs their attention to an 

appropriate image is needed. 

According to the aforementioned conditions, we set 

two design policies for visual interface: one was to 

extract and present information that increases visual 

momentum and the other was to present the information 

that directs the operator attention. In line with the 

aforementioned design policies, we proposed the 

following methods: (1) selecting and presenting external 

views according to the work state, (2) deriving the 

optimal viewpoint position for external views, and (3) 

presenting information that considers the visual field 

characteristics of humans. We then constructed a visual 

interface. 

2.2 Selection and Presentation of External 

Views According to the Working State 

To increase visual momentum, the image presented 

to the operator must be related to the current work 

content. In this study, we developed a method of 

selecting images that increased the degree of agreement 

between the landmarks that the operator must recognize 

as work cues and those contained in the images to 

define the relationship between the work contents and 

provided images. The landmarks that must be 

recognized by the operator were considered to be 

different depending on the work state. The landmarks 

that must be recognized in each work state were 

analyzed based on a teleoperation experiment in a 

virtual-reality [7] environment and a field survey at Mt. 
Unzen-Fugen. In particular, the work states were 

divided into four types: moving, grasping, transporting, 

and releasing. When moving, it is required to avoid 

accidental contact with obstacles. So an external camera 

image that can help the operator understand the distance 

between the body of heavy machinery and the obstacle 

is needed. On the other hand, in manipulation work, 

which includes grasping, transporting, and releasing, an 

external camera image that shows the positional 

relationship between the grasped object and the grapple 

of heavy machinery is necessary. Besides, another 

external camera image that shows the positional 

relationship between the grasped object and the placing 

position is needed. 

2.3 Derivation of the Optimal Viewpoint 

Position for External Views 

We experimentally derived the viewpoint position of 

external views where the operator could most efficiently 

capture the positional relationship between the work-site 

environment and heavy machinery and where the work 

efficiency could be improved [8]. In particular, we 

compared the working time for grasping and releasing, 

which required a particularly high-precision work by 

changing the camera position, and derived the position 

of the external camera that offered the highest work 

efficiency. The experimental result demonstrated that 

the optimum pan angle was ∅ = 90° and the optimum 

tilt angle was θ = 60° in a polar coordinate system using 

the object to be grasped as a pole. We also believed that 

the optimal ranges of ∅ from 60° to 120° and θ from 60° 

to 90° did not significantly affect the work efficiency. 

 

2.4 Method for Presenting Information 

Considering the Human Visual 

Characteristics 

To enable the operator to efficiently refer to the 

information determined by our proposed method, we 

used a single display that could present external views 

in the  useful field of view and all the images in a stable 

gazing field of view by considering the human 

information-reception behavior. In addition, to shift the 

operator attention, which tended to be fixed on cab view, 

the screen of external view was made to vibrate at 

approximately 5 Hz when the external view was 

selected and presented to encourage the operator to shift 

his gaze [9]. Figure 1 shows an overview of our 

developed visual interface. 

 

 

Figure 1 Overview of the visual interface developed 
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3 Experiment 

In order to verify the effectiveness of the proposed 

visual presentation method, an experiment was 

conducted using an actual hydraulic excavator (Hitachi 

ZAXIS 35U, Figure 2) at the outdoor test site of the 

Public Works Research Institute. 

 
Figure 2 HITACHI ZAXIS 35U 

 

3.1 Experimental Conditions 

The experimental task was set by referring to the 

model task proposed by the Public Works Research 

Institute [10]. In this test, the vehicle made one round 

trip along an L-shaped course, as shown in Figure 4, 

while grasping and releasing the grasped object (Figure 

3) four times. From the starting point shown in Figure 4, 

the vehicle grasped the object at its front and rotated by 

approximately 90° to put it down. Then, the vehicle 

moved along the course, grasped the second grasped 

object at its front, and rotated by approximately 90° to 

put it down. Finally, the vehicle moved back to the 

starting point and repeated the previous steps in the 

reverse order to complete the task. In addition to cab 

view, external views from the side are necessary for the 

operator to obtain depth information in the manipulation 

work. The positions of the external cameras used in this 

experiment (External cameras ① to ③) are fixed, and 

the angle of camera image is changed according to the 

work state. The angle of camera image is set to be 

within the range of the optimal pan angle and tilt angle 

described in section 2.3. Table1 summarizes which 

cameras were used according to the work state in this 

experiment. 

In this experiment, a familiarization task was 

conducted before the main test. In the proficiency task, 

the vehicle started at the corner of the L-shaped course 

shown in Figure 4, moved along the straight course at 

the long side, grasped the object at the right (left) side of 

the excavator from the direction of travel, turned 180°, 

released the object in place, and finally moved to the 

starting point. 

The subjects were four operators who were skilled in 

boarding operations. In the experimental flow, the 

operator first performed the mastery task until he or she 

became fully proficient in the operation. The criterion 

for proficiency was that the error should be within ±5% 

when the working time was measured and compared 

with the three nearest working times. The proficiency 

task was terminated when the abovementioned criterion 

was met. However, even if the conditions were not 

satisfied, the task was terminated after a maximum 

repetition of 10 times. We performed the 

abovementioned task three times using the conventional 

method of presenting multiple images on multiple 

displays (Figure 5) and three times using our novel 

visual interface. In the new visual interface, the camera 

switcher decided the work state of the actual device and 

switched the images. To eliminate the effects of 

habituation caused by repeating the same task under the 

same conditions, the order in which the experiments 

were conducted was divided into two patterns of two 

people each, as shown in Figure 6. 

 

 

 

Figure 3 Grasped object 

 

 

Figure 4 Test field 
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Figure 5 Multi-Display presentation method 

 

 

Table1. The camera image presented in each work state 

 
 

 

 

Figure 6 Test flow 

 

We measured the working time, placement error, 

and number of false contacts as indexes to evaluate the 

work efficiency. The gaze was evaluated to confirm the 

effectiveness of the gaze guidance. 

In this experiment, placement error was defined as 

the deviation between the center position of the marker 

and grasped object. Only the distance between the 

center of the marker and grasped object was measured, 

and the rotation angle was not considered. The number 

of erroneous contacts was defined as the number of 

contacts between the heavy machinery and the traffic  

cones that served as the moving course. 

3.2 Results and Discussion 

3.2.1 Working Time 

The results of the Wilcoxon signed-rank sum test 

showed that no significant difference existed between 

the conventional and proposed methods in terms of the 

total working, moving, transporting and releasing times 

(Figure 7). The results also suggested that the 

conventional method could better reduce the grasping 

time than the proposed method. 

 

 

Figure 7 Result on work time 

 

Our study revealed that the working time could not 

be reduced. In this experiment, the conventional method 

presented four images to the subject without switching 

the images, and the angle of view was always the same. 

Therefore, while working under the condition where all 

images were constantly visible, we believed that 

understanding of the images that were not being looked 

up subconsciously deepened. Thus, no time was 

required to understand the images when shifting the 

gaze between images. On the other hand, in the 

proposed visual interface, because the images were 

switched according to the work state, time was needed 

to understand the images every time they were switched. 

We believed that this “time to understand the image” 

was a factor that did not lead to reduction in the 

working time. 

3.2.2 Gaze 

Figure 8 shows the results of the gazing process. The 

visual momentum was evaluated according to the ratio 

of time spent gazing at one image for more than 1.5 s 

during one task. The cognitive tunneling was evaluated 

according to the number of times a gazed image was 
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switched from cab view to external views in 1 s to 

determine if the attention shifted from an image with 

high visual saliency. The number of times the gazed 

image was switched from cab view to external views 

was used to evaluate whether cognitive tunneling was 

reduced. 

The result of the Wilcoxon signed-rank sum test of 

the four subjects revealed no significant difference 

between the conventional and proposed methods in 

terms of the ratio of watching the same image for more 

than 1.5 s and the number of times of switching from 

cab view to external views and the number of switching 

the gazed images. 

 

 

Figure 8 Result on gaze 

 

In the experiments that used the scaled model, we 

believed that the proposed method significantly reduced 

the percentage of gaze pauses for 1.5 s or longer and 

significantly increased the number of gaze changes in 

each of the previously mentioned evaluation indexes. 

This point is discussed in this paper. In the experiment 

that used the scaled model, nine images were presented 

to the subject using a multi-display presentation method 

to verify the effect on the work efficiency by reducing 

the time to select an appropriate image according to the 

work state. In the experiment using an actual machine, 

however, the number of presented images was reduced 

to four to reflect an environment that was closer to that 

of an actual unmanned-construction site. This process 

made selection of appropriate images and integration of 

information among images easier. In addition, whereas 

the subjects in the experiment that used the scaled 

model were inexperienced in the operation of an actual 

machine, the subjects in this experiment were skilled in 

the operation of boarding machines. Therefore, they 

were considered skilled in the ability to select the image 

to be viewed according to the work state. Hence, a 

possibility existed that no significant difference could 

be confirmed in each evaluation index. 

Next, when we organized the individual differences 

in terms of the different cognitive characteristics, 

behavior, and learning mechanisms of the subjects, we 

were able to identify the operators who were 

comfortable with the proposed visual interface, as 

shown in Figure 8. For Subjects B and D, we confirmed 

that the number of times the gazing image was switched 

from cab view and that when the gazed image was 

switched significantly increased using the proposed 

method. This result suggested that the proposed method 

can direct the attention of some operators from cab view 

with high visual saliency to external views with low 

visual saliency and can reduce cognitive tunneling. 

On the other hand, no significant difference was 

observed in terms of percentage for Subjects B and D in 

watching the same image for more than 1.5 s in the time 

on one task (Figure 9). As described earlier, the 

conventional presentation method always presented four 

images with the same angle of view. Therefore, the time 

required to understand the images was likely reduced 

compared with that in the proposed method. In other 

words, when the number of images presented was only 

four, the proposed method could reduce the time 

required to select an image. However, it required time to 

understand the image each time it was switched, and the 

latter had a greater effect on work efficiency. Although 

the latter process succeeded in directing the gaze to 

some extent, it did not improve the visual momentum, 

which could be the reason why the working time was 

not reduced. 

 

 

Figure 9 Result on gaze (Subjects B and D only) 
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3.2.3 Placement Error and Number of False 

Contacts 

Figure 10 shows the results of the placement error 

and number of erroneous contacts using the Wilcoxon 

signed-rank sum test. 

 

 

Figure 10 Result on placement error and number of false 

contacts 

 

 

Figure 11 Picture angle for each video presentation 

method 

 

The fact that the placement error and number of 

false contacts could not be reduced using the proposed 

method is discussed. Figure 11 shows that the view 

angles of the images provided by the conventional 

method and those presented by the proposed method 

were the same in this experiment. Therefore, when the 

performance of the placement error and number of false 

contacts were improved, the proposed method could 

appropriately assist the selection of the image to be 

viewed. However, in this experiment, in contrast to the 

scaled-model experiment, the subjects were likely to 

already possess a high level of ability to select the 

images to be viewed. Further, because the number of 

types of images presented was significantly reduced, 

selection of the images was easy. In this case, we 

believe that the effects on the placement error and 

number of false contacts are less likely to occur. 

4 Conclusion 

In this study, we developed a visual presentation 

method that can reduce cognitive tunneling to improve 

the efficiency of unmanned construction. The cause for 

cognitive tunneling is that the operator attention is fixed 

only on the images with low visual momentum and high 

visual saliency. Therefore, we aimed to improve the 

visual momentum by including the same landmark in 

each image. In addition, by presenting external views 

with low visual saliency in the useful field of view using 

vibration, the operator attention was directed from cab 

view with high visual saliency. The results from 

experiment that used an actual system showed that some 

operators were able to successfully direct their gaze; 

however, it did not lead to improvement in the work 

efficiency. The reason for the lack of improvement in 

the work efficiency was believed to be the need for time 

to understand the new external view by switching the 

image, which is a feature of the proposed interface. 

This result indicates that even if the gaze can be 

directed to the image corresponding to the work state, it 

cannot solve the essential problem unless it can assist in 

understanding of the image. 

Therefore, in the future, we aim to improve the work 

efficiency by introducing a system that can assist 

understanding of spatially discrete images when 

switching or displaying new images. 
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Abstract 

Construction sites are complex and dynamic, and 

this tends to increase the cognitive loads for 

construction workers. Developing and maintaining 

an adequate level of situation awareness (SA) at 

different levels (e.g., workers, supervisors, and 

project managers) is essential to improve the 

individuals’ capability of managing site safety. 

Despite the fact that there have been studies that 

applied SA to construction safety, SA is still an 

under-researched concept in construction safety.  It 

remains unclear how SA impacts safety behaviours, 

site safety management processes, and accident 

prevention strategies. To fill the research gaps, a 

critical literature review is conducted to: (1) identify 

and analyse current studies that integrate the 

concept of SA for managing construction safety, (2) 

investigate the conceptual linkages between SA, DT, 

and construction safety, and (3) recommend future 

research directions towards building a digitalised 

situation-aware construction safety management 

system. A five-step systematic review method was 

adopted, including literature search, selection, 

coding, data analysis, and discussion. Previous 

research on (1) elements of SA related to 

construction safety, (2) SA measurement, (3) digital 

technologies for SA, (4) SA and safety behaviour and 

hazard identification was reviewed and summarised. 

This paper recommends four specific future research 

directions to advance the research on SA for 

managing construction safety. Apposite utilization of 

the findings can assist digitalization revolution on 

construction safety management for both research 

and practice. 

 

Keywords – 

Construction safety; Digital technology (DT); 

Situation awareness (SA) 

1 Introduction 

The construction sites are highly hazardous, due to 

the dynamic and complex nature of the construction 

activities. The construction industry has been suffering 

from a high injury rate at the global level. For example, 

from 2011 to 2017, the New Zealand construction 

industry has seen yearly increasing work-related injuries, 

ranging from 26,394 to 37,659 [1]. 

Over the past decade, the construction industry has 

started using digital technology (DT) in managing 

various aspects of project management. There has been 

increased research interest in applying DT for managing 

construction safety in this ongoing shift towards 

digitalisation. For example, Guo et al. [2] reviewed DT 

for construction safety and discussed the conceptual 

linkages between safety planning, real-time hazard 

management, and safety knowledge engineering. 

Given the fact that construction sites are complex 

and dynamic, and this tends to increase the cognitive 

loads for construction workers [3, 4] and create 

information gaps between individuals (e.g., frontline 

workers, supervisors, and managers) and site conditions 

[5, 6]. As a result, workers are often unaware of new 

hazards that emerge from interactions among activities 

and thus unable to predict possible hazardous scenarios, 

which are often beyond their cognitive capacity and 

boundary. Traditional construction safety practices 

focus mainly on pre-activity safety planning and are 

ineffective in bridging the information and awareness 

gaps caused by the site dynamics. Developing and 

maintaining an adequate level of situation awareness 

(SA) at different levels (e.g., workers, supervisors, and 

project managers) is essential to improve the individuals’ 

capability of managing site safety. 

SA was defined as “the perception of the elements in 

the environment within a volume of time and space, the 

comprehension of their meaning, and the projection of 
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their status in the near future” [7]. It is a multi-

dimensional concept that first originated from the 

military aviation domain during the First World War. 

Endsley proposed a model of SA, which defines SA at 

three ascending levels: perception, comprehension, and 

projection [7]. Since then, the concept has received 

attention from researchers in different domains, such as 

engineering [8], computer science [9], psychology [10], 

and military [11]. 

Many researchers have applied the concept of SA to 

enhance the understanding of safety awareness and 

behaviours [12-14]. Despite these efforts, SA is still an 

under-researched concept in construction safety. It 

seems that SA is an important concept that has shown 

the potential to conceptually link DT and safety 

management and science. However, it remains unclear 

that how SA impacts safety behaviours, site safety 

management processes, and accident prevention 

strategies. Therefore, more research is needed to 

investigate the fundamental linkages to site safety. 

To fill the research gaps, a critical literature review 

is conducted to: (1) identify and analyse current studies 

that integrate the concept of SA for managing 

construction safety, (2) investigate the conceptual 

linkages between SA, DT, and construction safety, and 

(3) recommend future research directions towards 

building a digitalised situation-aware construction 

safety management system. 

2 Methodology 

The study adopted the systematic review method. 

The method consists of five main steps: literature search, 

selection, coding, data analysis, and discussion. Scopus 

was selected for literature search due to its 

comprehensive coverage of relevant peer-refereed 

academic papers. The search keywords and terms are 

presented in Table 1. 

The 1st, 2nd, and 3rd rounds of search identified 71, 

64, and 14 papers, respectively. Only articles, book 

chapters, and conference papers were kept for data 

analysis during the screening and selection stage. In 

addition, papers that are irrelevant to the construction 

industry were excluded. Duplicate articles that were 

identified in the three rounds of the search were also 

excluded. As a result, a total of 74 papers were kept for 

further analysis. 

The authors, title, year, country or region (country of 

the first author's unit), cited by, industry, SA aspect, 

technology used, equipment, SA measurement methods, 

statistical analyses method used, and statistical analyses 

indicator were coded, the coding results are presented in 

Table 2, Table 3, Table 4, and Table 5. The emphasis 

was placed on the elements, measurement of SA for 

construction safety, the relationships between SA, 

construction safety, and DT. 

Table 1. Search keywords and terms 

Round 

of 

search 

Keywords 

1st “situation awareness” AND “construction” 

AND “safety” OR “hazard” OR “accident”  

OR “risk” OR “health” 

2nd ( ( "situation awareness" ) AND 

( construction ) AND ( ( stakeholder ) OR 

( "digital technology" ) OR ( "digital" ) OR 

( "technology" ) OR ( "real-time location 

system and proximity warning" ) OR 

( "building information modeling" ) OR 

( "augmented reality" ) OR ( "virtual reality" ) 

OR ( "game technology" ) OR ( "e-safety-

management-system" ) OR ( "case-based 

reasoning" ) OR ( "rule-based reasoning" ) 

OR ( "motion sensor" ) OR ( "action 

recognition" ) OR ( "object recognition" ) OR 

( "laser scanning" ) OR ( "physiological status 

monitoring" ) OR ( "virtual prototyping" ) OR 

( "geographical information system" ) OR 

( "ubiquitous sensor network" ) ) ) 

3rd ( ( "situation awareness" ) AND 

( construction ) AND ( safety ) AND 

( ( stakeholder ) OR ( "digital technology" ) 

OR ( "digital" ) OR ( "technology" ) OR 

( "real-time location system and proximity 

warning" ) OR ( "building information 

modeling" ) OR ( "augmented reality" ) OR 

( "virtual reality" ) OR ( "game technology" ) 

OR ( "e-safety-management-system" ) OR 

( "case-based reasoning" ) OR ( "rule-based 

reasoning" ) OR ( "motion sensor" ) OR 

( "action recognition" ) OR ( "object 

recognition" ) OR ( "laser scanning" ) OR 

( "physiological status monitoring" ) OR 

( "virtual prototyping" ) OR ( "geographical 

information system" ) OR ( "ubiquitous 

sensor network" ) ) ) 

3 Key review results 

3.1 Temporal distribution of publications 

According to Figure 1, the earliest relevant paper 

was published at the International Conference on 

Computational Intelligence and Security in 2006. The 

number of relevant studies remains low until 2017. 

Starting from 2017, the topic of self-awareness was 

under the spotlight, and the number of relevant papers 

began to increase and reached its peak in 2020. 
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Figure 1. Distribution of publications by year 

3.2 Elements of SA related to construction 

safety 

The element of SA is about what constitutes SA at 

three different levels (i.e., perception, comprehension, 

and projection). It is a question of what are the essential 

data/information elements that enable an individual to 

develop an appropriate knowledge state for perceiving, 

comprehending, or predicting site safety-related 

scenarios. In general, no study has been conducted to 

explicitly identify a comprehensive set of elements of 

SA for construction safety. Nevertheless, there are 

fragmented studies that link SA to a specific 

aspect/object of construction projects. 

SA elements of interest mainly cover three main 

dimensions: people, machinery, and environment from a 

safety management perspective. SA elements of people 

can be further categorised into physical and 

psychosocial aspects. SA elements of people identified 

from the literature review are presented in Table 2. 

Data and information regarding machinery are also 

essential for site safety management, as they tend to 

create various hazards. Attention has been paid to 

location [15, 16], motion/behaviour [15, 17-19], and 

conditions [20, 21] of machineries. 

At the environment level, physical and psychosocial 

conditions are of interest for safety purposes. SA 

elements of environment identified from the literature 

review are presented in Table 3. 

Table 2. SA elements of people 

Category SA Elements Study 

Physical Location [16, 22] 

 Movement [22-24] 

 Behaviour [17, 23] 

 Roles [25] 

Psychosocial Stress; fatigue [24] 

 Time pressure [18] 

 Mental/cognitive load [18, 26, 27] 

 Areas of interest (AOI)   [27, 28] 

 Emotional stability [28] 

Table 3. SA elements of the environment 

Category SA Elements  Study 

Physical 

conditions 

Temperature [22] 

 Weather [15] 

 3D model of the site [15, 19] 

 The geometry and 

location of existing 

structures 

[16, 20] 

 The geometry of site 

topology 

[20] 

 Hazards [16, 18, 

22] 

Psychosocial 

conditions 
Safety climate 

[24] 

3.3 SA measurement methods for 

construction safety 

Several SA measurement methods were developed 

for construction safety, based on existing ones 

developed in other domains. A summary is presented in 

Table 4. 

For instance, Fang et al. developed a query-based 

SA measurement method inspired by Situation Present 

Assessment Method (SPAM) to quantify SA [21]. Javier 

and Masoud applied the Goal-Directed Cognitive Task 

Analysis (GDTA) technique to investigate the key goals 

and SA requirements and develop SA-centered 

construction management methods and an IT tool to 

improve stakeholder decision-making processes [29]. 

3.4 Digital technologies for situation 

awareness 

Various DTs have been applied to measure, develop, 

and maintain SA at different levels (i.e., perception, 

comprehension, and projection). A summary of DT 

technologies for SA is presented in Table 5. 

VR was adopted to investigate the impact of tasks 

intricacy on forklift driver’s SA [30]. The research 

indicates that the task complexity will significantly 

influence the forklift operator’s SA [30]. The result 

manifests that the characteristic of mission on-site can 

be one diminution of SA. 

Seokyon employed Ultra-wideband (UWB) 

technology and Angle-of-Arrival, Time-of-Arrival and 

Time-Difference-of-Arrival methods, axial-rotation and 

random-move collision preventing strategies was 

proposed to improve equipment operator’s SA to avoid 

unexpected collisions [31]. This research demonstrates 

that UWB is an advanced real-time site object spatial 

data collection method. 
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Table 4. SA measurement methods 

SA measurement methods Study 

Use eye-movement metrics, human errors, 

attention to measure cognitive processes 

[32] 

Direct measures of SA (eye-tracking) and 

Subjective SA measurement using Participant 

subjective situation awareness questionnaire 

(PSAQ) and Situation awareness rating 

technique (SART) 

[33] 

GDTA [34] 

Direct measures of SA (eye-tracking), AOI, and 

big five personality questionnaire 

[28] 

Direct measures of SA (Bluetooth energy 

power, position, temperature, 

battery volume and acceleration from BLE 

sensor) 

[22] 

Table 5. Digital technologies for SA 

DT  SA Elements  Study 

IoT sensors Locations, [35] 

 Human activities [23] 

 Machinery activities [18] 

Computer 

vision 

Human behaviour [23] 

MAR Cognitive load [36] 

Sensors, UWB Machinery behaviour [31] 

VR/AR/MR 3D model of the site [30] 

 The geometry and location 

of existing structures 

[37] 

 The geometry of site 

topology 

[38] 

BIM Visual awareness [35, 

37] 

Web 

technologies 

Logistics [39] 

3.5 SA and safety behaviour 

Previous research on safety behaviour was mainly 

focused on identifying and testing antecedents (e.g., 

safety motivation, safety knowledge, management 

commitment to safety) based on existing behaviour and 

motivation theories (e.g., theory of planned behaviour). 

The literature review results suggest that research on 

the impact of SA on safety behaviour in the construction 

domain has been limited. There is no research 

conducted to statistically test the relationship between 

SA and safety behaviour in the construction industry. 

Sneddon et al. [12] tested the relationships between 

actors (i.e., sleep disruption, fatigue, stress), worker’s 

SA, and unsafe behaviours, accidents, and near-miss 

accidents, based on the data collected in the oil and gas 

industry. The results indicated that SA is significantly 

related to unsafe behaviour. Mohammadfam [13] 

performed a path analysis to investigate the relationship 

between SA and human errors based on the survey data 

collected from multiple industries. The results suggested 

that the relationships between factors (i.e., sleepiness, 

fatigue, safety knowledge, and safety locus of control) 

and SA are statistically significant. SA was also 

significantly correlated to human error and safety 

behaviour. 

SA has been applied as a concept that links 

digitalisation and automation in crane operation to 

safety performance. For example, Fang [18] developed 

a cognitive-based real-time crane operation assistance 

system to perform autonomous hazard identification. 

This research proposes a measurable cognitive-based 

effectiveness validation approach that demonstrates the 

potential of an evaluating method to examine the 

relationship between the system design vision and 

system actual performance. Utilizing real-time motion 

sensing and 3D modeling technology, Fang et al. [19] 

proposed a mobile crane operator-assistance system to 

improve the SA of operators. In addition, a collision-

prevention strategy and UWB-based algorithms were 

created by Seokyon. The system can perform equipment 

collision detection [31]. By leveraging eye-tracking and 

task observation technology, a field experiment was 

conducted by Markus to investigate the operator visual 

information acquisition process [40]. Employ VR 

environment, Choi et al. applied SAGAT to examine the 

impact of subtasks on forklift operator’s SA [30]. 

3.6 SA and hazard identification 

Research efforts were made to investigate the 

impacts of SA on workers’ ability of hazard 

identification. Hasanzadeh et al. [32, 33] suggested that 

eye movements can be a reliable indicator of workers’ 

attention and comprehension of construction hazards. 

The research used eye-tracking technology to measure 

SA. The results indicated that SA varies significantly 

depending on workload, state of the area of interest, and 

experience. 

Several studies [26, 27, 36] have been conducted to 

identify that mental load will significantly affect 

worker’s SA. In addition, Eskandar et al. [24] identified 

that the high production and coordination pressure 

might influence the stakeholder’s response. One of the 

first efforts adopting mobile eye-tracking technology to 

investigate the relationship between SA and worker’s 

attention was conducted by Hasanzadeh [41]. Li et al. 

[42] revealed that knowledge sharing and construction 

safety awareness are critical to hazard identification. 
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4 Discussion 

The critical review aims to investigate the current 

conceptual position of SA in site safety and analyse the 

impact of DT on improving or maintaining SA. 

4.1 A digitalised situation-aware site for 

safety 

Although DT has been well researched and 

implemented for managing construction safety, there are 

conceptual gaps in the role of DT in accident causation 

models and safety science. Few studies have been 

conducted to conceptualise the role of DT. Due to the 

limitation of human cognition capacity, workers cannot 

process all relevant information for site safety. 

Accidents and near misses can be attributed to this 

limitation. DTs have demonstrated significant potentials 

to address the limitation by capturing data, generating 

new information and knowledge, and facilitating 

information flow. 

An assumption behind using the concept of SA is 

that if workers and managers can access an adequate 

amount of right information at the right time regarding 

site safety, accidents can be prevented. This assumption 

has been implicitly applied to justify most of the 

previous studies on DT for construction safety. The 

results of the literature review suggest that there is a 

solid conceptual basis underpinning the assumption. 

The conceptual basis is formed based on the theoretical 

linkages among SA, DT, and construction safety 

management. First, SA and attention are fundamental 

concepts of human behaviours. SA is a concept that has 

been applied to link human behaviour and hazards, 

which are two main contributing factors in accident 

causation models (e.g., Domino model by [43]). Second, 

there is solid evidence that DT can provide relevant 

information and knowledge to develop and maintain SA 

at the individual and group level. As such, SA is a 

helpful concept that links DT and construction safety 

management and safety science. 

DT can be developed, selected, and integrated into a 

coherent platform to provide a comprehensive situation 

picture (SP) following the same rationale line. 

Kärkkäinen et al. [44] defined SP as “A state where the 

scope, quality and accessibility of produced operational 

information is adequate for controlling the workflow 

and improving production processes.”. Another working 

definition of SP from a safety management perspective 

can be: 

“A state where the scope, quality and accessibility of 

all relevant information produced by DT is adequate for 

making informed decisions and improving safety 

performance.” To realise this ideal state, it is essential to 

understand what the relevant information is, how to 

capture and communicate the information to the right 

people at the right time, and how the construction site 

can be (re)designed to facilitate the information 

capturing and communication. This design thinking can 

create various interfaces between humans and the 

environment. The interfaces help an individual or a 

group to get the right information at the right time. 

Knowing something will never guarantee safe behaviour 

[45], however, the information and knowledge 

generated from the interfaces can significantly enhance 

the capability and capacity of individuals and groups to 

manage the dynamics and complexity of construction 

activities. The theoretical stance is that DTs do not 

improve safety level directly; instead, they improve the 

safety level by empowering people. 

4.2 Future research directions 

The application of the concept of SA for managing 

construction safety is still in its infancy. More research 

is needed to further develop its conceptual linkages to 

construction safety. The efforts should be focused on 

conceptualising the role of DT in construction safety 

management and science. Three specific future research 

directions are recommended as follows. 

First, research efforts are needed to identify 

elements of SA by levels (e.g., perception, 

comprehension, and projection), stakeholders (i.e., 

individual workers, team, supervisors, and project 

manager), and tasks. The results of the recommended 

research can potentially help design and integrate a 

network of DT and techniques to develop and enhance 

SA in various scenarios. 

Second, based on the results from this research, an 

ontology (or taxonomy) of SA is needed to represent the 

knowledge of safety information in the construction 

domain. The ontology can help people understand what 

information/knowledge is relevant to site safety and 

capture the relations of concepts for reasoning from a 

low level of SA (i.e., perception) to higher levels (i.e., 

comprehension and projection). 

Third, as aforementioned, there is a need for 

research on investigating the statistical relationships 

between SA and safety behaviour. SA can be measured 

at the worker level using either subjective or 

experimental measurements. Statistical testing methods 

such as factor analysis can be performed to explore the 

structure of SA. A structural equation model can be 

conducted to test the relationship between SA and other 

safety factors (e.g., safety behaviour, stress, 

management commitment to safety, social support). The 

statistical results can provide significant empirical 

evidence regarding the usefulness of the concept of SA 

in construction safety management. 

Finally, future research efforts should be made to 

conceptualise the role of DT in accident prevention 

strategies (e.g., safety management system, safety 
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culture/climate, resilience engineering). SA seems 

useful in connecting DT with classical accident 

causation models (e.g., Swiss cheese model). These 

efforts can lay a scientific foundation to integrate 

various DT into a platform to achieve a zero-harm 

vision. 

5 Conclusions 

By using a systematic review methodology, this 

paper reviewed studies that investigate the concept of 

SA for construction safety. The results suggested that 

SA elements can be divided into three categories: 

human, machine, and environment. A more 

comprehensive SA taxonomy remains an undeveloped 

domain. Several SA measurement methods were 

identified. The selection of method is highly dependent 

on the researcher's experience and the system 

architecture on measuring SA. A comprehensive 

understanding of SA is essential for improving SA 

measurement efficiency and effectiveness. The 

relationship between SA and DT, SA and safety 

behaviour, SA and hazard identification attract 

considerable attention. Furthermore, further efforts on 

developing an innovative digitalised situation-aware site 

that can deliver the right information to the right people 

at the right time were proposed by this research. 
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Abstract – 

Construction still has high numbers of nonfatal 

and fatal occupational injuries. Works in highly 

dynamic and continuously changing environments 

involving heavy equipment pose numerous types of 

hazards. Potential struck-by incidents for pedestrian 

workers from overhead crane loads are a concern to 

many practitioners. Safety best practices suggest to 

avoid unsafe acts by early implementation of 

appropriate safety training. Serious games in Virtual 

Reality (VR) have proven efficient for such purpose 

because they engage and motivate the participants in 

the learning effort more than traditional methods can. 

However, most VR experiences are limited to one 

participant, and strict roleplay allows little 

interaction with the hazards. This paper 

demonstrates that an asymmetrical multiplayer 

serious game in VR can represent a more realistic 

work environment. The developed scenario contains 

several of the inherently embedded hazards and 

unpredictable human interactions involved in the 

specific use case of crane lift operations. Three 

players, of which two represent construction site 

personnel using head-mounted displays (HMD) and 

one operating a (gantry) crane using a remote desktop 

computer user interface, complete their work tasks in 

virtuality. Test results from 18 volunteering users, 

half of whom receive vibrotactile haptic feedback 

when confronted with hazards, show that such 

feedback positively impacts their hazard recognition 

rate. User awareness was also up to 35% higher while 

decreasing their time spent underneath a crane load. 
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1 Introduction 

The construction industry is one of the industries with 

the highest number of nonfatal and fatal occupational 

injuries. Construction operations can often be very 

complex and usually involve heavy equipment, various 

hand-powered machines and tools. As such, work in 

construction can be dangerous [1]. 

One of the leading causes of construction workplace 

accidents, according to the Occupational Safety and 

Health Administration’s [2] ‘Fatal Four’, are struck-by 

accidents. The most common accidents involving lifting 

operations are related to struck-by incidents when 

workers are frequently within the danger zones of the 

crane or parts of it. In the latter case, these are, for 

example, loads that are attached to a crane hook [3]. 

For such reasons, construction workers receive 

appropriate safety training. However, traditional safety 

training methods in construction have been criticized for 

becoming less effective when participants demonstrate a 

low level of personal engagement [4]. Among many 

other reasons, Virtual Reality (VR) has been proposed as 

an additional method for the safety training curriculum. 

As earlier research has shown, VR has proven to be a 

useful method to enhance the visual understanding of 

complex work tasks in various industries [5].  

Since construction workers are susceptible to 

accidents, VR tools have already been specifically 

researched to improve safety training [6]. VR can provide 

trainees with the hands-on experience of dangers as it 

simulates reality in a safe virtual work environment. This 

approach eliminates exposing any participant to real 

dangers and gives a more significant learning outcome 

than traditional methods, says Sepasgozar [7]. 

Nevertheless, VR still faces many socio-technical 

challenges that research needs to address. 

For example, displaying struck-by hazards such as 

those coming from heavy equipment in VR serious 

games have typically been automated, following 

predefined paths in experiencing them [8,9]. To resolve 

this limitation for good, asymmetrical multiplayer VR 

serious gaming is proposed. It permits user interaction by 

applying different display devices (immersive head-

mounted displays and desktop computer displays) [10].  

The objective and scope of this study are to 

investigate construction worker safety, particularly their 
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awareness of hazards in a dense and highly dynamic 

work environment. For this purpose, an asymmetrical 

multiplayer VR serious game is developed for testing 

participants in their roles of co-workers on an indoor 

construction site. Furthermore, the impact of receiving 

vibrotactile haptic feedback is studied. While individuals 

of one group of the participants receive the feedback in 

the form of warning signals as soon as they encounter 

danger, the ones belonging to the second group do not.  

The following sections first review the most relevant 

construction safety background. The method section 

introduces a first-of-a-kind asymmetrical multiplayer VR 

serious game for construction safety training. While this 

work is still a prototype, early testing with participants is 

explained. Results that are encouraging lead to the 

section of implementation, limitations, and future work. 

2 Background 

2.1 Crane safety numbers and safe operation 

Struck-by incidents are among the leading causes of 

fatalities in the construction industry. In 2019 struck-by 

hazards accounted for 15% of all construction fatalities 

in the United States [11]. It is also the largest contributor 

to nonfatal injuries in the construction industry, with  

23.4% in 2019 [11]. Struck-by accidents account for 

many different hazards, including struck by heavy 

equipment and other vehicles, such as excavators, dump 

trucks, cranes (tower, mobile, gantry), or parts of thereof.  

The most common accidents related to struck-by 

incidents involve lifting operations where workers are 

within the danger zone of the crane (def. area where 

harmful contact(s) can occur with either the equipment 

itself or part(s) of it) [1]. Hoisting operations are essential 

during construction projects. Cranes often operate with 

loads both near and above workers, often in crowded 

work areas that at times overlap with multiple crews on 

the ground [12]. 

The US Bureau of Labor Statistics reported 297 

crane-related fatalities between 2011-2017 [13], of which 

over half involved a pedestrian worker being struck by 

moving parts or falling objects. 

Recent years in the construction industry have seen a 

steady increase in the lifting operations performed on 

construction sites and off-site. One reason is the 

industry’s trend towards using more prefabricated 

elements and modular building components [14]. Given 

the weights and sizes, such elements require lifting at 

some point in time in the construction supply chain and 

assembly process. 

Therefore, Fard et al. [15] investigated 125 accidents 

related to modular and prefabricated building 

components. The results showed that 62% of those 

accidents occurred on the construction site, and most 

were experienced during the installation task.  

A similar analysis on accidents related to 

prefabricated elements was carried out by the Norwegian 

Labor Inspection Authority [3]. It investigated 21 

accidents. In over 50% of the identified accident cases, 

workers were located in the danger zones [3].  

The complexity of conducting safe crane operations 

requires considerable knowledge and experience. This is 

why it is essential to get the appropriate training and 

certification for operating cranes. As noted in regulations, 

among many other requirements, a crane operator shall 

correctly use and understand the crane operation controls 

and loading charts [16]. Furthermore, pedestrian workers 

must always ensure that they are aware of their 

surrounding environment, incl. the cranes. In the case of 

a crane’s presence at work, workers need to familiarise 

themselves with staying out of any danger zones or not 

finding themselves inside areas where falling loads or 

crane components can strike them. 

2.2 Existing and modern crane safety training 

A typical construction safety training includes 

traditional classroom teaching, on-the-job training (OJT), 

and on-site safety meetings [17].  Classroom information 

is usually presented through textbooks, slideshows, and 

videos and is often referred to as passive training. On the 

other hand, active training is referred to as company-

based training because it is linked to actual work tasks 

learned through active participation. The safety meetings 

on-site are often weekly or even daily and are an essential 

part of safety training. A current challenge is how 

effective workers learn and how well they use their safety 

knowledge in practice.  

As experienced in many vocational schools in 

construction worldwide, the individual backgrounds of 

apprentices intending to become certified crane operators 

vary widely. Teizer et al. [4] argue that the traditional 

methods are ineffective for some participants. This may 

challenge passive training effectiveness, which is often 

little engaging and provides limited personalized 

feedback. Therefore, research proposes a shift towards 

engaging, motivating, and efficient training methods. 

These ultimately can ensure that long-term hazard 

recollection improves workers’ awareness of risks while 

at work [18]. 

Alternative methods have been investigated to 

improve learning outcomes for students that are more 

engaging and motivating. One method that has been 

proven to be beneficial for safety training is the use of 

VR. VR is a computer-generated environment where the 

fundamental idea is to enable participant immersion. It 

provides the opportunity to explore and interact with the 

virtual environment (VE) and its components [19]. 

Therefore, creating training scenarios in VE where 

workers can simulate feeling present on a real 
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construction site allows them to experience hazardous 

situations that would otherwise be difficult or impossible 

to replicate in the real world.  

Different display devices define the level of 

immersion the participant experiences. A desktop 

computer device with a mouse and keyboard gives the 

lowest degree of immersion. Head-mounted displays 

(HMDs), which are the most common form of displaying 

VEs, provide the user with a high level of immersion. If 

the hardware components can completely block out the 

real world, the user can become fully immersed in the 

environment and possibly achieve high illusions of 

presence and a high level of realism [5]. 

Recent game developments for entertainment have 

increased the use of several different display devices in 

one collaborative multiplayer VR environment. This is 

called asymmetrical VR. One or more players can be 

immersed in the same simulation with HMDs, while 

other players can simultaneously join through different 

displays such as smartphones or desktops [10]. This setup 

can be beneficial when there are limited VR-compatible 

devices as it can become quite costly to purchase multiple 

systems. In addition, asymmetrical VR also allows the 

inclusion of players who are susceptible to VR sickness.  

Serious games for construction have not implemented 

asymmetrical VR components in the currently available 

VR serious games. This finding coincides with the fact 

that there are limited multiplayer virtual environments 

within the construction safety training field. However, 

the construction industry is greatly dependent on 

different professions working together, and there should 

be a greater focus on developing shared immersive 

experiences [20].  

One of the first attempts to examine multiplayer 

environments for construction was developed by [21]. It 

was a VR multiplayer serious game developed to teach 

lean construction, with three participants interacting in a 

shared virtual environment while performing 

construction tasks in a less wasteful way. 

Noteworthy to mention is also the pre-existing 

experiences of (some of the co-) authors with VR games 

for construction safety purposes. As seen in previous 

serious games [4, 8, 9], equipment performing lifting and 

transporting operations have been ‘hardcoded’ 

(automated) in these VE experiences. However, research 

is needed to prove whether or not such ‘robots in VR’ 

represent or get close to near-human behavior.  

In addition, Golovina et al. [9] developed a VR 

serious game where data of the players’ paths were 

tracked. The data included trajectories and timestamped 

locations of collisions when participants were in a danger 

zone or collided with equipment. The data log was used 

for run-time or post-experience analysis. Their novel 

approach allows for detailed instructor-student feedback, 

which demonstrated to improve learning outcomes.  

However, all previously mentioned serious games 

were single-player environments and where equipment 

followed predetermined paths. This could potentially 

lead to players getting too quickly accustomed to and 

predicting the machines’ pathway. Ultimately, this can 

eventually lower the level of realism of the user 

experience and adversely impact learning effectiveness. 

In sum, current research gaps exist concerning safety 

training in virtuality utilizing the potential of multiplayer 

and asymmetrical VR components for creating more 

realistic training environments. The next paper section 

explains the method of developing the asymmetrical VR 

multiplayer scenario created to demonstrate worker 

exposure to overhead crane loads. An indoor 

environment was selected because previous research by 

Bükrü et al. [22] showed success in limiting the visible 

workspace so participants would not lose oversight. 

3 Methodology 

The system used for the game development takes 

advantage of several different hardware and software 

tools and the cross-platform communication between 

these. The software and hardware tools presented in 

Figure 1 were used for developing, testing, and analyzing 

the serious game. This figure also shows how the data 

communication works with a central server and all clients 

communicating to ensure efficient data transferring. The 

developed virtual environment is created for cross-

platform use, meaning devices from different suppliers 

can be used simultaneously in the multiplayer scenario. 

The game engine used for the development of the serious 

game was Unity 3D. The virtual environment was based 

on an already existing multiplayer serious game 

developed by the co-authors Jacobsen et al. [21]. It was 

significantly modified to fit the purpose of this research. 

 

 

 
 

 

Figure 1. System architecture of the asymmetrical 

multiplayer virtual reality serious game. 

Symbols: 
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Modifications were done by editing the scene in 

Unity and implementing motion data streaming from the 

external software MVN Analyse. Photon Unity 

Networking (PUN) provided the connectivity between 

the clients. The reason was that PUN proved successful 

in supporting a multiplayer environment in previous 

research [21]. Figure 2 shows how the developed 

asymmetrical multiplayer VR serious game environment 

that three human participants in the roles of, respectively, 

one worker (called BMS player), one crane operator (CO 

player), and one health, safety, and environment 

coordinator (HSE player). 

 

 

Figure 2. Overview of the workspace in the 

asymmetrical multiplayer virtual environment. 

To add complexity to the scenario, a (sometimes) 

moving robot on a fixed platform and a human-like 

robotic avatar were placed in the same scene (Figure 3). 

 

 

Figure 3. Robotic arm and avatar of robotic player. 

For most of the work time, the avatar was outside the 

safe area of the robotic arm. To make the avatar's motion 

most realistic to human body motions, an asset developed 

by Xsens was used to stream human body motion data 

from MVN Analyse into Unity 3D. This asset provided 

the opportunity of implementing a pre-recorded avatar 

from MVN Analyse into the Unity scene. As motion data 

recording was created and imported into Unity, run-time 

performance was not tested but is optional for 

implementation. This can further improve the level of 

realism in the scene and add more features to disrupt the 

players in their assigned work environment. For 

simplicity reasons, the pre-recorded avatar is walking 

between a workstation and a stationary robotic arm in the 

center of the warehouse to do maintenance work.  

Likewise, the previously mentioned industrial robot 

is placed in the center of the warehouse and enriches the 

game scene to be more realistic and creates a task for the 

pre-recorded avatar to facilitate interactions with the 

players. An animation was made to make the robot move 

more realistically. In addition, there is an opening in the 

safety barricades on each side of the robot station. This 

was done to create a shortcut that the players could 

potentially use. This area is classified as a danger zone 

and should not be entered.  

The gantry crane controlled by one of the participants 

(CO player) is installed in the ceiling and can freely be 

moved across the warehouse. The area underneath the 

moving crane hook is divided into three safety zones, a 

red zone, a yellow zone, and a green zone. These zones 

are not visible to the players. 

The red zone is the most dangerous area below the 

crane, which is directly underneath the load. A circle 

defines this area with the crane hook as the center and a 

radius equivalent to the farthest distance to any point on 

the suspended load [23]. The yellow zone is defined as a 

danger zone underneath the crane load, an area outside 

the red zone with a given radius from the center of the 

crane hook. This radius is equal to the red zone radius 

with an additional clearance distance. This additional 

distance is usually between 1.5 and 3 meters and is 

decided by a safety professional, taking the surrounding 

environment's nature, and the crane loads characteristics 

into account [22]. For the experiment, it was set to 2.52 

m with the possibility of changing it via a slider in Unity 

(Figure 4).  

 

Figure 4. Two colliders associated with crane load. 

If any worker enters the red or yellow zone, a warning 

signal is given immediately to realize the hazardous 

situation and take action. In this research, this is done to 

616



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

one of the two groups by vibrotactile haptic feedback. 

Finally, the green zone is defined as the area where 

ground workers are unlikely to get struck by falling crane 

load hazards [23] and therefore, no alarm is given. 

4 Implementation 

The VR multiplayer game environment set inside the 

warehouse is developed for the three players performing 

different tasks. Two players are immersed with HMDs 

and interact with the VE through controllers, whereas the 

third player operates the gantry crane using a computer 

screen and keyboard. To simplify, the players are divided 

into three categories: A construction worker wearing a 

Body Motion Suit (BMS) player, a Health Safety and 

Environment (HSE) player, and a Crane Operator (CO) 

player. Two of them were in the same room, the third one 

(HSE) was located in a different VR room at the research 

facility (Figure 4). 

 

 

Figure 4. VR stations in the research facility. 

01. BMS instruction board 
02. HSE instruction board 
03. PPE - Safety helmets 
04. Placing of drywall sheets 
05. Placing of toilet and sink 
06. Placing of pipes (behind the wall) 
07. Placing of lamps and electrical wires 
08. Storage area 
09. Loading zone 
10. Temporary loading zone 
11. Boxes for CO players’ task 
12. Pre-recorded avatar 
13. Robot arm station 

 

 

Figure 5. Components of the virtual environment 

indicating the work tasks and their locations. 

The Body Motion Suit (BMS) player is wearing the 

MVN Awinda sensors and HMD with controllers. Due to 

limitations in game development experience, the motion 

data could not be used to visualize a virtual avatar. The 

data, however, was used for post-game analysis. The 

BMS player has three different tasks shown through a 

virtual instructions board (see #1 in Figure 5). The tasks 

are placing six drywall sheets (#4), installing a toilet and 

sink with associated pipes (#5), and placing two electrical 

wires and lamps (#7). 

An untidy workplace with unorganized equipment, 

material and waste have a negative effect on safety. This, 

combined with poor material storage, affects where and 

how workers move around a construction site, thereby 

also which hazards they might be subjected to.  

The Health, Safety and Environment (HSE) player is 

the other player that works inside the warehouse using 

the HMD and controllers. The HSE player’s task is to 

clean up the workstation and make it safe. This includes 

multiple objects and equipment scattered around on the 

warehouse floor. Furthermore, the HSE player has to 

place two safety barricades (placed just under #2) around 

the robot arm station to secure this restricted area (#13). 

Pictorial instructions are given (#2) at the start of the 

experience. While this forces the HSE to move, 

(unintended) interactions with the crane load may occur. 

Before starting any work, the BMS and HSE player 

should put on a safety helmet placed on a shelf by the 

instruction boards (#3). This is required, as the personal 

protective equipment (PPE) visualizes the workers, 

making it easier for the crane operator to see them. 

The Crane Operator (CO) player is the only player not 

immersed with the HMD and instead interacts through a 

desktop display. The task of the CO player is to move 

four boxes from two loading docks (#11) to a zone in 

front of one of the warehouse doors (#9). The boxes must 

be arranged in an order given on the instructions board. 

Because of the specific arrangement, a temporary loading 

zone (#10) is implemented in the robot arm station (#13), 

separated (and eventually secured) by barricades to allow 

for the rearrangement of boxes. All other components of 

the virtual environment not explained are listed and 

visible in plan view in Figure 5.  

The arrangement encourages and forces interactions 

among the players and their roles. For example, the BMS 

benefits if the HSE does a good job cleaning the 

workspace or shielding off the robotic arm area. Unsafe 

acts like players entering this area when the robotic arm 

is in motion are then less likely to occur. 

When all the clients have joined the multiplayer scene, 

the players can begin their tasks. Two different test 

scenarios were created and tested on two groups of 

several rounds to determine how the players on the 

ground performed relative to the gantry crane and its load.  

The first scene, which was tested on the first group, 
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did not give warning signals to the players when they 

were within the danger zone of the crane. The second 

scene tested on the second group gave warning signals 

through vibrotactile haptic feedback. For simplicity 

reasons, players experience automatic vibrotactile haptic 

feedback as constant vibrations in the controllers.  

The haptic feedback is given when a player enters the 

long-range distance. This warning from danger implies 

taking action. If the players do not take immediate action 

after the initial haptic feedback warning, they can find 

themselves inside the short-range distance. When a 

player enters the long-range distance or the short-range 

distance, their X and Y coordinates are written to a log 

file for further (immediate or later) analysis. 

An experiment was conducted with participants that 

studied or worked within the construction engineering 

field. 18 participants were divided into two different test 

groups to measure a potential difference in performance 

when vibrotactile haptic feedback was enabled and 

disabled. A total of six rounds were conducted, three 

rounds per group, with three participants per round. 

Before starting, the second group participants were 

informed that vibrations in the controllers could occur 

and that the vibrations were warning signals of being in 

danger. However, they were not told what the cause of 

the danger might be. This was to avoid affecting their 

awareness of the overhead crane.  

After the experiment, participants were asked to fill 

out questionnaires to evaluate the usability and user 

experience. The System Usability Scale (SUS [24] and 

User Experience Questionnaire (UEQ) [25] were used 

for this purpose. Due to the limited space, this is not 

further analyzed in this paper. 

Two rooms and three computers were needed for the 

experiment. As explained earlier, the CO and BMS 

players were in the same room, and the HSE player was 

in another, separate room. Due to how the multiplayer 

scenario is developed, all players needed to be connected 

through different computers.  

5 Data collection and analysis 

The data collection was done within Unity using C# 

scripts, which collected X- and Y-coordinates of objects 

in the scene in run-time. The coordinates were collected 

as tracking coordinates for both the workers and crane 

and as collision coordinates between the workers and the 

crane. The tracking coordinates were collected 

continuously during the entire game, while the collision 

coordinates were collected when a player entered a 

predefined zone (crane danger zone or the robotic arm 

area of the site). The data was written to a .txt file for 

simplicity in further analysis. This setup was done for 

both players in VR. The data was imported to MATLAB 

and visualized to show the movements of players and 

crane in the scene. Furthermore, the collision coordinates 

visualize where the player had been in danger.  

6 Results 

Note that the 9 participants in the first group were 

given minimal information about how to implement safe 

behavior in the VE.  Table 1 presents the comparison of 

the total crane collision occurrences and durations 

between the two groups.  

 

Table 1. Crane load collider incidents in groups 1 and 2 

(with and without haptic feedback (HF), respectively), 

Group 

Long-range 

distance (2.52 m)  

Short-range 

distance (1 m) 

Count 

[No.] 

Time 

[s]  

Count 

[No.] 

Time 

[s] 

1 (w/o HF) 57 314 11 35 

 2 (w/ HF) 47 203 11 24 

Delta [%] -17.5 -35.4 0 -31.4 

 

A significant decrease can be seen in both duration 

and occurrence for the participants who received warning 

signals when experiencing the dangerous zone 

underneath the crane load. The total duration underneath 

the long-range distance decreased by 111 seconds 

(35.4%). There was a total of 10 occurrences less for 

group 2 (17.5% decrease). Furthermore, the total duration 

underneath the short-range distance decreased by 11 

seconds (31.4%), while the total occurrences were the 

same as group 1. Figure 6 shows example illustrations 

from two of the participants, one belonging to each group. 

The plots generated automatically in Matlab® precisely 

document where and how frequent these incidents 

occurred. 

It indicates that the players in group 2, who received 

haptic feedback, were more aware of the crane and their 

safety, as they had an average decrease in all parameters 

measured, except occurrence. Participants did not always 

know which direction the crane was moving. It was 

observed that when participants were walking, and the 

crane came behind them, they backed away as they 

assumed it was in front of them, thereby walking further 

into the danger zone of the crane. Yet, the change in 

short-range duration demonstrates how much faster the 

participants from the second group retreated from the 

hazardous area due to the shorter duration. The results 

suggest haptic feedback affected their safety awareness.  

There were no changes seen concerning the short-

range distance. The skillset of the players might be a 

reason. Furthermore, the results were highly dependent 

on the CO. Some CO players were more careful and kept 

to one side of the warehouse, as seen when comparing the 

play rounds in Figure 7. Since three computer systems 
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needed to send information back and forth instantly, 

minor synchronization errors were experienced, as 

shown in Figure 7. Such delay leads to minor errors in 

the results. To avoid this from happening, all information 

was taken from the computer of the participant that was 

in focus. This means that crane trajectory data was also 

taken from the BMS system when analyzing the BMS 

player. This ensured that what the player saw was also 

what was used for data analysis.  

     

Figure 6. One sample participant of groups 1 and 2, 

respectively: #1.2.1 (left) and #2.3.1 (right). 

 

 

Figure 7. Slight deviations in the crane hook paths in 

the multiplayer asymmetrical serious game as 

experienced by the 3 players (BMS, HSE, and CO) in 

the virtual environment. 

Based on the track path analysis, it was observed that 

all crane paths were unique and different even though the 

tasks were the same for all six rounds. In addition, results 

from the UEQ showed that the participants immersed 

with the HMDs experienced the scene more 

unpredictable than the COs. This verifies that including a 

human-controlled crane in a VR serious game creates 

more realistic paths that the other players (workers on the 

ground) cannot predict easily. 

7 Conclusion 

An asymmetrical multiplayer VR serious game was 

developed for the first time for construction safety 

training purposes. The game's novelty is that it allows 

players to immerse themselves in a highly dynamic 

virtual work environment with others via both head-

mounted display and desktop display to experience safe 

exposure to hazards. This allows for the training to be 

more realistic as other participants are in the environment 

just as in reality. While the external player operating a 

gantry crane can act unsafely, such as exposing fellow 

players to an overhanging load, incident data is collected. 

Furthermore, the study quantified the effect of 

vibrotactile haptic feedback on safety awareness, and 

therefore also how this could change the behavior and 

safety performance of participants.  

In-game data analysis and evaluations of participant 

user experiences indicate that both asymmetrical virtual 

environments and vibrotactile haptic feedback are useful 

in safety training. The first created unpredictable and thus 

more realistic interactions in the VE than existing serious 

games demonstrate. The second reduced the frequency 

and length of hazard exposure. Proven was that players 

with feedback also left hazards areas quicker. 

Based on further findings from participants’ feedback, 

players fully immersed in the scene experienced the 

scenario much more unpredictable than the players 

operating the crane through a desktop display. The virtual 

environment benefited from a human controlling the load. 

Some technical limitations and that the particular 

serious game tested only human-machine interactions 

encourage further research and development, e.g.. an 

analysis of the usability and user experience. 
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Abstract –  

The construction industry is suffering from a high 

rate of accidents that significantly affect the overall 

performance of projects. Compared to the 

conventional safety training methods, Virtual Reality 

(VR) games offer a more immersive and interactive 

learning experience for the participants. However, 

training scenarios in most of the existing VR games 

lack complex tasks and the realistic environment 

required for actual construction. This work proposes 

a conceptual framework for dynamically updating 

VR training games through information streaming 

from the digital twins. The training scenarios in VR 

games are automatically created from the project 

intent information, project status knowledge, safety 

regulations, and historical knowledge provided by the 

digital twins. Therefore, construction workers can be 

trained in realistic training environments with 

relevant tasks they soon afterwards pursue. Dynamic 

VR training is expected mutually beneficial for 

enhanced digital twins and periodic construction 

safety management. Inadequate technology readiness 

level of the construction industry and difficulty in 

collecting good quality data are some of the major 

challenges for implementing this framework. 
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1 Introduction 

The construction industry remains one of the most 

dangerous workplaces for the past several years, and the 

latest report shows the highest increase in fatalities since 

2007 [1]. Several training sessions are conducted for 

construction workers to create safety awareness. 

However, the injury rates in the industry remain high [2], 

and there is a compelling need to improve safety training 

methods. Even though the effectiveness of traditional 

training methods is supported by statistical evidence, the 

computer-aided training methods are superior to them in 

many aspects [3]. Better engagement of trainees, 

provision of text-free interfaces and representation of 

actual workplaces are notable advantages of computer-

aided training methods such as VR games. Besides, 

recent studies in VR training demonstrate the possibility 

of automated performance assessment [4] through run-

time data collection and collaborative training using 

multiplayer games [5]. 

The Digital Twin (DT) is an up-to-date digital 

counterpart of the physical entities in a system [6]. The 

physical entities in construction include objects and 

processes in a construction project. The vast potential of 

digital twins for various applications such as construction 

safety, progress monitoring, resource allocation and 

decision making is yet to be explored. Seamless data 

collection and transfer through DT is possible with state-

of-the-art sensing technologies. The information from 

digital twins can significantly improve VR training in 

many aspects. This study proposes a conceptual 

framework for dynamically updating the VR 

environments and task scenarios for construction safety 

training through digital twin technology. The 

possibilities and limitations of the existing technologies 

for this purpose are evaluated.  

2 Background 

2.1 Virtual Reality for safety training 

VR has been an integral part of training in several 

industries such as construction, education, healthcare, 

design, manufacturing and defence. It offers a vivid, 

immersive and interactive experience to the users in a 

safe environment. Even though the earliest adoption of 

VR in construction dates back to the 1990s, the past 

decades have seen a tremendous increase in its 

applications [7]. The primary application areas in 

construction include visualisation, planning, 

collaboration and training related to engineering design, 

project management, safety, construction equipment, and 

workers [8, 9]. 

The platforms for VR vary in scale and level of 

immersion the users’ experience. It can be stationary 

displays in the form of desktop computers or surrounding 
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screens like CAVE. Other than that, VR platforms 

include head-mounted displays (HMD) such as helmets 

and hand-held displays such as tablets or smartphones 

[10]. Among these, HMD offers the highest level of 

immersion for the users. In addition to headsets, 

treadmills, haptic devices such as data gloves and body 

motion suits enable human-computer interaction through 

VR environments. 

The serious games in virtual reality were designed to 

expose users to numerous situations that prepare them for 

future scenarios [11]. The awareness inculcated in the 

users through highly engaging and challenging gaming 

experiences would be translated into timely responses in 

the workplace. The workers can be trained with high-

impact trade-related incidents without exposing them to 

dangerous conditions. Besides, construction activities 

often demand collaboration between various workers and 

trade groups. Multiplayer VR environments provide 

users with a collaborative experience similar to that of an 

actual construction site [5].  

The VR technology has been extensively used for 

safety training in construction. However, the potential of 

data mining to improve the performance of the 

participants were not fully explored. Golovina et al. [4] 

proposed a method to automatically collect data related 

to safety violations during VR training. The object 

colliders of the players, hazardous objects and 

construction equipment in serious games collect data of 

close call events and harmful collisions. This critical 

information, which is seldom available in conventional 

training methods, helps to provide personalised feedback 

to the players.  The immersion level of the players can be 

further enhanced by Augmented Virtuality (AV) training 

environments. Wolf et al. [12] deployed a modified angle 

grinder as an AV controller to provide the players with 

an enhanced learning experience and transferrable safety 

awareness. They furthermore implemented in-game 

questions through pop-up boards, which tested the 

players' actions and their understanding.  

The VR environments were earlier criticised that their 

level of sophistication is less than what is required for 

reality [13]. The creation of VR scenarios from 

conception to execution is as complex as any other 

entertainment industry project regarding the level of 

details and programming efforts [14]. Some of the 

existing studies have proposed the use of information 

from BIM to enhance the VR training environments [4], 

[15, 16]. The current study envisions to create realistic 

and dynamically evolving training scenarios through 

digital twins of construction projects.  

2.2 Digital twins for construction safety 

An efficient Job Hazard Analysis (JHA) is essential 

for alleviating accidents in construction sites. Even in this 

era of advanced technologies such as Building 

Information Modelling (BIM), JHA is performed 

manually, resulting in erroneous and ineffective 

reporting and mediocre safety management [17]. Safety 

engineers are assigned to analyse the hazardous elements 

in each task and determine the order of priority for 

mitigation. They categorise the risk of the incidents by 

analysing their level of severity and probability of 

occurrence [18]. Those two measures rank the potential 

risk on a scale from the most negligible to the most severe 

outcome. The process of job site safety analysis is 

divided into three tasks: (a) loss-of-control identification 

associated job or activity, (b) assessment of the level of 

risk for the identified incidents, and (c) action controlling 

the risk to reduce or eliminate it [19]. 

As Sacks et al. [20] point out, federated building 

models representing as-designed and as-planned states of 

a project are not digital twins. Building information 

models as the digital representation of buildings or 

infrastructure lacks frequent as-built and as-performed 

states essential to understand and continuously improve 

the construction workflow. To make matters worse, 

construction safety is far behind other disciplines in BIM 

for which somewhat structured processes and tools exist, 

for example, estimating construction costs and schedules 

[21]. Likewise, numerous data acquisition technologies 

exist that hardly touch the world of construction safety 

[2]. 

There is a significant opportunity for digital twins 

explicitly tailored for construction safety to provide new 

kinds of decision support to key stakeholders. Primary 

stakeholders are the health, safety, and environmental 

(HSE) coordinators but include all others who have the 

same responsibility in their job profile (e.g., engineers, 

planners, construction managers, workers). The digital 

twin technology has great potential to stimulate various 

scenarios for construction safety research. However, 

many research efforts often only target the use of a 

singular technology without integrating the technology 

and subsequent analysis into a broader, more 

comprehensive framework for identifying and preventing 

hazards [15]. The current study proposes to integrate VR 

safety training with digital twin information streams. 

2.3 Integration of Virtual Reality and digital 

twins 

Serious games in VR have been increasingly adopted 

for construction safety training. Training scenarios in 

most of the existing VR games lack complex tasks and 

the realistic environment required for actual construction. 

This study proposes to enhance the VR training scenarios 

through project-specific details from the digital twin. 

This concept may appear ambitious considering the 

technology readiness level of the construction industry. 

Besides, data acquisition and transfer in the construction 

industry are much more challenging than more organised 

622



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

industries like manufacturing and design. Consequently, 

there are early attempts to integrate digital twin and VR 

in other industries. Even though most of these studies are 

on a conceptual level, there is a great possibility for their 

implementation in the near future.  

Tao et al. [6] proposed a generic framework for 

integrating VR and AR (Augmented Reality) with a 

digital twin. The possible seamless integration of 

physical entities and virtual entities through interaction 

functions and VR/AR devices is outlined in the 

framework. The physical entities include machines, 

materials and the environment; virtual entities are their 

virtual counterparts. The virtual entities interact with 

physical entities and are synchronised through interaction 

functions, VR/AR devices, and sensors. The interaction 

functions include data import, image processing, 

rendering, tracking and simulation. VR/AR devices can 

be HMD, data gloves or handle. The digital twin data 

would be in the form of point clouds, images or videos. 

The users can experience and monitor various industrial 

processes in the physical entities through the virtual 

environment. They can intuitively perceive the internal 

operations in machines through immersive VR/AR 

devices. Examples for application of VR - digital twin 

integration include remote surgery [22], customised 

product development [23], manufacturing planning [24] 

and machining process monitoring [25].  

3 Digital twins and Virtual Reality for 

construction safety  

Using VR environments for teaching has throughout 

the literature shown more remarkable results than 

traditional lectures [3]. By basing the VR environment on 

project status knowledge (as-built and as-performed), it 

is possible to do learning scenarios based on real-life 

events for the given project. Simulating the safety status 

will allow for lessons learned to be transferred back to 

the digital twin and optimise current safety plans. Figure 

1 shows the conceptual diagram of Digital Twin for 

Construction Safety (DTCS) and how dynamic VR 

training can be integrated with the DT. 

3.1 Prevention through design and planning 

Alternative construction plans are handed to the 

prevention through the design and planning module 

(shown in green) of the DTCS and enhanced with safety, 

based on the safety regulation of the construction site. 

The system analyses the hazard spaces identified in the 

design and hazard spaces identified in the process (e.g., 

crews working simultaneously on different stories, 

creating hazard zones in terms of being struck by an 

object from above). The safe alternative plans are 

returned to the Digital Twin for Production Planning 

(DTPP) for decision-makers' (stakeholders of the project) 

selection, consequently updating the baseline plan from 

which the construction site is built. 

3.2 Conformance checking 

The conformance checking module (shown in   

yellow) should find and classify discrepancies, including 

severity level, between the plan and reality. This 

information should be stored, and when the HSE expert 

has visited the problem, they can provide new 

information on the correctness of the output (in terms of 

both incident classification and its severity). This 

information provided by the HSE should be used to 

improve the classification of future occurrences and to 

update the best practice. An example of an updated best 

practice could be to use a safety net in some situations to 

avoid the repeated removal of a guardrail. 

3.3 Right-time analysis and mitigation 

The right-time analysis and mitigation module 

(shown in red) perform complex event processing and 

classification based on the reality of the construction site, 

the raw safety monitoring data, historical knowledge, and 

safety regulation. Then the workers are alerted to prevent 

both accidents (i.e., fatalities, serious injury, and minor 

injury) and incidents (i.e., close calls and unsafe acts) 

before they occur. The module subsequently performs an 

accident investigation, where the root cause of the 

incident or accident can be determined and prevented in 

the future. Besides, the feedback to and from the 

decision-makers are stored and used in 

processing/classification- and-investigation-mechanisms 

in this module. These are updated and used in the 

prevention through design and planning module (i.e., the 

first component of the DTCS), conceptually closing the 

loop of the digital twin for construction safety. 

3.4 Dynamic Virtual Reality training 

The dynamic VR training module (represented in blue) 

includes updating VR games and periodic training of 

workers using the latest information from the DTCS. By 

feeding the model with the accident type and the area, the 

smart VR environment can produce relevant scenarios 

for each incident fed into the system. This will be done 

based on the location and type of hazard. Both colliders 

and data collection capabilities will be automatically 

created from this scenario before a game is conducted. 

The workforce and the digital twin mutually benefit from 

this. The worker receives training, and the digital twin 

receives knowledge that can be utilised when other 

prevention approaches are used. Besides, this knowledge 

can be utilised when the Safety Key Performance 

Indicators (SKPI) are assessed for a plan. 
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Figure 1. The concept diagram of the digital twin for construction safety and interaction between various 

components. The dynamically updated VR training module is presented in blue. 
 

 
Figure 2. The framework for dynamic VR training for construction safety. 
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4 The conceptual framework for dynamic 

Virtual Reality training 

A construction site is inherently complex, and the 

participating agents are presented with frequent 

unprecedented challenges. This is one of the main 

reasons for high accident rates, which involves even 

experienced workers. The accidents can be reduced to a 

great extend if the labours are trained in a work 

environment similar to what they face in real life. The 

dynamic VR games present the labours with training 

environments that are created from the digital twin of 

their construction site. The training scenarios are 

periodically updated with the progress of the work. 

Therefore, the labours can perform the tasks, make 

mistakes and learn without fearing the possibility of 

injury.  

The conceptual framework for development and 

implementation of the dynamically updated VR training 

games are illustrated in Figure 2. The first set of training 

scenarios is created with information from various digital 

twin databases such as historical knowledge, safety 

regulations and a predefined object library. Then the 

training environments are periodically updated based on 

the information streams from the digital twin. 

4.1 Creating and selecting initial training 

scenarios 

Creating safety training scenarios requires 

geometrical information, hazardous zones and objects for 

interaction. The initial geometry of the training 

environment is created based on as-designed 3D models 

and training tasks based on as planned process from the 

Project Intent Information (PII). The geometrical 

information is later updated based on as-built products 

and training tasks based on as-performed processes from 

Project Status Knowledge (PSK). If there is any 

difference between reality and plan, the geometry and 

training tasks in the VR game are modified accordingly. 

Once the initial set of training scenarios are generated, all 

scenarios relevant to the upcoming tasks and work 

environment are selected from them for training. An 

example for creating and selecting training scenarios is 

shown in Figure 3 [26]. Here, the geometry of the 

building is created based on PII and PSK. The upcoming 

task is plastering as inferred from the project completion 

status. Therefore, the workers will be trained to perform 

plastering in the VR environment. All training scenarios 

relevant for plastering work are selected for updating the 

VR training game.   

The potential hazardous zones are generated using the 

historical safety database and a library of predefined 

standard safety solutions. This library contains objects, 

colliders, programs and data related to probable accident 

mitigation methods. The objects are created to interact 

with the training scenarios and rectify the hazards [26]. 

(for example, a guard rail is used at a leading edge or a 

cover over a hole). This interaction is enabled by creating 

object colliders that can be used to ‘snatch’ objects to a 

location. This information needs to be created 

automatically for updating the VR games.  

Consider Figure 3 for determining hazardous zones. 

This is a leading-edge scenario where a guardrail is 

missing. The scenario task is to locate the hazard and 

choose the right rectification strategy. According to 

safety regulations and historical knowledge, the leading-

edges should be adequately secured to avoid falling from 

height. The current scenario task is rectifying the hazard 

by placing a guardrail.  A specialised developer manually 

creates these scenarios. As new hazards can be 

introduced to the system using the information from the 

digital twin, the development is a continuous process that 

will be iterated throughout the project. 

4.2 VR based safety training and automated 

data collection 

Once the VR game is updated with all scenarios 

relevant to the upcoming tasks, the labours can be trained 

before their work. Each training task is designed as per 

safety regulations to inculcate awareness and teach best 

practices to the labours. The serious games are updated 

with potential hazard zones, construction equipment and 

relevant objects for interaction. Colliders are created at 

locations where possible interaction would result in close 

calls or accidents. These colliders are programmed to 

collect safety violation data automatically. Therefore, the 

VR training can provide personalised feedback to the 

participants. Besides, the possible accident zones can be 

identified before starting the work. 

In the example illustrated in Figure 3, the leading-

edge and the virtual avatars of the workers are assigned 

with safety envelopes. The safety envelops are colliders 

of certain size specified by safety regulations and 

historical knowledge. Whenever the workers move close 

to the leading edge, the safety envelopes interact. Then 

data related to these interactions such as time, duration, 

proximity and number of violations are automatically 

recorded. This data is used for performance assessment. 

The training scenarios in the game are updated based on 

the PSK.  Therefore, the accident zones such as 

unguarded leading-edges and cluttered workplaces can 

be identified during VR training and rectified before the 

commencement of actual work. 
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Figure 3. An example of a training scenario for construction safety involves missing or inadequate guard rails 

at an elevated work station [26]. 

 

4.3 Performance assessment 

The data relating to the performance of the players in 

terms of task execution, completion and safety violations 

are recorded during training. Automated assessment of 

the performance of individuals or groups is readily 

available after completing the training. The decision-

makers and instructors can provide feedback to improve 

the performance. These trained labourers tend to have 

more situational awareness than those trained in an 

unrelated work environment without personalised 

feedback [5, 26]. Examples for data collected from the 

training scenario in Figure 3: the number of close-call 

events such as workers moving closer to the leading-edge, 

and time taken by the workers to detect the hazard, rectify 

the hazard and complete the task. Each worker can 

improve their performance in detecting the hazard or 

rectifying it based on personalised feedback. 

4.4 Creating and selecting new training 

scenarios and updating VR games 

After the initial set of training, VR games are updated 

based on the performance of the labours and feedback 

from the decision-makers. If most of the players face 

difficulty performing certain tasks, the training scenarios 

need to be evaluated. Suppose there is an undetected 

hazard in the training scenario, and all participants are 

interacting with it. In that case, it needs to be included, 

even if it is not part of the upcoming task (for example, a 

cluttered workplace that may cause slips or trips).  If the 

labours are unfamiliar with the available safety solutions 

or are underperforming, they should be further trained to 

achieve the required performance. New safety solutions 

should be introduced from the library whenever 

necessary (If guard rails in the leading-edge are being 

removed frequently, introduce safety nets). The new 

safety solutions can be generated based on the historical 

knowledge database. Besides, the newly created safety 

knowledge from the VR training is added to the 

knowledge database.  

Alternate training scenarios should be introduced, or 

new training scenarios must be created if the existing 

scenarios are inadequate (The workers in Figure 3 should 

wear safety lanyards if the barricading do not provide 

enough protection). The decision-makers should be 

informed of any significant safety issues identified in the 

as-designed model during VR training (for example, 

issues in the site layout or logistics that may pose 

frequent and unintended interaction between workers and 

moving equipment). The VR environments should be 

updated after rectifying the issues on the construction site. 

As the construction work progresses, the VR 

environment must be updated with the as-built 3D model 

from the digital twin. The training scenarios are either 

created or selected from the existing scenarios based on 

the difference between reality and plan. Therefore, the 

labours are always trained with the latest VR game before 

their work. Consider the example of updating in the VR 

environment with an as-built 3D model that contains 

unguarded leading edges. Here the program would look 

through the list of training scenarios and find the scenario 

linked to the potential incident. The found scenario is 

then placed on top of the as-built model as intractable 

objects, such as guardrails. The scenarios will also be 

created from the information obtained from as-planned 

process, to ensure workers are trained in upcoming 

environments. The VR training games are dynamically 

updated until the completion of the project.   
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5 Discussion and conclusions 

High accident rates in the construction industry are 

one of the primary reasons for its low productivity. 

Conventional safety training methods seem to be 

inadequate for inducing safety awareness in workers. 

Safety training through VR technologies provides more 

immersive and interactive training experiences. These 

training experiences create significant interest in 

participants and result in enhanced safety performance. 

The data generated during VR training has great potential 

for improving the training process yet is seldom explored. 

Earlier studies have shown that these data can be used for 

automated performance assessment and provide 

personalised feedback to the participants.  

The current study proposes a new concept for 

integrating VR training with information streams from 

the digital twins. The training scenarios are automatically 

created from the project intent information, project status 

knowledge, safety regulations and historical knowledge 

provided by the digital twins. Therefore, the workers can 

be trained in realistic training environments with tasks 

relevant to their assigned work. The accidents can be 

reduced to a great extent due to prior experience in 

similar work environments. The knowledge generated 

through dynamic VR training is updated to the digital 

twin database. Conflicts in site layout, planned processes, 

or resource allocation can be identified before execution 

through VR training. Periodic data streams from digital 

twins enhance training scenarios. Therefore, dynamic VR 

training is mutually beneficial for digital twins and 

construction safety management.   

6 Challenges and future work 

The concepts discussed in the paper aims to explore 

the possibilities of digital twin and VR for holistic 

construction safety training. Even though these 

technologies have been adopted in other industries such 

as manufacturing, aviation, and health care; the 

construction industry still lags behind. The current 

technology readiness level of the construction industry is 

inadequate for successfully implementing dynamic VR 

training for safety. Although BIM has been gaining 

momentum in the industry for the past couple of years, 

the digital twin technology is relatively new. 

The digital twins are expected to deliver the states of 

the project to update the VR games for training. Most of 

the time, the quality of data and level of information 

collected from construction sites are not sufficient to 

create a realistic training environment. Collecting and 

frequent streaming of high-quality data through digital 

twin may be computationally expensive and 

economically demanding. The high investment in digital 

twins and dynamic VR training can be justified by 

reducing accidents and loss of working hours, in addition 

to improvement in productivity and overall performance 

of the project. Future work includes validation of the 

proposed conceptual framework through the information 

streams from the digital twin. 

The nuances of implementing digital twins for a 

construction project are yet to be explored. For example, 

it is hard to obtain repeatable and ready-to-use solutions 

from past construction projects due to the uniqueness and 

inherent complexity of every project. Therefore, every 

construction project needs to invest a lot of time and 

effort in creating project-specific training scenarios and 

VR environments. Currently, the developer manually 

creates training scenarios by identifying the semantic 

relationships of objects and the surrounding environment. 

Consider a labourer working at height near a leading edge: 

A human developer would easily understand that 

barricading the leading edge is not enough to avoid 

potential accidents. The labourer should be provided with 

PPE and safety lanyards to avoid potential fall from the 

height. Therefore, the safety training scenarios should be 

created with due diligence.  This process is often tedious 

and time consuming for a continuously evolving 

construction project. The future works explore the 

possibility of automating the creation of semantically 

meaningful training scenarios. 
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Abstract -
Construction sites are dynamic, and the environment is

changing fast, which means the collective safety equipment,
such as fall protection barriers, should also be changed to
keep it compliant with the construction codes. However, any
safety equipment can become non-compliant for several rea-
sons, e.g., temporal removal in combination with incorrect
or omitted re-installation or changes in the building process.
Thus, there is a demand for frequent inspection of the equip-
ment, which is time- and labor-intensive as this is currently
done through manual examination by safety experts. In this
work, we utilize an unmanned aerial vehicle (UAV) to de-
tect the presence, absence, and defects of safety equipment in
construction work-site environments. Furthermore, the UAV
continuously inspects and provides safety object location in-
formation that human collaborators canuse to improve safety
within the environment. We utilize an 3D occupancy grid
representation to map the environment and compact point
pair feature representations for efficient and robust object
recognition and pose estimation. To assess the applicabil-
ity and accuracy of our methods for model-based pose esti-
mation of Building Information Model (BIM) structures, we
created a realistic, simulated construction environment. Our
experiment demonstrates the applicability and precision of
drone-aided localization and inspection of safety equipment
in the construction industries.

Keywords -
Automation; inspection; safety; point clouds; unmanned

aerial systems; object detection and pose estimation; aug-
mented Reality (AR); human robot collaboration (HRI).

1 Introduction

Construction is considered one of the most dangerous
industries due to the continuous change in the environment
[1]. Construction safety design and planning is, therefore,
a vital part of the construction business. Thus, compre-
hensive regulations and guidelines have been developed
to keep construction workers safe while construction work
is undertaken. Despite the labor-intensiveness of the cre-
ation of a safe construction plan, it is paramount. As this
is the case, time and effort are allocated to facilitate and
ensure health and well-being for the workers and prevent
fatalities, severe injuries, minor injuries, and close call
accidents (also referred to as prevention through design
(PtD)). A statistical analysis of industries and their hazard
types has been compiled into [2] in the US. The report

Figure 1. Simulationmission of an autonomous con-
struction site inspection task using a multi-stereo
camera UAV.

from 2019 shows that fatalities in the private construction
industry correspond to 21.6% of fatalities (4907). Fur-
thermore, the report shows that fatalities exclusively as a
result of falls correspond to 33.5%. This is the reason
that our work is focusing on fall hazards and more con-
cretely protective barriers. We base the safe design on a
software system called SafeCon [3], which automatically
identifies the hazard fall-spaces in the BIM according to
the regulation described in BG Bau 100 [4]. The system
enhances the model with the safety equipment necessary
to adhere to the [4] regulation. Another indispensable
aspect of safety in construction operations is inspecting
and localizing missing or deficient safety equipment (e.g.,
guardrails). Inspecting collective safety equipment is also
a labor-intensive task as construction sites are very dy-
namic; thus, the inspection must happen with high fre-
quency. Often, the installation of the measure differs from
the intended quality designed in digital models. Using
data from an UAV provides a real-time object location to
centralized or distributed systems. As-planned vs. as-
performed comparisons can extract deviations that have to
be followed up and addressed.
The proposed method identifies critical incidents and
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points these out to the responsible personnel in a construc-
tion site’s centralized safety operations center or individual
workers through augmented reality (AR) glasses. A solu-
tion for autonomous barrier detection and pose estimation
in construction environments ismade bymapping the envi-
ronment using stereo camera systems and utilizes 3D point
cloud information to detect the type and location of barri-
ers in the environment. We base our work on the method
presented in [5] representing objects using a hash table of
shape features, which efficiently allows matching features
that vote for object pose hypotheses. An experiment in a
realistic gazebo environment demonstrate the applicabil-
ity of our method for localization and pose estimation of
barrier structures in construction site environments.

2 Related Work
In order to create a safe construction design and plan,

one must include both the rules that apply to the coun-
try and region where the construction is undertaken. The
rules describe clearly what, for example, a guard rail has
to comply with to be correctly installed. A safeBIM can
bemodeled manually, where the as-designed baseline plan
is enhanced with safety equipment by safety experts ac-
cording to the safety rules, which is the typical approach
nowadays [6]. Another approach of turning the empty
BIM into a safeBIM is utilizing an automated framework,
like SafeCon [3]. In this work, the safety regulation is
modeled into a logic-based domain model, consisting of
spatial artifacts that can be used to analyze and enhance
the incoming BIM. The process flags the presence of fall
hazard paces, which need mitigation by collective protec-
tive equipment (e.g., guardrails). The output is a safeBIM
(as-designed) plan that can be used to compare the actual
state (as-built) of a construction site captured in, e.g., point
cloud data.

In terms of automated safety inspection in construction,
two main branches of research exist: (1) is based on sen-
sors placed on UAV. Therefore, the acquisition of the
as-built-state is included in the research, and (2) where
the focus is more on the training and comparing different
computer vision methods/approaches and less on the data
acquisition. In the first branch, different research methods
have been carried out. [7] presents a well-defined process
(using IDEF0-modeling) to apply drones on a construc-
tion site and integrate UAV and BIM. [8] also presents a
workflow that is more dedicated to detecting and locating
guardrails and openings on surfaces. The analysis is based
on point cloud data that is generated fromRGB images and
video feeds. A pilot study was carried out in a mock-up
setting, where the UAV records a guardrail and an opening
in the testbed. The study in [9] is another example where
a UAV is applied for guardrail inspection. The objective is
to analyze the guardrails’ level of compliance with safety

regulations. The inspection is performed based on visual,
physical markers placed on the guardrail boards and a dis-
tance calculation. The distance between makers facilitates
the compliance checking of the guardrail. [10, 11] de-
velop a UAV platform that can be used in the construction
industry and analyze the accuracy and barriers in UAV
application in this industry. Finally, [12, 13] utilizes the
UAV as help to reach inaccessible, hard-to-reach, and un-
safe areas for safety assessment. The analysis is mainly
based on manual inspection of the video/image feed.

The other branch of fall hazard prevention equipment
inspection concentrates more on computer vision than im-
age acquisition. [14] applies an R-CNN to detect workers
in the scene and, afterward, a CNN to detect if a worker
uses a safety harness [15]. Investigates safety rule com-
pliance of guardrails on scaffolds using 3d point cloud
data. They first find the working platforms by slicing
the point cloud and locating the guardrails in the close
vicinity. Subsequently, the guardrails are conformance
checked. [16] applies transfer learning in their process of
detecting guardrails.

Object recognition and pose estimation play a role of
significant importance in robotics applications. In the fol-
lowing, we review the related work on this topic in regards
to 3D point cloud data. There are two main approaches to
this problem that depend on the availability of 3D object
models: 3D model-based and learning-based. If one has a
description of the 3D shape of the object, either given by a
parametric surface representation or by a CAD mesh rep-
resentation, the 3D model-based methods are often used
for simultaneous object recognition, and 3D pose estima-
tion [17]. On the other hand, if such representations are
not available, the dominant approaches rely on machine
learning techniques that learn an internal model represen-
tation given a set of image samples of the object, acquired
by the robot sensors [18].

One of the most successful approaches for model-based
3D object recognition using point clouds are based on
[19],[20]where a global descriptor for a given object shape
model is created, using point pair features. The CAD
model of the object is used to create an extensive database
of features. At run-time, the matching process is done
locally using an efficient and robust voting scheme similar
to the Generalized Hough Transform [21]. Each point pair
detected in the environment casts a vote for a particular
object from a database of known objects, and a 3D pose
[22],[5].

In this work, we study the suitability of the latter meth-
ods for object detection in construction environments,
since we assume that geometric models (i.e., 3D CAD)
representing known objects in the environment are pro-
vided.
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Figure 2. Overview of steps included in automated collective construction safety equipment inspection.

3 Methodology

In this work, we follow the overall approach illustrated
in Figure 2, which include three inputs: (1) the empty
BIM, that is assumed to be available for most construction
projects, (2) A safeBIM containing the demanded safety
barriers accordingly to safety regulation [4], and is rely-
ing on the SafeCon-application developed in [3], and (3)
database of safe and unsafe objects created based on same
safety regulation [4].
To perceive and capture the environment, we utilize

point cloud data acquired from RGB-D cameras. These
point clouds are used for recognition and estimation of the
pose of safety barrier objects in construction sites (safe
and unsafe) simultaneously. As shown in Figure 2 we use
the point cloud data collected by the UAV to (I) Extract
the ground plane, (II) Detect and subtract empty BIM from
the point cloud data, and (III) perform barrier detection,
location, and pose estimation. The first step of the frame-
work is performed by detecting the predominant plane in
the scene using a RANSAC plane fitting approach. Then,
the second step is utilizing a combination of Point Pair
Feature (PPF) and Generalized Hough Transform (GHT)
detect the empty building using a pre-existing CADmodel.
Finally, the same method is employed iteratively to detect
barrier structures.
We rely on the method of [23] that extracts point-pair

features (PPF) from 3D point clouds with associated nor-
mals [20] as local descriptors and employs a GHT to si-
multaneously estimate the pose and object type, using a
clever voting scheme.
In an offline phase, we build a database of known objects

from existing CADmodels. Then, we extract a point cloud
with associated normals for each model and build a hash
table containing all model PPFs.
Let sA = (pA , nA ) and s8 = (p8 , n8) represent two surflets

(i.e. point and associated normal). For each surflet pair
(see Figure 3) belonging to the model point cloud, we store

them in a hashtable using the following hash function:

PPF(sA , s;) = ( | |3 | |, ∠(nA , d), ∠(n8 , d), (nA , n8)) (1)

We extract PPFs from the captured point clouds during
the online recognition phase and match them against the
hash table, and compute the pose that align PPF matches.
Then, the candidate poses with the highest number of votes
in the Hough accumulator are retrieved. This step is per-
formed for each model in the database of known objects.
Themodel and posewith the highest score are selected. Fi-
nally, since the Hough voting space is discrete, we employ
an iterative closest point (ICP) algorithm [24] to fine-tune
the estimated pose of the object. The ICP algorithm it-
eratively searches for the transformation that minimizes
the distance between points belonging to the scene, and
the ones belonging to the most voted CAD model one. In
each iteration, the points from the scene will be matched to
the closest points in the model from the database. Subse-
quently, the transformation that minimizes the sum of the
error between corresponding points is estimated, using a
gradient descent optimization method. Finally, the trans-
formation is performed to the point cloud, and the process
starts over until it converges, i.e., no reassignment of the
points is performed. We initialize the ICP method with
the discretized pose determined with the GHT method, to
speed-up convergence speed.

Figure 3. Point pair feature.
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(a) 3D reconstruction (initial). (b) 3D reconstruction (last).

(c) Detected ground and building models.

Figure 4. Environment 3D reconstruction from point
cloud data collected by a UAV and estimated loca-
tions of known objects (i.e., CAD models).

4 Experiment
In our experiment, we let the UAV fly around the con-

struction site and build a 3D map of the environment. In
an offline phase, we train our detector with different types
of barriers, building a hash-table of point pair feature de-
scriptors for each barrier type. In the online phase, we
apply the detector to point cloud mapping data, to find
instances of barriers.

4.1 Experimental Setup

We perform the experiment in a simulated construction
site (see Figure 4), and introduced an infrared noise with
Gaussian distribution of fixed mean value of 0<<, and
a standard deviation of 1<< in the collected point cloud
data. The colors in the 3D occupancy grid (see Figure
4) representing the environment reconstructed with point
cloud data represent relative height. Figure 4(c) shows
the super-imposed building CAD model after estimation
and detected ground plane and building location, that is
performed after completion of point cloud data acquisi-

tion. In order to evaluate location and pose estimation
error performance, we developed two different experimen-
tal scenarios, in a realistic gazebo simulation environment
[25].

Figure 5. Safety code BG Bau 100 [4] illustration
using horizontal boards with a thickness of 4<<
and height of 200<<.

The experimental study is based on the BG Bau 100
safety code [4], which is illustrated in Figure 5. This
building code describes installing compliant and safety
barriers in a construction site, such as high-rise buildings.
The safety code describes how to comply using different
board dimensions, but the one used and illustrated in this
work utilizing 40G200<< boards. Besides the safe version
of the BIM, we have created an unsafe version, where
non-compliant and hazardous scenarios are introduced on
purpose (see Figure 8, third row).
Wemodeled the faulty and hazardous scenarios to create

unsafe BIM, introducing different safety code violations.
An overview of the violations is shown in Figure 6, where
we introduce issues regarding six different violations:

1. Absence of horizontal boards
2. Absence of vertical poles
3. Combination of absence of horizontal and vertical

boards
4. Part of guardrail is absent or guardrail completely

absent
5. Horizontal board is diagonal
6. Horizontal board placed to close to bottom or top,

and the vertical pole placed too far to the left

The placement of the faulty object are represented
graphically in Figure 7, which is an overview of the south
and north facing facade, where hazardous situations are
introduced in the unsafe BIM. Therefore, the east and
west face are not altered in the unsafe model (also visible
in Figure 8). Furthermore, we provide an overview of
the introduced scenarios in Table 1, where the number of
occurrences of each variation has been counted for later
ground truth comparison, which also contains translation
and rotation from the BIM origin to each of the guardrails.
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Figure 6. Object overview: safe variations are com-
pliant with regulation, and unsafe objects violating
with regulation [4].

Figure 7. Overview of the placement of the different
faulty scenarios shown in Figure 6. Non-labeled
squares are not altered and are therefore safe and
compliant with the safety code.

4.2 Evaluation Metrics

In order to assess the performance of our 6D pose es-
timation approach, we consider the error of the estimated
pose P̂ = (R̂, t̂), with respect to the ground truth pose
P = (R, t), according to

4trans =
t − t̂

 (2)

4rot =
R − R̂

 (3)

Table 1. Number of different correct and anomalous
(incl. variation) in Figure 6, placed in the safe and
unsafe BIM (Figure 7)

Guardrail
scenario

Safe Model
[No.]

Unsafe
[No. (Var1,2,3)]

Correct 194 139
Anomalous 0 36

Horizontal 0 6(2,2,2)
Vertical 0 6(2,2,2)
Combination 0 6(2,2,2)
Part 0 6(2,2,2)
Diagonal 0 6(2,2,2)
Spacing 0 6(2,2,2)

whereR and t represent rotation and translation, and 4trans,
and 4rot the translation and rotational errors, respectively.
From Table 2 we observe that the performance of the

proposed method is relatively good as the average transla-
tion and rotation errors are low in comparison to the sizes
of the models. The environment we operate has the di-
mensions of approximately 43G41G33< (,G�G�), where
a deviation of 0.54< corresponds to 1.64%. We calculate
this by averaging the dimension corresponding to 39<.
This is reasonable as the error in Table 2 is also based
on the average along all three axes (translational error).
Furthermore, the rotational error of 0.88◦ corresponds to
a deviation of 0.99%, which is also impressively low.

Table 2. Resulting average translation and rotation
error of 6D pose estimation performing PPF in com-
bination with ICP

Method Average 4trans [<] Average 4rot [◦]
PPF+ICP 0.540652 0.880321

5 Discussion
Our framework for automatic safety barrier detection

and inspection in construction sites using vision-based
UAVs and a database of CAD models, which can be ex-
tended to contain other types of safety railing. The ob-
tained results in a realistic simulation environment demon-
strate our method’s potential applicability in real con-
struction sites. Furthermore, our results show that we
could estimate the location of BIM structures accurately
with sub-meter and sub-degree precision, corresponding
to 1, 63% and 0.99% in terms of translation and rotation,
respectively. Based on these results and experience with
correspondence between reality and the realistic simula-
tion environment, we intend to employ this method in an
actual construction setting and confirm its applicability.
A system like the one we are proposing would assist the
safety expert in pointing out issues that are not discovered
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Figure 8. Overview of all four faces (south, west, north, and west, column 1 to 4 respectively) of the three utilized
models (empty, safe, and unsafe, row 1 to 3 respectively).

634



38 Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2021)

manually and improve the safety at the construction site.
As the system improves, it could very well also fully auto-
mate the inspection of some objects. However, this should
still be a collaboration where the safety expert can solve
issues instead of wasting time looking at correctly installed
barriers. Furthermore, we will study ways to classify the
detected barriers to separate the hazards and even propose
mitigations in future work. Furthermore, automating the
launch of the UAV and improving the autonomous ex-
ploration of the construction would be beneficial for the
applicability and a promising future research direction.

6 Conclusion
This paper proposes a system utilizing UAVs to handle

the labor-intensive tasks of collective safety equipment
inspection. Much effort is put into inspection of the con-
struction site, and some of these tasks should be automated
to get a higher temporal resolution. The proposed system
is initially analyzed in a simulation tool with the objective
of determining feasibility and applicability. Our exper-
iments demonstrate that automation of the inspection is
possible with high precision, which can eventually lead to
the actual replacement of current practices.
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Abstract – 

Inspecting the exteriors of buildings is a slow and 

risky task for workers, especially in high-rise 

buildings. Moreover, some areas are difficult to reach 

for large buildings, and in some cases, the inspections 

cannot be adequately done. In recent years, there has 

been an increase in open-source artificial intelligence 

(AI) technologies and commercially available 

Unmanned Aerial Vehicles (UAVs) with AI-assisted 

deep learning capabilities. They can provide a low-

cost, open-source, and customizable methodology for 

building exterior inspections that are readily 

accessible for construction and facility managers.  

This study presents a methodology to use UAVs 

and deep learning technology to conduct an 

automated inspection for cracks on high-rise 

buildings - improving the efficiency of the process and 

the workers' safety while reducing data-collection 

errors. The proposed methodology is divided into four 

components: 1) Developing a UAV system to capture 

the exterior wall images of the building in an 

autonomous way, 2) Collecting data, 3) Processing 

and analyzing the images captured for cracks using 

deep learning, and 4) Rendering the identified 

locations of the cracks on a 3D model of the building, 

constructed using photogrammetry, for clear 

visualization.  

This study focuses on the virtual simulation of the 

methodology. The UAV used contains a built-in 

camera to capture the images of the building from 

different sides. Data Collection, Image-Analysis, and 

Photogrammetry are done using publicly available 

open-source deep learning and simulation 

technologies. The generated code for the UAV 

simulation and the crack detection algorithm with the 

pre-trained data model are released on GitHub. 

 

Keywords – Unmanned aerial vehicles (UAVs); 

Building Inspection; Drone; Deep Learning;  

 

Artificial Intelligence; Crack Detection; Building 

Defects 

1 Introduction 

Building inspection using only manual labor (i.e., 

human workers) is a time-consuming and, in some cases, 

dangerous process.  Traditionally, the visual inspection 

part of the exterior of a building requires an inspector to 

abseil down over different sides of a building [1]. Not 

only is this a risky process, but also subjective and prone 

to errors. Moreover, the inspection of buildings for 

quality and identification of defects is a repeating process 

with intervals usually between 5 to 10 years, depending 

on the maintenance plan [2]. In general, manual 

inspections do not leave consistent computerized (i.e., 

digital) data that can be later used to compare the results 

of successive inspections over time. 

One of the most common indicators determined in 

visual inspection to assess the damage or deterioration of 

a building is the cracks on the walls. In recent years, there 

has been an increase in research that utilizes image 

processing techniques and Artificial Intelligence (AI) 

technologies to detect and classify cracks with varying 

levels of success [3]. 

The emergence and widespread use of commercial 

Unmanned Aerial Vehicles (UAVs) in this decade have 

allowed an easier method to collect image and video data. 

Therefore, the ability to capture building image data 

using UAVs and analyze them for defects using AI and 

image-processing techniques has become a reality. The 

use of UAVs for the data collection process is already 

being used in some aspects of the industry, but the 

automation of the processing of said data is still 

something that has not been fully implemented. To 

address that, this approach helps with the automation of 

the whole inspection process and can improve the 

precision compared to traditional (i.e., manual) building 

inspection methods. 
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This study proposes one readily accessible and cost-

effective methodology for the inspection of building 

exteriors. The rest of this article is organized as follows. 

First, a literature review discusses the recent state-of-the-

art research, including a discussion of UAVs, flight path 

planning, crack detection using deep learning, and the 

photogrammetry visualization process of UAV captured 

images. Then, the research methodology section 

discusses the process of developing an Automated 

Building Exterior Crack Inspection System (ABECIS), 

along with assumptions made and limitations of the 

study. After that, an example illustrates the methodology 

with a proof-of-concept demonstration in a virtual 

simulation environment. Finally, the rest summarizes the 

results, discussion, and outlook. 

2 Literature Review 

For this study, the literature review focused on 

publications in the proceedings of the International 

Symposium on Automation and Robotics in Construction 

(ISARC), as well as ICACT [4], Automation in 

Construction [5], and Drones [6].  

Through keyword-based search, this study identified 

the state-of-the-art research trends in construction 

automation, using the following keywords: “Deep 

Learning”, “photogrammetry”, “UAVs”, “crack 

detection”, “building inspection”, and “computer 

simulation”. The sources are selected based on the clarity 

and novelty in the methods they present. 

From the literature review, it was found that many 

ISARC papers deal with topics relating to building crack 

analysis and UAV path planning. Similar studies on 

crack detection using UAVs include the work by Phung 

et al. [7], who carried out crack detection experiments on 

wooden walls. They used a UAV to take images of the 

suspected surfaces, which then were stitched and 

processed based on histogram analysis. They developed 

a peak detection algorithm for image clustering and a 

locally adjustable thresholding technique for crack 

detection. Results from their experiments showed that out 

of two crack candidates, only one was detected.  The 

authors planned to extend their work to improve their 

algorithms to account for other crack properties such as 

length, width, and orientation.  

In literature outside ISARC, attempts to make use of 

UAVs for building inspection have been investigated. 

For example, Choi and Kim [4] used an open-source 

hardware-based Hexa-copter (UAV with six propellers) 

to acquire building images and videos. Afterward, the 

images and videos were converted to grayscale, and the 

Canny edge detection algorithm was used to detect the 

edges and cracks. The authors proposed follow-up 

studies by installing various sensors and thermal infrared 

cameras on the UAV.  

The study by Rakha and Gorodetsky [5] provides a 

comprehensive literature review on the use of UAVs to 

visualize the heat transfer in buildings with infrared 

imaging and create digital models using 3D 

photogrammetry. They presented a procedure to generate 

a 3D model of a Syracuse University building using a DJI 

Inspire 1 drone. Their procedure can be summarized as 

follows. First, images of the building were captured by 

the drone with autonomous path planning. Then, the 

Pix4D program was used to generate a 3D point cloud of 

the building from the 2D images captured. However, the 

software used in their study was not open-source.  

A summary of literature utilizing UAV and image-

processing techniques for crack detection is given in 

Table 1. 

Table 1. Comparison of UAV and image processing-

based methodologies for crack detection 

Author 
Level of 

automation* 

Open-

source 

softwar

e used? 

Consumer 

drones 

used? 

Choi and Kim[4] N/A No No 

Rakha and 

Gorodetsky [5] 
FA No Yes 

Phung et al. [7] FA No Yes 

Kim et al. [8] N/A No Yes 
*Fully autonomous (FA), Not mentioned (N/A) 

 

Within the scope of this specific literature review, 

there have not been studies that emphasize the possibility 

of utilizing publicly available open-source software and 

off-the-shelf consumer drones to carry out building crack 

detection processes. Therefore, to make it more 

accessible, the proposed method only considers open-

source software to provide a cost-effective and easy-to-

replicate approach compared to existing ones since 

expensive or specialized hardware and software are not 

necessary.  

2.1 UAV for Building Exterior Inspection 

2.1.1 Commercially Available UAVs 

UAVs, also known as drones, had origins in military 

research. However, small and inexpensive commercially 

available UAVs, built from easily available components, 

are becoming increasingly common as an emerging 

technology. Some of the leading consumer UAVs include 

DJI, 3DRobotics, and Parrot [9]. 

For this research, a DJI Mavic 2 drone (Figure 1) is 

used in a simulated environment. The drone used is a 

lightweight UAV with a high-resolution camera and uses 

GPS and GLONASS technologies for navigation. Once 

fully charged, it has an autonomy of 31 minutes under 

normal conditions and usage [8]. 
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Figure 1. DJI Mavic 2 [10] 

2.1.2 Advantages and Limitations of UAVs 

The benefits of using UAVs for building inspection 

are numerous. Autonomous navigation enables a high 

level of automation, and the flight ability allows the UAV 

to reach points on structures or roofs, which are otherwise 

difficult or dangerous to access. Nevertheless, the current 

autonomous features of the UAVs are quite limited. For 

instance, there are inevitable mismatches between the 

planned flight paths and real paths followed by the drone 

due to localization errors caused by built-in GPS [7], and 

under most regulations, drones are not allowed to fly 

without an operator and need to stay within the operator’s 

visual line of sight [11].  

2.1.3 Flight Path Planning Methods 

Multiple flight patterns exist for UAVs to explore 

areas (Figure 2) [6]. Nevertheless, for building exterior 

inspections, varying external conditions such as different 

viewpoints, view angles, and daylight must be considered 

for a successful exploration [12]. The process is simpler 

when the building is divided into rectangular walls for the 

UAV to explore in multiple phases. For the drone to 

inspect the greatest area while remaining autonomous, 

the back-and-forth path in Figures 2 (a) and (b) prove 

sufficient and effective. 

 
Figure 2. Simple UAV flight patterns in rectangular areas 

(a) Parallel; (b) Creeping Line; (c) Square; (d) Sector 

Search (adapted from [6]) 

2.2 Building Cracks 

2.2.1 Crack Classification 

In visual building inspection for cracks, three factors, 

namely the distribution, width, and the depth of the 

cracks, are identified, with the distribution and the width 

being more important factors than depth [2]. 

Moreover, the building cracks can be classified 

based on their pattern [13] into one of the following 

categories: (a) alligator cracking; (b) block cracking; (c) 

longitudinal cracking; (d) hair cracking; (e) diagonal 

cracking; (f) multi cracking; and (g) transverse cracking. 

For this research, the cracks considered are those 

discussed above, except for the alligator cracking and 

hair cracking due to data limitations to training the 

algorithm. 

2.3 Deep Learning and Crack Detection 

2.3.1 Open-Source Deep Learning Frameworks 

Deep Learning is a branch of artificial neural 

networks, an AI technique widely used to classify images 

[14]. Deep Learning image classification methods began 

gaining popularity in 2012 [15] and outperform existing 

classification methods (such as Local Binary Patterns 

(LBP) and shape-based algorithms [14]). In recent years, 

there has been an increase in publicly available open-

source software libraries which allow users to build 

artificial neural networks for Deep Learning very easily, 

with Keras [16] being the most popular open-source 

library. This research utilizes Keras to build a network to 

classify the segments of the collected images of the 

building as “containing crack” or “no crack.” 

2.3.2 Crack Detection Algorithm 

In order to classify images using Deep Learning, the 

algorithm must be trained first. The training requires 

thousands of pre-classified images. The dataset can be 

obtained by oneself or using publicly available data sets.  

Regarding the crack detection on walls, researchers, 

such as Özgenel, have shared their dataset containing 

pre-classified images of wall cracks publicly online [3]. 

This study uses Özgenel’s dataset to train the Deep 

Learning algorithm. 

2.4 Photogrammetry Visualization 

In order to visualize the data collected from UAVs, 

two methods, namely LiDAR and photogrammetry, can 

be used. However, LiDAR requires specialized, 

expensive, and heavy equipment (around 14 kg [17]), 

which is not ideal to be mounted on a commercial off-

the-shelf UAV, which typically has a limited payload 

(0.83 kg in the case of the DJI Mavic 2 [18]). 

Therefore, in this research, photogrammetry is used 

for a 3D reconstruction from the data collected from a 

UAV. Photogrammetry is the technique of building a 3D 

model from numerous images captured from multiple 

viewpoints around an object (in this case, a building). 

Normally, specialized professional drone mapping 

software such as Pix4D [19] is used in the industry. 

However, such software can be quite costly. An 

alternative is to look at open-source photogrammetry 
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software developed by the community. For example, 

Meshroom [20] by AliceVision is an open-source 

software that provides results comparable to most 

industry-grade software. In addition, Meshroom can 

perform photogrammetry autonomously and has a very 

easy learning curve, making it ideal for this application. 

3 Research Methodology 

3.1.1 Real-world constraints and Assumptions 

In the real world, numerous constraints can interfere 

with the use of UAVs for building inspections. Some of 

these practical challenges include the following:  

● According to US Federal Aviation 

Administration regulations, UAVs need to be 

operated by a registered operator, and they must 

fly within the visual line of sight of the operator 

[11]. 

● The image data collection will only yield optimal 

results if favorable lighting and weather 

conditions are fulfilled. 

● In urban areas, the existence of adjacent 

buildings can interfere with the autonomous path 

planning of the UAV. Moreover, flying over 

pedestrians, traffic, etc., is also a big constraint. 

● Photogrammetry technology has limitations. 

Depending on the camera angle, shadows in 

images, and blind spots, the constructed 3D 

visualization and image-processing results could 

diverge from real-world data [21]. 

● Moreover, the UAV, especially the off-the-shelf 

commercial ones, have limited battery life, and 

the survey might need to be done in multiple 

stages. 

For this study, these constraints are relaxed. An ideal 

situation with only one building of interest, isolated in the 

middle of an open and flat area under favorable weather 

conditions and lighting, was studied via computer 

simulation. 

3.1.2 System Architecture 

The overall system architecture for crack detection 

using UAVs and deep learning is proposed in Figure 3. It 

includes the UAV system, 3D model photogrammetry, 

and deep learning image analysis. The code for the UAV 

simulation and the crack detection algorithm with the 

pre-trained data model [22] have been released on 

GitHub for other researchers to use. 

 

Figure 3. System architecture of the Automated Building 

Exterior Crack Inspection System (ABECIS) 

3.1.3 Part 1: Data Capture using UAV  

An algorithm was developed in C by implementing a 

Proportional-Integral-Derivative (PID) controller [23] to 

control the position of the drone hovering in mid-air. The 

algorithm uses the Creeping Line flight pattern, shown in 

Figure 2 (b), to autonomously explore one side of the 

rectangular wall of the building. Images from the drone 

camera are captured when the drone is near the wall at 

fixed intervals. The entire process is autonomous, and a 

human operator is only required to activate the drone and 

place it at the bottom of the wall to be analyzed. The 

operator could also assist (i.e., take control of the UAV) 

in case of emergency. 

The algorithm and the autonomous drone image 

capture process are simulated using Webots, a free open-

source mobile robot simulation software [24]. The 

captured images are then stored for further analysis. 

3.1.4 Part 2: 3D Photogrammetry Model 

Using the images captured by the drone, a 3D model 

of the building segment is generated using Meshroom 

photogrammetry software for clear visualization. 

Meshroom creates a 3D mesh and a texture automatically 

from the images. The generated texture is to be analyzed 

for cracks using deep learning and rendered later on the 

3D model of the building.  

3.1.5 Part 3: Deep Learning Image Analysis 

A deep learning image classification algorithm was 

developed and trained based on Google’s Xception 

convolutional neural network [25].  Özgenel’s dataset 

640



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

[3], composed of 20,001 non-crack images and 20,001 

crack images with 227 × 227 pixels resolution, was used 

to train the image classification algorithm. Figure 4 

shows an example of the sample training data from the 

dataset used. 

 
Figure 4. (a) Sample non-crack images from original 

dataset (b) Sample crack images from the original dataset 

(reproduced from [3]) 

The image classification algorithm was developed 

using Keras, an open-source Python deep learning 

library. The algorithm operates in the following steps: 1) 

load pre-trained model 2) take the input image (the 

texture generated by 3D photogrammetry), 3) split each 

image into an array of rectangular segments, 4) perform 

analysis on each segment and classify it as “crack” or 

“no-crack”, 5) mark the segments which are classified as 

“crack” for visualization later. The process is visualized 

in Figure 5. 

 
Figure 5. Deep Learning Image Analysis Algorithm 

4 Implementation 

A small example implementation in an ideal 

simulated environment is then carried out to illustrate the 

research methodology discussed. The following objects 

are investigated for cracks in this study.  

1. A tall building with cracks on the top floor and 

2. A rectangular wall with cracks 

The rectangular wall is painted plain white, contains 

a single long crack, and is used to study whether the 

algorithm can identify the location of the cracks. The tall 

building contains cracks present on the colored tiles and 

is used to study whether the algorithm can identify the 

cracks superimposed on other textures. 

In the following examples, many assumptions are 

being made. Firstly, the drone inspection is carried out on 

a single building or a wall without any neighboring 

buildings. Secondly, the environment is free from 

obstacles that might interfere with the drone in the real 

world, such as trees, overhead cables, pedestrians, and 

vehicles.  

For Part 1: Data Capture using UAV, a simulated 

environment was constructed (Figures 6 and 7). The 

UAV autonomously captures a wall of the building 

following a Creeping Line flight pattern. The 

autonomous flight algorithm takes the starting 

coordinate, length of the wall, distance from the wall, and 

minimum/maximum heights as input parameters. The 

building images are taken every second by the drone and 

are transferred to the computer for analysis. 

 

 
Figure 6. Autonomously Capturing Images of a tall 

building with UAV (Webots Simulation) 

 

 
Figure 7. Autonomously Capturing Images of a wall with 

UAV (Webots Simulation) 

 

Once the drone captured images are ready, Part 2: 

3D Photogrammetry model generation is carried out 

using Meshroom photogrammetry software for both the 

building and the wall. Meshroom analyzes the different 

angles that the images are taken from and constructs the 
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3D mesh of the back wall of the building (Figure 8). A 

texture is also generated with the model (Figure 9 a and 

b). 

 

 
 

Figure 8. Rendering 3D Photogrammetry Model of 

Building Segment from captured images in Meshroom 

 

 
(a) 

 
(b) 

Figure 9. Textures of (a) the building and (b) the wall, 

generated from captured images by Meshroom 

 

Once the texture and 3D mesh are generated by 

Meshroom, Part 3: Deep Learning Image Analysis is 

carried out using the generated building texture as the 

input image for the deep learning algorithm. The deep 

learning algorithm used has the following adjustable 

parameters: 

1. Tile Resolution (TR): The dimensions of the 

smallest square images that the algorithm will 

split the building textures. Then, the algorithm 

performs analysis for cracks on each tile, and  

2. Confidence Interval (CI): The cut-off 

confidence threshold in % to decide whether 

each tile contains a crack or not. 

The deep learning algorithm segments the texture 

into multiple smaller square images (tiles) and analyses 

each image to see if cracks are present. Images with a 

“crack” confidence interval greater than 85% are marked 

with red crosses. The 85% CI was chosen based on 

previous experiments since this value gives the lowest 

number of false positives. From experiments, 75% CI 

gives two false positives, 85% gives no false positives, 

and 100% does not detect cracks.  Finally, all smaller 

images are stitched together to form the original building 

texture, but with the cracks marked. This analyzed 

texture is then rendered onto the 3D model of the building 

generated in Part 2 to generate a 3D report as in Figure 

10 and Figure 11. 

 

 
Figure 10. Example of a 3D report for building, with the 

suspected areas of cracks on the 3D model of the wall 

marked with an ‘X’ 

 

 
Figure 11. Example of a 3D report for wall, with the 

suspected areas of cracks on the 3D model of the wall 

marked with an ‘X’ 

5 Results and Discussion 

On the 3D report for the building (Figure 10), the 

proposed method correctly identified the location of most 

cracks. In the case of the wall (Figure 11), it missed a 

very thin hairline crack on the right-hand side.  

It is suspected that two parameters (TR and CI) 

contribute to the failure of detection of cracks in our 

implementation example. Firstly, the cracks may be too 

small to be seen by a camera mounted on the drone, 

perhaps due to bad lighting conditions. Secondly, the 

resolution of textures used for cracks may be altered by 

the Webots simulation environment, making the crack 

textures not as realistic as they can be.  

This study examines a general overview of the crack 

detection process (i.e., is a part of one crack detected?) 

rather than how much detail of one crack is detected. To 

provide a quantitative measure for the success of our 

approach, we used a measure called Success Percentage. 

To calculate Success Percentage, the total number of 
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cracks on generated building texture, NT, and the number 

of cracks correctly detected (partly or fully), NC are 

counted. Success Percentage is then defined as  

𝑆𝑢𝑐𝑐𝑒𝑠𝑠 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 =  
𝑁𝐶

𝑁𝑇

 × 100 

 
Figure 12. Texture of the wall with cracks identified 

 

The calculated Success Percentages are given in 

Table 2 below.  

Table 2. Success Percentage Results 

Object 

Total 

Number of 

cracks 

Number of 

cracks 

detected 

(partly or 

fully) 

Success 

Percentage 

Building 2 2 100% 

Wall 10 8 80% 

 

In this particular example, the Success Percentage 

for the wall crack detections is quite high. Except for 

hairline cracks on the wall, most cracks are detected.  

 

Table 3. Possible negative outcomes of different input 

parameters 

However, the Success Percentage can be increased 

or decreased by varying the tile resolution and confidence 

interval input parameters of the algorithm. Possible 

undesirable outcomes for using too high or too low input 

parameters for the algorithm are summarized in Table 3. 

From experiments, CI of 98% and above does not detect 

cracks. The input parameter should be tuned to suit the 

inspection requirements.  

Nevertheless, the proposed method can accurately 

pinpoint the estimated locations of most cracks on the 

wall’s surface at a high level (i.e., whether a crack exists 

or not). Once the estimated locations are identified, one 

can repeat the process on the suspected areas and move 

the drone closer to the wall for a clear view of the cracks 

for further investigation. 

6 Conclusion and Outlook 

This study proposes a low-cost and accessible 

methodology for identifying cracks on walls using off-

the-shelf consumer drones, free and open-source 

photogrammetry software, and Deep Learning libraries. 

Although the process failed to detect very thin cracks in 

the simulated environment, it was able to identify the 

estimated locations of most cracks correctly. Interested 

readers can easily replicate our method by using the 

software mentioned above and our algorithm that has 

been released on GitHub [22].  

Ongoing work by the authors includes extending this 

study to use an actual drone to conduct the data capturing 

process in a real environment. We also expect to improve 

the quality of crack images taken by flying the drones 

close enough to the building. Moreover, future work 

includes performing a detailed analysis of each of the 

cracks and providing more information, such as crack 

lengths, type of cracks, and the estimated scope and cost 

of repair to building owners and facility managers. 
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Abstract  

The Unmanned Aerial System (UAS), Aerial  

Robot or Drone has been a multi-purpose tool for 

professionals, especially for its unknown versatile 

applications and regardless of its challenges in 

adoption. In the built environment and the current 

global situation, the topic of disaster management has 

grabbed attention from the scientific community, 

raising questions of cyberspace linking the COVID-

19. As a result, the case study shows how UAS is used 

to evaluate the landslide provoked as cascading effect 

of a bridge site construction and the digital data 

required to feed in 2D and 3D a database of urban 

planning development. The findings reveal that the 

application of UAS reduced physical inspections, 

allowed professionals to obtain inaccessible data, and 

helped to overview the site conditions identifying the 

cause of the phenomenon. A safety design factor of the 

critical building of the school in the community to 

mitigate the landslide hazards at Santa Maria, 

Dominican Republic was recommended. Future 

works in 360°evaluation for similar cases in 

construction are recommended.  

 

Keywords – 
UAS; GIS; Disaster Management; Urban Planning; 

Landslide; Santa Maria; Communities 

1 Introduction 

Disasters are defined by the degree of damage caused 

to alive and living entities. 

In a philosophical sense, disaster may mean 

molecular and structural arrangements of matter 

welcoming experiences, opportunities, and invitations to 

understand and teach knowledge and wisdom to humans 

regarding their capabilities of transcendence with and 

without a technology base. 

Engineers, in their various ramifications, have used 

science to fabricate biological and non-biological 

technological solutions to address the threats of 

humankind. Consequently, each timeline and space 

country contain unique settlements of threats and 

solutions for risk reduction and recovery of disasters. 

According to their technological integration, the 

solution could be called “intelligent”, “digital” or “smart”. 

The dimension in which the solution is applied 

indicates the field and variables to consider, for example:  

“construction”, “infrastructure” or the combination of 

both adding human interactions in “cities”.  

The approach of evaluating the effectiveness of the 

cities interactions with technologies relies on the 

allocation and provisions of the design of the cities rather 

than the adaptation of the cities to the technological 

evolution [1]. In other words, the meaning of a “smart 

city” can refer to a city that integrates technologies to 

improve the lives of its citizens as well as other social 

techniques and practices.  

In rural and undeveloped emerging communities in 

developing countries, this concept could be referred to as 

a design for its use or a later integration. In any case, 

disasters concerned about construction, as landslides, 

may happen by different causes and mitigation plans of 

the cascading effects and recovery phase are imperious 

and necessary to develop. 

The team of geologists and engineers attempt to 

assess the phenomenon and describe possible solutions in 

case that the landslide would imminently collapse the 

school structure. Because of the lack of knowledge by 

contractors and limitations of the site, the UAS allowed 

the data gathering process to assure quality and data 

preservation of the study.  

Therefore, the aim of this paper is to illustrate a 

framework that integrates the UAS outcomes for risk 

evaluation in the Dominican Republic undertaking a 

UAS approach of data collection of a landslide near a 

primary school in a small town in the Dominican 

Republic in 2018. The following section revised the 

literature regarding operations of UAS in landslides and 

developed a conceptual framework for future cases on 

this matter.  

2 Literature Review 

Landslides are originated from high rainfall 

saturation, subterranean aquifer expansion, water 
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infiltration via porous rocks, and soil surface erosion. 

They can also be generated as a cascading effect of 

earthquakes, hurricanes, floods, deforestation, and 

earthworks (drillings, blasting, excavation, soil 

consolidation, etc.).  

Landslides are phenomena interconnected to the 

restructuring of minuscule solid particles and the 

displacement of the particles into a low altitude state, 

provoking alterations and changes to the underground 

and surface of the earth.  

The demand for methods and assessments before 

construction works in urban areas are enormous after 

several disasters occurred in recent years. Nevertheless, 

old and unsupervised urban and rural constructions made 

before these upgrades require agile mitigation and 

technological disaster recovery plans.  

Modern professionals in the field of planning and 

construction of urban areas from public, private or non-

profit sectors have been implementing sophisticated tools 

such as robots, sensors, and software to address quality  

assurance, data storage, long-term cost reduction, and  

other tasks to their projects [2]. However, the adaptation 

and acceptance of sophisticated tools present the barriers 

of the learning curve, knowledge transfer, viability from 

some professionals and organisations [3]. Hence, the 

application of robots, sensors, and software oriented to 

urban planning and construction should be diversified 

and standardised with the actual best practices and 

regulations in force.  

The one that applies to this study is the Unmanned 

Aerial Systems (UAS) for human-made construction pits 

or natural landslides. 

In the literature, the methods to address evaluations 

of landslides with UAS are commonly implemented by 

applying photogrammetry techniques and reconstructing 

the surface and terrain models in the cyberspace. A 

complete description of a case was made in [4]. This case  

describes the types of UAS (fixed wings and quadcopters) 

utilised for the assessment; modes of operations  

(autonomous or manual); adequate parameters of  

accuracy in regard to the height, type of sensors, ground  

control points, software, and essential data to reconstruct  

the digital terrain model of the area of study.  However, 

the challenge of accuracy remains in the study when a 

generalisation case is willing to be addressed. [5] explain 

and demonstrate that the biggest challenge of UAS 

photogrammetry with vegetation can be defeated by 

including LiDAR sensors for accurate terrain models. 

Despite the combination of these sensors and techniques, 

post-processing software has advanced enough to reduce, 

automate, and facilitate the dependency of LiDAR and 

discrepancies of the photogrammetry according to the 

level of detail required for the operation. 

Going forward through time, a study by [6] 

contributes with a framework for UAS landslide 

monitoring expressing the relevancy of regularly 

assessing the landslide sites. The UAS used was more 

advanced, similar to the models used nowadays; and 

explained the principle of ground sample distance or the 

equivalency pixel/cm. This approach shows the manual 

system carried out to produce desired outcomes. 

Nevertheless, the reconstruction process represents a 

time-consuming and specialised skill set to learn that the 

data collection process may not look as it is according to 

[7]. However, recent studies present a global view of data 

collection with UAS appearing as a standard as [8]. 

 Furthermore, [9] shared a framework for adoption in 

the Dominican Republic but did not cover details of the 

cases to acquire data with UAS and the technical 

parameters to apply them. 

The adoption process of UAS within the construction 

of urban areas relies on the technological tools to find 

solutions and approaches to erect projects. The most used 

technologies for these purposes are the 2D multi-layers 

of Geographic Information System (GIS) for land project 

distribution and the CAD software for building designs 

(Revit, ArchiCAD, Vector Works, Civil 3D, and others). 

This software accepts a variety of file formats to 

enable representations of the blueprints or current site 

conditions. In the same manner, the UAS and their 

workflows permit feeding the digital part or cyberspace 

of the project with realistic site conditions for better 

interpretation and representation of the dynamics 

involved. An example of the explanation can be seen in 

Diagram 1, showing how the current workflows are 

updated with the UAS implementation and a possible 

definition of smart city. The diagram illustrates the 

process of risk evaluation in the workflow of disaster 

management according to the literature. 

In the aspect of extending the UAS implementation, 

the UAS future could be understood by the adoption and 

merging of multiple technologies of the 4th industrial  

revolution such as the benefits of cloud computing [10], 

virtual reality training, 6G internet of things [11], visual-

spatial information in real-time with Building  

Information Modelling (BIM) & GIS [12] for 

autonomous monitoring tasks with artificial intelligence 

(AI) in the definition of a data-driven smart city.  

Future trends would also allow another range of tools 

and applications to be involved, such as apps and 

wearables technologies. Examples of the applications can 

be forecasting of COVID-19 propagations with AI, 

anxiety levels after a disaster, emotional experiences of 

buildings and infrastructure usages through heart bits 

vibration, body temperature, and other mediums.  
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Diagram 1. The framework of UAS Data Collection 

and trends 

Diagram 1 describes the traditional methodology 

of data collection for multidimensional risk 

evaluation. In blue is defined the when and where 

the UAS outcome could be used during the 

traditional method approach. Finally, in orange 

are the trends of UAS with other technologies and 

possible implications in the workflow in a 

scenario that indicates the applicability of the 

smart city concept.  

 

For disaster in construction and urban areas, the 

dimensions and methodologies that the UAS provides, 

currently, are visual information useful for assessment in 

the dimension of social, infrastructure and environmental 

aspects for urban planning development in mitigation and 

post disaster plans [13].  

To identify the most compromised dimensions, it is 

required to evaluate the total risk (Rt) of the elements in 

investigation with Equation 1:  

Rt = E x H x V (1) 

Equation 1 describes how the total risk is 

estimated calculating the expression of E as 

element (School or Small homes), H as hazard 

(Landslide, or earthquake) and V as vulnerability 

(weakness). These values are categorised between 

1 to 10 according to the level of relevancy and the 

risk of a specific aspect of the city. 

 

The values of the Equation 1 can be assigned through 

visual data collection in urban areas as in orthomosaics and 

GIS identification. The threats against communities, houses 

or environment evaluation of the structural weakness or 

vulnerability that may face the element can be assessed for 

strength, transfer, or disesteem easily [14]. 

 

 

However, beyond the future of these new 

methodologies assisted with aerial robots and other 

technologies, there are challenges in their adoption that 

make the future trends reachable in a distant time from 

now. 

The challenges are classified by the inconsistencies in 

sensors in size, software for data processing, energy 

source, and interoperability of the software. The adoption 

and insertion of the UAS files to their full potential —

applicability of the outcomes for the investigation— can 

be stressful if employees and contractors for not 

communicate appropriately the implications of UAS for 

the organisation in this matter. 

For this reason, the following illustration is presented 

to provide ideas of how construction organisation may 

address their due diligence in risky areas, councils may 

get awareness of another method of communication 

between departments, researchers can assess their duties 

faster, and trust in the development and application of 

robots [15]. 

3 Case of Study  

The Caribbean country of the Dominican Republic 

shares the island territory with the Republic of Haiti. The 

geographical location of the country determines its risks 

before earthquakes such as 2003 Dominican Republic 

Earthquake [16], 2010 Haiti Earthquake [17]; hurricanes, 

and floods recurrently every year [9]. The school 

buildings, infrastructures, policies regarding the safety 

factor of construction, urban development, and education 

systems before disasters require several improvements 

[18]. An example of these issues is the community of 

Santa Maria at San Cristóbal providence in the 

Dominican Republic. This hamlet, with a cathedral, is in 

a zone composed of alluvium and lower terrace of the 

Nigua River, with a general composition between sand, 

silt, and gravel. The composition of the soil is sensitive 

to the cascading effects of erosions, ground saturation, 

telluric movements natural or by drillings, blasting, and 

raw material production from the river as a landslide. 

Since 2017 the community has experienced land cracks 

with more than 15cm of expansion and spontaneous 

landslides that attempt the safety of houses, schools, and 

the route of land communication of the highway 6 of 

November as Figure 1 and Figure 2 respectively presents 

[19].  
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Figure 1. Community site near landslide effects 

 

 

 
 

Figure 2. Highway affected by landslide 
 

The primary school serves as a safe centre for the 

citizens in the event of a hurricane; therefore, the 

integrity of the building is compromised to an imminent 

risk of collapsing and diverse methods were utilised to 

verify the security design factor of the building 

foundations in which the UAS photogrammetry was 

applied to identify the site conditions and risks involved 

in the area. 

4 Methodology  

The case study was developed by collecting 

documents, reports, historical data, and interviews in a 

public institution in the Dominican Republic. The 

National Geological Service (SGN acronym in Spanish) 

is the institution responsible for carrying out 

investigations related to environmental detriment, 

adequate practices of urban planning and sustainability 

of natural resources and more. Then, the Nvivo 2020 

software was used to identify the fields inside 

construction that the UAS were applicable as the 

following case is. 

The landslide site was recorded with videos and 

images. Later, a 3D reconstructed utilising a UAS 

Phantom 3 professional with 4000x3000 resolution, FOV 

94° 20 mm - f/2.8 focus at ∞, 1280g weight in 

deployment moment and an average of 65m (215 ft) 

height from the starting point according to the Exif files 

with the Pix4D software were carried out. For the site 

reconstruction, 203 images were taken with the sensor in 

zenith position (90°) between 12:40-13:20 hours to avoid 

hard shadows in the model. Then, images in specific 

points were taken to collect the GPS position and 

compute them into the GIS system for risk analysis. The 

regulations in the country in 2018 were not restrictive for 

UAS less than 2 kg and operations should take the basic 

safety measurements for the deployment. In addition to 

the UAS assessment a caution walking assessment was 

made to assure the quality of the works. 

The operations took place outside of the city centre, 

where the most significant landslide effects were felt and 

seen. Some areas were dangerous to access and difficult 

to obtain measurements physically of the cracks. The 

landslide impacted negative 2 families drastically 

breaking the foundations of the house as shown in Figure 

3. The UAS video was utilised to examine the 

surroundings of the community and determine the 

potential threats involved, such as a falling of high-

tension electrical lines. 

 
 

  
 

Figure 3. House foundation cracks 

The high-tension electrical lines that were not visible 

on the GIS maps of the organisation were located using 

images with GPS coordinates encoded in them. Therefore, 

a multidimensional risk assessment of the site was made 

evaluating the critical infrastructures with Equation 1. 

After the assessment the reconstruction of this first site, 

utilising the photogrammetry technique and Pix4D, was 

made to measure the inaccessible landslide cracks 

deformation and make estimations of the landslide slopes 

as shown in Figures 4 & 5. Furthermore, some of the 

results are based on the experience shared and the 

School 

Landslide Effects 

Geological Condition 

River 

Landslide Damages 

Landslide Cracks 
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interpretation of the data acquired by the authors. 

 

      
 

Figure 4. Identification 3D and 2D of the Landslides 

 

        
 

Figure 5. 3D measurement of the Landslides 1 and 2 

5 Results and Discussion 

The outcome of the data gathered was divided into 

three aspects: (i) Recover trust from previews UAS 

application that resulted in low quality works in other 

projects; (ii) Overview of the site conditions and 

landslide effect to the community and the school; (iii) an 

upgrade of the actual GIS maps of the organisation and 

provide guidance for further research in terms of 

foundation factors of the school. 

A major concern from the organisation was the 

question of opening a new position for UAS operations 

would be cost-effective or hire them according to the 

requirements of projects alternatively? According to [7] 

the UAS is a cost-effective solution for data collection. 

However, due to the lack of personnel qualified and the 

access to the UAS, the institution has adopted the 

position to integrate UAS outcomes in their projects by 

utilising contractors externally by agreements, 

commercially or from another government organisation. 

Furthermore, this approach did not assure the adequacy 

of the outcomes for the purposes of the investigations.  

After the data was presented in 2D, the most 

challenging outcome to share, understand, and navigate 

was the 3D model with measurements due to the 

capability of the computers to open a cloud platform. The 

limitation was surpassed by utilising a computer with 

higher video ram memory (16GB) allowing to measure 

the height and the visible extension of the landslide as in 

Figure 5. The information permit to estimate the type and 

root of the landslide along with the contour lines. The 

surface was irregular and an estimated shape was taken 

for the purpose of identifying the type of landslide. The 

benefit of this approach involved the risk reduction of the 

personnel and suitable estimations with up to 30 cm of 

accuracy for the calculations against visit the site and 

make the analyses. 

However, the trees represent an issue for the 3D 

model but the software was able to produce a 2D and 3D 

Digital Terrain Model (DTM) from the 2D and 3D 

Digital Surface Model (DSM) or orthomosaic 

georeferenced. This information provided the contour 

lines to assess the slope of the different landslides and 

identify their type. Moreover, the 3D models were 

printed and attached with the other 2D data for better 

interpretation and shareability.  

Despite the effectiveness of visual assessments for the 

community, the 3D reconstruction made for estimating 

the length of the fissure was difficult to compare 

physically and some fissures were unavailable to 

measure utilising the method by the vegetation. For this 

reason, LiDAR would be preferable to mix with the 

photogrammetry for more accurate observation as 

mentioned before by [6]. 

Furthermore, the limitations that this method could 

bring around the urban area is related to safety and 

privacy. The UAS operation should comply with specific 

standards of piloting, UAS danger operation perception, 

aircraft airworthiness (noise reduction tools and obstacle 

avoidance), and specific height requirements to restrict 

cases of privacy disruption. Furthermore, the community 

may be notified the day of flying to avoid issues. 

The advantage of a monitoring system or 

maintenance system after construction phases such as 

this, permit to prevent disasters in the future such as 

bridge failures during floods or electrical infrastructure 

explosion. 

The conclusions of the study were that the extraction 

of raw materials and erosion at the edge of the River 

Nigua were the key factors of the landslide by the type of 

landslide in sequence in the same area. In the video, it 

was appreciated the overview of site conditions in a 360° 

view and recordings were made in specific points. The 

UAS operation to overfly the sector in a circular 

trajectory allowed the investigators to understand the 

influence of external factors on the community, for 

example, a bridge construction and other elements that 

were assumed as a main factor of the landslide as shown 

in Figure 6 and 7. Further applications of BIM and UAS 

could prevent this kind of circumstance. 
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Figure 6. Construction site of the Bridge 

 

 

Figure 7. Opposite side of the Landslide and 

Community 

The effects of the landslide have a focalised damages 

categorised as minor by the assessment of the highway 

and 2 families in contrast to the rest of the community 

taking the Equation 1. Furthermore, the community were 

confident that after the termination of the construction 

works side effects of the landslide would stop. 

Furthermore, the maps were updated with the visual data 

and further research was carried out regarding the school 

design factor by a local university.  

It is recommended that if an active monitoring of 

vulnerable zones is desired, an integration of the city 

council is required to reduce time in sharing technical 

information and avoiding delays on physical inspections. 

As mentioned in the literature, the Diagram 1 showed the 

process, considerations, and future trends that would 

bring adopting UAS in their workflow.  

The risk analysis utilising Equation 1 allowed the 

professionals to identify the critical structural elements in 

the community at risk and safeguard them against threats 

such as the school and the cascading effects as in Table 1 

is shown according to the information provided by the 

citizens of the town. The engineering explanations of the 

landslide was concerned with seismic waves provoked by 

the material extraction and the erosion.  

Table 1. Cascading Effects. The order of events 

describes the types of actions that provoked the disaster 

and school risk evaluation.  

Order Event  Type 

1 Flood Natural 

2 Bridge Destruction Natural 

3 Community without access Human Made 

4 Earth Works Human Made 

5 Landslide Natural 

6 Collapsing Houses Natural 

7 School Threats Natural 

 

Another future technical solution that could emerge 

from UAS data integrating the concept of smart city or 

digital city is the use of apps. For example: apps for alert 

risks in the community or an alert that describe the risks 

involved in certain areas of the community or the country 

visiting in case of investors and citizens. However, the 

penetration of smart devices and technological platforms 

should be enhanced in the country to make it fully 

operable. The 5G and 6G internet platforms, BIM and AI 

could be a step forward for the future of smart 

communities in developing countries such as the 

Dominican Republic and others. 

6 Conclusion 

In conclusion, the adoption into the investigation 

allowed the engineering team to understand and 

communicate clearly the problem and identify the source 

of the landslides, provide recommendations for the 

citizens, and evaluate the construction factors of the 

school in their foundations. The Diagram 1 was useful to 

identify the role of UAS for these activities. Despite the 

digital challenges and low capabilities that the adoption 

of 3D modelling from the UAS, images, videos and 

orthomosaic encountered, the workflow supports the 

update of the 2D GIS maps, provides an overview of the 

risks, and facilitates the situational awareness of the zone. 

Trust in the technology was gained and as a result of the 

study only 2 families were impacted negatively by the 

cascading effects of the constructions. Furthermore, the 

smart city concept could be integrated after the 

penetration of technologies of the 4th industrial revolution 

and applications are the common platform for living in 

comfort. As nowadays computers and smartphones are an 

imposing need, the adoption allowed different platforms 

to build under these foundations such as Twitter, 

Whatsapp and Wechat. Furthermore, the delivery and use 

of 3D representation for this type of assessment should 

incorporate LiDAR. 

Further works were carried out regarding the school 

safety but the implications of 360°images, videos, virtual 

reality, and 3D reconstruction with UAS for similar cases 

related to construction are suggested with frameworks 

and studies to preserve the security of these buildings. 

Exploration of the quality factors and BIM integration are 

also recommended. 

Bridge Construction Right view 

Bridge Construction Left View 

Material Extraction from River 
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Abstract -
Building air leakage and moisture issues can result in sig-

nificant energy loss, shorten the building envelope life cycle,
and require additional maintenance costs. While these is-
sues present risks to a building and its occupants, they could
be difficult to detect during building maintenance and early
stages of retrofit projects. Currently, mapping air leakage
and moisture issues over a building’s envelope relies on man-
ual inspections. These methods are intrusive, expensive, and
hazardous to inspectors’ safety. To address these challenges,
we propose a non-invasive and safe conceptual solution, a
Robotic Envelope Assessment System for Energy Efficiency
(EASEEbot), to locate and document moisture intrusion,
thermal bridges, and air leaks. EASEEbot is a high-power
wall climbing drone and comes with a multi-function tool-
box. It can capture 3D thermal images and auto-generate
3D models using image-based Structure from Motion (SfM)
and Visual Simultaneous Localization and Mapping (VS-
LAM). Our deep learning algorithms will rapidly identify
common building envelope defects from multi-modal sens-
ing data. EASEEbot is also designed with a tethered wall-
climbing mode and will use long-wave ground penetrating
radar (GPR) to detect hidden trapped interstitial moisture
and other major envelope defects.

Keywords -
Building Envelope Inspection; Remote Inspection System;

Building Moisture; Thermal Leak Detection

1 Introduction
In the United States, buildings account for 28% of to-

tal primary energy usage and 40% greenhouse gas (GHG)
emissions [1, 2]. To combat climate change, major US
cities require energy benchmarking and regular energy
audits for large multifamily and commercial buildings
[3, 4, 5]. Recently, governments are also offering incen-
tives and programs for low-rise residential building energy
audits [6, 7]. Based on previous studies, thermal exchange
through the building envelope is one of the primary sources

∗Equal contributions.
†Corresponding author.

Figure 1. Three main application scenarios. 1. 3D
thermal reconstruction of building envelope. 2. De-
tailed inspection by using GPR sensor and tethered
wall-climbing drone. 3. Interior envelope inspec-
tion in attic spaces.

of energy loss. Some studies estimate energy costs could
be reduced by up to 20% by sealing the building envelope
[8, 9]. Therefore, rapidly detecting and locating areas of
significant heat loss and air leakage on the building en-
velope remains a key challenge for improving the energy
efficiency of buildings.
Conventional building envelope inspections involve in-

person site visits and manual mapping of located issues on
paper documents. Depending on the size of the building,
inspectors can spend a significant amount of time survey-
ing an entire envelope. Inspectors may also need to access
hazardous areas like roofs, elevated exterior wall sections,
and attic spaces without structural flooring [10]. Con-
sidering their own safety and productivity, inspectors will
typically limit the scope of their envelope assessments,
only examining a select number of representative areas.
With the popularity and improved reliability of drones,
recent research has proposed to use drones to assist en-
velope inspectors in accessing hazardous building areas
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Figure 2. Our conceptual workflow. I. Building envelope data collection and defect detection. II. Detailed
detection of wall moisture content by using GPR sensor. III. 3D reconstruction with thermal data and overlay
with detected defect locations.

and detecting envelope issues over a larger area with less
physical effort and time [11].
Current conventional testing often involves an invasive

blower door test [8] which pressurizes the building and
forces occupants out. Less invasive infrared thermogra-
phy (IRT) can find specific air leakage pathways, thermal
bridges, and trapped moisture [12, 13]. However, IRT im-
ages can be easily distorted by sunlight or reflectance and
require a highly trained and specialized thermal imaging
experts. IRT images are also not reliable for detecting
moisture deep within envelope assemblies. Recently, re-
search has attempted to utilize Ground Penetrating Radar
(GPR) to detect hidden envelope moisture by analyzing
radar images [14].

In this paper, we propose an automated energy loss
detection solution for building envelopes. As shown in
Figure 1, various modular sensors can be attached to the
drone for scanning the building envelope in different sce-
narios. In Section 3, we demonstrated our solutions in
three different simulation environments. Future work on
the proposed prototype will develop a proof of concept
for assistance on real-world building retrofit projects. The
following are our main contributions in this paper:

• We propose a quadcopter, EASEEbot, equipped with
an RGBD camera, thermal sensor, and GPR sensor to
automatically survey a building envelope in less time,
especially over hazardous and inaccessible areas.

• We design a multi-function robot toolbox to support
EASEEbot. It can be used as a storage case dur-
ing travel or as a power source for EASEEbot in its
tethered wall-climbing mode.

• We integrate thermal data with image-based SfM and

VSLAM algorithms to generate 3D thermal recon-
struction data.

• We present our entire workflow in three simulation
scenarios.

2 Related Work
Our robotic system is based on various past research in

robot-assisted building inspections and sensing technolo-
gies. While past research has attempted to standardize a
framework for in person building envelope inspections, our
paper is focused on developing specific robot and sensing
capabilities for inspectors where theymost need assistance
[15]. In this section, we will discuss past developments of
drones and portable sensors for building inspections.
Inspection Sensors. Most state-of-art inspection meth-

ods prefer non-invasive instruments. Compared with in-
vasive inspection, non-invasive devices may involve less
setup time and avoid requiring occupants to leave the build-
ing. The most significant source of energy loss in build-
ing envelope assemblies is heat transfer through direct air
leakage pathways, which can be indicated bymoisture con-
densation. Checking envelope airtightness and moisture
level of building envelope sections are primary items on
inspection checklists.
Cooper et al. [16] developed a low-pressure pulse pres-

surization technique to avoid large fluid flow and moni-
tor the building envelope in real-time. Recently, Casillas
et al. [17] introduced Micro-electromechanical systems
(MEMS)-based sensors into building monitoring systems
to establish two absolute pressure sensors for determining
pressure differences between different locations in build-
ings.
As an alternative to traditional wall moisture meters and
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Figure 3. Simulation in three scenarios: low-rise residential building, commercial high-rise building and roof
attic interior.

GPR scanning, detection methods using different material
properties have been proposed for the moisture sensors.
Healy and his team [18] utilized the change of optical
fiber’s refractive index in different moisture levels. Mergu
et al. [19] accounted for chemical properties to detect
moisture levels in the wall section by colorimetrics.
Inspection Robotic Solutions. The current state-of-

art solutions for building envelope inspection are mainly
focused on portable and automated approaches. Portable
refers to the use of smartphone computing power to pro-
cess and visualize the inspection results by communicat-
ing with additional sensors. Wang et al. [20] implemented
a deep-learning-based building façade damage detection
method and used a smartphone camera for real-time in-
spection. By using mobile robots or drones as vehicle
platforms, researchers could attach various sensors and
apply algorithms to detect issues across the entire build-
ing envelope automatically. Rakha et al. [21] presented a
solution using drones and thermal cameras to survey the
building envelope and map the heat loss areas rapidly.

3 System Design
Our system contains a multi-function toolbox and a dual

mode quadcopter drone, EASEEbot. In section 4, we
present the details of our hardware design. To achieve
automation, we integrated a learning-based visual algo-
rithm with drone flight control to automatically combine
3D point clouds with thermal imaging data. All of the
software algorithms are introduced in section 5.
System Workflow. As Figure 2 shows, we propose a

workflow from building envelope surveys to issue-labeled
3D maps. First, our drone will fly around the build-
ing along a user-specified trajectory. During flight, the
onboard RGBD and thermal camera will simultaneously
record 3D point cloud data and thermal data. This step
will locate areas of high heat loss and help the inspector
quickly assess the building envelope’s overall condition.
For each area of high heat loss, GPR can be used to un-
derstand the damage level inside of envelope assemblies.
Unlike the working principle of other sensors, GPR needs
to be in direct contact with the inspection surface. To this

end, we need to switch our EASEEBOT to its climbing
mode. Throughout the building envelope survey, the in-
spector’s tablet will update, integrate, and visualize the
collected data from different sensors onto the building’s
3D model.
Workflow Simulation. To better visualize the entire

workflow, we use the Microsoft AIRSIM simulator [22]
to present our EASEEbot working in different scenarios.
Figure 3 shows the three main scenarios in our simula-
tion: low-rise residential building, commercial building,
and interior attic. The entire simulation is done through
the third-person perspective. There are three additional
windows at the bottom showing the images captured by
the onboard sensors. The center yellow box displays the
RGB camera on the drone. The depth data is displayed in
the left green box. The blue box on the right shows the
segmentation image, which will help the algorithm detect
the potential air leakage areas. The full video can be seen
at: https://youtu.be/GrO7d4nLkpc.

4 Hardware Design
Our hardware is mainly composed of three parts: the

EASEEbot, a robot toolbox, and different types of sensor
attachments. The EASEEbot drone can be attached with
different types of sensors to scan the building envelope and
find the energy leakage. We can put sensors and drones
into the toolbox for convenient transportation or storage.
The following is our specific design.
Multi-function Toolbox. The size of the toolbox is:

44.88in (L) x 33.07in (W) x 16.54in (H). The toolbox is
made of multiple layers with different materials as illus-
trated in the Figure 5. From outside to inside, the toolbox
has rubber bumpers, the polycarbonate (PC) outer shell,
carbon fiber strips to enhance the toolbox’s durability, and
ethylene-vinyl acetate (EVA) foam used as an inner lining
to safely house equipment. Since PC material has been
widely used in the luggage industry, it has proven to be an
ideal sturdy, lightweight and low-cost shell material. In
addition, the internal protective material, EVA, not only
firmly holds up the internal drone but also protects im-
portant equipment and sensors during transportation or
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Figure 4. Detailed design of multi-function toolbox

accidents.
As shown in Figure 4, the inside of the toolbox is di-

vided into four zones. We use the lid of the toolbox to
place the tablet, user manuals, and work documents. The
tablet is used as both a drone controller and real-time data
monitor. On the left side of the toolbox is our high-power
quadcopter drone, EASEEbot. When the drone is removed
from the toolbox, we can place the sensors and other equip-
ment underneath. On the bottom left, there are four main
sensors that could be attached to the drone: RGBD cam-
era, LIDAR, Thermal camera, and GPR sensor. Since our
drone could directly take off from the toolbox, we designed
enough space in the middle of the left side of the toolbox
for the gimbal and sensors attached under the drone. The
upper left grid is used to place some additional equipment,
such as the front gimbal and other sensors that the usermay
add in the future. The power supply zone is designed on
the right side of the toolbox. Space here is used to house
power cords, batteries, and external power converters. By
setting the battery slot, our toolbox can provide power
to the drone when it connects the power cord or charges
the drone battery when the toolbox is closed. Many con-
struction workers have cordless tools. In order to save
unnecessary costs and more effectively use those batter-
ies, we choose to use cordless tool batteris as our mobile
power source. This toolbox also has a built-in 800w DC
power supply. When there is a wall plug, we can switch
the supply power to an external power supply.

EASEEbot Drone. The size of our drone is 30in (L)
x 30in (W) x 5in (H). To ensure flight safety and reduce
the technical requirements for the users, we adopted a
traditional fully-enclosed quadcopter design. The fully-
enclosed design helps prevent a propeller from hitting an
obstacle. We use carbon fiber as the main material of the
drone’s body to provide high structural capacity without

Figure 5. Multiple layers section view of the toolbox

increasing its weight. We deployed eight distance sensors
around the body to automatically adjust the drone’s posture
to cross obstacles, such as attic roof trusses. At the bottom
of the drone, we set up two Li-Po battery holders and
a control board cabin. This drone is designed with two
attachment ports. One is in front of the drone, and the
other is at the bottom of the drone. Our drone can be
installed with two gimbals and inspection sensors through
these two ports simultaneously. It can also be attached
with one gimbal and use the other port as the external
power supply by connecting a power cord.
For the drone to be able to scan the building’s facade

with its sensors, we designed a four-axes rotation system
for each propeller. We installed four motors on rotatable
strips. The mini servos are installed and connected to
those strips for controlling the rotation angle of the motor.
When the drone is under flight mode, we always keep the
propellers parallel to the ground. If we switch the drone
to the climbing mode, the controller will send commands
to the servo motors for rotating an angle and automatically
balance the lift force and pressure force through a learning-
based control algorithm.
We chose the Nvidia Jetson Nano or Jetson Xavier NX

for the the drone’s control board. Compared with other
control boards, these two Single Board Computers (SBCs)
have good computing performance with acceptable power
consumption. The main functions of the SBC are to cal-
culate the drone’s posture, communicate with the flight
controller, collect the sensors’ data, and transmit them to
the tablet on the ground. The flight controller, which is
the driver board for four motors, uses the TXRX inter-
face to communicate with SBC. In our design, we used
4 Turnigy G90 Brushless Outrunner Motors with 15x8
Propellers. Based on the thrust calculator, our drone can
provide 12.2kg of thrust, which could let us carry a large
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Figure 6. ESAEEbot Design. Left: Drone platform design. Middle: Flight mode sensor setting. Right: Climbing
mode sensor and power setting.

capacity battery and sensor equipment.
Operation Modes. Our EASEEbot design has two

working modes, fly and climb, to meet the requirements
of different sensor attachments. In flight mode, we can
quickly survey a building envelope using attached RGB
and infrared cameras. The data captured in flight mode
can produce an efficient, non-invasive, and preliminary
scan of the building envelope’s heat loss. Such thermal
imaging are affected by a number of external factors and
may not always reveal hidden and trapped moisture [23,
24]. Therefore, we designed a climbing mode to addresses
these limitations.
In climbing mode, we will scan along a building ele-

vation with the use of microwave based GPR, since such
a sensor must be in physical contact with the building
surface for defect detection. Microwave-based GPR and
through wall imaging technology is routinely deployed in
the construction and building space to detect underground
pipes and utility lines and embedded rebar within con-
crete members [25, 26, 27, 28, 29]. Microwave-based grid
scans over a building will yield a baseline pattern that ac-
counts for the underlying structure. All grid scans will
then be compared to the baseline to find anomalies, such
as trapped moisture.
We preset these two control algorithms in the flight

controller. When we need to switch to climb mode, we
need to remove the front RGBD camera, connect the power
cable, and replace the bottom thermal camera with a GPR
sensor. Meanwhile, we will switch to the climb mode in
the control tablet.
Onboard Sensors. To effectively assess a building we

will need to capture environmental data using a number of
sensors. Our solutionwill capture RGB data, thermal data,
depth data, and long-wave/microwave radar data. RGB
data will be captured with depth data simultaneously by
Intel Realsense D435 RGBD camera [30]. In those indoor
environments, the Intel Realsense L515 Lidar [31] will
replace Intel D435 RGBD camera and provide more accu-
rate and dense depth data. Thermal data will be recorded

by an FLIR C3-X camera [32] and attach on the bottom of
the drone. FLIR C3-X is a portable thermal camera that
could provide thermal information and RGB information
at the same time. Proceq GP8800, a ultra-portable GPR
sensor [33], will be installed on the bottom port and use
for capturing long-wave/microwave radar data.

5 Software Algorithm
To achieve fully automatic defect detection and flight

control, we plan to use the state-of-art and well-developed
machine learning algorithms. These algorithms include
drone adaptive control, data visualization, abnormal detec-
tion and 3D reconstruction. The following are the details
of the algorithm that we are going to use in the prototype.
Adaptive Control. To avoid unexpected obstacles and

fly the designated route, we will use an adaptive con-
trol algorithm to control our drone robot. Model Refer-
ence Adaptive Control (MRAC) [34] is the most common
adaptive controller in recent years. Compared with the
fixed-gain approach, it can enable safer and quicker drone
landings when its actuator fails. We use MRAC instead
of Self-Tuning Control System (STC) [35] because the
MRAC drone flight control model is easier to formulate,
especially given its well-developed status within the drone
research community. Compared to previous work, our
drone has added a wall climbing mode. We plan to ex-
tend the direct MRAC to the climbing control of drone,
especially for the angle control of the motor shaft.
Thermal Anomaly Detection. Thermal cameras have

been widely used in energy inspection for building en-
velopes. Our solution features the large-scale energy in-
spection via onboard thermal camera. Since the output of
FLIR C3-X is already a color code image, we only need to
find those abnormal colors in the bounding box, whether is
dark cold blue or hot red. Due to the different thermal con-
ductivity of materials, we plan to use contour detection to
exclude those false positive results. Once the screening is
completed, we will record the coordinates of the abnormal
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color patterns for further inspection.
Radar Wave Visualization. If any problems are de-

tected in the camera survey, we will perform finer-scale
moisture inspection. In the building space, microwaves
have been extensively used for detection and analysis.
GPR and through wall imaging radar use microwaves to
detect covered and buried objects. Microwave-based radar
has been used extensively to find buried pipes and rebar
embedded in concrete. Pipe and rebar detection works by
establishing a baseline microwave reflectance signal and
searching for differences from that baseline. Based on this
principle, microwave-based radar has also been used for
detectingmoisture in building components. Throughmore
complex signal analysis, it has been extended to tracking
people behind walls and extracting internal structure of a
wall assembly itself.
In our previous work, we developed learning-based

radar wave visualization [36]. This algorithm was orig-
inally used to detect objects and estimate poses through
the wall. If we use this algorithm in building envelope
moisture detection, we need some additional preparations.
First, we need to collect the water leakage data of building
envelope. In the original paper, the author trained a Con-
volutional Neural Network (CNN) to visualize the radar
images. In our prototype, we will replace the RGB data
with thermal images and numerical data from moisture
meter. This algorithm will provide us a three-dimensional
thermal data instead of 2D thermal images.

3D Reconstruction, Mapping, and Visualization. In
order to accurately and effectively convey the size, scope,
and location of an issue, building envelope issues will be
overlaid onto a digital twin of the site being inspected. This
digital twin will be created through image-based SfM, VS-
LAM and depth data [37]. VSLAM will give us a specific
6 degree-of-freedom pose that will allow us to know how
all the images, RGB or thermal, relate to each other. Using
SfM,we can piece these images together to create 3D color
and thermal digital twins of the inspection site. Depth data
can provide additional surety of shape and structure of the
inspection site. All of this data can be rectified and com-
bined to produce a point cloud of data. This point cloud
will allow a human or AI reviewer to easily understand the
location, scale, quantity and type of damage. We will also
employ additional techniques to aid in 3D reconstruction
and visualization. We will use our patented point-plane
SLAM algorithm to perform highly accurate 3D mapping
of an indoor structure using our RGB and depth data [38].
We will also use our DeepMapping algorithm which en-
ables fully automated indoor 3D mapping without human
attendance [39]. These mapping methods will use ma-
chine learning to create a detailed and accurate 3D map of
the inspected building envelope.
Augmented Reality and Retrofits. After a 3D thermal

map has been created that shows the size, location, scope,
and type of building envelope issues, this information can
be used to aid envelope retrofit projects. Augmented real-
ity (AR) can help inspectors understand the location and
size of building envelope failures much more effectively.
We can achieve glassless AR by using our smartphone or
tablet included in the robot toolbox. This will allow us
to directly show the virtual 3D information with camera
images on the screen. This greatly reduces the techni-
cal and experience requirements for inspectors, such as
understanding complicated radar images.

6 Conclusion and Future Work

qThis paper proposed a robotic toolkit and software
pipeline that could rapidly diagnose, quantify, and locate
building envelope issues. Our two mode tethered quad-
copter drone has a variety of environmental sensors that
can be used to capture RGB, thermal, microwave, depth,
and pose data. This data is then sent into the software
pipeline where it is processed to find, classify, and quan-
tify building envelope issues. These issues are then over-
laid onto a digital point cloud twin. At this stage, if it
is visualized to a building inspector, they will be able to
easily understand the location, scale, quantity, and failure
type. Additionally, they will be able to use this knowledge
to develop a location specific scope of work for building
repair or retrofits.
End-User Benefits. Ultimately, this envelope inspec-

tion pipeline has two major benefits for its users. By
automating the inspection process, we reduce the time and
domain knowledge required to carry out an inspection.
This could enable people to carry out inspections more
often, allowing a more consistent monitoring of build-
ing envelope conditions. Secondly, we clearly visualize
the location, size, and type of envelope problem so that
decisions on repairs can be data driven and proactive in-
stead of reactionary and complaint driven. We believe
that building scientists and property managers will benefit
from this toolkit for performing robust high-level inspec-
tions cheaply, quickly, and routinely.
Future Work. Our future work will focus on making

prototypes that can achieve all of the above-mentioned
functions We will also develop our own algorithm for the
thermal anomaly detection and wall climbing control. The
conceptual design we present here lays the groundwork for
future testing of hardware prototype and defect detection
algorithms on small-scale envelope section mockups and
real buildings for inspection speed and detection accuracy.
Overall, we believe that our work can provide a safer en-
vironment for inspectors and reduce the technology and
experience requirements for inspectors.

658



38 Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2021)

References
[1] U.S. Energy Information Administration. U.S. en-

ergy consumption by source and sector, 2019. Tech-
nical report, 2019.

[2] Jessica Leung. Decarbonizing us buildings. Center
for Climate and Energy Solutions, 2018.

[3] Daniel E Marasco and Constantine E Kontokosta.
Applications of machine learning methods to identi-
fying and predicting building retrofit opportunities.
Energy and Buildings, 128:431–441, 2016.

[4] Abolfazl Seyrfar, Hossein Ataei, and Sybil Derrible.
A review of building energy benchmarking policies
across the us cities. InProceedings of Applied Energy
Symposium: MIT A+ B, United States, number 2,
2020.

[5] Natalie Mims, Steven R Schiller, Elizabeth Stuart,
Lisa Schwartz, Chris Kramer, and Richard Faesy.
Evaluation of us building energy benchmarking and
transparency programs: Attributes, impacts, and best
practices. Technical report, Lawrence Berkeley Na-
tional Lab.(LBNL), Berkeley, CA (United States),
2017.

[6] AmirHosein GhaffarianHoseini, Nur Dalilah
Dahlan, Umberto Berardi, Ali GhaffarianHoseini,
Nastaran Makaremi, and Mahdiar GhaffarianHo-
seini. Sustainable energy performances of green
buildings: A review of current theories, implemen-
tations and challenges. Renewable and Sustainable
Energy Reviews, 25:1–17, 2013.

[7] Renewable Energy. Energy efficiency trends in resi-
dential and commercial buildings. 2010.

[8] Chadi Younes, Caesar Abi Shdid, and Girma Bit-
suamlak. Air infiltration through building envelopes:
A review. Journal of Building physics, 35(3):267–
302, 2012.

[9] Juha Jokisalo, Targo Kalamees, Jarek Kurnitski, Lari
Eskola, Kai Jokiranta, and JuhaVinha. A comparison
of measured and simulated air pressure conditions
of a detached house in a cold climate. Journal of
Building Physics, 32(1):67–89, 2008.

[10] Occupational Safety Administration and Health.
Reducing falls during residential construc-
tion: Working in attics. Report, Occupational
Safety and Health Administration, 2020. URL
https://www.osha.gov/sites/default/
files/publications/working-in-attics-
factsheet.pdf.

[11] Jhonattan G Martinez, Gilles Albeaino, Masoud
Gheisari, Raja RA Issa, and Luis F Alarcón.
iSafeUAS: An unmanned aerial system for construc-
tion safety inspection. Automation in Construction,
125:103595, 2021.

[12] E06 Committee. Practices for Air Leakage Site De-
tection in Building Envelopes and Air Barrier Sys-
tems. Technical report, ASTM International.

[13] PA-1902: How to Look at a House like a Build-
ing Scientist (Part 2: Heat). Online: https:
//www.buildingscience.com/documents/
published-articles/pa-1902-how-look-
house-building-scientist-part-2-heat.

[14] L Capineri, P Falorni, T Becthel, S Ivashov, V Raze-
vig, and A Zhuravlev. Water detection in ther-
mal insulating materials by high resolution imag-
ing with holographic radar. Measurement Sci-
ence and Technology, 28(1):014008, January 2017.
ISSN 0957-0233, 1361-6501. doi:10.1088/1361-
6501/28/1/014008.

[15] Rafaela Bortolini and Núria Forcada. Building in-
spection system for evaluating the technical perfor-
mance of existing buildings. Journal of Performance
of Constructed Facilities, 32(5):04018073, 2018.

[16] Edward Cooper, Xiaofeng Zheng, and Christopher J
Wood. Numerical and experimental validations of
the theoretical basis for a nozzle based pulse tech-
nique for determining building airtightness. Building
and Environment, 188:107459, 2021.

[17] ArmandoCasillas, MarkModera, andMarco Pritoni.
Using non-invasive mems pressure sensors for mea-
suring building envelope air leakage. Energy and
Buildings, 233:110653, 2021.

[18] William M Healy, Shufang Luo, Mishell Evans, Ar-
tur Sucheta, YongchengLiu, et al. Development of an
optical fiber-based moisture sensor for building en-
velopes. In Proceedings 24th AIVC Conference and
BETEC Conference on Ventilation, Humidity Con-
trol and Energy, pages 277–282, 2003.

[19] NaveenMergu, HyorimKim, JiwonRyu, andYoung-
A Son. A simple and fast responsive colorimetric
moisture sensor based on symmetrical conjugated
polymer. Sensors and Actuators B: Chemical, 311:
127906, 2020.

[20] Niannian Wang, Xuefeng Zhao, Peng Zhao, Yang
Zhang, Zheng Zou, and Jinping Ou. Automatic dam-
age detection of historic masonry buildings based on
mobile deep learning. Automation in Construction,
103:53–66, 2019.

659

https://www.osha.gov/sites/default/files/publications/working-in-attics-factsheet.pdf
https://www.osha.gov/sites/default/files/publications/working-in-attics-factsheet.pdf
https://www.osha.gov/sites/default/files/publications/working-in-attics-factsheet.pdf
https://www.buildingscience.com/documents/published-articles/pa-1902-how-look-house-building-scientist-part-2-heat
https://www.buildingscience.com/documents/published-articles/pa-1902-how-look-house-building-scientist-part-2-heat
https://www.buildingscience.com/documents/published-articles/pa-1902-how-look-house-building-scientist-part-2-heat
https://www.buildingscience.com/documents/published-articles/pa-1902-how-look-house-building-scientist-part-2-heat
https://doi.org/10.1088/1361-6501/28/1/014008
https://doi.org/10.1088/1361-6501/28/1/014008


38 Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2021)

[21] Tarek Rakha, Amanda Liberty, Alice Gorodetsky,
Burak Kakillioglu, and Senem Velipasalar. Heat
mapping drones: an autonomous computer-vision-
based procedure for building envelope inspection us-
ing unmanned aerial systems (UAS). Technology |
Architecture + Design, 2(1):30–44, 2018.

[22] Shital Shah, Debadeepta Dey, Chris Lovett, and
Ashish Kapoor. Airsim: High-fidelity visual and
physical simulation for autonomous vehicles. In
Field and service robotics, pages 621–635. Springer,
2018.

[23] Ilídio S Dias, Inês Flores-Colen, and Ana Silva. Crit-
ical analysis about emerging technologies for build-
ing’s façade inspection. Buildings, 11(2):53, 2021.

[24] E Barreira, RMSF Almeida, and JMPQ Delgado.
Infrared thermography for assessingmoisture related
phenomena in building components. Construction
and building materials, 110:251–269, 2016.

[25] Yasser El Masri and Tarek Rakha. A scop-
ing review of non-destructive testing (NDT)
techniques in building performance diagnos-
tic inspections. Construction and Building
Materials, 265:120542, 2020. ISSN 0950-0618.
doi:https://doi.org/10.1016/j.conbuildmat.2020.120542.

[26] I. Garrido, M. Solla, S. Lagüela, and N. Fernán-
dez. IRT and GPR techniques for moisture de-
tection and characterisation in buildings. Sen-
sors (Basel), 20(22), 2020. ISSN 1424-8220.
doi:10.3390/s20226421.

[27] P. K. M. Nkwari, S. Sinha, and H. C. Ferreira.
Through-the-wall radar imaging: A review. IETE
Technical Review, 35(6):631–639, 2018. ISSN0256-
4602. doi:10.1080/02564602.2017.1364146.

[28] Andrew Horsley and David S. Thaler. Microwave
detection and quantification of water hidden in and
on building materials: implications for healthy
buildings and microbiome studies. BMC Infec-
tious Diseases, 19(1):67, 2019. ISSN 1471-2334.
doi:10.1186/s12879-019-3720-1. URL https://
doi.org/10.1186/s12879-019-3720-1.

[29] L. Capineri, P. Falorni, T. Becthel, S. Ivashov,
V. Razevig, and A. Zhuravlev. Water detection
in thermal insulating materials by high resolu-
tion imaging with holographic radar. Measure-
ment Science and Technology, 28(1):014008, 2016.
ISSN 0957-0233 1361-6501. doi:10.1088/1361-
6501/28/1/014008.

[30] 2021. URL https://www.intelrealsense.
com/depth-camera-d435.

[31] Intel Corporation. Intel® realsensetm lidar camera
l515, 2021.

[32] 2021. URL https://www.flir.com/products/
c3-x.

[33] 2020. URL https://www.screeningeagle.
com/en/products/129.

[34] Brian Whitehead and Stefan Bieniawski. Model ref-
erence adaptive control of a quadrotor UAV. In
AIAA Guidance, Navigation, and Control Confer-
ence, page 8148, 2010.

[35] Theerasak Sangyam, Pined Laohapiengsak, Won-
lop Chongcharoen, and Itthisek Nilkhamhang. Path
tracking of UAV using self-tuning PID controller
based on fuzzy logic. In Proceedings of SICE annual
conference 2010, pages 1265–1269. IEEE, 2010.

[36] Ruoyu Wang, Siyuan Xiang, Chen Feng, Pu Wang,
Semiha Ergan, and Yi Fang. Through-wall object
recognition and pose estimation. In ISARC. Pro-
ceedings of the International Symposium on Automa-
tion and Robotics in Construction, volume 36, pages
1176–1183. IAARC Publications, 2019.

[37] Pingbo Tang, Steven Vick, Jiawei Chen, and
Stephanie German Paal. Chapter 2 - Surveying,
Geomatics, and 3D Reconstruction, pages 13–64.
Butterworth-Heinemann, 2020. ISBN 978-0-12-
815503-5. doi:https://doi.org/10.1016/B978-
0-12-815503-5.00002-4. URL https:
//www.sciencedirect.com/science/
article/pii/B9780128155035000024.

[38] Y. Taguchi, Y. Jian, S. Ramalingam, and C. Feng.
Point-plane slam for hand-held 3D sensors. In 2013
IEEE International Conference on Robotics and
Automation, pages 5182–5189. ISBN 1050-4729.
doi:10.1109/ICRA.2013.6631318.

[39] Li Ding and Chen Feng. Deepmapping: Unsuper-
vised map estimation from multiple point clouds. In
Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pages 8650–
8659.

660

https://doi.org/https://doi.org/10.1016/j.conbuildmat.2020.120542
https://doi.org/10.3390/s20226421
https://doi.org/10.1080/02564602.2017.1364146
https://doi.org/10.1186/s12879-019-3720-1
https://doi.org/10.1186/s12879-019-3720-1
https://doi.org/10.1186/s12879-019-3720-1
https://doi.org/10.1088/1361-6501/28/1/014008
https://doi.org/10.1088/1361-6501/28/1/014008
https://www.intelrealsense.com/depth-camera-d435
https://www.intelrealsense.com/depth-camera-d435
https://www.flir.com/products/c3-x
https://www.flir.com/products/c3-x
https://www.screeningeagle.com/en/products/129
https://www.screeningeagle.com/en/products/129
https://doi.org/https://doi.org/10.1016/B978-0-12-815503-5.00002-4
https://doi.org/https://doi.org/10.1016/B978-0-12-815503-5.00002-4
https://www.sciencedirect.com/science/article/pii/B9780128155035000024
https://www.sciencedirect.com/science/article/pii/B9780128155035000024
https://www.sciencedirect.com/science/article/pii/B9780128155035000024
https://doi.org/10.1109/ICRA.2013.6631318


38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

Implementation of a Robotic System for Overhead Drilling 

Operations: A Case Study of the Jaibot in the UAE 

Xinghui Xu 1, Tyron Holgate 2, Pinar Coban 3, Borja García de Soto 1 

1 S.M.A.R.T. Construction Research Group, Division of Engineering, New York University Abu Dhabi (NYUAD), 

Experimental Research Building, Saadiyat Island, P.O. Box 129188, Abu Dhabi, United Arab Emirates 
2 ALEC Engineering & Contracting, 3601 Marina Plaza, Dubai Marina, PO Box 27639, Dubai, United Arab 

Emirates 
3 Hilti Emirates LLC., Dubai Investment Park, PO Box 11051, Dubai, United Arab Emirates 

E-mail: xx927@nyu.edu ; THolgate@alec.ae ; Pinar.Coban@hilti.com ; garcia.de.soto@nyu.edu  

 

Abstract 

Robots have typically improved workers’ health 

and safety and increased productivity and quality in 

manufacturing. Current advances in robotic and 

computer technology, combined with BIM, have led 

to new applications in construction. However, there is 

no general framework to guide the implementation of 

robots under current construction working schemes. 

Many questions and challenges need to be answered 

and overcome before robots can be economically and 

safely introduced to construction sites. Some 

questions include: 1) How does it affect the planning 

and workflow of related activities? 2) What are the 

implications regarding health & safety, and quality? 

3) What is the best way to assess the viability of 

introducing robots onsite? 4) What are the 

organizational implications of using such systems? 

Still, there is plenty of work to do when considering 

common project management elements when using 

robots. To assist with that, this paper presents a case 

study in which we gathered real-world data on the 

overhead drilling work of an on-site semi-

autonomous robot. In addition to the traditional 

analyses for changes in workflow, productivity, 

health & safety, and quality, as well as the 

implications to the schedule and cost of the tasks 

carried on by the robotic system, this study proposes 

a project management framework to help contractors 

better prepare for the introduction of robotic systems 

into their projects when similar scenarios arise. In 

addition, this study gives an insight into human-robot 

interaction experiences in real construction projects. 

 

Keywords – 

Project Management Framework; Productivity; 

Semi-autonomous Drilling Operations; Construction 

Robots 

1 Introduction 

The use of robots in the construction industry has been 

considered for quite some time to handle inefficiencies 

and low productivity. Technology advancement in 

construction is changing how a project is carried out, as 

a considerable amount of on-site work can be conducted 

automatically. However, many factors limit the wide 

adoption of robotics in the construction industry, such as 

incompatibility of technologies, the fragmented nature of 

the construction, and high initial capital investment [1]. 

In addition, due to the multidisciplinary and complex 

nature of construction projects, robotic systems and 

automation technology are often not general [2], there are 

no consistent methods to sufficiently analyze the 

feasibility and efficiency of the robotic system to be used 

[3]. In previous research, the emphasis on implementing 

construction robotics has been mostly on identifying 

technological issues and challenges [4]. The interaction 

between robotic systems with management and human 

factors may raise new interest in future research. In the 

meantime, to support the project and business decision 

on robotic adoption, a generalized framework for robotic-

oriented management is also needed.  

This research uses a case study related to the 

engineering, planning, and production data of a concrete 

drilling robot in a real project to help the industry figure 

out a solution and a framework to review and advance the 

usage of robots in a systematic manner. The research 

methodology used is summarized in Fig. 1. In general, it 

consists of a literature review and a single case study 

from which qualitative and quantitative data were 

collected and analyzed. Qualitative includes basic project 

information, the usage of the robotic system, the planning 

and organizational procedures, and the stakeholders’ 

opinions from interviews. Quantitative data came from 

the robot’s task reports, which detailed information such 

as time in operation and the number of holes drilled.  

Based on previous literature, a comprehensive 
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feasibility analysis was carried out to assess the drilling 

robot in the case study. We involved a feasibility analysis 

procedure in helping decision-makers evaluate and 

decide the implementation of the new robotic system. 

This study investigates the impacts of utilizing robots 

based on the conventional performance criteria such as 

productivity, health & safety, and accuracy. Then we 

identified challenges that limited the adoption and 

proposed solutions to overcome the challenges. Based on 

these procedures, we proposed a systematic framework 

for robotic-oriented management to optimize the 

outcome of the robotic construction. 

Fig. 1 General structure of the research methodology 

used in this study. 

2  Feasibility analysis model 

With the introduction of new technologies, it is critical to 

analyze the potential and actual impact of that technology 

(e.g., the deployment of robots in construction sites). In 

this work, we present a feasibility analysis model for the 

general adoption of construction robotics. The feasibility 

analysis model sets up a modeling procedure to evaluate 

the feasibility of developing robotics and justifying their 

implementation for certain construction operations [5]. 

The feasibility analysis model consists of three key 

elements: project description, performance criteria 

analysis, and human factors analysis, as shown in Fig. 2. 

 

Fig. 2 Feasibility analysis model 

2.1 Project Description 

The adoption of construction robots is project-

oriented [6]. In the project description stage, a 

comprehensive analysis should be made to identify the 

construction automation levels of robotics [2]. A robotic 

system generally comprises many modules working 

together to perform a task. The description of the robotic 

system should list the basic structures as well as 

functionalities and capacity of the robot to show potential 

usage in specific tasks. Principles of the tasks and 

influences from the environment will highly influence 

the robot’s performance [7]. Task characteristics should 

be defined for coordination with the robots.  

2.2 Performance Criteria 

2.2.1 Accuracy 

Using robots in construction sites can minimize 

mistakes caused by human errors and help improve 

accuracy [8]. Still, with advanced technology, robots can 

fulfill repetitive work with high speed and accuracy; 

fewer mistakes will result in fewer delays and 

repair/rework activities [9], also will lead to more 

enduring construction structures [10].  

2.2.2 Productivity 

Previous research has utilized productivity as an 

important metric to analyze the adoption of construction 

robots. For example, García de Soto et al. [11] presented 

a productivity analysis based on the robotized 

construction of a reinforced concrete wall. Usmanov [12] 

studied the productivity impacts of an automated 

bricklaying robot versus the traditional construction 

method. Previous research has shown that higher-level 

automation allows construction managers (CMs) to plan 

their projects more effectively, provide an easier way to 

meet deadlines, and save time and financial resources. 

However, a construction project is unique. The 

uncertainty caused by design changes, dynamic 

environment, and human activities will greatly influence 

the outcome. 

2.2.3 Health & Safety 

Robotic systems can reduce injuries and free workers 

from conducting dangerous tasks [13]. Moreover, 

workplace safety will be improved by replacing workers 

with robots in tasks that involve difficult physical work 

or exposure to unhealthy environments. Although so 

many benefits, robots work simultaneously with humans 

when we implement robots on the construction site. This 

will cause management issues and safety concerns when 

humans and robots interact in the same environment [14].  

2.3 Human factors 

2.3.1 Changing roles 

The advent of robots within different construction 

processes will offer opportunities to people who have a 

strong interest in new technologies, but at the same time, 
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it will cut a considerable number of on-site jobs. Robotic 

machinery cannot fully replace human presence, but it 

can reduce it significantly [1]. Also, it is expected that 

current construction roles will evolve, and new roles will 

be created [16]. New roles such as digital model designer 

and robotic expertise will take more responsibilities 

during the construction process.  

2.3.2 Worker’s attitude towards change 

Performing human-robotic collaborative tasks require 

workers to have the ability to understand how to achieve 

team coordination and communication with the robotic 

system, effectively monitor the construction process by 

recognizing problems, and intervene during certain 

circumstances. Thus, the construction labor markets will 

turn to specialists and qualified employees, and job 

security issues could result in workers’ aversion to 

change in the construction culture [1]. 

3 Case Study: Jaibot for overhead drilling 

operations 

To assess the real-world implementation of on-site 

construction robots, we conducted a case study in 

collaboration with ALEC Engineering & Contracting 

(ALEC), a construction company in the United Arab 

Emirates, and Hilti, a company that develops and 

manufactures products for the construction industry. 

3.1 Project description 

The project used for this study is the One Za’abeel in 

Dubai, consisting of 2 skyscrapers, Tower A and Tower 

B. To promote innovation and digital transformation in 

the construction industry, ALEC, the main contractor of 

the project, attempted to adopt a semi-automated robotic 

system, the Jaibot by Hilti, to complete overhead drilling 

operations for the subsequent installation of MEP 

systems. The real-site robotic execution on Tower A took 

place in September 2020. 

3.1.1 Robotic description 

Table 1 summarizes the key information about the 

Jaibot with the basic functions and capabilities. 

Table 1 Summary of Jaibot features 

Component Function Capacity 

Drill Drilling Holes (6 − 16 mm). 

Total station Position 
Locate drill bit within an 

accuracy of  ±5 mm. 

Robotic Arm Stretch  2.65 − 5.0 m above. 

Jobsite tablet Control Move the robot  

Hilti’s cloud 

service 

Instruct the 

robot 

Locate drill position; 

Progress updating 

The Jaibot is a semi-automated construction robot 

designed for mechanical, electrical, plumbing, and 

interior finishing installation work. Based on the 

information provided by ALEC, the robot starts with 

coordinating the tasks, including collecting design 

information from BIM models and setting reference 

points. When it comes to the real site execution, design 

files are loaded wirelessly via Hilti’s control panel and 

downloaded from Hilti’s cloud service. After arriving at 

each workstation controlled by the operator, the robot 

will reach and drill all the identified holes automatically 

based on the specifications. 

3.1.2 Task characteristic 

The work was taking place on an ongoing 

construction site with multiple operations underway and 

multiple subcontractors. As a result, some obstructions 

prevented the completion of the full levels at one time. 

ALEC defined four levels of Tower A in which overhead 

holes with different diameters (12mm and 15mm) were 

drilled for subsequent installation of MEP elements. 

There were 3,488 holes planned. The size of the holes 

was designed to standardize the drill diameters and 

control the quality. The allocation of each hole type and 

their number per level are summarized in Table 2. By the 

time of this research, the total number of holes drilled in 

this project was 3,058. For this study, we only considered 

the holes drilled between levels 34-37 (1,537 holes).  

Table 2 Size and numbers of holes to be drilled. 

Hole size 
Level 

L34 L35 L36 L37 

12 mm ⌀ 628 638 638 646 

15 mm ⌀ 236 234 234 234 

3.2 Performance criteria 

3.2.1 Accuracy 

The system recorded details of each hole drilled. This 

includes location (x, y), depth (z), and diameter. All this 

information could be observed in real-time on the 

dashboard provided by Hilti. 

The drill diameter or depth did not cause any 

deviations in the current practice, as the diameter was 

based upon the drill bit. Holes remained the same size 

until the drill bit was changed. When applicable, the drill 

bit was replaced by the operator. The depth was 

preprogrammed, and the robot automatically notified the 

operator if the depth could not be achieved.  

Factors that influence the robotic drilling include 

calibration errors in the total station, errors from the 

ceiling plane sensor, accuracy in planning (BIM), and 

human errors on robot control. For instance, planning and 

communication errors led to deviations between as-
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planned BIM coordinates and as-built coordinates, which 

impacted the robot accuracy because the robot could not 

tell whether the site conditions differed from the BIM 

model; it would continue to drill according to plan 

without notifying the variance. 

3.2.2 Productivity 

3.2.2.1 Basement test 

In the early stages of evaluating the capabilities of 

the Jaibot, a demonstration was done in the basement to 

compare traditional and robotic drilling methods for 

productivity analysis. The list of tasks and workflow for 

drilling operations using manual or traditional techniques 

are summarized in Fig. 3. 

 

Fig. 3 Workflow of manual and robotic drilling 

operations 

Based on the task report from ALEC, the manual 

drilling process took about 270 seconds, with a cost of 

5.85 AED per hole. Robotic productivity was measured 

using the same parameters as human workers. For an 8-

hour working day, 600 holes were drilled, which shows 

the productivity of the robot is 48 seconds per hole. The 

cost per day for the robotic system is 3,507.65 AED with 

600 holes or an average of 5.85 AED per hole for robotic 

drilling. This information is summarized in Table 3. 

Table 3 Comparison between Jaibot and traditional 

method during the test at the basement 

Method 
Productivity 

Cost (AED)/hole Duration (sec)/hole 

Traditional  5.85 270 

Robotic 5.85 48 

From the production data in Table 3, the Jaibot 

reduces the duration of the drilling process from 270 

secs/hole to 48 secs/hole, which shortens the on-site 

drilling process. This can also be explained by comparing 

the workflow of two procedures (Fig. 3). The big 

differences between the two methods rely on the process 

of marking the drilling positions instead of manual 

marking based on the drawings; the robot could easily 

find references from pre-defined control points. That is 

less time-consuming and more reliable (i.e., reducing 

human errors). However, the cost and duration for the 

preparing stage, such as collaborating with all parties, 

initializing the BIM models (insert drill depth in terms of 

the requirements of the robot), setting up cloud service 

and equipment, are not yet considered in this test. Further 

analysis needs to be conducted when robots come into the 

real site. 

3.2.2.2 On-site execution 

After accessing the Jaibot data with the real 

construction process, the productivity was not as great as 

expected. Although detailed information on the preparing 

stage was not available, some of the reasons include the 

time used for transporting the robot or cleaning the job 

site. In the task report, only the effective construction 

duration with successful holes drilled was considered to 

calculate the productivity. 

One thousand five hundred thirty-seven holes were 

completed with the Jaibot in 9 days. The task report 

indicated that the average daily hours operated by the 

robot (e.g., in Fig 4) were about 3.86 [hours per day].  

 

Fig. 4 Working hours of Jaibot during the testing 

period  

 

Fig. 5 Production rate of Jaibot during the testing 

period 

With the number of holes drilled each day stated in 

the task report, we can calculate the production rate and 

compare it with the experimental ones. From Fig 5, we 
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have an average productivity of 86.5 secs/hole, which is 

not as good as the 48 secs/hole base experiment.  

The deviation comes from multiple aspects. For 

example, the current workflow is not as smooth as the 

planned ones. The design and operations teams must be 

aligned with all schedules (civil works, subcontractor 

packages, design packages, client signoff, etc.) to ensure 

the work area is ready; however, design changes usually 

occur while the project is underway, which can cause a 

major delay.  

Besides, holes could fall out of accuracy requirements 

due to errors in sensing or differences from the original 

design. In addition, site managers might decide to skip 

the holes due to awkward positions (for example, if a drill 

operation hit rebar and did not penetrate fully). Among 

the 1,537 holes drilled, 96 holes failed for certain reasons. 

On average, the failure rate was 6.71% for the 9 days. 

Failed holes and skipped ones could result in a great 

amount of time to be remeasured and reevaluated. These 

failures will greatly influence productivity.  

3.2.2.3 Longer operation better productivity 

To find a general reason why the productivity varies 

in these 9 days, we conducted the further analysis. From 

Fig. 4 and Fig. 5, we can see that, on 09/13/2020 and 

09/22/2020, the working hours are the least among the 9 

days, with 1.75 and 3 hours, respectively. On those days, 

the production rate is the lowest (126 secs/hole and 103 

secs/hole), which indicates the drilling process takes 

longer in these two days. In contrast, on 09/14/2020, 

there was a significant increase in the working hours to 7 

hours and a significant increase in the production rate to 

84.84 secs/hole. Therefore, it could be stated that with 

more time the robot drilled, the required duration for 

drilling one hole would be less. To verify that conjecture, 

we calculated the Pearson’s Correlation Coefficient (r) to 

identify any linear correlation between these two sets of 

data. The result shows that Pearson’s Correlation equals 

-0.608. A strong negative relationship between these two 

parameters indicates that longer operation will have a 

greater probability of better productivity for robotic 

drilling. Many reasons could cause the longer 

manipulation of the robot, for example, open area that is 

easy for the robot to transform; skilled operator on duty 

that facilitates the process; smoother schedule with less 

intervention of surroundings; or the drilling position is 

easy to access with less failure or skip. With limited 

information right now, we could not find the exact 

reasons; also, the sample size is rather small, which does 

not allow for a generalization of the results obtained. 

3.2.3 Health and Safety 

Robotic drilling improved the task ergonomics, 

reducing the muscle strain work hours (measuring and 

drilling overhead). It can reduce the Work-Related 

Musculoskeletal Disorder conditions and vibrations. 

Based on Hilti’s feedback, the Jaibot could also reduce 

noise levels from the drill bits and distanced the workers 

from the source of drilling noise. Besides, the robot’s 

modular integrated vacuum could reduce workers’ 

exposure to respirable crystalline silica and dust, 

providing a better working environment for on-site 

construction.  

Based on an interview with ALEC’s site team, they 

gave an overall high evaluation of the health and safety 

performance of the Jaibot. 90% of the interviewees 

strongly agree that the Jaibot is reliable on safety 

performance. However, in another set of questions 

regarding the adoption of construction robots for 

applications of all kinds, some interviewees were 

concerned about safety when working with construction 

robots. One of the reasons for that could be that there is 

not much experience with real-world robotic applications 

in construction projects. Thus, when operating in the 

same environment as robots, workers might feel 

uncertain or insecure in such environments. Besides, 

construction sites are dynamic and hard to control 

environments; unexpected health and safety issues could 

come out because of human errors or omissions when 

dealing with onsite robotic systems or vice versa. 

3.3 Human factors 

3.3.1 Changing Roles 

As part of its role as the main building contractor, 

ALEC facilitated coordination and communication 

among the different project participants. In addition to 

conventional tasks, such as defining a site management 

strategy or the work scope, ALEC had to put extra effort 

into communicating work packages with different parties, 

setting up communication among subcontractors and 

Hilti to ensure proper integration of the Jaibot. 

Subcontractors also had to adjust their workflows to 

incorporate the requirements from the robotic system. 

For example, ALEMCO was the subcontractor 

responsible for installing the MEP package on Tower A. 

The Jaibot team operated as an additional subcontractor, 

collaborating with other trades on site. ALEMCO used 

the IFC files from the base design supplied by the client 

and developed a BIM model for coordination and 

building procedures, also used for the robotic tasks. 

ALEMCO was responsible to define a reference system 

in the form of a building axis for the robot to use. They 

also created a CSV-type file to be used by the Jaibot. 

Hilti’s Jaibot team also had several roles during this 

process. They provided skillful operators for on-site 

support for the robotic system and gave valuable 

feedback on monitoring and control processes during the 

robotic adoption. For instance, the site team of Hilti 

coordinated with the site surveyor to define the 

measuring process. Meantime, the team should have the 
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list of prerequisites delivered to the main contractor to get 

the necessary support on the job site. 

3.3.2 Worker’s attitude towards change 

To better understand the workers’ attitudes towards 

changes due to the use of the Jaibot, we conducted a 

questionnaire to gather extra information. A copy of the 

questionnaire can be found in [15]. The questionnaire 

consisted of 40 questions broken down into eight parts, 

namely (1) Performance; (2) Compatibility; (3) 

Challenges; (4) Organizational support; (5) Technical 

Support; (6) Regulatory & public support; (7) Attitudes 

towards adoption; and (8) Industry atmosphere. 

The questionnaire was distributed to the site team of 

ALEC and Hilti. Eight responses were provided during 

the time we worked on the research. Hilti representatives 

operated the Jaibot. This could be a problem that limited 

future adoption; drilling workers might not be compatible 

with new roles to operate the robot. New organization 

support needs to be established to raise more interest in 

robotic learning and practice. Attitude mostly comes 

from operators, modelers, and managers, which shows 

that robotic adoption will not greatly influence their job 

opportunities; however, the manual drilling workers’ job 

opportunity is lost. Thus, the management framework 

needs to acknowledge these changing roles. 

4 Jaibot adoption optimization 

To solve the problems mentioned in the previous section. 

Based on the literature review, we summarize the current 

challenges of Jaibot adoption and put forward strategies 

to overcome such problems.  

4.1 Performance criteria 

4.1.1 Accuracy 

As previously defined, errors were coming from 

sensing strategy in state estimation for robotics. To 

increase accuracy and robustness, a growing number of 

applications have started to rely on data from multiple 

complementary sensors. For example, Furgale and 

Siegwart [17] proposed a unified method of determining 

fixed time offsets between sensors using maximum-

likelihood estimation. By registering different sensors 

spatially concerning each other, sensor fusion can easily 

eliminate spatial displacement. For the current usage of 

the robot, the Jaibot already has a reference sensor as the 

total station, it can achieve great accuracy, but with 

higher goals on eliminating errors to guarantee the 

quality of the product, extra sensors such as laser 

scanning could be adopted to catch these deviations. 

Based on an interview with ALEC’s representatives, 

the design change is a huge difficulty within the 

construction industry, specifically in Dubai and 

surrounding regions. To solve this problem, updating the 

robot with real-time information of the construction site 

is necessary; thus, we can rely on digital twin 

construction (DTC) such as real-time updated BIM 

models. For example, Ye et al. [18] established a real-

time interaction mechanism between digital design and 

physical construction. The design outcome is a dynamic, 

data-driven model, which would be updated by material 

conditions on-site. This could help the robot with real-

time data instructions to guarantee the robot understands 

the design changes, which will reduce the effort and time 

on redesigning and rework. 

4.1.2 Productivity 

Based on our analysis, we notified that idle time takes 

the most time of the schedule. When refers to the industry 

partner’s explanation, the Jaibot involved drawings and 

drawing approval. Without this in place and finalized, the 

work cannot continue, and since the Jaibot needs to be 

first in place, this also means that no other work can 

continue, which can cause major conflict between 

stakeholders. The work schedule overlap results in the 

current low level of efficiency. In the current practice, the 

schedule management framework is not yet generated by 

the project management team.  

With a comprehensive structure of the schedule, it is 

easier to identify strategies to optimize the current 

workflow. Brosque et al. [3] analyzed the location-based 

schedule (LBS) and a 4D model to drill different areas 

and visualize how the robot impacted the continuity of 

crews working on production tasks, which successfully 

modeled the optimized schedule for robotic drilling. 

Still, we figure out that with the long operation, the 

production rate seems to be at a higher level. This is 

because that continuous operation reduces extra effort to 

reset and calibrate the equipment, saving much time in 

the preparation stage.  

4.1.3 Health and safety 

The condition of the floor area greatly affected the 

drilling time and the safety of the operator and the robot. 

For example, when obstacles were present, “having to 

maneuver the robot around obstacles caused delays and 

[in some cases] collision, especially when navigating 

between different control points” (conversation with 

ALEC representative). Hilti, the robot manufacturer, also 

indicated that “Jaibot usually works in narrow corridors 

or spaces where there is heavy human traffic”, and the 

“operator could have proximity to the robot during 

operation.” Human activity on the job site could greatly 

influence the robot’s stability, and in turn, the hazard 

could be brought to humans if the robot breaks at a certain 

distance from human beings. The project management 

framework should try to adapt to new regulations and 

rules for working with robots. Besides, a well-established 
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training program is needed. Continuous staff training can 

help address the various challenges and reduce false 

instructions because of human errors and mistakes 

4.2 Human factor 

4.2.1 Changing roles 

Making the best use of humans and robots while 

keeping projects moving smoothly seems the biggest 

challenge when considering the changing roles in robotic 

adoption. Mossman [19] states that the on-site operation 

could greatly benefit from lean thinking, integrated 

project delivery (IPD), and BIM. The combination of 

such a strategy will support the just-in-time delivery of 

elements. It will improve productivity and efficiency via 

enhanced collaboration and integration. 

4.2.2  Site culture 

As defined in the site culture analysis, some 

construction companies face a shortage of technical 

workforce; thus, project managers should take a long-

term view of workforce demand by simulating the future 

project pipeline. This forecast should be made on a 

granular skill-cluster level: it should consider, for 

example, future skills requirements in the digital space or 

the need for local market experts, but also expected 

productivity gains through technological advances. 

Companies should also engage constructively with the 

public sector to avoid misunderstandings, discuss the 

impact of regulations, and ensure good relations. 

5 Robotic management framework 

Based on the lessons learned from this case study, we 

summarized the basic structure of an integrated robotic 

management framework (Fig. 6) to implement an 

innovative system on the construction site. With 

challenges and the optimization strategy identified in 

previous sections, a proposed framework was developed 

to assist owners, designers, CMs, and subcontractors to 

decide whether the new technology should be 

implemented or not and help with their future usage in 

other projects.  

As shown in Fig. 6, CMs should develop the concept 

of the project first, and then by benchmarking the robotic 

applications, they need to define the activities where they 

would like to adopt robotic construction. In the planning 

phase, after initializing the contract, CMs will coordinate 

all parties to exchange technical profiles to understand 

the capacity of robots and overcome boundaries in 

specific tasks. CMs will also set up the work breakdown 

structure to allocate the tasks and develop an integrated 

management strategy to coordinate participants 

effectively. Designers and site managers can help with 

the schedule, budget, and quality management and 

develop reasonable ways for a robot to collaborate. All 

this information will be collected to generate an 

execution plan for a future test.  

Before the actual implementation, digitalized models 

to simulate the robot’s task can be used. Simulations are 

a cost-effective way to assess feasibility, safety, and cost 

risks in a real-world implementation. In the following 

step, during the testing phase, quantitative data such as 

task reports and qualitative ones such as people’s 

attitudes could be gathered to test the feasibility of the 

robot. A comparison between robots and conventional 

working can help us better capture the efficiency of the 

robot. Information can then be used in the feasibility 

model. CMs’ value on expectations of outcomes will help 

figure out what parameters to set up to evaluate the 

robotic system. Once the benefits and challenges are 

identified, all parties should work together to generate an 

optimization plan for further use or test. If the outcome is 

accepted, the robot application could then be adopted in 

a larger scope of the project. 

 

 
Fig. 6 Overview of the proposed robot adoption project management framework 
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6 Conclusions and Outlook 

With the challenges identified in the previous feasibility 

analysis process, we proposed a framework to solve such 

problems and advance the current use of the Jaibot 

robotic system, which suggests the combination and 

integration of processes and technologies over the whole 

project management schemes to an advanced ecosystem 

of devices, equipment, resources, and workers. 

Although the challenges are unique based on different 

robotic applications and different projects, the logic of 

using the feasibility analysis model to promote the 

framework set up a great foundation for investigating a 

generalized solution for robotic construction adoption. In 

the future, a more advanced framework with a state-of-

the-art strategy will be added to push the future 

advancement of robotic construction applications.  

For future studies, it is planned that the Jaibot might 

be used in other projects by ALEC; therefore, there could 

be opportunities for us to get firsthand data from the job 

site that could be used to further investigate the general 

management framework. Further studies could test the 

performance of this framework and advance it to a more 

general one. Besides, in future work, we will adopt a path 

correlation estimation and give different weights to the 

factors identified in the framework. That could help to 

understand how (and which) different factors influence 

robotic adoption. 
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Abstract  – 

Quality inspection of existing buildings is a task 

currently performed by human inspectors. In general, 

these inspections consist of assessing the different 

elements of a building as they are being constructed, 

checking that they are within acceptable tolerances, 

and meeting industry standards. Typically, this 

process is carried out by doing a visual inspection, 

taking photographs, and using measuring tools to 

identify deficiencies for further comparison with the 

BIM model. The acquired data must be analyzed by 

different specialists such as civil, electrical, and 

mechanical engineers, looking for defects or 

substandard installations. This process is time-

consuming and dependent on the human factor, 

leading to errors and inconsistencies. 

To counteract that, we propose a methodology 

based on a multi-robot system that works 

synergistically to automatically collect data and 

analyze it for the further generation of a quality 

report. By automating the process, we are making the 

quality inspection more reliable, robust, and time-

efficient. 

The master robot will collect general data and 

identify specific regions of interest (ROI) (e.g., 

potentially defective areas). When additional 

information is needed, the master robot will 

command the slave robot to approach the ROI to 

collect more detailed data. This can be used to inspect 

some of the most prevalent defects in construction 

sites, such as cracks, hollowness in walls (i.e., lack of 

insulation or incomplete concrete fillings), surface 

finishing defects, alignment errors, evenness, 

inclination deviations, and possibly more. 

 

Keywords – 

Maintenance management; Quality assessment; 

Autonomous Robot; Master-Slave Robotic System. 

1 Introduction 

Automated processes have increasingly become more 

popular during the last decade in most industry-related 

fields. However, the construction field has not progressed 

at the same rhythm despite multiple studies proving that 

automation in construction would significantly improve 

the efficiency and productivity of the process [1]–[3]. 

Part of this slow adoption can be attributed to the 

unstructured nature of construction sites and their 

constantly transforming character. 

Automation can significantly optimize tasks that need 

to be performed periodically and require repeatability. 

The construction progress monitoring and quality 

assessment are good examples of tasks that can be 

automated. Currently, those tasks are usually tackled by 

multiple experts that need to inspect the construction site 

visually, in most cases with the help of measuring tools. 

Unfortunately, this can lead to inconsistencies between 

consecutive reports because of the heavy reliance on the 

human factor.  

In this study, we propose an automated construction 

inspection system (AutoCIS) for the quality inspection of 

buildings. The system consists of a multi-robot approach 

that, acquiring data from multiple sources (3D Scanners, 

visible and infrared cameras, environmental sensors, etc.), 

will provide, in an autonomous way, robust and reliable 

quality assessment during the construction progress. An 

overview of the proposed process is shown in Figure 1. 

There are different quality assessment-related 

elements that could be automated. For this study, the 

focus will be limited to the task to identify specific 

elements, such as cracks, hollowness in walls (i.e., lack 

of insulation or incomplete concrete fillings), surface 

finishing defects, alignment errors, evenness, and 

inclination deviations.  

The rest of the paper is structured as follows: Section 

2 introduces the state-of-the-art on the two main areas of 
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this research (i.e., multi-robot systems and Automation in 

the construction field). Section 3 presents the details and 

main features of the autonomous robotic platform. 

Section 4 explains the methodology and the data 

processing. Finally, Section 5 summarizes the 

conclusions and provides an outlook for future work. 

2 Previous work 

2.1 Master-slave robotic approaches 

Research has proven that developing a multi-robot 

system (MRS) is more cost-effective than developing a 

single costly robotic platform with all the capabilities [4]. 

When it comes to defining the taxonomy and architecture 

that different MRS can adopt, there are systems where 

the workload and task assignment are equally distributed 

between the different agents inside the MRS, and systems 

where there is a hierarchy between the different agents 

and one of them is acting in command [5]. With systems 

where the number of agents is minimal, the latter 

approach is more efficient and robust. 

The master-slave denomination refers to systems 

where there are at least two agents with two different 

roles, one of them being in charge of assigning tasks 

(master) and the other one that would follow said 

commands (slave). This architecture has been widely 

used in the medical field, where surgical robots act as the 

slave component in a system where a human operator 

manually commands the movements through a master 

device. In the construction field, there are few approaches 

where MRS have been used for applications such as 

mapping the environment, block placing, or 3D concrete 

printing coordination [6]–[8]. Most of these approaches 

present an equally distributed task allocation between the 

different agents inside the MRS, making them suitable 

for repetitive and simple tasks.  

The system proposed in this study uses a master-slave 

MRS, making it a robust system that can deal with the 

unpredictability and harshness present in the construction 

environment. To the authors’ knowledge, this is the first 

study in which a master-slave MRS is considered for 

high-level tasks in the construction field. 

2.2 Automation in the construction field 

The current state of the use of robotic systems in 

construction sites is far from having autonomous robots 

performing specific task-oriented procedures, such as 

high-level construction assignments (e.g., bolting, 

painting, tiling, or bricklaying) [9]–[11]. This requires 

high precision and robustness to ensure that these 

platforms are safe working side-by-side with humans. 

However, this directly conflicts with the high complexity 

of the construction environment and the constant 

movement of assets.  

In contrast with the high-level construction 

assignments that require human collaboration, robots and 

autonomous processes can be integrated into tasks where 

no human interaction is needed, and there is not as much 

movement of assets across the site. Examples of suitable 

tasks are progress monitoring and quality assessment 

since these can be done when the construction works are 

paused. Automating these procedures can provide results 

with higher accuracy than those performed by skilled 

workers [10]. 

One of the steppingstones in the automation of 

construction is the BIM model. Many studies have shown 

that having a reliable and updated BIM model is the first 

step to increase efficiency and productivity in the overall 

construction process [12]. Therefore, a significant 

amount of research has been dedicated to creating as-

built models from the data collected at the site [13], [14]. 

This process is commonly referred to as scan-to-BIM, 

and it is especially useful for both progress monitoring 

and quality assessment since the elements to be compared 

with the BIM model need to be segmented and identified.  

2.2.1 Progress monitoring  

Progress monitoring is usually based on the manual 

comparison of as-planned and as-built schedules. 

However, as-built schedules are often not maintained and 

updated throughout the entire life of the project but 

generated at the final stage [15].  

Most of the progress monitoring approaches, even if 

they are updated during the construction process, do not 

consider the quality of the achieved progress [16], [17], 

which is something that can help prevent smaller 

problems from becoming bigger issues that might create 

rework, delay the construction process, and even affect 

the quality of the final product. By assessing the quality 

of the progress being made during the construction 

process, the generated report will be more accurate 

according to the current state of the construction and 

provide information for on-time actions to prevent 

defects in the final product. 

2.2.2 Quality assessment 

There is some research done regarding the quality 

assessment of construction [18]–[24]. When it comes to 

quality assessment of construction elements, there are 

two main approaches, namely destructive and non-

destructive evaluation methods [25], based on the nature 

of the sensing element. Since this study aims to have an 

autonomous robotic system performing quality 

inspection during the construction process, a non-

destructive evaluation method is preferred that allows for 

unsupervised and autonomous operation. The sensors 

used for non-destructive evaluation methods vary from 

3D scanners to DSLR and RGB-D cameras to thermal 
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infrared cameras or sensing probes to measure 

temperatures.  

In [18], they developed an autonomous platform for 

the quality assessment for some of the most common 

defects present in the construction environment (e.g., 

hollowness, crack evenness, alignment, and inclination 

defects). The proposed robot was equipped with a 

thermal camera, a color camera, a 2D laser scanner, and 

an inclinometer. The system was meant to be operated in 

finished buildings, and therefore is not suitable for a 

construction environment. 

A semi-autonomous system was proposed in [19]. 

The approach used manually taken photographs in order 

to reconstruct a 3D point cloud from the environment. 

Measurements were taken manually from the point cloud 

to later be compared with the stats present in the BIM 

model. They present an improvement on fully manual 

quality assessment, but the process still relies on the 

human factor, and it is also meant for post-construction 

assessments. 

Another post-construction quality assessment 

approach is developed in [20]. The authors proposed the 

robotic platform as an assistant to accelerate the process 

rather than performing the inspections on its own. The 

platform was equipped with a thermal camera and a 3D 

scanner. The acquired data was used to detect some of the 

most prominent defects present in floors, walls, ceilings, 

doors, and windows. 

Some approaches focus on specific elements of the 

building, such as pipes [22] or cracks [25], to provide an 

assessment regarding the proper geometric position of 

said elements and the deviation they present concerning 

the BIM model. 

As can be seen from the literature review, most 

progress-monitoring and quality assessment approaches 

do not deal with the quality and completeness of the 

collected data since it is usually not being processed in 

real-time. It has been proven that timely and accurate 

information collected from the construction site must 

have proper quality reports [26]. For the approaches that 

focus on quality assessment, all the current research 

revolves around post-construction assessment. In 

addition, most of the current approaches are not fully 

autonomous, relying in one way or another on the human 

factor for its normal operation. Therefore, the 

methodology presented here aims to fill in the gap for the 

current state-of-the-art, proposing a system that assesses 

the quality of the progress being made during the 

construction process autonomously and processing the 

data in real-time to collect accurate information. 

3 The robotic system 

The Automated Construction Inspection System 

(AutoCIS) proposed for this study consists of three 

modules: (1) the Master Unmanned Ground Vehicle (M-

UGV) robot, (2) the Slave UGV (S-UGV) robot, and (3) 

the Command Station. The UGVs (Figure 1) are 

equipped with different hardware with different 

capabilities. The reason for having two (or more) 

different UGVs is to distribute the responsibilities of the 

building inspection based on the capabilities of each 

robot. This architecture is scalable; therefore, additional 

robots can collaborate to perform inspection tasks (e.g., 

they can cover larger spaces or reduce the duration of the 

inspection).  

3.1 Command Station 

The Command Station is fixed on-site or off-site. It 

consists of a server and a communication device 

responsible for collecting data from the UGVs and 

displaying them in a human-readable format. Therefore, 

the Command Station also serves as the main interface 

between human operators and the UGVs. For example, 

the operators give “high-level” commands, such as 

perform a 3D scan in a specific area of the construction 

site, start-stop the inspection, set a new inspection 

protocol, etc. 

3.2 Master UGV  

The M-UGV robot is responsible for allocating tasks 

and collecting the data from all the S-UGVs, merging 3D 

scans, creating 3D models of the construction, analyzing 

the collected data, and sending comprehensive reports to 

the Control Station. 

The M-UGV is a four-legged robot capable of 

navigating in a dynamic construction environment, for 

example, obstacles, narrow pathways, stairs, etc. The 

payloads of the Master UGV robot include a high-

performance Computing Unit based on x64 architecture 

CPU and a CUDA capable GPU. The main data 

collection instrument is a 3D scanner to acquire detailed 

3D point cloud data with color information. The robot is 

also equipped with five short-range depth cameras 

needed for perception and a communication device. 

Figure 1. Unmanned Ground Vehicle and sensors. 

Photo taken at the KINESIS lab at NYUAD 
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3.3 Slave UGV 

The S-UGV is responsible for creating a local 3D map 

of the current environment (which it shares with the M-

UGV), navigating to predefined local coordinates by 

avoiding obstacles, interacting with the physical world 

(turn valves, flip levers, open doors, etc.), and collecting 

data from a variety of sensors. 

The S-UGV is the same four-legged robot as the M-

UGV but with different payloads. In order to interact with 

the physical world, the robot is equipped with a six DOF 

Robotic Arm with an end effector and a two-finger 

Gripper with a high-resolution Visible Camera. For 

navigation, a fusion of long-range LiDAR, five short-

range depth cameras, and encoders are used to perceive 

the environment. For data collection related to the 

inspection, the S-UGV is equipped with a high-resolution 

double spectrum camera (visible, thermal) mounted on a 

three-axis gimbal. The robot is also equipped with a 

Computing Unit to run the local algorithms and a 

communication device. 

3.4 Communication  

All the modules of the AutoCIS are interconnected 

through a mobile ad hoc network (MANET) capable of 

transferring data with speeds up to 120 Mbit/s operating 

in a Mesh topology. Through this network, the robots and 

Control Station exchange data for Telemetry, 3D maps, 

Sensors Measurements, etc. The Mesh architecture will 

allow for future expansion of the network when multiple 

robots are used, in both range and number of nodes. 

4 Methodology 

The main stages of the proposed system are shown in 

Figure 2. It consists of two basic elements: Data 

acquisition (for the M-UGV and S-UGV) and data 

processing. To effectively monitor and perform the 

quality assessment, the AutoCIS needs to autonomously 

navigate through the construction site, collect 

information from different sources, and process said 

information in real-time to ensure there is no missing 

information [27]. To simplify and facilitate the 

communication between the BIM workflow and the 

AutoCIS, we propose the BIM model as the only input to 

the process. Therefore, the M-UGV needs to fully 

understand the information present in the BIM model and 

interact with it to further retrieve the required data. 

4.1 Data acquisition 

The M-UGV and S-UGV fulfill an important part of 

the process as a whole. The data will come from various 

Figure 2. Flowchart of the overall methodology. 
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sources and sensors, mainly categorized in long-range 

and short-range, distributed between the M-UGV and the 

S-UGV, as indicated in Section 3. 

4.1.1 M-UGV 

The M-UGV is going to collect long-range data. The 

3D scanner provides long-range information. The point 

cloud obtained will be used to build the general model of 

the construction site, obtaining the overall structure and 

geometry. The RGB information will help to determine 

regions where more data collection is needed. From now 

on, these regions will be called Regions of Interest (ROI). 

In the proposed system, an initial floor map is 

extracted from the BIM model (using the IFC format). 

This floor map is used to generate a set of waypoints in 

each of the different planned spaces to ensure complete 

coverage of the scenario.  

Waypoint-based navigation has been proven to be the 

most efficient way to collect as much data as possible 

from the construction site [28]. A set of waypoints 

located in the center of each space defined in the BIM 

model is automatically extracted from the initial floor 

map. The M-UGV will autonomously go from one 

position to the next, stopping on said waypoints to collect 

a 3D point cloud from the long-range 3D scanner. Plenty 

of solutions already exist for indoor positioning and 

autonomous path planning [29]. In this platform, we used 

an Adaptive Monte-Carlo Localization algorithm [30] 

and a Dijkstra-based planner approach [31]. 

4.1.2 S-UGV 

The S-UGV is equipped mainly with short-range 

sensors, as indicated in Section 3. Although thermal 

information would be used as long-range to get an initial 

idea of the thermal characteristics of the different 

construction elements, it will also be used in a short-

range approach whenever the S-UGV moves towards 

different ROIs to collect higher resolution images. 

Before the AutoCIS moves towards the next waypoint 

in a different space, the S-UGV receives a set of local 

waypoints corresponding to the different ROIs detected 

in the pre-processing stage during the data processing 

part. The S-UGV then moves towards said waypoints in 

order to collect better quality data from those regions. 

The data collected is put together with the data taken by 

the M-UGV for further processing. 

The constantly changing aspect of a construction 

environment makes it extremely hard for an autonomous 

robotic platform to navigate the construction site [32]. 

The presence of temporal obstacles and the rapidly 

evolving scenario requires a constant update of the maps 

used for autonomous navigation, making unreliable an 

approach entirely based on the initial maps obtained from 

the IFC file. That is why a multi-robot approach such as 

the one presented in this study increases the sources of 

information and allows for a complete obstacle map 

updated in real-time. As the S-UGV moves around the 

construction site, it runs a Simultaneous Localization and 

Mapping (SLAM) [33] approach used to update real-time 

the maps generated from the IFC file. This information is 

being used by the navigation algorithms of both the S-

UGV and the M-UGV. 

4.2 Data processing 

4.2.1 Pre-processing stage 

A set of ROIs is generated in real-time after each 3D 

scan is taken. In order to do that, a mix of geometric, 

RGB, and thermal information is being processed before 

the AutoCIS moves to the next waypoint. Every time the 

M-UGV takes a scan, a pre-processing stage is being 

applied to the collected data. During pre-processing, data 

collected from different sources (3D geometry, RGB and 

infrared), discontinuities, and interesting features are 

used to detect two types of areas: 1) areas where not 

enough data has been collected, for example, due to 

occlusions or because they are hard to reach (Figure 3), 

and 2) areas in which data of higher resolution needs to 

be collected. These areas are tagged as ROIs for the S-

UGV to explore. 

 

Figure 3. Example of a cluttered part of the point 

cloud where not enough data was collected. 

Regarding the first type of areas, these can be 

detected in the 3D point cloud by analyzing its density 

(i.e., amount of points per surface unit) and big areas 

lacking points. 

The second type of area can be detected by inspecting 

the RGB and thermal images. The RGB orthoimages 

corresponding to each structural element segmented from 

the point cloud are processed to look for discontinuities 

and defects, such as cracks or finishing defects. Higher-

resolution data could be collected from the S-UGV for 

further quantifying the extension of said defect. Lastly, 

the collected thermal images are studied to look for 

discontinuity patches that could indicate the presence of 

different defects, such as hollowness or lack of insulation 
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that could be properly detected with higher resolution 

data coming from the S-UGV. 

4.2.2 Data analysis for possible defects 

After the pre-processing stage and the data collection 

from the S-UGV have been done, all the information 

corresponding to each space is further registered with the 

accumulated point cloud using the localization data 

coming from the robot. An Iterative Closest Point 

algorithm [33] is then used in order to refine the 

alignment of these two data sets. 

Some of the main defects to be identified in the 

processing stage are: 

1. Hollowness in walls, leaks, and insulation problems. 

With the thermal information, the AutoCIS can 

detect incongruences inside the main structural 

elements. By studying the continuity of the 

structural element in the thermal space, a lack of 

insulation material or hollowness in the wall can be 

detected. The fact that the platform would be 

operating at the end of the working shift benefits the 

detection of these two features. This is because 

changes in the ambient temperature would be 

assimilated at different speeds by the construction 

elements, based on their structure behind the 

surface finishing. If there are noticeable problems 

with insulation, discontinuities in the thermal 

information can be expected due to how the internal 

structure follows the change of temperature, which 

would presumably decrease at the end of the 

working shift. Leaks would be difficult to detect in 

any of the two other data spaces, but the thermal 

information would provide a clear indicator of said 

defects by detecting the presence of humidity.  

2. Surface finishing defects. By studying 

discontinuities in the RGB space, the system would 

be able to identify defects regarding the surface 

finishing of the construction element. Some of the 

most common defects regarding this category are 

surface roughness, paint discontinuities, and cracks. 

Cracks’ overall position is being detected in the pre-

processing stage from the RGB images using an 

Artificial Intelligence-based approach [34], tagging 

the location for further inspection. With the higher 

resolution images collected from the detected 

location, further image processing can be done to 

obtain quantitative data regarding the cracks. Some 

of the statistics obtainable from this stage are the 

cracks’ length, width, and direction. 

 

3. Alignment, evenness, and inclination deviations. 

Whenever two construction elements are 

concatenated with each other, the angle at which 

they join is measurable by studying the 3D 

geometry from the point cloud. When each 

construction element has been segmented (Figure 4), 

a theoretical plane representing a continuous space 

of said element can be computed. The system can 

accurately compare the alignment with the BIM 

model by inspecting the angle at which those two 

consecutive planes intersect. This can be done by 

obtaining the relative orientation (𝜃) between the 

normal vectors of said planes, �⃗�  and 𝑣  using 

Equation 1. 

cos 𝜃 =  
�⃗�  ∙ 𝑣 

‖�⃗� ‖‖𝑣 ‖
 (1) 

 

Finally, the inclination of the floor can be assessed 

through the sensors onboard the robot and by inspecting 

the 3D point cloud. 

The evenness of the wall can be assessed by studying 

the geometric distance of the 3D points belonging to a 

wall with respect to the theoretical plane computed for 

said wall. By doing this, the bumps and depressions in 

the wall are clearly visible (Figure 5). The results show 

the areas of the wall that are not completely even with the 

plane approximation. 

 

  

(a) (b) 

Figure 4. a) Original point cloud. Colors represent 

elevation (blue - low level; yellow - high level. b) 

Segmented point cloud. Colors represent different 

elements. 

Once all data has been processed and assessed, it is 

presented in a structured and organized way to the user 

in the form of a quality report. This report will include a 

3D representation of the space with color-coded 

information that will easily be accessible to the user. In 

addition, a list of all the discrepancies identified during 

the comparison will be available. 

5 Conclusions and future work 

Most of the research done regarding quality 

assessment focuses on the post-construction stage, where 

it might be too late to fix ongoing defects and would only 

imply additional work, time, and money to fix them. This 

study presents the preliminary work done to develop the 

AutoCIS, an automated construction inspection system 

consisting of a multi-robot approach for autonomous 

quality assessment and progress monitoring during the 

construction stage. 
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Figure 5 Left) Original point cloud. Right) 

Deviation of the wall with respect to the plane 

approximation of it. 

The robotic system has been properly chosen to be 

efficient when navigating the harsh construction 

environment, collecting sufficient data to analyze some 

of the most common defects found in construction. With 

the M- and S-UGV onboard sensors, collected data from 

three different spaces (RGB, 3D point cloud, and infrared) 

can be processed, providing sufficient data to be analyzed 

and used to identify ongoing issues. Some of the current 

limitations of the proposed system rely on the presence 

of a complete and accurate BIM model. Segmenting each 

of the different elements in the construction site is not 

trivial. A wide variety of elements can be present (e.g., 

pipes, cables, columns of different shapes), and they can 

easily be mistaken by auxiliary elements such as 

scaffolding. Further robustness in order to prevent this is 

still needed.  

Some individual parts have already been tested, but 

current work focuses on the scaling up of the experiment 

and validating the proposed AutoCIS as a whole. Once 

the platform is fully developed, the quality assessment 

can be easily extended into progress monitoring, 

including the 4D information from the BIM model.  
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Abstract  

There has been a growing interest in adopting 

autonomous robots to perform routine tasks in 

facilities management. The goal of facility 

management is to ensure that the facility performs to 

design standards. Currently, the cost of maintenance 

and operations of a facility over its life cycle is often 

more than the initial cost of construction. One of the 

reasons for these phenomena is the cost of repetitive 

but necessary tasks. Particularly for power plants, 

such repetitive tasks like routine operator rounds to 

check for leakages, dripping, gauge readings and 

turning of valves require a significant number of 

personnel who are exposed to a certain amount of 

health risk due to the nature of the facility aside 

incurring basic costs for remuneration and health 

benefits. These tasks can be automated and carried 

out by autonomous robots in collaboration with 

humans to drive down the risk and incurred costs 

significantly. Our study proposes a solution to routine 

operator task of checking gauges of machines within 

a power plant to monitor performance using an 

autonomous robot-based system that can 

autonomously navigate to spaces by estimating the 

reading from gauges to monitor performance and 

give reports to basic operator round tasks using the 

Building Information Model (BIM), Robot Operating 

System (ROS), Computer vision algorithms, a mobile 

robot and our designed algorithm. Our proposed 

solution in this study can act as a blueprint for further 

research to provide more efficient solutions in the 

maintenance and management of a power related 

facilities. 

  

 

Keywords – Robotics; Facility Management; Routine 

Operator Task 

1 Introduction 

With the advancement of technology, the need of 

robotics application in facility management has been 

increasing for human and work environment safety 

concerns. Tasks of facility management are different than 

the tasks generally done by industrial robots as the 

facility management environments are more dynamic, 

and less predictable (Parker & Draper, 1998). The 

objective of the use of robots in nuclear power plants is 

primarily to avoid human exposure to harmful 

environmental conditions such as high radiation, 

temperature, and humidity, in which autonomous 

systems are required to function. Automation in facilities 

management can be advantageous in nuclear industry for 

early detection of adverse conditions by routine 

surveillance and inspection, withstand extreme 

conditions to decontaminate radiation, and high 

efficiency in doing repetitive tasks. Some of the 

repetitive but necessary tasks are routine operator rounds 

to check for leakages, dripping, gauge readings and 

turning of valves. In a power plant facility, personnel 

doing such repetitive tasks are exposed to certain health 

risks, which demands basic costs for remuneration and 

health benefits. Application of robotics for routine 

operator tasks, whether fully automated or semi-

automated, can significantly drive down the risk and 

incurred cost. Accidents based on human errors in 

performing day to day operations can be lowered with the 

use of robots. In addition, automation can also provide as 

a solution to labor shortages for jobs under radiation. All 

of these benefits of automated system for routine 

operated tasks factor to more cost-effective operation, 

increased overall productivity and improved 

performance of a nuclear power plant. 
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2 Robotics in Power Plants Facility 

Management  

Nuclear facility operation and management system 

comprises of individual tasks and groups of tasks to be 

performed by either human, machine or a combination of 

both, in complex systems (IAEA, 1992). And, out of 

many activities, the area of routine operator task is one 

where a conjunction of robots and humans can be 

valuable. The key rationale of robotic applications in this 

realm is to enhance the operation of tasks which are 

routine, lengthy, require high accuracy & consistency, 

and involve high risk to humans (IAEA, 1992). A 

combination of human and automation can be beneficial 

in all three categories of routine operations- nuclear 

power reactor operation, power distribution & dispatch, 

and power plant operation-to make judgement, decision, 

and execution (Bureau of Labor Statistics, 2021). Some 

examples of these routine operator tasks include steam 

generator examination, tube leak plugging, dripping, 

gauge readings and turning of valves (IAEA, 1992). 

Robots, of various types, have been used in various 

applications in facility management to reduce the task 

completion time, to reduce health hazards, to improve 

safety, and to improve availability (Parker & Draper, 

1998). Like, any specific task operation in the facility by 

specific human workforce, it is challenging but 

achievable in future to have robots with such intelligence 

to complete tasks in unforeseen situations (Iqbal et al., 

2012). However, current practices in nuclear power 

plants are generally revolve around the idea to have a 

particular robot for a specific task. Suitable training for 

operators, and the development of multidimensional 

simulation models to operate robots on specific 

environment are the keys in achieving robotics 

implementation for facility operation and maintenance 

(Tochilin et al., 2021). This paper is focused on a specific 

scenario of nuclear facility routine operator tasks which 

is explained in the section 4. 

3 Aim and Objectives 

As developed and developing nations perfect plans 

to automate more tasks in response to the needed 

transformation into the digital age. More tasks are 

expected to be robotized freeing up humans from tedious 

activities and harmful job situations such routine operator 

tasks in power plants to increase productivity and 

efficiency. Our study aims to contribute to this body of 

knowledge by proposing an approach to robotize routine 

operator tasks using Building Information Model (BIM), 

Robot Operating System (ROS), Computer Vision, a 

mobile robot, and our designed algorithms. Specifically, 

our study will (1) create a robot-based system that 

enables autonomous navigation, object detection, data 

collection and monitoring of power plant equipment, (2) 

autonomously monitor and estimate the gauge reading of 

power plant equipment at scheduled routines, (3) create 

an inspection report of estimated reading, and (4) test the 

performance of the system in a simulated environment of 

an educational facility using Gazebo and Robot 

Visualizer (Rviz). Our proposed solution in this study can 

act as a blueprint for further research to provide more 

efficient solutions in the maintenance and management 

of power and nuclear related facilities. 

4 A Scenario of Routine Operator Tasks 

There are different areas such as a nuclear reactor, 

auxiliary area, turbine generators area, fuel area, controls 

area, with multiple components in a nuclear facility 

management (Figure I). 

 

Figure I: A typical area plan scenario of a nuclear 

facility. 

 

 In this research, we have developed a scenario for 

our robot that can work on a specific room of turbine 

generators area that houses turbine, generator, condenser, 

condensate pump, and feed water pump. This room 

contains different valves and gauges that are directly 

connected to reactor building (Figure II). In this scenario, 

the general current practice of routine check of different 

pumps, their pressure, temperature, leaks, and vibrations 

is done by the field operators and they give feedback to 

the license operator who typically works from the control 

room. In the light of this scenario, performing these 

tedious routine tasks involves possible challenges of 

hazard risk, time inefficiency, inaccuracy, and large labor 

hours and cost. Therefore, in our proposed work model, 

a robot can work in conjunction with an existing operator 

to assist in daily gauge reading tasks. However, not all 
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judgements will be made by this robot. To perform the 

given task using a robot, it is an important ability to create 

autonomous navigation algorithms that is based on the 

information from the operating setting (Wang et al., 

2018). We have envisioned a robot with vision capacity 

that can follow the assigned path remotely and walk into 

this area, capture images of the different gauges, post-

process the image, determine the temperature and 

pressure of the values, and, finally, send to the control 

room where the ultimate decision will be made by the 

control staff. This robot, which will work in a loop with 

license operator, can also be useful in performing tasks 

in confined space and high radiation field. As the nature 

of operation in this scenario is also similar to other 

facilities, for example-water utility facility, this robot can 

be incorporated in such environment for everyday 

activities to achieve more overall efficiency. 

 

 

 Figure II: A scenario room inside a turbine generator 

area of a nuclear facility. 

5 Methodology 

The building used in this study for the simulation 

environment to replicate the scenario of a turbine 

generator area in section III is a laboratory of an 

educational facility with machines that require a gauge 

reading to monitor their performance during operation. 

Our set objectives were achieved by first recreating the 

model of the laboratory in Gazebo world from its 

Building Information Modeling 2D plan. A world in this 

context represents a space or environment created in 

Gazebo for simulation of real-world scenarios. This plan 

was passed through a Pgm_map_creator algorithm 

(https://github.com/hyfan1116/pgm_map_creator) to 

create a 2D map as shown in figure III containing the foot 

print of all objects and elements in pgm format readable 

by Adaptive Monte Carlo Localization (AMCL) 

algorithm (ROS.org, 2020) which is used for autonomous 

navigation and localization of the robot and its 

environment features. Having successfully integrated the 

laboratory map into AMCL, an executable script was 

written to ensure our mobile robot navigates to 

predetermined coordinates with proper orientation within 

the map ensuring that the robot can capture the gauge of 

the machine in its view at every routine check from that 

position.   

Subsequently, a machine (Ponjet Industries, 

2020) and gauge (Cjanezich, 2014) models were 

downloaded from https://3dwarehouse.sketchup.com and 

attached to each other which is placed in an appropriate 

position in the Gazebo world. Through programming 

scripts, A fake pressure is then autonomously simulated 

in the machine and gauge forcing the gauge needle to 

imitate real world gauge needle movements. This is 

followed by spawning and localizing the model of the 

mobile robot in the simulated world and map generated 

earlier. Probabilistic-based guesses of the current 

position of the robot in relation to the map are 

continuously made during navigation using the AMCL 

algorithm, LiDAR information, odometry and inertial 

sensors. It is noteworthy to mention that errors from 

sensors measurements will accumulate if left unchecked 

during navigation hence the need for the continuous 

calculation of the robot’s location during navigation in 

the world.  

 

For the robot to perform monitoring task, a command 

is issued through a ROS node that contains preset 

navigation goals. A ROS node is an executable set of 

instructions contained in a file that runs within the robotic 

application. This command instructs the robot to avoid 

obstacles and autonomously navigate to certain positions 

and orient itself to a certain view of the world. This 

command can be manually issued by running the ROS 

node script or automated through launch files. The 

autonomous navigation ability of the robot is provided 

through a set of algorithms known as Navigation stack 

together with AMCL within the ROS ecosystem and the 

building floor plan. The process involves the robot 

accurately localizing itself and its target destination, 

which is followed by planning and mapping of the best 

route to reach the target destination with preference to the 

shortest distance to that target destination. The best route 

planning and mapping is continuously repeated by the 

robot to find a way around the obstacle for an alternative 

route in the event of an unforeseen obstacle suddenly 

appearing blocking the initially mapped route either 

permanently or temporarily like a standing person or 

object. 
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Figure III: Showing the case study set up and robot looking at the model plant machine. 

On reaching the destination, the inspection activity 

begins with the robot taking a picture (image) of its view 

at the pre-set location and orientation through its camera 

which places the gauge at approximately the center of the 

robot’s camera view. This image is then processed 

through Computer Vision (OpenCv) image detection 

algorithms to crop out predefined area of the picture that 

contains only the gauge (the body and needle position) 

face. The image recognition of the gauge face relies on 

the fact that the cropped image guarantees that the needle, 

which is colored red, will be approximately centered in 

the middle of the image and protrude through one of the 

four edges as shown in figure IV. 

Figure IV: Side by side picture taken by robot and 

the cropped section for image detection.  

This image is saved to disk, and the image recognition 

algorithm is called.  The algorithm is written as a stand-

alone application with the sole goal of calculating the 

pressure value from the gauge.  The application is passed 

the file name of the image and loads this image during 

initialization.  Once the cropped image has been loaded, 

the height and width parameters are obtained from the 

image.  Nested for-loops are used to iterate over all the 

pixels in the image.  A check is made to determine the 

pixel color, with all red pixels accumulated in a list. 

 

The principal idea is to determine the angle of the 

needle by sampling the pixels that make up the image, 

especially along the edge of the image. After all red 

pixels have been determined, the edges of the image (top, 

bottom, left, and right) are sampled to see if they are 

included in the red pixel list.  These pixels are retained in 

a red-edge-pixel list.  When an edge has been identified, 

the pixels at the opposite side of the needle are 

determined.  They are the red pixels that are the farthest 

from the edge being examined. Knowing the coordinates 

of the pixels at the two sides of the needle allows a simple 

arc tangent function to be used to determine the angle of 

needle.  Then an angle-to-pressure conversion is made to 

obtain the corresponding pressure value. 

6 Case Study 

In tandem with the study objectives, a part of the 

Peter Kiewit Institute (PKI) educational building in 

Omaha, Nebraska BIM model containing the laboratory 

was used to create the scenario environment envisioned 

in section III of our solution in Gazebo and Rviz 

packages from the ROS ecosystem alongside the AMCL 

algorithm. The BIM model created an underlay to 

recreate the world in Gazebo environment and infuse the 

machine plant model alongside other relevant objects to 

mimic the turbine generator area scenario. The Gazebo 

package in ROS provides a platform to simulate real 

world environment and scenarios ensuring that accidents 

and damages that may occur during real world testing is 

avoided while Rviz gives us more than a sneak peep at 

what is happening in the “brain” of the robot during task 

or command execution. Both are powerful visualizers 

that we employed in our work to checkmate and observe 

the performance of our design. 

 

A model of Turtlebot 2 mobile robot was used in 

our simulation. We initiated the case study by spawning 

the robot in the simulated world and issuing a set of 

commands via ROS to the robot autonomously by 

running a launch script that includes all the necessary 

commands. This script is responsible for starting 
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previously described ROS nodes and other commands 

such as the navigation stack, AMCL algorithm etc. 

required for the robot to perform its tasks. On receiving 

the commands, the robot starts up Rviz and localizes and 

orientates itself both in Rviz and Gazebo by doing a 

couple of turns about its centroid to identify its position, 

map out its destination in relation to obstacles(objects) on 

the map, navigate to its target destination and orientates 

itself again to look at the gauge as shown in figure V, 

takes a picture and then run it through OpenCV algorithm 

to crop out just the part containing the gauge as shown 

earlier in figure IV, apply color detection algorithm and 

calculate the position of the needle based on our 

algorithm to provide an output of the converted gauge 

readings.

 

Figure V: Showing the robot looking directly at the gauge to estimate gauge reading.

These readings are now presented inform of an 

inspection report (see figure VI for a sample of such 

report) with a clause in the system to issue warnings in 

case of anomalies such as beyond normal or poor 

performance of the equipment. This process is repeated 

thrice in this case study with one of the readings 

purposely manipulated to test the occurrence of an 

anomaly. The report from this routine monitoring can be 

used by plant managers to make an informed on the go 

decisions about their facilities rather than waiting for 

personnel to report in the findings of their routine 

inspections. 

 

Figure VI: A sample of the inspection report generated from estimating gauge reading. 
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7 Conclusion 

Our study proposes a solution for a routine operator 

task, specifically, monitoring and checking the 

performance of machines in an ideal power plant setup 

through gauge readings. We developed and tested a 

robotic solution that can autonomously infer the 

performance of machines by the readings of its gauge in 

model power plants or facilities such as boilers, water, 

electrical and nuclear plants that require continuous 

routine checks of their machines. Our design by 

extension, has the potential to eliminate the extensive use 

of workers allowing a mobile robot to routinely navigate 

autonomously to preset locations with a predefined 

orientation to estimate the readings of machines or power 

plant systems and monitor their performance, providing 

report of inspections and warnings in the event of an 

anomaly in the readings. 

This solution is ready for real world testing based 

on the performance from the case study. It buttresses our 

thinking that robotic systems have the potential to replace 

present systems used in power plants and related facilities 

which are cost and personnel intensive.  This solution 

also provides an opportunity to reduce the safety and 

health risk of humans working in these facilities. In all, 

this study acts as an ice breaker ushering in innovative 

ways and application of using robots in power plants for 

day-to-day repetitive operations and management. 

In the future, we hope to extend this work to 

accommodate probabilistic based approaches as well as 

dynamic scenarios of power plant operations. This will 

aid our plan to infuse more capabilities beyond gauge 

reading and estimation into our robotic system leading to 

an enhanced application that is more robust to perform 

other routine operator tasks 
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Abstract- 

The mechatronic sliding formwork complex is a 

compound dynamic system, the quality of the structure 

being erected depends on the correct coordinated 

operation of its elements. The determining factor of the 

structure vertically is to ensure a constant formwork 

movement speed and compliance of its working floor 

horizontalness. To fulfil these conditions, it is necessary 

to ensure that all lifting jacks are in the same plane with 

a deviation of no more than 20 mm.  Failure of one of the 

lifting jack’s servos can lead to skewed of the working 

floor, jamming of the formwork and concrete stripping. 

To solve the lifting jack’s technical condition monitoring 

problem can help its servo predictive diagnostics system. 

The purpose of the research is to develop a method 

for mechatronic sliding complex operating mode 

optimizing considering its servos technical condition 

predictive diagnostics results. 

In the article, the authors propose a method for 

mechatronic sliding formwork complex operating 

mode optimizing considering the technical condition 

and external load on its servos. The additional load 

calculating and making decisions models are described. 

The results of experimental studies of this method on a 

fragment of the mechatronic sliding formwork complex 

are presented. 

 

Keywords – 
      mechatronic sliding formwork complex, operating mode 

optimization, technical condition monitoring, predictive 

diagnostics system 

1 Introduction 

Monolithic construction is a more common method of 

high-rise buildings and structures. [1]. Technology this 

method provides a continuous supply and laying of concrete, 

installation of rebar, formwork hoist, regulation of project 

sizes and control settings of the building [2]. The modern 

method of automation of monolithic construction is the use of 

mechatronic sliding formwork complex (MSFC) (Fig.1), 

which is a spatial form installed on the perimeter of the 

structures and moved up by lifting jacks (LJ) [3]. 

 
Figure 1. Arrangement of support columns with a 

electromechanical lifting jack 

The position of the formwork panels is fixed by Jack frames 

that accept the loads of the laid concrete. Lifting of the 

formwork is carried out by Electromechanical lifting jacks 

based on DC or AC servo motors. Jacks should provide high 

load capacity, synchronous movement of the formwork, 

lifting speed regulation and ease of maintenance [4]. 

Important conditions for the quality of construction work are 

the continuity of the technological process and maintaining 

a constant movement speed of the formwork not less than 1 

cm/min, as well as the need to strictly horizontal platform. 

To fulfil these conditions, it is necessary to ensure that all 

lifting jacks are in the same plane with a deviation of no 

more than 20 mm. To implement these requirements, it is 

necessary to ensure consistent operation of all servo motors 
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included in the complex. This problem can be solved by 

using methods and tools for predictive diagnosis of LJ and 

RMM servo motor [5-7] with its operation mode subsequent 

optimization. For this purpose, it is necessary to provide the 

technical condition control of all servo motors which are a 

part of the MSFC, information exchange between drives and 

decision-making for MSFC operation mode changing.  

2 Mechatronic sliding formwork 

complex operating mode optimization 

A necessary condition for ensuring the verticality of the 

structure is the observance of the horizontality of the working 

floor of the formwork by controlling the forces in the LJ, 

which are substantially non-linear and depend on the static 

and dynamic loads acting on the system. The lifting 

mechanisms of the MSFC are subject to the distributed weight 

of the platform with the formwork Qfw, concrete (Qct), 

reinforcement (Qrt), equipment (Qet) and control system (Qcs). 

The total static load acting on the platform can be calculated 

from the ratio: 

Qs=Qfw+Qct+Qrt+Qet+Qcs. 
 

(1) 

Also, in the process of lifting the platform with the 

formwork between the panels and concrete, adhesion 

occurs and friction occurs, which changes during the lifting 

process. Then the equivalent load on the platform will be a 

function of static load (Qs), friction forces (Fff) and 

adhesion (Fan) and will be written as follows: 

𝑁el=f(𝑄𝑠,Fff,Fan). (2) 

To fulfil the horizontal condition of the MSC platform, it 

is necessary to ensure load uniformity with the design (n) and 

current (
*n ) number of jacks, which at any time can be  

𝑛∗ ≤ 𝑛. (3) 

 Then the equivalent load on each working jack will be 

𝑁LJ𝑗
≈ 𝑁el ∙ (𝑛∗)−1 (4) 

To maintain the static stability of the jack during 

operation, it is necessary to fulfil the following ratio (5) 

𝑁LJ𝑗
≤ 𝐹𝐶𝑅 (5) 

where 𝐹𝐶𝑅 - the critical force according to Euler [9], 

calculated by equation (6) 

𝐹𝐶𝑅 = (𝜋3 ⋅ 𝐸 ⋅ 𝑑4) ∙ (64 ⋅ 𝑆 ⋅ 𝜇2 ⋅ 𝑙2)−1 (6) 

where E - the modulus of elasticity of the screw material; S - 

the safety factor; l - the length of the loaded portion of the 

screw; d - inner diameter of the screw;   - the stiffness 

coefficient of a helical gear ( 5.0= ) 

Knowing the current platform load and critical force, it 

is possible to calculate the critical number of lifting jacks. 

𝑛𝐶𝑅
∗ = 𝑟𝑜𝑢𝑛𝑑(𝑓(𝑄𝑠, 𝐹𝑓𝑓 , 𝐹𝑎𝑛) ∙ 𝐹𝐶𝑅

−1
 (7) 

Then the boundary condition for static stability is the 

restriction on the number of simultaneously working jacks 

𝑛∗ ∈ [𝑛𝐶𝑅
∗ , 𝑛] (8) 

Also, when choosing the of the MSFC jacks operating 

mode, it is important to prevent the servos from overloading. 

Hence the current boundary condition has the form: 

𝐼𝑐 ≤ 𝐾𝐶 ⋅ 𝐼𝑛𝑜𝑚, (9) 

where 𝐼𝑐 , 𝐼𝑛𝑜𝑚  - is the current and rated currents of the 

servomotor, 
CK  - is the overload capacity of the motor for 

current. 

To ensure the high quality of formwork it is necessary 

to maintain the speed of movement of the platform at a 

constant predetermined level, which determines the 

boundary condition for speed: 

𝜈𝑝 = 𝑐𝑜𝑛𝑠𝑡, 𝜈𝑝 ≥ 1 𝑐𝑚/𝑚𝑖𝑛 (10) 

In the process of selecting the operating mode, the 

technical condition of the servos is important, which can 

be unambiguously characterized by the number of periods 

of maintaining the working capacity T, determined using 

the methods of predictive diagnosis [7]. 

Then the boundary condition for reliability has the 

following form 

𝑇 > 0 (11) 

If some servos are failure, the load on the lifting jack 

should be redistributed to the drives of serviceable jacks so 

that the total load difference tends to zero. Then the 

objective function of choosing the optimal operating mode 

of the MSFC will take the following form 

𝜃 = ∑ 𝐿𝑜𝑎𝑑𝐿𝐽𝑖

𝑛

𝑖=1

− ∑ 𝐿𝑜𝑎𝑑𝐿𝐽𝑗

∗ → 0

𝑛∗

𝑗=1

 

 

(12) 

Since the load on the servo shaft 𝑛∗  with 

simultaneously working jacks can be determined by the 

equation (13) 

𝐿𝑜𝑎𝑑𝐿𝐽
∗ = 𝐿𝑜𝑎𝑑𝐿𝐽 + 𝛥𝐿𝑜𝑎𝑑𝐿𝐽, (13) 

where 𝐿𝑜𝑎𝑑𝐿𝐽 - load on the drive with n working jacks; 

𝛥𝐿𝑜𝑎𝑑𝐿𝐽 - additional load on the drive, the optimization 

function will depend on these two parameters and can be 

written in the following form (14) 

𝜃 = 𝑓(𝐿𝑜𝑎𝑑𝐿𝐽, 𝛥𝐿𝑜𝑎𝑑𝐿𝐽) → 0 (14) 

Thus, to select the optimal operating mode of the 

MSFC, considering the technical condition of its executive 
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drives, it is necessary to determine the current (𝐿𝑜𝑎𝑑𝐿𝐽) 

and additional (𝛥𝐿𝑜𝑎𝑑𝐿𝐽) loads on the servos, followed by 

a decision [10] on choosing the operating mode of the 

MSFC. 

3  Load determining model 

As a research result [5-7], it has been established that 

the technical condition of the servo can be determined by 

the signs of the coefficients 𝑘 of the straight lines, which 

approximate the envelopes of the wavelet transform 

values coefficients on the characteristic scales. 

The servo motor is enabled if 𝑘 < 0 and faulty if 𝑘 ≥
0. The cause of the malfunction can be identified by the 

scale numbers [5-7].  

To optimize the MSFC operating mode it is necessary 

to determine the loading mode of all lifting jacks. It is 

necessary to analyze all the parameters of the 

approximating straight line for a serviceable unloaded 

servo drive operating in the nominal mode. 

The obtained data will be used as reference coefficients 

𝑘0, 𝑏0 with which the current values of the parameters k, 𝑏. 

will be compared. The values of the maximum allowable 

coefficients 𝑘мах, 𝑏мах  can be calculated from the overload 

capacity of the servo drive by current 𝐾𝑇: 

𝑘мах = 𝑘0 ∙ 𝐾𝑇; 𝑏мах = 𝑏0 ∙ 𝐾𝑇. (15) 

Then the approximating straight line coefficients k, 𝑏  

of the diagnosed servo will be in the range: 

𝑘0 ≤ 𝑘 ≤ 𝑘0 ∙ 𝐾Т 

𝑏0 ≤ 𝑏 ≤ 𝑏0 ∙ 𝐾Т 

 

(16) 

Then the increments of these coefficients can be 

calculated from the relations: 

∆𝑘 = (𝑘 − 𝑘0) ∙ (𝑘0 (𝐾𝑇 − 1))−1, 

∆b = (b − b0) ∙ (b0(KT − 1))−1. 

 

(17) 

Based on this, the operating mode is permissible if 

𝑘 ∈ [𝑘0, 𝑘𝑚𝑎𝑥]; ∆𝑘 ∈ [0,1]; 

𝑏 ∈ [𝑏0, 𝑏𝑚𝑎𝑥]; ∆𝑏 ∈ [0, 1] 

 

(18) 

To check the possibility of increasing the load on the 

servo drives, it is advisable to use a fuzzy logical model 

Sugeno, the inputs of which are the relative coefficients ∆k 

and ∆b (Fig.2), and the output is the level of the load on the 

servo drive as a percentage of the maximum allowable. 

The output parameter will be the corresponding 

coefficient on the interval [0; 100] showing the percentage 

of load on the servomotor. If this parameter is zero, then the 

servomotor runs at nominal no load. If it is 100%, then the 

engine has maximum load and it is necessary to change its 

operating mode.  

 

 

Figure 2. Input data of the fuzzy model for determining the 

load on the servo 

The correlation of the entered sets can be written using 

the following fuzzy rules: 

R1: if k is  𝑘0 and b is  𝑏0, then 𝐿𝑜𝑎𝑑𝐿𝐽 = 𝑙1; 

R2: if k is 𝑘𝑚𝑎𝑥 and b is 𝑏𝑚𝑎𝑥 , then 𝐿𝑜𝑎𝑑𝐿𝐽 = 𝑙2; 

The Takagi – Sugeno fuzzy inference algorithm is used 

to determine the value of the output variable: 

1. The input variables take some clear values 
** ,bk
 

and the "truncation" levels for each rule are found: 

𝛼1 = 𝑚𝑖𝑛[𝑘0(𝑘 ∗), 𝑏0(𝑏∗)] 

𝛼2 = 𝑚𝑖𝑛[𝑘𝑚𝑎𝑥(𝑘 ∗), 𝑏𝑚𝑎𝑥(𝑏∗)] 

(19) 

2. The system output is calculated by equation (20) 

𝐿𝑜𝑎𝑑𝐿𝐽 =
𝛼1 ⋅ 𝑙1

∗ + 𝛼2 ⋅ 𝑙2
∗

𝛼1 + 𝛼2
 

(20) 

The proposed model allows, based on the results of the 

analysis of the coefficients of the straight line, which 

approximates the envelope of the wavelet coefficients, to 

determine the current load on the servo as a percentage of 

the maximum allowable. 

∆𝐿𝑜𝑎𝑑𝐿𝐽 = 𝐿𝑜𝑎𝑑𝐿𝐽 ∙ (𝑛 − 𝑛∗) ∙ (𝑛∗)−1 (21) 

The resulting ratio allows, knowing the total number of 

jack drives (n) and the number of currently serviceable 

drives (𝑛∗), find the additional load on each drive. 

The purpose of optimizing the operating mode of the 

MSFC is to ensure the possibility of continuing the 

technological process in case of failure of one or more LJ 

servos. To do this, it is necessary to develop a model for 

685



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

making an optimal decision on the choice of an operating 

mode based on the predictive diagnostic results as well as 

calculating the current and additional load on the MSFC 

servo drive. 

4     Intelligent decisions making model 

After the current and predicted state of all MSFC servos 

has been determined, additional loads permissible for them 

have been calculated, it is necessary to decide on the choice 

of the mode of further operation of the complex and each 

group of its servos. For this, it is advisable to develop a 

mathematical decision-making model based on the 

methods of fuzzy logic. 

To formalize the model, the following are calculated: 

− average load on servo drives of the LJ group 

𝐿𝑜𝑎𝑑 = (∑ 𝐿𝑜𝑎𝑑∗
𝐿𝐽𝑗)

𝑛∗

𝑗=1

∙ (𝑛∗)−1 

 

(22) 

where 𝐿𝑜𝑎𝑑∗
𝐿𝐽𝑗  𝑗 ∈ [1, 𝑛∗] is the load on each LJ drive. 

− average additional load on servo drives of the LJ 

group: 

𝐿𝑜𝑎𝑑 = (∑ ∆𝐿𝑜𝑎𝑑𝐿𝐽𝑗)𝑛∗

𝑗=1 ∙ (𝑛∗)−1, (23) 

where ∆𝐿𝑜𝑎𝑑𝐿𝐽𝑗  𝑖 ∈ [1, 𝑛∗] - additional load on each LJ 

servo 

− the average predicted life of the LJ servos  

𝑇𝑔 = (∑ 𝑇𝑗)

𝑛∗

𝑗=1

∙ (𝑛∗)−1,   

 

(24) 

where 𝑇𝑗 , 𝑗 ∈ [1, 𝑛∗] - predicted service life of each LJ servo 

The simulated fuzzy logical decision-making system will 

have three inputs and one output. To convert clear input values 

into clear output, the Mamdani fuzzy logic algorithm is used [7]. 

The fuzzy knowledge base that describes the relationship 

between the input term sets and the output sets is presented in 

Table 1.  

The result of the decision-making model is the value of 

the decision 𝐷 ∈ [−1, 1]. 
If 𝐷 > 0, then it is necessary to change the load on 

serviceable servos of the group by the value ∆Load. If D=0, 

then the operating mode must be left unchanged. If D <0, 

then the condition of the drives of the group is 

unsatisfactory and it is necessary to stop the process.  

Based on this model, an intelligent decision-making 

method (Fig. 3) has been developed on the operation mode 

of each of the MSFC servo groups based on the technical 

condition of its servos.  

To make the best decision on the MSFC operating 

mode choosing considering of the LJ servos technical 

condition. The following steps must be performed using 

the models of diagnosing and predicting the technical 

Table 1 The truth table of the fuzzy decision-making model 

Current motor load Change Motor Load, % 

Less 20 25 More 30 

Forecasted period of service 1 month 

Less 30 +1 +1 -1 

50 -1 -1 -1 
More 60 -1 -1 -1 

Forecasted period of service 3 month 

Less 30 +1 +1 +1 
50 +1 +1 0 

More 60 -1 -1 -1 

Forecasted period of service more 6 month 
Less 30 +1 +1 +1 

50 +1 +1 +1 

More 60 0 0 0 

 

 

Figure 3. Algorithm of the intelligent decision-making method 

condition, determine the current technical condition of 

each servo of the MSFC and find the number of serviceable 

drives for which the period of operability T>0. Check the 

boundary conditions of the optimization function and, if all 

the boundary conditions are fulfilled, calculate the current 

and additional load on the servos. Next, using an intelligent 

decision-making model, determine the mode of further 

operation of LJ drives. If D>0, send a signal to the control 
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system to level the platform. If it is impossible to fulfil any 

of the boundary conditions or D≤0, send a signal to turn off 

the MSFC. 

5   Experimental research 

A study of the prediction diagnosis methods of MSFC 

has been performed. The experimental stand was a 

fragment of a sliding formwork of four lifting jacks 

interconnected by formwork panels suspended on 

crossbars. This stand was put into step-by-step motion at a 

speed of 1 cm / min. As a result of the calculation, it was 

found that the average load on the drive is approximately 

the same and amounts to 29.52% of the maximum, which 

corresponds to the average statistical load on the formwork 

drives during operation. The health checks of the models 

for calculating the load change and the decision on the 

control of servo drives were carried out with the 

KY110AS0415-15B-D2-2010 formwork drive turned off. 

The objective of the experiment was to calculate the 

necessary change in the load on the three remaining drives 

and to study the behaviour of the system when working on 

three servos. To compensate for the failure of one of the 

drive jacks, it is necessary to increase the load on each of 

the three remaining drives by 9.84%. As a result of the 

calculation using a fuzzy decision-making model, it was 

found that the current load on the group drives can be 

increased by ∆𝐿𝑜𝑎𝑑 = 9,84 %. Based on the results of the 

calculation performed, the operating mode of the 

mechatronic sliding complex was optimized. For the three 

switched-on drives, the load on the calculated percentage 

was increased and the speed of the fragment of the sliding 

formwork was measured. The results of the study showed 

that the control system allows for uniform constant 

movement of formwork panels with a given speed of 1 cm 

/ min with four drives with a load of 29.52% each, and with 

three motors with a load of 39.36%.  

The nature of the movement of the mechanism remains 

almost unchanged when the load is redistributed within the 

motors group. This makes it possible to carry out repair work 

on replacing a faulty drive without stopping the process, 

reducing complex performance, and losing quality of the 

monolithic structure being constructed. 

6   Conclusions  

The article presents a method for MSFC operating 

mode optimizing considering it is LJ servos technical 

condition. The boundary conditions of the optimization 

function are formulated, considering the LJ static stability, 

platform speed, servos current of the and technical 

condition. A model for calculating the current and 

additional load on the servo drives is described. A model 

for deciding on the choice of an operating mode is 

described. An algorithm for making the optimal decision 

on the choice of the operating mode of the lifting jacks 

depending on the technical condition of the servos is 

presented. The algorithm involves adjusting the servo 

current and platform lift speed depending on the number of 

serviceable jacks, as well as the current and predicted 

technical condition of their servos. 
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Abstract -
Having smart and autonomous earthmoving in mind, we

explore high-performance wheel loading in a simulated en-
vironment. This paper introduces a wheel loader simulator
that combines contacting 3D multibody dynamics with a hy-
brid continuum-particle terrain model, supporting realistic
digging forces and soil displacements at real-time perfor-
mance. A total of 270,000 simulations are run with different
loading actions, pile slopes, and soil to analyze how they af-
fect the loading performance. The results suggest that the
preferred digging actions should preserve and exploit a steep
pile slope. High digging speed favors high productivity, while
energy-efficient loading requires a lower dig speed.

Keywords -
Wheel loader; Autonomous; Simulation-Based Optimiza-

tion; Multibody and soil dynamics

1 Introduction
Smart and autonomous earthmoving equipment may

significantly improve energy efficiency, productivity, and
safety at construction sites and mines. If the planning
and control system can be made well-informed about the
physics of earthmoving operations and the current state of
the environment, then it can predict the outcome of an ac-
tion and select near-optimal action sequences that are well-
coordinated with other systems at the site. This motivates
us to explore which wheel loading actions that maximize
the performance over a task. The loading task is typically
operated as a repeating cycle of sequential actions: head-
ing into a pile, scooping, breaking out of the pile, carrying
the soil, and dumping it to fill bodies of dump trucks [1].
Despite the repetitive task, adjusting the loading actions to
the environment for consistent high-performance loading
is challenging. The difficulty lies in the complex dynamics
and variability in the wheel loader-soil interaction. It is
impractical to address the challenge through physical ex-
periments. Systematic and repeatable experiments appear
possible only in simulated environments, but computa-
tionally efficient models for wheel loading with realistic

simulation

state-action pair

performance

intermediate state

xi

si ai si+1 ai+1

state-action pair

Pi

x(t)  f(t)  p(t)

ai

p
i

Figure 1. The typical loading cycle of filling a bucket
and dumping thematerial in a receiver can be viewed
as selecting a control action that transforms the sys-
tem from one state to another with some perfor-
mance that depends on the intermediate states.

soil dynamics have become available only recently.
In this paper, we introduce a method for exploring the

sequential loading actions for maximum performance in
a simulated environment. We view it as an optimization
problem and analyze how the loading actions are expected
to perform according to the situations. A simulator is
developed, which combines contacting 3D multibody dy-
namics with a hybrid continuum-particle terrain model
that supports realistic digging forces and soil displace-
ments at real-time performance [2]. To show the ability
of the simulator, we demonstrate how the loading perfor-
mance depends on the pile and the loading action. In total
270,000 simulations are conducted with different action
parameters for loading, pile slopes, and type of material.
The performance is analyzed statistically, and some char-
acteristic actions are compared in detail.

1.1 Related work

Some researchers have previously investigated strate-
gies for maximizing the performance of wheel loading
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in simulated environments. They especially focus on the
bucket filling action, which is the most predominant ac-
tion for fuel efficiency and productivity in the loading
cycle [3]. Singh and Cannon [4] presented a planning al-
gorithm to search for the best dig region and executed the
planner by using a machine and pile model in 2D. Sarata
et al. [5] proposed a method for dig planning, taking
the 3D pile shape into account and avoiding undesirable
stress by unbalanced bucket filling. Filla et al. [6, 7]
investigated optimal bucket filling trajectories by using
simulation based on the discrete element method (DEM),
concluding that the “slicing cheese” motion, advocated by
machine instructors, is indeed a good strategy. They also
noted the need for fully dynamic simulation models, with
the possibility to adapt the control to the changing envi-
ronment as high-performing operators do, for developing
optimal bucket filling strategies. The previous studies
have been limited to either kinematic bucket trajectories
or quasi-static soil models, often based on fundamental
earthmoving equation (FEE) in combination with a cellu-
lar automata. This has several drawbacks. A kinematic
bucket trajectory may not be realizable when the full dy-
namics and actuator force limits are taken into account.
The FEE force resistance does not support situations when
the vehicle or bucket is accelerating. The correct loading
time and power consumption require a dynamic model.
Furthermore, quasi-static soil models do not capture the
actual soil displacement, around and into the bucket. This
affects both the bucket fill ratio and soil spillage on the
ground, which may significantly penalize the performance
over time. For simulation results to be transferable to the
control and planning on real sites, the dynamics of both
the machine and the soil must be represented in the model.
That is computationally very challenging, and few studies
have been performed. Lindmark and Servin [8] explored
a control strategy to maximize the loading performance
using simulation based on 3D nonsmooth multibody dy-
namics. However, it was conducted for a load-haul-dump
machine loading fragmented rock. Wheel loaders require
a different strategy because of a lower breakout force than
LHD:s [9] and the high-performing loading depends on
the pile property [10].

1.2 Problem statement

During a loading cycle, the wheel loader typically per-
forms a sequence of loading actions as illustrated in Fig-
ure 1. We assume that the wheel loader has a task plan-
ner and a controller for recurring actions (𝒂𝑖)𝑁𝑖=1 dur-
ing 𝑁 sequential loading cycles. A loading action 𝒂𝑖
starts with a machine state 𝒙(𝑡𝑖) ∈ R𝑁l and a pile state
𝒑(𝑡𝑖) ∈ R𝑁p , which can be represented as a system state
𝒔𝑖 = [𝒙𝑖 , 𝒑𝑖] ∈ R𝑁s . Then, 𝒂𝑖 leads to some trajectory 𝒙(𝑡)
and applied force 𝒇 (𝑡), changing the pile state 𝒑(𝑡) over a

time interval 𝑡 ∈ [𝑡𝑖 , 𝑡𝑖 + 𝑡load]. The system ends up with
a new state 𝒔𝑖+1 = [𝒙𝑖+1, 𝒑𝑖+1], where 𝒑𝑖+1 may include
material spilled in the working area. The loading cycle
can be attributed to a performance P𝑖 ∈ R𝑁P . The per-
formance depends on a state-action pair, that is,P(𝒔𝑖 , 𝒂𝑖).
Examples of performance measures are the energy effi-
cieny Pe = 𝑚load/𝑊 , productivity Pp = 𝑚load/𝑡load, and
bucket fill ratio Pb = 𝑉/𝑉bucket, where 𝑚load is the re-
sulting mass of the load in the bucket, 𝑊 (𝒙, 𝒇 , 𝑡load) is
the accumulated work excerted by the actuators over the
loading cycle of time duration 𝑡load, 𝑉 is the volume of
the load in the bucket that has volume capacity 𝑉bucket.
The simulation process is illustrated in Figure 1. What
is an optimal action sequence (𝒂𝑖)𝑁𝑖=1 may depend on the
initial pile state, 𝒑1, and the number of loading cycles, 𝑁 .
For example, an optimal action sequence for 𝑁 & 1 may
transform the pile into a poor state. That would prohibit
continued loading with good performance unless the pile
is restored by additional actions optimized for improving
the quality. On the other hand, an optimal action sequence
for over 𝑁 → ∞ (terminatedwhen the pile is empty)might
start with a loading performance significantly worse than
what is optimal for single loadings but canmaintain a good
average performance. From the perspective above, opti-
mization of 𝑁 sequential loadings correspond to finding
(𝒂𝑖)𝑁𝑖=1 that satisfy

max
(𝒂𝑖)𝑁𝑖=1

𝑁∑︁
𝑖=1

𝒘T
P𝑖 (1)

where 𝒘 ∈ R𝑁P are weight factors for the different perfor-
mancemeasuresP. Note that optimization over sequential
loadings is not carried out in the present paper but will be
pursued in future work.

2 Simulator
A simulator is created using the physics engine AGX

Dynamics [11], which supports real-time simulation of
multibody systems with nonsmooth contact dynamics,
driveline, and deformable terrain.

2.1 Terrain model

The terrain is simulated using amultiscale hybridmodel
presented by Servin et al. [2]. Resting soil is modeled as a
solid, discretized in a regular 3D grid and a corresponding
2D height map for the free surface that mediates contacts
with earthmoving equipment. The bulk mechanical prop-
erties of the soil are parametrized by the mass density,
internal friction, cohesion, and dilatancy at the bank state.
When earthmoving equipment comes in contact with the
terrain, a zone of active soil is predicted and resolved
with particles of variable size and mass. DEM is used
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Figure 2. Overview of the wheel loader model with
passive joints in blue and actuated joints in red.

for particle dynamics with frictional-cohesive contact pa-
rameters and a specific mass density that matches the bulk
parameters of the soil. The earthmoving equipment ex-
periences the active soil as a low-dimensional body with
the aggregated shape and inertia of the particles and with
frictional-cohesive contacts at its interfaces. This can be
seen as an extension of the FEE to dynamic conditions,
including also bucket penetration resistance and contacts
between the bucket’s exterior and the surrounding soil.
The multiscale model allows for combined use of a direct
solver for the vehicle dynamics at high precision, an iter-
ative solver for scalable particle dynamics at lower error
tolerance, and strong coupling between the vehicle and
terrain dynamics that resist soil failure when the stresses
do not meet the Mohr-Coulomb criteria.

2.2 Wheel loader model

The wheel loader is modeled as a rigid multibody sys-
tem consisting of a front and rear frame, connected by
a revolute joint for articulated steering, four wheels, and
a parallel Z-bar linkage system [12] for controlling the
bucket relative to the front frame. Bucket filling is the
combined effect of thrusting the vehicle into a pile, by
applying torque on the wheels, while raising and tilting
the bucket. The driveline model consists of a revolute
motor transmitting rotational power to the front and rear
wheel pairs via a main, front, and rear shaft, coupled with
differentials. Each wheel is connected to the frame with
a revolute joint and consists of a tire-hub pair, with finite
elasticity with respect to radial, lateral, bending, and tor-
sional displacements. The parallel Z-bar linkage system is
modeled using 11 revolute and three prismatic joints, with
linearmotors that represent the hydraulic cylinders for rais-
ing and tilting the bucket. In total, the assembled model
consists of 27 rigid bodies and 23 kinematic constraints,
whereof 18 are passive joints and five are actuated. The
total operating weight is 15.59 tons, wheelbase 3.030 m,
and the bucket has a volume capacity of 3.0 m3. Overall,
the model roughly corresponds to a Komatsu WA320-7

Table 1. Actuators
name type speed range force limit
drive revolute [0, 11] km/h 85 kNm
steer revolute [−0.1, 0.1] rad/s 100 kNm
lift linear [−0.2, 0.11] m/s 395 kN
tilt linear [−0.2, 0.1] m/s 530 kN

[13]. The actuators are controlled by specifying a mo-
mentaneous joint target speed and force limits, which are
listed in Table. 1. The force limits are chosen to reflect
that limited power can be drawn from the engine, which in
reality supplies both the hydraulic cylinders and the driv-
eline. In addition to the internal constraints, tire-terrain
intersections give rise to frictional contact constraints, and
bucket-terrain intersections cause soil failure and digging
resistance. The wheel-terrain friction coefficient is set to
0.8. For clarity of the terrain dynamics, only the wheel
and bucket are given visual attributes.

2.3 Comparison with field measurements

To verify that the simulator represents the real-world
counterpart, we compare the trajectories and forces of the
real and simulated a wheel loader conducting a loading
cycle. Data was recorded from a manually operated wheel
loader and control parameters in the simulation were se-
lected to reproduce a similar, but not identical, loading
cycle. The vehicle speed, traction force, and lift and tilt
cylinder forces are shown in Figure 4, and the bucket tip
trajectory is in Figure 5. The forces are normalized with
a characteristic force for the wheel loader. The boom and
bucket angles relative to the chassis pitch. The data in
Figure 4 confirms that the model is representative. The
forces and trajectories do differ, e.g., the swept area of the
real bucket trajectory is about 60% larger than the sim-
ulated one. This agrees with the observed difference in
loaded mass and the lift force after breakout. Presumably,
the discrepancy is due to differences in pile shape and soil
properties, which have not been calibrated.

3 Simulations
The purpose of the simulator is to support the devel-

opment of high-performance wheel loading from different
pile states. Therefore, we run a large set of simulations
with different action parameters and analyze their perfor-
mances in relation to the pile state. Piles with four different
slopes are studied: 10◦, 20◦, 30◦ and 40◦. The considered
soils include gravel, sand, and dirt. Following the terrain
library in AGX Dynamics, they have an angle of internal
friction 44◦, 39◦, and 40◦, and dilatancy 11◦, 9◦, and 13◦,
respectively. Gravel and sand are cohesionless, while dirt
has cohesion 2.1 kPa. The soils are assigned the same
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Figure 3. Image sequence from field experiment and simulation.
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Figure 4. Comparison of the wheel loader speed and
forces during a real and simulated loading cycle.

0 1 2 3 4
x [m]

0.0

0.5

1.0

1.5

2.0

z [
m

]

surface exp
surface sim
trajectory exp
trajectory sim

Figure 5. Comparison of the bucket tip trajectory
during a real and simulated loading cycle. The pile
surface is also indicated.

bulk density, 1400 kg /m3. For simplicity, the loading
scenario is restricted to entering the pile head-on, with the
bucket lowered to the ground and reversing straight out af-
ter completing the loading. The loading task is controlled
using eight action parameters, 𝛼𝑖 , listed in Table 3, and
discretized to 45, 000 parameter combinations per pile. In
total, 270, 000 simulations were run. Loadings on sand
and dirt were carried out only for piles with 30◦ slope.
The loading is controlled with a simplified version of

admittance control [14]. The approach drive speed is
𝑣d = 𝛼1𝑣

max
d , and the target speed during the penetration

phase is 𝑣d = 𝛼2𝑣
max
d . When the digging force exceeds

the set threshold values, 𝐹diglift = 𝛼3𝐹
dig
0 and 𝐹

dig
tilt = 𝛼4𝐹

dig
0 ,

the lift and tilt actuators start running with their respective
target speeds 𝑣lift = 𝛼5𝑣

𝑚𝑎𝑥
lift and 𝑣tilt = 𝛼6𝑣

𝑚𝑎𝑥
tilt . This

continues until the boom and bucket angles reach their
target, 𝜃boom = 𝛼7 and 𝜃bucket = 𝛼8, but is aborted in
case of breakout or stalling. The brake is then applied for
one second, letting the activated soil come to rest. After
that, the vehicle is driven in reverse at the target speed 𝑣d =
−0.6𝑣maxd and with tilt target speed 𝑣tilt = 0.6𝑣𝑚𝑎𝑥

tilt until the
end position 𝜃bucket = 50◦ is reached. After the breakout,
the lift target speed is 𝑣lift = 0.6𝑣𝑚𝑎𝑥

lift until the end position
𝜃boom = −10◦ is reached. The simulation is ended when
the vehicle has reversed 5 m from the entry point. The
following control constants are used: 𝑣maxd = 11.0 km/h,
𝑣𝑚𝑎𝑥
lift = 0.11 m/s, 𝑣𝑚𝑎𝑥

tilt = 0.10 m/s, and 𝐹dig0 = 100 kN.
The simulations are run with 10 ms time-step, with

the terrain discretized spatially to 0.2 m resolution, on
a high-performance computer with Intel Xeon E5-2690v4
processors, each node enabling up to 28 simulations in par-
allel and roughly 104 loading cycles per CPU hour. During
each simulation, the position, velocity, and force are reg-
istered over time for selected bodies, joints, and actuators.
From this, the loaded mass 𝑚load, dig time 𝑡load, and en-
ergy consumption𝑊 are computed for each loading cycle,
as well as the relative load spillage 𝑠load = 𝑉spill/𝑉bucket of
material on the ground, and the resulting pile shape. The
energy efficiency and productivity performance measures,
Pe and Pp, are computed for each loading also.
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Table 2. Action parameters
control values

𝛼1 approach speed [0.4, 0.6, 0.8]
𝛼2 penetration speed [0.2, 0.4, 0.6]
𝛼3 lift-trigging dig force [0.0, 0.3, 0.6, 0.9, 1.2]
𝛼4 tilt-trigging dig force [0.0, 0.3, 0.6, 0.9, 1.2]
𝛼5 lift speed [0.2, 0.4, 0.6, 0.8, 1.0]
𝛼6 tilt speed [0.2, 0.4, 0.6, 0.8, 1.0]
𝛼7 lift angle [−40◦,−30◦,−20◦,−10◦]
𝛼8 tilt angle [30◦, 45◦]

4 Result

Figures 6 and 7 show the variations in performance over
the 270,000 simulated loading operations. The distribu-
tions over dig time, load mass, and spillage, per pile angle
and material, are shown in Figure 6. In general, the trend
is that the load mass increase with the slope, and the dig
time is positively correlated with the load mass. The nom-
inal dig time is around 10-12 s, which can be compared
to the 15 s for completing the experimental loading cy-
cle in Figure 4. Higher load mass requires a larger pile
slope, but it is harder to achieve a high load with gravel
than for sand and dirt. Spillage is mostly below 2% of
the bucket volume. It increases with the pile slope and is
largest for sand and smallest for dirt, presumably thanks to
its cohesive property. Figure 7 reveals that, to first order,
loading efficiency, productivity, and load mass are linearly
related, and they are positively correlated with the pile
slope. However, many of the higher load mass cases are
associated with poor productivity. The efficiency and pro-
ductivity for dirt and sand have similar distributions, but
higher load mass can be achieved with dirt. The efficiency
and productivity are generally lower for gravel than for
sand and dirt.
To study the sensitivity of action parameters, we select

two performance points, (Pp,Pe), in the gravel 30◦ data
and extract the action parameter values that produce a sim-
ilar performance. The performance of the identical set of
action parameters on the five other sets of piles is then
highlighted. The two performance points in gravel 30◦ are
(150, 8.0) and (190, 9.0), and they are highlighted with
(×) and (+), respectively. The corresponding performance
points are not gathered narrowly in the distributions for
other pile angles but more so for dirt and sand piles with
30◦ slope. This suggests that loading actions should be
adapted to the slope of the pile, while high-performing ac-
tions may transfer to piles of different material but similar
slope.
A selection of points of special interest (POI) is made

for each pile slope and material. These points correspond
to maximum efficiency (◦), productivity (4), load mass
(�), and a Pareto optimal point (�). The Pareto optimal

point (�) is chosen in between maximum efficiency (◦)
and productivity (4) arbitarily. The action parameters
and performance values for the POI:s for 30◦ slopes are
presented in Table 3. We observe that a high entry speed
(𝛼1) and medium-high dig speed (𝛼2) are beneficial for
high productivity while high efficiency relates to low dig
speed (𝛼2). For large load mass, it appears important to
trigger tilting at a large digging forces (𝛼4) and to tilt at
low speed (𝛼6). No obvious relations are found for many
of the action parameters and performance values.
Although it is in general not possible to control the

bucket to follow a prescribed path, it is interesting to ana-
lyze the trajectories of the POI loadings. This is presented
in Figure 8 and 9 for different slope and material, respec-
tively. Also shown are the initial and resulting pile surfaces
as well as the initial position of the mass that is loaded or
just displaced by the loading action. At lower slope, in
Figure 8, we note a larger tendency for soil being pushed
forward and not ending up in the bucket, negatively affect-
ing efficiency, productivity, and load mass. In Figure 9,
the trajectories for each type of POI (column) are shown
for the different materials (row). The loadings of maximal
mass (�) are characterized by digging deeper into the pile.
For the other POI loadings, there are no obvious trends
when comparing only the trajectories.

5 Discussion
Overall, the admittance-like control method seems to

work well if adjusted for the pile slope. The results suggest
that the preferred digging actions should preserve and ex-
ploit a steep pile slope. It appears more important to adapt
the loading actions to the pile shape than to the soil type,
at least among the materials tested in this study. High dig-
ging speed favors high productivity, while energy-efficient
loading requires a lower dig speed.
Several delimitations have been made in the present

study, and many questions are left for future work. The
effect of more complex pile shapes and other materials
needs to be studied. The reason for the moderate load
mass for gravel is not understood. Possibly the virtual
gravel represents a more densely packed and stronger ma-
terial than what was used in the field experiments. Also,
from field tests, one expects a larger difference in the
high-performance trajectories between the materials, e.g.,
longer, and more shallow digging for dirt than gravel and
lower and more deep thrusting motions for sand. These
tendencies are present for the high-productivity trajecto-
ries in Figure 9, but the difference is expected to be larger.
Digging actions can be represented and discretized differ-
ently than in the present study, and it is certainly possible
that higher performance loading can be discovered within
the present action space. The spillage and resulting pile
surface can be observed in the results, but we have not
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Figure 6. Distribution of loadings relative to mass, time, and spillage for different piles.

Table 3. Action parameters and performance for selected loadings on piles with 30◦ slope.
soil loading 𝛼1 𝛼2 𝛼3 𝛼4 𝛼5 𝛼6 𝛼7 𝛼8 𝑚load 𝑡load 𝑠load Pprod Peff
gravel ◦ 0.6 0.2 0.0 1.2 0.4 0.2 −30◦ 45◦ 3.40 24.5 1.5 139 11.27
gravel 4 0.8 0.4 0.0 0.9 0.6 1.0 −30◦ 30◦ 2.15 10.3 2.0 207 9.82
gravel � 0.6 0.4 0.0 1.2 0.4 0.6 −30◦ 30◦ 2.51 12.3 0.3 203 10.68
gravel � 0.6 0.4 0.3 1.2 0.8 0.2 −30◦ 45◦ 3.41 25.1 2.4 136 10.53
dirt ◦ 0.6 0.2 0.0 0.9 0.8 1.0 −30◦ 30◦ 2.81 11.7 0.8 240 11.80
dirt 4 0.8 0.6 0.9 1.2 0.2 1.0 −40◦ 30◦ 2.92 11.3 0.0 257 11.13
dirt � 0.8 0.4 0.3 0.9 0.2 0.8 −30◦ 30◦ 2.76 11.2 1.3 245 11.14
dirt � 0.6 0.4 0.3 1.2 0.6 0.2 −30◦ 45◦ 4.12 32.7 1.5 126 9.09
sand ◦ 0.8 0.2 0.0 0.9 1.0 1.0 −40◦ 30◦ 2.43 10.5 1.8 232 12.16
sand 4 0.8 0.6 0.6 0.3 0.2 0.8 −40◦ 45◦ 2.98 11.6 3.6 257 11.48
sand � 0.8 0.4 0.0 0.6 1.0 1.0 −30◦ 45◦ 2.80 11.2 4.9 248 11.83
sand � 0.8 0.4 0.0 1.2 0.6 0.2 −30◦ 45◦ 3.65 25.5 5.5 143 10.12

[ton] [sec] [%] [kg/s] [kg/kJ]

investigated how this penalizes sequential loadings.

6 Conclusion
We have develope a simulator to explore the sequen-

tial loading actions which maximize the performance of
automated wheel loader systems. The simulator is based
on 3D multibody dynamics and deformable terrain with
real-time capability. A vast number of loading simula-
tions demonstrates that the combined action and pile state
significantly affects the performance. As the next step, we
will study the sequential loading scenario and address the
optimization problem.
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Abstract -
In the autonomous excavation task, the real-time estima-

tion of the bucket filling rate and the volume of the excavated
mass are essential feedbacks to measure the excavation qual-
ity. In this work, facilitated by the LiDAR and inclination
sensors mounted on an autonomous excavator, we introduce
an onlinemethod to calculate the volume of themass in the ex-
cavator bucket during digging process. The LiDAR is mainly
used for acquiring the 3D point clouds of the excavated mass
and bucket, and the inclination sensors are utilized for local-
ization acquisition of the bucket. In specific, a pre-process
is first used to obtain the empty bucket model by scanning it
with LiDAR. Then, to reduce the influence of the noises of
the inclination sensors in the digging process, a registration
algorithm is employed to transform the real-time captured
point clouds of the bucket and excavated mass to the empty
bucket model (obtained in the pre-process). Finally, based on
the height map construction and point clouds interpolation,
volume estimation algorithm is utilized to obtain the final
results. Note that our method is validated in real-world sce-
narios, and the experiment results demonstrate the accuracy
and reliability of our volume estimation scheme.

Keywords -
Autonomous excavation; Volume estimation; Height map

1 Introduction
Recently, research and developments of autonomous ex-

cavation have seen increased popularity as it promises
more efficient, more sustainable, and safer excavation op-
erations (Zhang et al. [1], Jud et al. [2]). In the excavation
process, important metrics to evaluate the excavate quality
are whether the bucket is filled with excavated mass and
how much it has been filled after each excavation. Previ-
ousmethods, such as payload estimation [3], mainly utilize
the measurement of hydraulic cylinder pressures and dy-
namic modeling for volume estimation by estimating the
payload carried in a hydraulic excavator. However, these
approaches usually require additional hardware sensors as
well as sensor calibration, which limits the applications.
In this study, to relief the problem, we utilize visual

strategies to directly measure the excavation quality con-

sidering current autonomous excavators are commonly
equipped with cabin-mounted LiDAR and inclination sen-
sors, while LiDARsensors aremainly used for point clouds
acquisition of surrounding environments, and inclination
sensor for measuring the bucket pose. In this work, we
address this problem by estimating the volume of the ex-
cavated mass in the bucket using LiDAR data on an au-
tonomous excavator (Figure 1). Note that the data is ac-
quired from LiDAR (e.g. Livox Mid100), which has an
uneven distribution, and the volume estimation is espe-
cially challenging. Specifically, to estimate the in-bucket
mass volume, firstly, the dense bucket point cloud is dy-
namically obtained by fusing multiple frames of bucket
point clouds, and the bucket pose is acquired by the incli-
nation sensors mounted on the excavator, simultaneously.
We then align the real-time obtained bucket points with an
initialized empty bucket model, and the height maps are
generated and interpolated both on the real-time obtained
bucket points and the empty bucket model. Finally, the
mass volume is calculated based on the height maps.
In summary, this paper presents the following contribu-

tions:

• A dynamic bucket point cloud fusion method that
allows obtaining the dense bucket point cloud while
the bucket is moving, which is a base of real-time
volume estimation.

• A height map interpolation method that makes it pos-
sible to estimate the volume from the height map on
the uneven LiDAR data.

To the best of our knowledge, this is the first demonstra-
tion of the real-time in-bucket mass volume estimation on
the uneven LiDAR data.

2 Related Work
A direct way to measure the excavation quality in real-

time is to weigh the mass in the bucket. The method of
payload estimation [3], which is based on cylinder pres-
sures measurement and dynamic modeling, can estimate
the payload carried by a hydraulic excavator. As we are in
an autonomous excavator that can provide point cloud by
the cabin-mounted LiDAR sensors and bucket pose by the
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Figure 1. The autonomous walking excavator which
is equipped with a cabin-mounted LiDAR(Livox
Mid100) and a HIK web camera.

inclination sensor, it is possible to measure the excavation
quality by visual methods.

Wulfsohn et al. [4] presented an estimator of the volume
of axially convex objects from total vertical projections
with the known position of the vertical axis. However,
this approach needs to rotate the object around the known
vertical axis and re-scanning it, which is not feasible in our
task. Mayamanikandan et al. [5] presented a tree volume
estimation method using terrestrial LiDAR data, based on
the extraction of the tree diameter at breast height(DBH)
using Random Sample Consensus(RANSAC) based cir-
cle fitting and the estimation of tree height. However,
RANSAC based method is not suitable for the mass which
has an irregular shape in the bucket. Be Wley et al. [6]
presented a model and reconstruction based volume esti-
mation method to measure the in-bucket payload volume
on a dragline excavator. However, their approach focuses
on bucket classification and reconstruction from the 2D
scanlines, which is very different from LiDAR data.

3 Volume Estimation Pipeline
As the goal here is to dynamically calculate the volume

of the mass in a moving excavator bucket, we are looking
to get a dense and up-to-date bucket point cloud as well
as the latest bucket pose in the LiDAR coordinate system.
This section presents a dynamic bucket obtaining pipeline
that uses the excavator’s onboard LiDAR sensors and the
joint states to fuse multiple frames of bucket point clouds
incrementally. Wefirst scan and initialize the empty bucket
model, which is used to align with the real-time obtained
bucket points and as a base of volume estimation. A height
map and interpolation based volume estimation module is
then presented. An overview of the different modules
constituting the volume estimation pipeline is depicted in
Figure 2.

3.1 Dynamic Bucket Obtaining

With the aim of providing a bucket point cloud as com-
plete as possible, we intend to fuse multiple frames of
bucket points to get a dense bucket point cloud. To this
end, we initially acquire the bucket pose from ROS trans-
formation tree(TF) corresponding with the current frame
point cloud. We then segment the point cloud by the radius
search to extract the bucket point cloud. After about 10
frames of the bucket point cloud are obtained, we fuse them
by transforming them through the original pose. Thus, the
dynamically dense bucket can be expressed as:

� = {)−18 �8 |8 = 1, 2, ..., #} (1)

Where � is the dense bucket point set, # is the number
of the frames, )8 is the current bucket pose, �8 is the
segmented bucket point set in frame 8.

3.2 Pose Initialization

It is easy to recover the bucket to the original pose
by transforming it with the latest transformation matrix.
Furthermore, it is necessary to initialize the empty bucket
model to parallel to the axis for the convenience of bucket
part removing and height map generation. We initialize
themodel with principal component analysis(PCA) results
and fine-tune it by hand. The initialized empty bucket
model is shown in Figure 3:(b) where the plotted grid
represents theXOYplane. Thus, we got the transformation
from the original pose to initialized pose)? , and the initial
transformation from scene to model can be expressed as:

)8=8C = )?)
−1
; (2)

Where )8=8C is the initial transformation, ); is the latest
bucket pose obtained from TF.
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Figure 2. Overview of the volume estimation pipeline developed for the volume estimation of the mass in an
excavator bucket.

3.3 Transformation Refinement

The registration module gives the volume estimation
system the ability to align the real-time obtained bucket
points with the model, which can improve the accuracy of
volume estimation.
Our registration approach aims to find the transforma-

tion that minimizes the distance between the empty bucket
model and the real-time obtained bucket points with an ini-
tialized pose provided by the inclination sensors. Consid-
ering this case, the iterative closest point(ICP) is suitable
for the transformation refinement. As there is lots of noise
produced by the moving bucket in the real-time obtained
bucket points, the bucket point cloud is firstly filtered using
a uniform down-sample, and then filtered by a statistical
outliers removal. We retain the original bucket point cloud
for the next height map generation step. Then, an ICP step
is employed to refine the alignment of the empty bucket
model and real-time obtained bucket points, yielding an
improved transformation )82? . The final transformation
between the empty bucket model and real-time obtained
bucket points is then computed as follows:

) 5 8=0; = )82?)8=8C (3)

3.4 Height Map Generation and Interpolation

In our implementation, we generate the height map us-
ing the height of points on the z-axis directly, facilitated
by the pose initialization step, and those values are stored
in a plotted grids based on the minimum and maximum
points on the x-axis and y-axis.
Before we generate the height map from the real-time

obtained points, we first removed the most bucket part of
the real-time obtained bucket points using a passthrough
filter. The point cloud of mass in the bucket is then
used for height map generation. We use the full point
cloud to generate the height map on the empty bucket
model(Figure 3:(b)), which is shown in Figure 3:(c).
As shown in Figure 3:(c), there are lots of holes in

the generated height map produced by the distribution of
LiDAR points. Those holes must be filled by the interpo-
lation method, while each hole means an invalid value in
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Figure 3. The height map generation and interpolation process: (a) the empty bucket image, (b) the initialized
empty bucket point cloud, (c) the generated height map, (d) the interpolation area(white), (e) the interpolated
height map.

the volume estimation module. The proposed approach of
interpolation consists of the following steps:
1) Interpolation area selection: To interpolate correctly,

the first step is to know which pixel needs to be inter-
polated, which is very important for volume estimation
because false interpolation means reducing the accuracy.
We firstly check the bordering points on every row and
every column, which are shown in Figure 4, marked as red
points. Then, the interpolating points are determined by
judgewhether it is within the bordering points andwhether
there are points in its adjacent region. We change the size
of the adjacent region to fit the density variation. The
interpolation points are marked as blue points in Figure 4.
The selected interpolation area of the model height map is
shown in Figure 3:(d).

2) Interpolation: As the interpolation area is selected,
we compute the mean height of the valid points in the
adjacent region of every interpolating points, and set the
value of the interpolating point as ℎ<40=, which can be
expressed as:

ℎ<40= =
1
#

#∑
8=1

ℎ8 (4)

Where # is the number of the valid points, ℎ8 is the height
of 8Cℎ valid point in the adjacent region. The interpolated
model height map is shown in Figure 3:(e).

3.5 Volume Estimation

The volume estimation module is based on the interpo-
lated height map both on the empty bucket model and the
real-time obtained bucket points(Figure 6:(e)). We com-
pute the difference between the height maps of the empty
bucket model and the real-time obtained bucket points on
every pixel, where the values are valid on them at the same
time, which can be expressed as:

3 = ℎB − ℎ< (5)

Figure 4. The interpolation area selection, red: the
edge points, black: the inside points, blue: the in-
terpolation points.

3 is the difference between the height ℎ< and the height
ℎB on the height maps of the empty bucket model and
the real-time obtained bucket points on every pixel. The
diagram of the difference is shown in Figure 5, which is a
side-section of the empty bucket model and the mass.

Considering the size of the plotted grids, we compute
the volume of the mass in the bucket as follows:

+ =
∑

3∈%E0;83

(;26A83 × 3) (6)

Where + is the calculated volume, %E0;83 is the valid
pixels, ;6A83 is the length of the grid, 3 is the difference of
the valid pixels.
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Figure 5. The difference calculation in the side-
section, red: the mass, green: the empty bucket
model.

4 Experiments
To show the applicability and repeatability of the pre-

sented system, we implemented the different modules us-
ing the robotic operating system [7] and integrated them
on the autonomous excavation system to perform the vol-
ume estimation of the mass in the excavator bucket, which
is tested randomly in the field.

4.1 Bucket Obtaining and Pose Initialization

Figure 7 illustrates the process ofmultiple frames fusion
of dynamic bucket point clouds and the initialized pose,
which have been discussed in Section 3.1 and Section 3.2
respectively.

4.2 Transformation Refinement

With the bucket pose acquired by TF and a fixed trans-
formation from the original pose to the initialized pose,
we aligned the real-time obtained bucket points and the
model with an error which is caused by the low accuracy
of the sensors. After the down-sample and the outliers
removal processes, an ICP step is then employed to refine
the alignment. In our experiments, a large nearest point
search radius leads to a false registration result while the
mass entirely shades the bucket. Considering the maxi-
mum distance error is about 3 cm, we set the maximum
correspondence distance to 3 cm to avoid false registration.

4.3 Height Map Generation and Interpolation

As 10 frames of bucket point cloud have been fused
dynamically and the fused bucket point cloud has been
alignedwith themodel successfully, we generate the height
maps and interpolate them with the method discussed in
Section 3.4 both on the real-time obtained bucket points
and the empty bucket model. As it has been shown in
Figure 6:(e), there are some not interpolated points which
are resulted from the open form distribution of the points

on the height map. The most relevant parameters of the
experiment are summarized in Table 1.

Table 1. Main parameters of the volume estimation
pipeline

Bucket segmentation
Search radius 1.5m
Down sample
Voxel size 0.01×0.01×0.01(m)
Outliers removal
Number of nearest points 100
Multiplier of the std. dev. 0.8
ICP
Normal estimation radius 0.025m
Max. correspondence dist. 0.03m
RMSE threshold 0.01m
Height map generation
Grid size 0.01×0.01(m)
Interpolation area selection
Adjacent region size 8×8(pixels)
Height map interpolation
Adjacent region size 5×5(pixels)
Abbreviations: ICP, iterative closest point;
RMSE, root mean square error;

4.4 Volume Estimation

As the height map generated and interpolated, we calcu-
late the volume of the mass in the bucket using the method
discussed in Section 3.5.

Table 2. Mean computation times and standard de-
viations (in ms) of each step involved in the vol-
ume estimation pipeline, as computed on an Intel
Core(TM) i7-10875H CPU

Submodule Time
Bucket segmentation and fusion 46±11
Down sample 3±1
Outliers removal 286±7
ICP
Normal estimation 20±6
Alignment 83±15
Height map generation <1
Interpolation area selection 2±1
Height map interpolation 5±1
Volume estimation <1
Total 539

For the sake of completeness, in Table 2 we report the
computational times of the individual steps in the volume
estimation pipeline, when executed in a single thread on
a Core(TM) i7-10875H CPU. As it can be observed, the
complete volume estimation routine is executed in approxi-
mately 0.5s in our experiments, whichmakes our approach
suitable for online operation.
As there is not a convenient way to get the ground truth,

we firstly generated a height map of the full bucket, which
is shown in Figure 8, and calculate the full bucket volume
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Figure 6. The height map generation and interpolation on the real-time obtained bucket points: (a) the bucket
with mass image, (b) the mass point cloud (red) and the empty bucket point cloud(green), (c) the generated height
map of the mass, (d) the interpolation area(white), (e) the interpolated height map.

Figure 7. Multiple frames of bucket obtaining,
green: single frame of the background point cloud,
red: the segmented bucket point clouds of 10 frames
while the bucket is moving, blue: fused and initial-
ized bucket point cloud of multiple frames.

as + 5 D;; . In our experiment, + 5 D;; = 1.71<3. Then,
we compute the filling rate of the bucket comparing with
the directly observed filling rate to measure the accuracy
of our approach. The filling rate is computed as ' =
+4BC
+ 5 D;;

× 100%, where +4BC is the estimated volume of the
mass in the bucket in Equation 6.
Figure 9 illustrates five times volume estimation pro-

cesses, we compare the volume estimation results(in fill-
ing rate) with the directly observed filling rate, which is
shown in Table 3.

Table 3. Volume estimation results comparation in
filling rate

Experiments Observed Estimated
1 0% 0.93%
2 50% 47.51%
3 70% 72.16%
4 105% 107.35%
5 115% 110.86%

Figure 8. Full bucket volume estimation, (a) the
empty bucket height map, (b) the generated full
bucket height map.

As it can be observed, our approach gets the expected
results on volume estimation. In Experiment 1, the esti-
mated filling rate of the empty bucket is 0.93%, caused
by the alignment error and the noises. In Experiment
5(e), there is a not scanned area resulting a lower volume
estimation result.

5 Conclusion
This article introduces an integrated in-bucket mass

volume estimation system for the autonomous excavation
quality measurement with a robotic excavator. The core of
the volume estimation pipeline constitutes of a height map
generation and interpolation module which is based on
the dynamic bucket points obtaining and transformation
refinement. And the experiment result shows the applica-
bility and reliability of the presented system.
A limitation of the current system is that themodel based

volume estimation process always ignores the points out-
side themodel on the height map. It means that the volume
will not be calculated when objects are extended out the
bucket side, such as the stones. As LiDAR collects the
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Figure 9. The generated and interpolated height maps on real-time obtained bucket points, (a) the bucket with
mass image, (b) the mass point cloud (red) and the empty bucket point cloud(green), (c) the generated height
map of the mass, (d) the interpolation area(white), (e) the interpolated height map.
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data, another limitation is that the dynamically obtained
bucket point cloud will be full of noises which are the
flied-out points when the bucket is moving fast, especially
whenmoving away from the LiDAR. As it can be observed
in our experiments, the existence of noise leads to the re-
duction of accuracy, especially when ICP is employed.
Thus, a future research direction of our approach is the
noise suppression.
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Abstract –  

Although a shield tunneling machine should 

excavate a tunnel along its planned alignment, 

deviations occur between the planned alignment and 

the actual result. In this case, the deviating shield 

machine should return to the planned alignment 

gradually. However, because controlling the shield 

machine is difficult and time-consuming, and 

excavation managers and operators are aging, their 

skills may be lost in the near future. Artificial 

intelligence is expected to play an important role in 

automating the operation of shield tunneling 

machines, but the method proposed by Kubota et al. 

and the methods of related studies could not 

automatically calculate optimum operation 

parameters for curved sections of the planned 

alignment. Therefore, in this research, the purpose is 

to develop an autopilot model, which is a method to 

automatically calculate optimal operation 

parameters of the shield machine for straight and 

curved sections of the planned alignment, based on 

the method proposed by Kubota et al. Besides, as a 

result of applying the autopilot model to the data of a 

previously constructed tunnel, optimal operation 

parameters could be automatically calculated in the 

section where the tunnel longitudinal gradient is 

constant.  

 

Keywords – 

Shield tunneling; Shield machine; Automation; 

Machine learning 

1 Introduction 

Shield tunneling is a tunnel construction method 

using excavation machines called shield tunneling 

machines, and this method is often used for the 

construction of underground infrastructure, such as 

sewers and subways [1]. Although a tunnel should be 

excavated along the planned alignment by shield 

tunneling, deviations occur between the planned 

alignment and the actual result [2]. When this happens, 

the deviating shield machine should return to the 

planned alignment; however, an abrupt direction change 

may cause meandering and cracking [3]. In order to 

gradually decrease the deviation without creating other 

problems, a target alignment should be generated 

(Figure 1). However, controlling the attitude and 

position of shield machines is difficult and time-

consuming. Besides, as excavation managers and 

operators are aging, their skills may be lost in the near 

future [4]. Thus, it is necessary to automate the 

operation of shield machines with the same or better 

accuracy than that of skilled engineers and to improve 

the accuracy and productivity of tunneling. 

Figure 1. Conceptual diagram of tunnel construction 

In order to automate the operation of the shield 

machine, expectations have been increased for artificial 

intelligence (AI) to make predictions based on machine 

learning of huge amounts of data, and research on 

methods using AI has been conducted. On the other 

hand, the methods of Iwashita et al. [5], Zhou et al. [6], 

and Sugiyama et al. [7] have the problem that operation 

parameters for excavating along the target alignment are 

determined manually by repeated prediction and 

evaluation. In addition, Kubota et al. proposed a method 

to automatically calculate optimal operation parameters 

of the shield machine for straight sections of the 

planned alignment [8]. Although there are two types of 

the planned alignment, one is straight and the other is 

curved, the proposed method cannot be applied to 

curved sections of the planned alignment. Therefore, in 

this research, the purpose is to develop an autopilot 

model that automatically calculates optimal operation 

parameters of the shield machine for straight and curved 

sections of the planned alignment, based on the method 

proposed by Kubota et al. [8]. 
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2 Literature review 

To automate the operation of the shield machine, a 

method to predict the position and attitude of the shield 

machines using AI has been proposed. In this chapter, 

we summarize each method and show the position of 

this research.  

2.1 Related works 

In order to automate the operation of the shield 

machine, expectations have been increased for artificial 

intelligence (AI) to make predictions based on machine 

learning of huge amounts of data, and research on 

methods using AI has been conducted. Although there 

are two types of the planned alignments, one is straight 

and the other is curved, Iwashita et al. proposed a 

method for predicting the shield machined direction for 

straight sections of the planned alignment and applied it 

to actual construction data [5]. By repeatedly inputting 

optimum operation parameters and evaluating the 

prediction results, this method was able to determine 

optimum operation parameters without relying on the 

experience of the operator, and it was confirmed that the 

accuracy of the tunneling was improved. Zhou et al. 

proposed a method to predict the position and attitude of 

the shield machine and applied it to the previously 

constructed tunnel data [6]. They reported the prediction 

results of this method can be expected to be used by 

operators to manually adjust the position and attitude of 

the shield machine. Sugiyama et al. proposed a method 

for judging the timing of shield jack operations to 

propel the shield machine [7]. This method makes it 

possible to give operation instructions at the appropriate 

time according to the excavation conditions. The 

authors proposed a method for automatically calculating 

optimum operation parameters for straight sections of 

the planned alignment and have applied the method to 

the previously constructed tunnel data [8].  

In order to improve the accuracy and productivity of 

tunneling, these methods are required to automatically 

calculate operation parameters of the shield machine 

that are predicted to excavate along the target alignment 

and to use the results in the preparation stage of 

excavation instructions. However, Sugiyama et al.’s 

method [7] could not calculate optimal operation 

parameters, and the methods of Iwashita et al. [5] and 

Zhou et al. [6] were determined by trial and error 

through repeated prediction and evaluation. The 

methods of Kubota et al. [8] and Iwashita et al. [5], as 

shown in Figure 2, constructed a machine learning 

model that predicts the amount of difference in the 

deviation between the planned alignment and the shield 

machine position, and the shield machine position is 

predicted by integrating the difference between the 

predicted deviations. On the other hand, in curved 

sections of the planned alignment, the amount of 

difference in deviation differs depending on the 

curvature, even if the amount of difference in the shield 

machine position before and after an operation is the 

same. Therefore, these methods using the amount of 

difference in deviation as the objective variable has the 

problem that the shield machine position cannot be 

predicted accurately in curved sections of the planned 

alignment.  

 

Figure 2. Conceptual diagram of the difference 

between deviation and predicted section 

2.2 Objective of this research 

In order to improve the accuracy and productivity of 

tunneling by using the method for preparing excavation 

instructions, the purpose of this research is to develop a 

method for automatically calculating optimal operation 

parameters for straight and curved sections of the 

planned alignment, based on the method of Kubota et al. 

[8]. The method uses a machine learning model that 

predicts the amount of difference in the position and the 

azimuthal of the shield machine before and after an 

operation and automatically calculates optimal 

operation parameters. Therefore, the method solves the 

problem of Iwashita et al. [5], Zhou et al. [6], and 

Sugiyama et al. [7] in automatically calculating optimal 

operation parameters of the shield machine and the 

problem of Kubota et al. [8] and Iwashita et al. [5] in 

applying proposed methods to curved sections of the 

planned alignment. In addition, the proposed method 

makes it possible to almost automate the creation of 

excavation instructions, contributing to the 

improvement of tunneling accuracy and productivity, 

and is considered to be a method leading to the 

automation of the shield machine operation.  

3 Methodology 

3.1 Autopilot model 

In this research, the proposed method automatically 

calculates optimal operation parameters of the shield 

machine for straight and curved sections of the planned 

alignment and uses the prediction results in the 

preparation of the excavation instructions. The overall 

picture of the proposed method is shown in Figure 3. 
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The input data to the proposed autopilot model are 

sensing data as explanatory variables, and target 

alignment data. A total of 47 sensing data items were 

selected as explanatory variables, including operation 

parameters of the shield machine, items indicating the 

attitude of the shield machine such as jack stroke and 

pitching, and items indicating the ground solidity such 

as propulsive force, articulation pressure, and cutter 

power. Next, the autopilot model consists of a direction 

prediction model that predicts the shield machine 

position using machine learning methods, and an 

operation parameter optimization model that calculates 

optimal operation parameters of the shield machine. The 

predicted positions of the shield machine using the 

machine learning model are the horizontal, vertical, and 

azimuthal deviation. The horizontal, vertical, and 

azimuthal deviations are the deviations in the horizontal, 

vertical, and azimuthal directions between the tip 

position of the shield machine and the planned 

alignment, as shown in Figure 4. The output data from 

the autopilot model includes operation parameters that 

are predicted to excavate along the target alignment and 

the predicted position that the shield machine will 

achieve. This output data is used as the appropriate 

values for operation parameters in the excavation 

instructions.  

 
Figure 3. Conceptual diagram of an autopilot model 

 

The autopilot model is intended to assist in the 

preparation of excavation instructions that include 

appropriate values for operation parameters. At the 

construction site, the operator controls the shield 

machine to get closer to the instructions by carrying out 

manual surveys for every 4-6 rings of excavation and 

preparing the excavation instructions based on the 

results. Therefore, it is assumed that the developed 

model will be applied to the next construction section, 

which is 1-6 rings ahead, as indicated in the excavation 

instructions. 

 

Figure 4. Concept of deviation 

3.2 Direction Prediction Model 

The direction prediction model that predicts the 

difference in the position and azimuthal before and after 

the shield machine operation is proposed for application 

to straight and curved sections of the planned alignment. 

In the direction prediction model, a coordinate system is 

created based on the running direction of the shield 

machine in both plan and longitudinal views, as shown 

in Figure 5. The difference in the position of the shield 

machine at each coordinate is performed by machine 

learning. Next, the shield machine position can be 

predicted by integrating the difference in shield machine 

position after unifying the coordinate systems of the 

predicted points with the coordinate system of the map.  

 

Figure 5. Conceptual diagram of the difference 

between deviation and predicted section 
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Machine learning is a field of AI that predicts the 

shield machine position using a regression method 

based on machine learning, which predicts a real-valued 

objective variable from the explanatory variable. Many 

machine learning regression methods have been 

developed, such as Support Vector Regression (SVR) [9] 

and Long Short-Term Memory (LSTM) [10].  

The sensing data as explanatory variables in this 

research are time-series data measured during 

excavation that is assumed to be susceptible to 

disturbances. For this reason, we conducted a 

comparative verification using SVR, which is reported 

to perform well in the presence of noise, and LSTM, 

which is reported to perform better than Recurrent 

Neural Network (RNN) for predicting time-series data 

[11]. As a result of the comparative verification shown 

in Section 4, this study adopted SVR, which can predict 

the position of the shield machine with high accuracy.  

When constructing a machine learning model, if the 

sensing data are used directly, the performance may be 

adversely affected by noise and the features may not be 

captured. Therefore, as preprocessing, we applied the 

processes of differencing and normalization. In the 

differencing process, the sensing data that represents the 

meaningful integration value of data difference are 

converted to a difference from the data obtained during 

the previous measurement. In the normalization process, 

a linear regression equation, which transforms the 5% 

and 95% values of each sensing datum as −0.4 and 0.4, 

was used. To achieve a range of −0.5 for the lower limit 

and 0.5 for the upper limit, data below the lower limit of 

−0.5 were set to −0.5, and data above the upper limit of 

0.5 were set to 0.5.  

This model predicts the difference in the position 

and the azimuth concerning the running direction of the 

shield machine by inputting sensing data as explanatory 

variables at the current position of the shield machine. 

However, since the difference in the position is a value 

in the coordinate system at each predicted point, the 

coordinate system must be unified in order to obtain the 

position of the shield machine. Therefore, the shield 

machine position and deviation between the planned 

alignment can be predicted by integrating the difference 

in the shield machine position after unifying the 

coordinate systems of the predicted points with the 

coordinate system of the map.  

For the developed model, the data measured for each 

5 cm jacking stroke of the shield machine was used. 

This is based on the fact that the minimum height from 

the faceplate of the shield machine to the cutter bit is 

typically about 5 cm, which is the minimum height that 

contributes to directional control.  

3.3 Operation parameter optimization model 

The operation parameter optimization model 

automatically generates operation parameters to 

excavate along the target alignment for each ring using 

an optimization method. The main optimization 

methods include genetic algorithms [12] and the particle 

filter method [13]. The characteristic required for the 

method to be adopted is the need to prevent delays in 

construction due to a large analysis time. This study 

adopted the particle filter method, which has low 

fluctuations in analysis time, depending on the 

experimental case, and high processing speed. 

The particle filter method estimates the unknown 

parameters necessary for reproducing the observation 

data from among the candidate optimal values generated 

by approximating the shape of the probability 

distribution using multiple particles (Figure 6). This 

method can be applied to models where the relationship 

between the unknown parameters and the observation 

data is nonlinear. Although the accuracy improves with 

the number of particles, the amount of computation also 

increases with the number of particles.  

 

Figure 6. Conceptual diagram of particle filter 

Therefore, the unknown parameters are operation 

parameters and the observation data are deviations of 

the target alignment. Since it is common practice to use 

all shield jacks, we decided to use all of them in this 

model as well. Also, because azimuthal deviations of 

the target alignment are determined by horizontal and 

vertical deviations of the target alignment, the 

observation data are horizontal and vertical deviations 

of the target alignment. Optimal operation parameters 

are the one that comes closest to reproducing the 

horizontal and vertical deviations of the target 

alignment, which is the observation data, among the 

candidate optimal values.  

On the other hand, in order to predict the shield 

machine position, explanatory variables other than 

operation parameters must also be input into the 

direction prediction model. In the case of calculating 

optimal operation parameters, the front of the tunnel 

face is targeted, it is necessary to complement the 

sensing data as explanatory variables. Among these, the 

jack stroke data was complemented based on the 

candidate optimal operation parameters and the data of 
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the jack stroke measured 1 ring earlier. The sensing data 

used as explanatory variables other than operation 

parameters and jack stroke were complemented with the 

same data measured 1 ring earlier, assuming that the 

influence of the ground was greater than that of 

operation parameters.  

4 Evaluation of Prediction Accuracy 

In this Section, in order to predict the arrival 

position of the shield machine with high accuracy, the 

machine learning model used to construct the direction 

prediction model is examined and the prediction 

accuracy is evaluated. In this verification, we used the 

data of the “A” project, which was constructed using a 

slurry shield machine to reduce the damage caused by 

flooding. There are two types of geology to be 

excavated in the “A” project. In general, it is known that 

the behavior of the shield machine differs depending on 

the ground conditions. Therefore, the direction 

prediction model was constructed for each geological 

feature, and the prediction accuracy was evaluated using 

sensing data measured during excavation of the same 

geological feature. As shown in Section 2, we used SVR 

and LSTM as machine learning models to make 

predictions and compare their accuracy. The sensing 

data used is shown in Table 1, and the analysis 

procedure is as follows.  

Table 1. Sensing data used in the analysis 

Category Geology I Geology II 

Construction 

section 

Ring Nos. 

351-866 

Ring Nos. 

1117-1616 

Geological 

classification 

Alternating strata 

of diluvial layer, 

sandy soil and, 

gravel soil 

Alternating strata 

of diluvial layer 

and gravel soil 

First, the sensing data were divided into training and 

validation data sets, and the direction prediction model 

was constructed. Next, the validation data sets were 

input into the direction prediction model, and the 

calculated predictions were compared with the 

measured value. However, assuming the developed 

model management, the arrival position of the shield 

machine was predicted 1-6 rings ahead compared with 

the section where a manual survey was conducted in the 

section for validation data sets (Figure 7). As shown in 

Figure 8, 80 % of the sensing data were used as training 

data and 20 % as validation data, and the data were 

assigned roles so that both data contained data from 

straight and curved sections of the planned alignment.  

We used the Root Mean Squared Error (RMSE) 

shown in Equation (1) as the evaluation index for 

prediction accuracy. 

 

Figure 7. Outline of the section where the 

verification is conducted 

  

Figure 8. Training data sets and verification data 

sets 

𝑅𝑀𝑆𝐸(𝑖, 𝑗, 𝑘)

= √
1

𝑁
∑ (𝑃(𝑖, 𝑗, 𝑘,𝑚) − 𝑀(𝑖, 𝑗, 𝑘,𝑚))2

𝑘
 

(1) 

where 

RMSE(i,j,k): RMSE aggregated under the conditions 

of i, j and k 

N: Number of rings predicted  

P(i,j,k,m): Prediction value  

M(i,j,k,m): Measured value 

i: Difference between the predicted ring number and 

ring number where manual surveying was conducted (i 

= 1, 2, 3, 4, 5, 6) 

j: Type of deviation (j = 1 for horizontal deviation, j 

= 2 for vertical deviation, j = 3 for azimuthal deviation) 

k: Geological classification (k = 1 for Geology I, k = 

2 for Geology II) 

m: Predicted ring number.  

RMSE is an index of the difference between 

predicted and measured values squared, averaged, and 

then aggregated, and the smaller the values, the better 

the performance. RMSE was adopted because it has the 

same unit as the predicted value, making it easier to 

evaluate. Also, the shield machine is constantly 

excavating an extra 20 mm around the perimeter of the 

tunnel, which can have a negative impact on the 

prediction accuracy. Taking the extra excavation into 

account, the target value was to predict the RMSE 

within 20 mm for both horizontal and vertical deviations. 

The analysis results of horizontal, vertical, and 

azimuthal deviations of 1-6 rings ahead are shown in 
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Figures 9 - 11. The smaller the RMSE, the better the 

performance. For the same experimental case, in most 

cases, the SVR models were found to be more accurate 

than the LSTM models in predicting horizontal, vertical, 

and azimuthal deviations. The SVR models were able to 

predict the horizontal and vertical deviations within 1-6 

rings ahead with an RMSE accuracy of 20 mm or less.  

   

Figure 9. Results of horizontal deviations 

  

Figure 10. Results of vertical deviations 

  

Figure 11. Results of azimuthal deviations 

To consider the difference in prediction accuracy 

among the machine learning models, Figure 12 shows a 

conceptual diagram of the prediction methods of SVR 

and LSTM. SVR predicts the deviation based on the 

previously obtained sensing data, while LSTM predicts 

the deviation by maintaining a back-and-forth 

relationship between the sensing data. From these 

results, it can be concluded that the prediction accuracy 

of SVR exceeded that of LSTM in the sensing data of 

the actual tunnel targeted in this verification because the 

influence of the previous sensing data contributed more 

to the prediction of the shield machine position than the 

influence of the back-and-forth relationship between the 

sensing data. Therefore, in this research, SVR was 

adopted as the machine learning model used to construct 

the direction prediction model. 

 

Figure 12. Conceptual diagram of prediction 

method of SVR and LSTM models 

5 Verification Experiment in Previously 

Construction Section 

To show the effectiveness of the developed autopilot 

model, it was verified whether the deviation between 

the predicted position of the shield machine and the 

target alignment position was smaller than the actual 

measured deviation. The sensing data used is shown in 

Table 2 and the analysis procedure is as follows. 

Table 2. Test data sets used in the analysis 

Category Geology I Geology II 

Construction section 
Ring Nos. 

867-1048 

Ring Nos.  

1632-1841 

Number of manually 

surveyed section 

(longitudinal gradient 

to predicted section) 

32 (Constant) 

2 (Change) 

49 (Constant) 

0 (Change) 

First, the direction prediction model was constructed 

using the sensing data as training data sets. Next, the 

position of the shield machine was predicted using 

optimal operation parameters, which were calculated by 

inputting horizontal and vertical deviations of the target 

alignment into the autopilot model. The developed 

autopilot model was applied to the next 1-6 rings 

compared with the sections where manual surveys were 

conducted in the prediction section. In the section used 

as test data, the tunnel longitudinal gradient from 

manually surveyed sections is constant in some sections 

and is changing in others. Therefore, the evaluation was 

divided into two sections: one where the tunnel 

longitudinal gradient is constant (Case 1) and the other 

where it is changing (Case 2). The RMSE results for 

horizontal and vertical deviations were evaluated 

because the input data to the autopilot model is the 

target alignment for horizontal and vertical deviations. 

The analysis results are shown in Figures 13 - 16.  
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Figure 13. Results of horizontal direction (Case 1) 

  

Figure 14. Results of vertical direction (Case 1) 

  

Figure 15. Results of horizontal direction (Case 2) 

  

Figure 16. Results of vertical direction (Case 2) 

In the section where the tunnel longitudinal gradient 

is constant (Case 1), the predicted RMSE is smaller than 

the actual RMSE. On the other hand, in the vertical 

results of the experimental case, where the tunnel 

longitudinal gradient is changing (Case 2), the predicted 

values are larger than the actual values. 

In the section where the tunnel longitudinal gradient 

is changing, it is necessary to change the pitching, 

which is the angle between the central axis and the 

horizontal axis of the shield machine shown in Figure 

17. In actual practice, the angle of pitching is varied by 

changing the middle fold angle of the shield machine. In 

contrast, since the pitching data in the predicted section 

of the proposed method is complemented with the same 

sensing data measure 1 ring earlier, it is assumed that 

the angle of pitching needs to be changed according to 

candidate optimal operation parameters.  

  

Figure 17. Pitching overview (longitudinal view) 

In order to show the validity of this assumption, the 

results of Case 2 validation are shown in Figures 18 - 19, 

switching only the pitching data from the same data 

measured 1 ring earlier to data measured in the 

excavation of the predicted section. By using the 

measured pitching data, the RMSE of vertical direction 

was reduced, and operation parameters were 

automatically calculated to predict that the excavation 

would be closer to the target alignment than the actual 

results. Therefore, in sections where the tunnel 

longitudinal gradient is changing, correcting pitching 

data considering the impact of operation parameters 

may be effective in calculating operation parameters for 

excavating along the target alignment. In order to 

expand the method to apply to the section where the 

tunnel longitudinal gradient is changing, we consider 

that a machine learning model that predicts the amount 

of pitching change that occurs in the process of shield 

machine operation should be constructed and introduced 

into the proposed method to address this problem. 

  

Figure 18. Results of horizontal direction (Case 2: 

revision) 
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Figure 19. Results of vertical direction (Case 2: 

revision) 

6 Conclusion 

This paper proposed a method to automatically 

calculate optimal operation parameters of the shield 

machine for straight and curved sections of the planned 

alignment and to use the prediction results in the 

preparation of excavation instructions by using machine 

learning and optimization method, in order to improve 

the excavation accuracy and productivity of tunnel 

construction and to contribute to the automation of the 

shield machine operation. In the section where the 

tunnel longitudinal gradient is constant, operation 

parameters for excavating closer to the target alignment 

than the measured alignment could be automatically 

calculated by applying the proposed method to the 

sensing data from a previously constructed actual tunnel. 

On the other hand, in the section where the tunnel 

longitudinal gradient is changing, operation parameters 

for excavating along the target alignment could not be 

calculated.  

As future work, it is necessary to develop and 

introduce into the proposed method a method for 

predicting pitching data according to candidate optimal 

operation parameters and to extend the proposed 

method to apply to the section where the tunnel 

longitudinal gradient is changing. Besides, we need to 

apply the proposed method to unexcavated sections of 

tunnel construction in progress. The accuracy of the 

developed model will be improved in the future. 
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Abstract – 

The advent of reinforced concrete (RC) at the 

beginning of the 20th century fostered the 

industrialisation of construction. Indeed, for the first 

time machines such as mixers appeared on the 

worksites. Strangely, RC construction is now 

probably more artisanal than steel or wood 

construction. Current technics raise questions about 

the security of workers, the quality and the control of 

the work carried out. Automation can, in particular, 

help tackle these challenges. 

In this study, we developed a digital process for the 

fabrication of truss-like beams. Clay moulds are 3D 

printed and serve as a formwork for the cavities of the 

beam. The fabrication of a three-meter-long beam 

saving 30% of concrete and Eurocode-compliant is 

thoroughly described in the paper. A detailed 

evaluation of the process is then provided and future 

improvements are suggested. 

 

Keywords – 

Digital fabrication; Clay printing; Reinforced 

concrete; Structural optimisation 

1 Introduction 

Reinforced concrete (RC) is not only a material but 

also a construction technique and a building system. At 

the beginning of the 20th century, its rise fostered a 

paradigm change in the organisation of construction sites. 

Former highly skilled craftsmen like stonemasons are 

replaced by a greater but less skilled workforce working 

in a more industrialised environment [1]. Indeed, for the 

first time machines such as mixers appeared on the 

worksites. It is somewhat surprising to note that no major 

development has been made since then in the way we 

build with reinforced concrete. In particular, the shapes 

taken by concrete remain mainly driven by flat wooden 

or metallic formworks and straight rebars. And, 

compared to the current standards, RC construction is 

highly labour-centred. This raises questions in terms of 

productivity and quality of the work carried out [2][1], as 

well as in terms of security for workers. Typically, the 

rebar workers tend to carry heavy loads with poor 

ergonomics. However, the shift towards a greater 

automation of tasks is not straightforward. Indeed, as 

observed by the authors in several factories of rebar cage 

or RC elements fabrication, there is no numerical 

continuity between the design offices and the factories. 

As such, a lot of time is lost due to a lack of efficiency in 

the management of information between the players at 

stake, namely the contractors and their subcontractors. 

This paper presents an automated process for the 

fabrication of truss-like beams. By 3D printing clay 

moulds to form the hollow parts of the beams, one is able 

to address the challenge of mass customisation and 

geometric complexity without producing wastes as the 

clay if fully recyclable [3]. This process is part of a fully 

digital workflow that allows the efficient transmission of 

information between the design and the fabrication 

phases. Section 2 introduces the design of two three-

meter-long optimised beams with 30% less concrete than 

in a traditional prismatic beam. The fabrication of the 

second prototype is described in Section 3. Eventually, 

we discuss about potential improvements regarding the 

fabrication process in Section 4. 

2 Structural Design of Optimised Beams 

The design of the three-meter-long beam prototypes 

is based on the struts optimisation approach [4], a 

Eurocode-based optimisation method [5]. By optimising 

the height of the concrete struts, the internal shear forces 

are carried more efficiently from the application points of 

the loads towards the supports. This methodology leads 

to the design of unconventional truss-like beams, 

enabling great concrete savings.  

The prototypes presented in this paper were both 

designed as simply supported beams subjected to a 

uniform loading including appropriate dead and live 

loads representing typical office building loading. The 

geometries of the two prototypes are presented in ‘Figure 

1’ and ‘Figure 2’. The main difference is the reduction of 

the width for manufacturing reasons which are detailed 

712

mailto:sebastien.maitenaz@enpc.fr


38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

in Section 3.3. 

 

Figure 1. Design of the first prototype. The rebars 

are represented in blue. 

 

Figure 2. Design of the second prototype. The 

rebars are represented in blue. 

3 Design and Fabrication Workflow 

3.1 Computational workflow 

Every design and fabrication steps are integrated into 

a fully automated digital workflow. In this way, the shape 

complexity and unicity of the cavities of the beams can 

easily be managed at all point of the process. For instance, 

the shop drawings as well as the fabrication data, such as 

the robot’s path, are automatically generated. With a 

view to an industrialisation of the process, it also 

facilitates the verification steps, reduces the risk for 

mistakes due to the digitisation of paper plans at the 

factory, and cuts the time spent in project management. 

Furthermore, this methodology is necessary to make 

mass customisation possible so as to fully take advantage 

of the struts optimisation method. The workflow is 

presented in ‘Figure 3’. 

The sizing of the beam elements (struts, ties, rebar 

cage) is performed with a custom C# library and results 

in a comprehensive model including key features such as 

the concrete type and volume, the rebars dimensions, 

shapes and position as well as geometrical outputs 

(height and inclination of the struts, width of the ties, 

concrete covers, etc.). Digital shop drawings are then 

automatically generated using Grasshopper software. 

Although this data could also be leveraged to 

automate the preparation of the rebar cage and of the 

formwork, this paper concentrates on the fabrication of 

the 3D printed moulds.  

 

 

Figure 3. Fabrication-centred computational 

workflow  

3.2 Developments around clay 3D printing 

The fabrication of the first prototype, which is 

presented in ‘Figure 4’, has already been described in [4]. 

Key takeaways are that: 

• Printing concrete moulds has no environmental 

interest using the current available technologies as 

the printing mix is mainly made up of cement.  

• Manufacturing tolerances of all parts (formworks, 

moulds and rebar cage) must be consistent to ensure 

the insertion of the rebar cage and an even concrete 

pouring. 

• Concrete cannot be vibrated. Indeed, it would 

displace the moulds which we cannot fix to lost 
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casing without complicating the demoulding phase.  

To address the first shortcoming, a new process for 

3D printing clay moulds has been developed. It uses a 

cartridge-based extruder [6]. The extruder is mounted on 

a 6-axes industrial robot. A pneumatic jack pushes a 

piston along a 4-L cartridge containing a clay mix in 

order to feed a 15 mm nozzle with this mix (‘Figure 5’).  

 

Figure 4. Photo of a three-meter-long optimised 

beam prototype built with 3D printed concrete 

moulds. 

 

Figure 5. Schematic representation of the 

cartridge extruder. 

The extruded material is a mix between kaolin clay 

(Speswhite Imerys) and water with a water to clay massic 

ratio e/k equals to 0.58. With this ratio, the paste remains 

between the liquid and plastic limits. This is necessary to 

fulfil the compromise between the printability of the mix 

and its buildability, i.e. its capacity to support its own 

weight when extruded into layers.  

3.3 Fabrication of the prototype 

To assess the feasibility of the process, a second 

prototype was built following the design presented in 

‘Figure 2’.  

It is important to note that, to ease the concrete 

pouring while maintaining an optimal design regarding 

shear forces, the width of the beam was reduced but the 

height of the struts was increased. The resisting section is 

thus kept but its shape is better adapted to the fabrication. 

In chronological order, the fabrication includes the 

following steps: 

1. Preparation of the external formwork; 

2. Assembly of the rebar cage; 

3. Calibration of the robot’s path for printing; 

4. Printing of the clay moulds on the lost casing; 

5. Filling of the moulds with sand; 

6. Insertion of the rebar cage between the formwork 

and the moulds; 

7. Concrete pouring. 

The assembly of the rebar cage was done by Sendin 

in one of their factory. Special care was given to the 

bending of the rebar, to the spacing between the stirrups 

as well as to their inclination (perpendicular to the 

longitudinal rebars).  

The robot’s path (generated with Hal software) need 

to be calibrated to compensate for the non-planarity of 

the lost casing along the 3.2 m of the beam. This step is 

necessary to ensure a consistent height for the first layers 

of the 19 moulds. The moulds are then directly printed on 

the lost casing. Here, six cartridges were necessary.  

Afterwards, the moulds are filled with sand in order 

to balance the pressure of the concrete at fresh state.  

The rebar cage is inserted and finally the concrete is 

poured. No vibrating was required. In ‘Figure 6’, several 

photos of the fabrication process are shown.  

4 Discussion 

4.1 Benefits from a higher fabrication 

complexity 

Table 1’ presents the bill of quantities of both 

prototypes and ‘Table 2’ some metrics regarding their 

fabrication. 

Table 1. Bill of materials (est.: estimation) 

 Pr. 1 Pr. 2 

Printed material (kg) 93 44 

Poured concrete (m3) 0.138 0.119 

Steel ratio (kg/m3) 77 156 

Poured sand (m3 - est.) - 0.029 

Table 2. Production data. In red, the number of people 

required to realise the task. (est.: estimation) 

 Pr. 1 Pr. 2 

Moulds fabrication (min) 80 (3) 210 (3) 

Sand pouring (min) - 15 (2) 

Casting and finishing (min - 

est.) 
120 (1) 25 (2) 

Total time (min) 360 710 

Slump flow test (mm) - 730 

Rebar cage assembly tolerance 

(cm) 
2 0.5 
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Figure 6. Fabrication of the second prototype. 

From top to bottom: printing of the moulds, 

insertion of the rebars and filling of the moulds 

with sand, pouring of the concrete, demoulded 

beam. 

The processing time for the second prototype took 

twice as much time as the one with concrete moulds. This 

difference is mainly due to the time taken to prepare the 

clay moulds. The most time-consuming sub-process for 

the preparation of the clay moulds was the refilling and 

reloading of the cartridges whereas the printing time 

alone was very similar in both case studies. A continuous 

process avoiding cartridges would decrease highly this 

time step.  

However, several parameters where leveraged to ease 

the concrete casting by allowing a smoother concrete 

pouring, especially regarding the coarser aggregates. The 

better manufacturing tolerance of the cage ensures 

minimal distances between the rebars and the moulds. 

The modification of the geometry of the struts also goes 

in that direction despite a higher steel ratio. This higher 

ratio is mainly due to the lack of availability of 8 mm 

diameter rebars in the second case. Lastly, the use of self–

compacting concrete (SCC) instead of ordinary concrete, 

though requiring higher precision in the formulation, 

makes the pouring easier. To go further, robotic assembly 

of the rebar cage could also be leveraged to improve even 

better the precision. Shifting the complexity towards 

upstream tasks enables to ease the concrete pouring 

which is necessary to manufacture sound structural 

elements.  

4.2 Complementarity of the formwork and the 

robot 

The setup presented in this paper consists of a fixed 

wooden formwork and of a 6-axis industrial robot placed 

on a linear track. 6 axis are not required to print the 

moulds. Stiffer robots such as gantry robots or SCARA 

ones would be more relevant in an industrial environment: 

they are cheaper, more productive, and require less 

maintenance. Moreover, depending on the context i.e. 

prefabrication or on-site manufacturing, the moving part 

might not be the same. In a factory, to enable a 

continuous process from the preparation of the formwork 

to the steam-curing of the concrete and the demoulding 

of the beam, a conveyor is required. As such, a fixed 

robot should be use. On-site, a robot on a track offers a 

more compact printing unit. It thus better suits the tight 

space constraints of worksites in urban areas.  

5  Conclusion and perspectives 

This paper presented the fabrication of a three-meter-

long optimised reinforced concrete beam. This beam, 

which contains 30% less concrete than a traditional one, 

displays a truss-like shape. Such beams are generally 

casted thanks to single-use wooden or polystyrene 

formworks. Here, the development of a 3D printing 

process enables the fabrication of fully recyclable clay 

moulds. This first realisation proved the feasibility of the 

process and allowed us to identify potential 
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improvements as stated hereinbelow: 

1. Clay 3D printing was successfully implemented. As 

long as no cantilever shapes are required, it is easier 

to manage than concrete printing as there is no 

evolution of the material during the process. 

2. Clay moulds are not able to withstand the lateral 

pressure of self-compacting concrete. One solution 

is to fill them with sand. Another would be to use a 

mix with a greater yield stress but this might require 

to use a more powerful pneumatic jack. Work is 

currently in progress for measuring the yield stress 

of the paste and characterize its extrudability. Yet 

another solution would be to print more complex 

geometries. Typically, topology optimisation could 

be used to design stiffeners for the moulds. Both 

these solutions would make the demoulding easier. 

3. Introducing more complexity in all the preparatory 

tasks decrease the complexity of the most important 

one which is the concrete pouring. The durability of 

the manufactured elements is thus enhanced. 

4. However, it also reduces the range of possibilities 

in terms of concrete formulations as the beams 

cannot be vibrated: only SCCs can be used. This 

requires greater control over the concrete mix 

preparation. 

The automation of the construction industry can help 

solve some important challenges that it faces. It can 

improve the security of workers, it can increase the 

productivity, it can help build optimised structures. But it 

is important to look back at the evolutions brought by 

technological improvements. It often causes a 

polarisation of jobs, some requiring higher skills, some 

lesser skills. The advent of reinforced concrete 

construction at the beginning of the 20th century or the 

current development of prefabrication exemplify this. 

These aspects must also be studied from a social science 

perspective. 
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Abstract -
Timber construction and prefabrication are becoming in-

creasingly important in the building and construction indus-
try. The degree of automation in this area is low. Caused
by the great variability of construction projects and build-
ing components, automation systems that can adapt flexibly
to different construction projects are required. However, a
system that fulfills these conditions does not yet exist. Down-
times for reconfiguration in between projects must be short.
The use of robotics for the automation of prefabrication is
constantly developing. Recent publications present a novel,
flexible, reconfigurable, and transportable manufacturing
platform using industrial robots. A system consisting of sev-
eral of these modular platforms can be flexibly adapted to
the changing requirements of different construction projects
and set up on-site at local timber construction companies. To
ensure the manufacturability of the timber components and
to minimize downtimes between projects, the entire workflow
from digital design to fabrication must be considered. The
co-design approach makes this possible. It breaks up the cur-
rently existing sequential process from design to fabrication
and considers all sub-steps holistically. Thus, enabling the
consideration of the fabrication capabilities during building
design. This allows the planning of building components and
system layout so that fabrication is feasible. To achieve this,
the fabricability of a given system layout has to be evaluated.
This requires a digital twin of the fabrication system as a
simulation model. The reconfigurability of the fabrication
system must be reflected by the digital twin. The fabrication
tasks and the system configuration are constantly changed
in search of a valid combination. Therefore, with each it-
eration, the digital twin must be adapted or newly created.
At present, this is mostly a manual process. This makes the
whole approach unfeasible. To solve this problem, this work
presents an approach for the automated, model-based gen-
eration of digital twins for the simulation of reconfigurable
fabrication systems for timber prefabrication.

Keywords -
Timber Prefabrication, Digital Twin, Cyber-Physical Sys-

tem, Software Defined Manufacturing, Simulation

1 Introduction

The use of wood as a sustainable building material can
help to reduce the emission of greenhouse gases from the
construction industry [1]. In terms of recycling, wood
as a building material also offers important advantages
over building with mineral materials [2]. Prefabrication
promises to at least partially solve current problems such
as the high demand for affordable housing. The construc-
tion industry currently has lower productivity and degree
of automation than the manufacturing industry. This im-
portant industry currently still relies strongly on the use of
manual labor [3]. Certain branches of timber construction
have already successfully adopted approaches from man-
ufacturing [4]. However, this highly automated branch of
timber construction is found almost exclusively in residen-
tial housing and accounts for only a very small share of the
overall construction industrymarket [5]. Themajor part of
timber construction has a strong project-based orientation
[6]. Most projects are to some extent unique.

The mostly small [7] and locally based companies have
to adapt flexibly from project to project and hence need
flexible fabrication systems. Downtime between projects
must be short. The wide variability of building com-
ponents due to location-specific building codes and the
strong dependence of the building design on the specific
building location and the client is a challenge [8]. The
wide variance in the requirements of project-based con-
struction poses currently unsolved challenges for small and
medium-sized timber construction companies in terms of
automation. This is especially true for more advanced,
higher-performance lightweight construction systems that
use fewer resources but require more complex fabrica-
tion processes and higher fabrication accuracies. Existing
automation solutions in timber construction are very in-
flexible. These often highly automated systems can be
configured from a modular component system. However,
later adaptations of these machines to specific project re-
quirements are hardly possible.
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1.1 Adaptive Fabrication Systems

Due to the lower requirements on machining accuracy
compared to manufacturing technology, especially in sub-
tractivemachining, the use of industrial robots has become
established in timber prefabrication [9]. Industrial robots
offer the necessary flexibility that timber prefabrication
requires [10]. Furthermore, the performance of industrial
robots is sufficient for most timber building components
with lower demands on machining accuracy and surface
quality. Recent examples of the use of industrial robots
in construction are the assembly of single timber frames
[11] or the construction of successive roofs using ceiling-
mounted industrial robots [12]. On the one hand, these
examples show the potential for automating highly com-
plex timber prefabrication tasks with industrial robots. On
the other hand, these systems were developed specifically
for this particular task and are not flexibly adaptable to
other tasks.
In [8], a novel approach to the automation of timber pre-

fabrication was presented using a modular, reconfigurable
and transportable platform that was used to fabricate the
building demonstrator from [6]. The platform is equipped
with end-effectors for milling, nailing, gluing, and han-
dling components.
A system consisting of several such platforms can be

adapted to the specific requirements of individual con-
struction projects by the arrangement and number of mod-
ules as well as their configuration. Since thesemodules are
transportable, the fabrication system can be set up on-site
at local timber construction companies.

1.2 Fabrication Planning and Simulation

Such a modular, reconfigurable fabrication system can
be equipped with different tools and effectors as required.
The system layout can be reconfigured by rearranging and
replacing the system modules. To ensure minimal down-
time between projects, this must be achievable in a short
time and with minimal effort.
Several aspects play an important role in the operation

and the successful, fast reconfiguration of such a fabrica-
tion system. A suitable control system is needed to operate
the fabrication system. The adaptation of the control to
a given system layout must be simple and as automated
as possible. The same applies to the calibration of the
modular system after a reconfiguration of the modules.
Another important aspect is the planning of the layout and
the transfer of the building design to the fabrication. To
keep downtimes low, both the fabrication process and the
system layout must be pre-planned and pre-validated. To
efficiently ensure the manufacturability of the components
with the existing fabrication capabilities that are available
in the given fabrication setup, the usual sequential work-

flow from design to engineering to fabrication needs to
be broken down. One such method is co-design [13]. In
co-design, all involved stakeholders work in parallel and
not sequentially. Their planning and calculation models
interact via defined interfaces. The objective is to inte-
grate manufacturability and machine skills into the design
and planning process.
This can be done in parts on an abstract level, consider-

ing the workspaces, the payloads, and the manufacturing
processes of the modules. Following on from this, the
fabrication of the components must be simulated in detail.
This requires a simulation model of the fabrication sys-
tem. To reliably validate the manufacturability for a given
system layout and task schedule, and thus to enable fast re-
configuration between projects, the simulationmodelmust
cover all relevant factors, such as path planning and exe-
cution, collisions, or reachability. This requires a digital
twin of the entire fabrication system, which also includes
the control system and incorporates it into the simulation.
In this way, the later task execution can be pre-validated
before the actual reconfiguration of the plant. To enable
the rapid simulation of different system layouts and task
schedules, a method that automatically generates the sim-
ulation models for a given system layout and manages the
entire simulation process is needed. This paper presents
the concept and early implementation of a method for au-
tomatic model generation and execution of digital twin
models of the above described reconfigurable fabrication
system for timber prefabrication. The concept is validated
based on a simulation with different fabrication layouts
and a simple tasks sequence.
The remainder of this paper is organized as follows. Sec-

tion 2 discusses related work in the field of digital twins in
manufacturing and construction technology. In Section 3,
we discuss the problem definition and present our solution
approach. This is followed by Section 4, where we de-
scribe the current state of implementation. The presented
method is validated in section 5 We conclude and discuss
our work in Section 6.

2 Related Work
Different definitions of digital twins are known in the

literature. A general definition has been established by
NASA as an "integrated multi-physics, multi-scale, prob-
abilistic as-is simulation of a product, system, or process
that can reflect the lifetime of the corresponding twin using
available physical models, historical data, and real-time
data" [14]. In principle, digital twins can be divided into
online and offline digital twins. Online digital twins run
in parallel with the system. These are used, for example,
for the measurement of hard-to-measure conditions , pre-
dictive maintenance or life-cycle management . Offline
digital twins run independently of the physical system.
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Use cases include simulation or planning .

2.1 Digital Twin in Manufacturing and Construction

Different definitions of digital twins are used in manu-
facturing technology. It can be a virtual image of products,
individualmachines ormachine components or even repre-
sent entire plants and factories. Depending on the applica-
tion, these differ in the level of detail in which the physical
instance is mapped. In manufacturing technology, the dig-
ital twin is often a model of a system or machine in which,
in addition to kinematics and dynamics, communication
via fieldbuses is mapped in real-time. In [15] the authors
present a digital twin approach that allows the digital twin
to be used as an deterministic, real-time environment for
the reinforcement learning-based training of an agent for
CNC based robotic manipulation of soft-tissue objects.
In [16] an approach for real-time co-simulation of digital
twin models is presented. In [17], digital twins for online
optimization of the real fabrication system are discussed.
The authors of [18] present a 3D reconstructionmethod for
the exploration of SME environments with drones. The
work of [19] discusses the construction of digital twins
employing model-driven approaches. The authors of [20]
present a method for the discovery and automatic genera-
tion of digital twins. The characteristics of manufacturing
systems are derived from data. The authors find that the
approach generates models that can correctly estimate the
system performance. The work of [21] describes the auto-
matic generation of digital twins for simulation. They use
model generation techniques and generate a digital twin
of the environment. The authors of [22] use a digital twin
to evaluate the reconfiguration of an automation system.
They find that their method can reduce reconfiguration
times by up to 58%. A modular framework for digital
twins of reconfigurable manufacturing systems (RMS) is
presented in [23]. The work in [24] applies digital twins of
reconfigurable machine tools for design purposes. Stud-
ies regarding different kinematics are conducted with the
digital twin. The work of [25] presents an approach to
reconfiguration planning of RMS based on digital twins.
Similarly, the authors of [26] employ a digital twin-driven
method for the reconfiguration of manufacturing systems.
In [27], the authors discuss digital twin enabled reconfig-
uration for robotics-based manufacturing systems.
In contrast to manufacturing technology, digital twins in

the construction industry are mainly used as a representa-
tion of a product like a building component or a building,
rather than as a representation of the manufacturing re-
sources used to fabricate it. The authors of [28] state
that the use of digital twin technologies offers great po-
tential for the transformation of the construction industry.
Applications include structural system integrity, facilities
management, monitoring, logistics processes, and energy

simulation. In [29], the digital twin of a building includ-
ing its equipment is used for life cycle management and
predictive maintenance. The authors of [30] aim to de-
velop an integrated digital twin that can be used to update
building information modeling. In [31], a digital twin is
presented as a framework for combining computational
design and robotic construction. The digital twin aims
to represent the built structure, which is monitored using
computer vision techniques. A detailed model of the robot
and its behavior beyond its kinematics is not part of the
digital twin.
In the field of manufacturing technology, work on the

automatic, model-based generation of digital twins is
known in the literature. In some cases, there are ap-
proaches for system reconfiguration based on digital twins.
In the construction industry, digital twins are mainly con-
sidered as a model of a building or a construction system.
In the field of robotic prefabrication, robot kinematics is
used in component design and fabrication planning. How-
ever, an actual, automated simulation with the digital twin
of the entire manufacturing system with its control system
does not take place.

3 Methodology
3.1 Problem Formulation

Reconfigurable manufacturing systems offer a high de-
gree of flexibility. However, reconfiguration planning is
a very complicated and laborious process. During layout
planning, it must be ensured that the resulting system is
capable of fabricating the desired parts. This validation
is of great importance, as the reconfiguration process in-
volves a lot of time and effort. Since downtimes should be
as short as possible, a reconfiguration due to an infeasible
layout must be avoided. In the case of the robotic, re-
configurable fabrication system for timber prefabrication
described above, further difficulties arise. First, the plant
has to be reconfigured relatively frequently from project to
project. Second, the system layout and the part geometries
have to be planned synchronously so that an optimal com-
bination that satisfies all requirements and constraints is
achieved. In addition, the environment constraints change,
since the plant is to be set up locally at the timber construc-
tion company in each case. Figure 1(a) and Figure 1(b)
show examples of different system configurations with dif-
ferent modules and constraints.
The planning and validation of a layout for a given

building system must be performed employing a realistic
simulation based on a digital twin of the reconfigurable
plant, showing an adequate level of detail. Since this is
a complex planning problem and the manual creation or
adaptation of the simulationmodels requires a lot of time, a
suitable solution for the automated generation of the digital
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Figure 1. Examples of Fabrication System Layout

twin is necessary. For each change in the development of
the building system, the system layout has to be validated
or planned again. The resulting amount of adjustments to
the simulation model underline the need for this research.

3.2 Method

To solve the existing problems and hence enable fast,
automated validation through simulation we automatically
generate and manage the digital twin of the reconfigurable
fabrication system. The generation of the digital twins is
based on a descriptive model of the system. The level of
detail of the digital twin must reflect the relevant behavior
of the entire system from task execution to path planning.
The 3D geometry, the kinematics, the dynamics, and the
system capabilities as well as a description of the control
components have to be part of the model. The path track-
ing behavior of the industrial robot control is excluded
and assumed to be ideal. The reason for this is that the
industrial robot control is a black box system. Based on a
description of the system layout, the digital twin of the en-
tire system is generated. This description holds themodule
configuration, the system layout with module poses, and
the environment. A simulation management component
is used to control initialization, simulation execution, and
deinitialization of the generated models and enables au-
tomatic iteration over different configurations. After a
successful start-up of the model, the execution of man-
ufacturing tasks that are defined through a task graph is
simulated. After that, the simulation is stopped and deini-
tialized. The simulation validates reachability, collisions
trajectory planning, and task execution. A later extension
of the simulation to include process simulation for han-
dling and assembly or subtractive and additive fabrication
is being considered and planned.

3.3 Model Structure

The digital twin of the reconfigurable, modular fabri-
cation system is composed of several modules. The indi-
vidual modules in the form of containers with robots and
tools are referred to as fabrication units (FU). These are
formed as a combination of the subcomponents platforms,

robots, and end effectors. The compatibility of the sub-
components with each other is represented by interface
descriptions.
Figure 2 illustrates this concept based on various FUs.

The description model of the subcomponents includes not
only the interfaces but also the required software compo-
nents. These are for example responsible for path planning
and I/O control. Depending on the tools and robots, CNC
components or camera drivers for a simulated camera are
also possible. This can be used to derive a dependency
tree for the individual FUs or the overall system. As can
be seen in Figure 3, each FU has a task controller. This
controller is connected to the system controller. The sys-
tem controller ensures the correct execution of the task
schedule described in the graph. As soon as a task can be
started, it is sent to the task controller of the corresponding
FU, which is then responsible for its execution. In addi-
tion to the FUs, the model consists of ENV components
that describe the environment, such as the workshop, and
OBJ components that represent passive but not static ob-
jects. These can be, for example, pallets with material
or working tables with components. Existing FUs and
their components form a library that can be used for the
reconfiguration of FUs and the fabrication system.

3.4 Model Description

Fabrication layouts are described in a text-based way.
This description contains a list of FUs that are a part of the
component library. For each FU the type and the pose is
specified. Furthermore, ENV objects for the environment
and OBJ elements for the interaction are included. The
digital twin itself is described by XML-based files. These
files are generated by the model generator and are started
gradually during the ramp-up of the digital twin. They
describe all subcomponents of the individual FUs and start
them.

3.5 Model Generation

Based on the layout description and the component li-
brary, the digital twin is generated by the model generator.
The layout description is retrieved and matched with the
component library. Based on the FU description the de-
pendency tree can be created. For each FU a Universally
Unique Identifier (UUID) is created to uniquely identify
the FU. This UUID serves as a prefix for the communica-
tion with the module. Identical FUs that occur more than
once can thus be uniquely addressed. In a second step, the
models of the FUs are adapted to the requirements of the
simulation or it is checked whether an adaptation is neces-
sary. Such an adaptation is for example the configuration
of the collision monitoring so that occurring collisions can
be registered. Furthermore, a bitmask must be generated
that defines which collision pairs should not be reported.
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Figure 2. Composition of Modular Fabrication Units

This is necessary, for example, so that collisions of the
module container with the ground are not permanently re-
ported. A start file is created as an entry point for the
launch of the digital twin. After the successful generation
of the digital twin, this file is reported to the simulation
manager.

3.6 Simulation

The automated simulation is managed according to fig-
ure 3 following model generation by theModel Composer.
The Simulation Manager component is responsible for
this. It receives pairs of digital twins and task descrip-
tions to be simulated. The individual pairs are simulated
according to their order. For this purpose, the digital twin
together with the task description is automatically loaded
into the simulation environment and started. During the
simulation, monitoring data such as the movements of the
robots or any collisions that occur are recorded. When
the simulation is finished, the digital twin is stopped. The
successful execution of individual tasks is reported by the
task controllers of the FUs. If a task could not be exe-
cuted successfully due to a collision or other errors such
as reachability problems or too large tracking errors dur-
ing path execution, the task is marked as failed. Using the
monitoring data, errors such as collisions can be analyzed
in detail and the component or system can be adjusted ac-
cordingly. If a task fails, the pair of the task description
and system layout is marked as non-functioning.
Figure 4 shows the state flow of the SimulationManager

during automatic simulation. First, the digital twin is
generated for a given layout (state 1). Then, the digital
twin is started. After the successful model ramp-up phase
(state 2) the simulation can be started (state 3). After the
simulation is finished, the digital twin is stopped during the
model ramp-down phase (state 4). In state 5, the generated
data is deleted and the workspace of the model generator

and the simulation manager is cleaned up. In this step, the
results of the simulation are saved.

4 Implementation
The above method was implemented as a proof of con-

cept and is in an early stage of implementation. The imple-
mentation is based on the open-source robotics framework
Robot Operating System (ROS) using C++ and Python.
Gazebo is used as the simulation system. The individ-
ual fabrication units (FU) and their subcomponents are
based on the IntCDC fabrication module library contain-
ing different containers and robots. The Unified Robot
Description Format (URDF) is used as description the
model for robot kinematics with the XACRO tool from
ROS. For motion planning, the MoveIt path planning li-
brary is used. In the current state, digital twins can be
generated model-based and started or stopped automati-
cally. During generation, all FUs are configured with the
required components. All configuration and launch files
are generated. In the simulation, the robots can follow the
paths described in the tasks. Any collisions that occur are
detected. Based on the simulation data, the system config-
uration or the fabrication tasks can be adapted accordingly.
The actual manufacturing simulation with handling and
assembly processes or subtractive and additive processing
is currently not integrated and will be realized in the next
steps.

5 Validation
The validation of the described concept is realized us-

ing different system layouts of the fabrication system for
testing. For this purpose, 4 different system layouts are
used as use cases with a sequence of motion tasks. The
individual tasks describe movements that have to be exe-
cuted by the robots. Use Case 1 consists of 5 fabrication
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Figure 3. Simulation Workflow

Figure 4. State Flow of the Simulation Manager

Figure 5. Use Case 1

modules with a total of 8 robots. The other use cases com-
prise 2 and 3 modules respectively. Use Case 4 is defined
in such a way that collisions with the environment occur
during certain tasks. The 3D model of the Large Robotic
Construction Lab (LCRL) of the University of Stuttgart is
used as a simulation environment.
The digital twin of use cases 1 and 4 can be seen in

figures 5 and 6. The system layouts are defined in the
configuration of the model generator. The generator iter-
ates over the individual layouts. It generates the digital
twin of the system according to the layout. The Digital
Twin is then started and initialized. After the model is
completely loaded, the simulation of the tasks is started
and performed. After completion of the task simulation,

Figure 6. Use Case 4

the digital twin is deinitialized and stopped. The log data
of the simulations are shown in Figure 6.
The log data shows the chronological sequence of the

generation of the models. The models are first created
(1). Then they are started (2) and the simulation is car-
ried out (3). After the simulation is finished, the model
is stopped (4) and the model generator is cleaned up (5).
It can be seen that in simulation 4, as expected, collisions
with the environment are detected. The validation shows
that the implementation allows the automatic generation
and simulation of digital twins for the described system.
The automatic generation and simulation of a list of lay-
outs are possible. The validation based on the current
implementation shows that the presented approach works
and that it provides a solution for the model generation and
simulation for the described reconfigurable manufacturing
platform for timber prefabrication.

6 Conclusion
This paper discusses the automatic generation and sim-

ulation of digital twins of a reconfigurable, robot-based
fabrication platform for prefabrication in timber construc-
tion. The proposed method allows an easy and automated
generation of these models. It allows the automated simu-
lation of fabrication tasks described in a task graph for
a given system layout. The primary objective of this
approach is to enable co-design through integrated fab-
rication planning and fabricability analysis. Hereby it is
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Figure 7. Simulation Log Data

possible to iterate quickly over different solutions. This
permits efficient planning and validation of the fabrication
and thus helps to keep downtimes for system reconfigura-
tion between projects to a minimum. The next step is to
extend the method to include an optimization procedure
for the planning of a suitable system layout. In addition,
the digital twin is to be extended to include a detailed sim-
ulation ofmanufacturing tasks such as handling, assembly,
and subtractive and additive processes.
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Abstract -
This paper introduces a new approach for extending the

geometrical freedom of shotcrete 3D printing. Up to now,
manual shotcrete manufacturing and the shotcrete printing
process has been performed with a continuous material flow
to avoid nozzle clogging, which is caused by the solidifica-
tion of the fresh material within the printing system. How-
ever, this requires a continuous printing path for the entire
component, which leads to considerable confines in terms of
printable geometries. To overcome this restriction, poten-
tial factors to control the printing interruption process were
determined and quantitatively investigated. Based on 3D
specimen data, the most suitable parameter settings for real-
izing deterministic short term printing gaps without nozzle
blockage were identified. For final validation, these settings
served in the robotic fabrication of a test element and showed
promising results.

Keywords -
shotcrete 3D printing (SC3DP), concrete construction,

robotic fabrication, automation, process control, surface
scanning

1 Introduction
The current 3D printing technology ranges from sophis-

ticated and well-developed small-scale 3D printing with
various materials [1] up to large-scale printing of steel,
recycled materials, and concrete [2, 3, 4]. In particular,
the production of constructive concrete components for
the construction industry holds the prospect of increasing
productivity and efficiency through more targeted use of
materials. However, large-scale printing, especially with
concrete, is still under development and presents new chal-
lenges relating to the fresh concrete characteristics and its
handling [5]. One of these challenges is the control and su-
pervision of the material flow during the printing process,
caused by two opposing printing requirements. While
good flow properties are essential during conveyance of
the fresh material, high green strength is necessary im-
mediately after the application to prevent the component
from plastic collapse.

To adress this conflict, a novel technique of shotcrete 3D
printing (SC3DP) was designed at the Institute of Struc-
tural Design (ITE) at the Technische Universität Braun-
schweig [6]. In this process, the concrete is applied layer-
by-layer with high kinetic energy, accelerated by pressur-
ized air. The air flow is mixed into the concrete flow
right at the end of the printing nozzle, thus the material
is sprayed instead of extruded. Additionally accelerator
can be added to decrease the curing time and improve the
component stability. This technique is particularly used
for the manufacturing of large scale, constructive concrete
elements without formwork. In contrast to 3D extruded
concrete elements [7], the shotcreted concrete elements
obtain a monolithic structure with a much stronger inter-
layer bond [8]. Consequently the initial risk of plastic
collapse is reduced. This behaviour further enables print-
ing of more significant overhangs and also on walls and
ceilings.
Despite these advantages, the shotcrete 3D printing pro-

cess is more susceptible to the risk of nozzle clogging
during the printing. This is caused by the necessity of
improved flow properties to ensure the sprayability of the
material. Hence, the time window between pumpabil-
ity and solidification must be narrowed to prevent elastic
buckling, which will increases the chance of material so-
lidification and nozzle clogging [9]. In this regard, ACI
506R-90 (𝐺𝑢𝑖𝑑𝑒 𝑡𝑜 𝑆ℎ𝑜𝑡𝑐𝑟𝑒𝑡𝑒) requests the material flow
to be steady and uninterrupted during manual nozzle op-
eration.
Additionally, the hose length, the pump inertia, and the

valve lags avert a step response of the material flow to
printing interruption or reactivation commands. For this
reason, the temporary stoppage is not only accompanied
by clogging [10] and material overrun but also unidenti-
fied idle times occur, when restarting the printing process.
This clearly demonstrates that printing interruptions lead
to reduced component quality.
For standard surface shotcrete manufacturing and basic

3D components, this can be bypassed through a continu-
ous printing path [11]. Nonetheless, while investigating
the manufacturing of complex geometries by SC3DP, the
path planning becomes more complex as well. As result,
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a continuous material flow is not suitable anymore and re-
duces the geometrical freedom along with increasing the
material wastage. Solving this is essential to enter the
next stage of geometrical complexity in SC3D printed el-
ements. Thus, it is necessary to control the distribution of
the material with an integrated system that determinately
starts and stops the concrete flow.
Concerning this matter, the rheological properties and

the system inertia are crucial for the deviation between as-
planned and as-printed gap. However, in this study we will
focus on the system. This given,the concrete valve status,
controlling the concrete volume flow, and the pump actua-
tion timing are most important for the inertia. Reasons for
this correlation are the hose length and the accumulation
of the material within the nozzle. While the hose length
results in a severe delay between pump activation and ma-
terial application, the residual material from the nozzle
is distributed even after the valve is shutdown. To coun-
teract this inertial system behaviour, the necessary setting
of delay and lead times is identified and optimised in this
work.

2 Background and motivation
Looking at state-of-art 3D printing processes, material

application interruption is an integral part of all processes.
This function is indispensable, especially for the produc-
tion of complex parts, produced with 3 axis printers and
2.5D path planning algorithms. Thus, multiple methods
for the realization of such interruption are available.

2.1 3D printing overview

In small scale Fused deposition (FDM) 3d printing with
thermoplasitc or other firm synthetic materials the op-
tion of retracting the material from the nozzle was estab-
lished by changing the rotation of the extruder motor [12].
Hereby the pressure inside the nozzle is decreased and the
molten material will not be extruded. A similar approach
is used in the small-scale particle bed printing, where the
adhesion substance is retracted from or not pumped fur-
ther into the nozzle. In the process of large-scale concrete
deposition, these solutions of material retraction are no
longer feasible. Due to long pumping distances and time-
dependent material processing the distribution can only
be interrupted for a certain amount of time. In the case
of contour crafting [13] and concrete extrusion it is pos-
sible to release the pressure from the end effector and the
pumping system or use trowels to stop the concrete flow.
Moreover, the material properties enable the idle mode of
the concrete and let it stay inside the nozzle. However,
this process becomes more complex when the material is
deposited with a certain nozzle distance and additionally
accelerated, such as in SC3DP.

2.2 SC3DP

The SC3DP Process was invented in the 1920s and is
now being rediscovered as an additivemanufacturing tech-
nique used in combination with precise robotic fabrication
[14]. Through this combination it is possible to manufac-
ture constructive concrete elements without formwork and
with integrated reinforcement [4, 6]. The shotcrete 3D
printing system used for our research is part of the Digital
Building Fabrication Laboratory (DBFL) at the ITE. [15]
In this setup a Stäubli TX 200 robot with 6 degrees of
freedom is attached to a 3-axis gantry portal, provided by
OMAG SpA. These are used in combination to carry the
end effector, which is designed to mix the fresh concrete,
the accelerator and the pressurized air. The concrete pro-
duction and conveying line, which deliver the material to-
wards the end effector, consist of a WM-Jetmix 125 Mixer
by Werner Mader GmbH and a WM-Variojet FU Pump.
The hose length between the pump and the end effector
can be up to 25 𝑚 for large scale printing. The spray pro-
cess itself is presented in figure 1. The material used for
the printing of all components is a fibre reinforced plain
cement concrete produced by MC Bauchemie Müller.
The control system of the entire plant consists of three

sub-units. The major control is carried out via G-Code
commands on a Siemens sinumerik 840D. For positioning,
nine motion commands are mandatory, consisting of three
parameters for the gantry portal and six values for the
robot. The movement commands for the three-axis gantry
are processed directly on the Siemens Sinumerik, while
the motion commands for the robot are transferred to the
Stäubli control unit.

 shotcrete strand 

 printing robot 

 spray nozzle 

Figure 1. Specimen production by SC3DP
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For the control of the concrete, air and accelerator vol-
ume flows, G-code commands are forwarded to a Beckhoff
industrial PC. To date, these commands are set in the be-
ginning of each printing file and are not changed during
the printing process. However, for realization of printing
interruption it is necessary to interact with the concrete
pump and the concrete valve while printing.
Considering the presented set-up, a wide range of pro-

cess parameters can be identified which influence the ma-
terial application. On the one hand, nozzle distance, noz-
zle diameter, printing speed and spray orientation will
directly influence the strand geometry. On the other hand,
concrete and air volume flow will suffer a delay due to
the mentioned system inertia, before affecting the strand
properties. Regarding the aimed printing interruption, the
concrete flow will have a major influence on the applied
material. Thus, the pump’s on and off time, as well as
the concrete valve timing are the main parameters for our
research.

3 Experimental setup
To investigate the pump and valve timing in consider-

ation of the applied material and possible clogging risks,
our first experiment intends to achieve a printing gap with
a defined start and endpoint. Another focus lies on the
strand geometry itself, thus the investigation also focuses
on the restoration of the initially intended path height and
width. The amount of material at the set start and end
point indicate the change of this geometry. For additional
validation of the final parameter setting, a more complex
structural element is chosen. The proposed column capital
in figure 6 generates a printing path with multiple gaps and
will confirm the integration in the existing control system.

3.1 Parameter settings

We choose the experimental setup for the delay and
lead time investigations according to figure 2. The se-
lected example distance of 500𝑚𝑚 serves as a basis for all
short-term interruptions that do not result in any significant
material hardening within the printing nozzle. While aim-
ing for a suitable parameter setting to bridge the illustrated
printing interruption, the strand height at the shutdown
and restart points 𝑥𝑠𝑡𝑜𝑝 and 𝑥𝑠𝑡𝑎𝑟𝑡 must not deviate from
the average values prior to the interruption. Additionally,
the amount of material within the printed gap should be
minimized through the correct parameters.
Four operating points are available within the experi-

mental setup to control the concrete pump and the pinch
valve. In this regard, 𝑡𝑝𝑣,𝑐𝑙𝑜𝑠𝑒 and 𝑡𝑐𝑝,𝑐𝑙𝑜𝑠𝑒 mark the
shutdown points. Since closing the valve interrupts the
concrete volume flow ¤𝑉𝑐𝑜𝑛 independently of the concrete
pump status and excess pressure must be avoided, de-

coupling the two actions from each other is not sensible.
Therefore, the shutdown commands are combined into
Δ𝑡𝑠𝑡𝑜𝑝 , which describes the delay between the shutdown
process and the arrival at the targeted printing interruption
𝑥𝑠𝑡𝑜𝑝 .
In contrast to the shutdown process, a separation of the

start-up process makes sense in that the pump must first
build up the concrete pressure inside the hose before the
material is conveyed through the nozzle. Thus, the start-up
timing of the pump 𝑡𝑐𝑝,𝑠𝑡𝑎𝑟𝑡 and the timing of the pinch
valve opening 𝑡𝑝𝑣,𝑜𝑝𝑒𝑛 are set separately within the test
plan. Referring to this, Δ𝑡𝑐𝑝,𝑠𝑡𝑎𝑟𝑡 and Δ𝑡𝑝𝑣,𝑜𝑝𝑒𝑛 indicate
the delay to the targeted restart 𝑥𝑠𝑡𝑎𝑟𝑡 .
According to design of experiment standards we chose

a three level design for the two restart factors Δ𝑡𝑐𝑝,𝑠𝑡𝑎𝑟𝑡
and Δ𝑡𝑝𝑣,𝑜𝑝𝑒𝑛. Due to the machine workspace we had
to omit the central point, so no non-linear relations can
be obtained. Since only one parameter is required for the
shutdown process, repeat tests were carried out during our
investigation. The detailed parameter settings are shown
in table 1. For all tests, the nozzle feed rate, which is
equivalent to the printing speed, 𝑁 𝑓 𝑒𝑒𝑑 was set to 4.500
𝑚𝑚/𝑚𝑖𝑛, the concrete volume flow was kept at 0.4 𝑚/ℎ
and the pressurized air ran at 30 𝑁𝑚/ℎ during the printing
operation.

3.2 Software implementation

Looking at potential implementations of the interrup-
tion mechanism into the printing system, it is necessary to
mention the holistic approach that is used for the printing
process of concrete elements at the ITE. Here, complex
printing paths are programmed using the programming
interface Grasshopper for Rhinoceros3d in combination
with “Robots” (a plugin developed by the Bartlett School
of Architecture). This combination translates a designed
geometry intuitively into G-Code which will run the print-
ing system and serves to visualize the process control for
robotic fabrication. Therefore, the identified feed forward
times and printing interruption commands must be imple-
mentable into G-Code for use during the robotic fabrica-
tion process.
Hence the time offset primarily determines the interrela-

tion between the applied material, and the pump and valve
actuation, the settings forΔ𝑡𝑠𝑡𝑜𝑝 , Δ𝑡𝑐𝑝,𝑠𝑡𝑎𝑟𝑡 andΔ𝑡𝑝𝑣,𝑜𝑝𝑒𝑛
are specified in𝑚𝑠 as can be found in table 1. However, due
to the sequential processing of the G-Code, no time-based
output of command signals is feasible. Thus, the time
intervals were changed into travelling distances Δ𝑥 taking
into account the nozzle feed rate. Based on these distances,
additional path points were included in the printing path,
which serve as trigger points for the pump and valve ac-
tuation. Due to the sequential processing of G-code, the
pump and valve commands must not be implemented di-
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Nfeed

pinch valve (pv)

concrete pump (cp)

xstop

Nfeed

tcp,stop xstart

tpv,open

tcp,start

tpv,close

 interruption 500 mm 

Vcon

Δxstop

Δxcp,start

Δxpv,start

concrete strand

Figure 2. Test setup for investigating the process interruption

Table 1. Investigated process parameter settings
Δ𝑡𝑠𝑡𝑜𝑝(ms) Δ𝑥𝑠𝑡𝑜𝑝(mm) Δ𝑡𝑐𝑝,𝑠𝑡𝑎𝑟𝑡 (ms) Δ𝑥𝑐𝑝,𝑠𝑡𝑎𝑟𝑡 (mm) Δ𝑡𝑝𝑣,𝑜𝑝𝑒𝑛(ms) Δ𝑥𝑝𝑣,𝑜𝑝𝑒𝑛(mm)

V1 250 18.75 0 0 0 0
V2 250 18.75 0 0 250 18.75
V3 500 37.50 0 0 500 37.50
V4 500 37.50 1000 75.00 0 0
V5 750 56.25 1000 75.00 500 37.50
V6 750 56.25 2000 150.00 0 0
V7 1000 75.00 2000 150.00 250 18.75
V8 1000 75.00 2000 150.00 500 37.50

rectly as this will cause feed rate interruptions and results
in an inconstant material application. Therefore user de-
fined marcos (UMACs) are implemented in the header of
each printing files. So, when passing the respective trigger
points during the printing process, the specified UMACs
were executed to actuate the pump and valve commands.
This process is providing a constant nozzle speed and an
improved material application while printing.

3.3 Printing path

In order to ensure uniform ambient conditions through-
out the investigation and to minimise the influence of ex-
ternal factors on the concrete volume flow, all parameter
settings were merged into one single printing path. The
complete path is shown in figure 2a). The specimen length
was set to 2.200𝑚𝑚 in total to ensure volume flow retrieval
after the interruptions. It should be noted that the change
of the printing direction does not influence the result due
to the circular nozzle geometry. This means that the re-
sults from linear tests can be transferred to more complex
cornering.

3.4 Data evaluation

Changing the selected parameters directly impacts the
as-printed gap. This can be obtained by visual inspec-

tion of the specimens presented in figure 3b) and c. For
a significant comparison of the process parameters and
their influence regarding the interruption, each probe was
scanned with a 2D-Laser scanner (Keyence LJ-X8400).
Matching the scanner feed rate to the printing speed of
4.500 mm/min while setting the scanning frequency to
10 𝐻𝑧 resulted in an evaluation every 7.5 𝑚𝑚. Figure 3c)
presents an example of the processedmeasurement data set
from V1. Within the scan data, the start and endpoints of
the specimens were defined based on strand centre points
of the transition regions. The specified transition regions
are shown in figure 2b) and are defined by the printed ma-
terial between to specimens. Both points allowed further
identification of 𝑥𝑠𝑡𝑜𝑝 and 𝑥𝑠𝑡𝑎𝑟𝑡 in the scans. For subse-
quent evaluation, the data sets were levelled to the printing
surface and the width was set to 200 𝑚𝑚. Thus, all data
sets contain the same amount of data points.

As marked in figure 3c) the raw 3D data sets were then
separated into four areas, each 200 mm in length. The
pre and post stop areas were placed around the desired
printing shutdown 𝑥𝑠𝑡𝑜𝑝 and were used to evaluate the us-
ability of the Δ𝑡𝑠𝑡𝑜𝑝 values. Analogously, the pre- and
post-start areas surrounding 𝑥𝑠𝑡𝑎𝑟𝑡 were used to evaluate
Δ𝑡𝑝𝑣,𝑜𝑝𝑒𝑛 andΔ𝑡𝑐𝑝,𝑠𝑡𝑎𝑟𝑡 . The purpose of this subdivision
was to analyse the amount of the depositedmaterial. Given
the initial demands of producing the gap as planned, low
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Figure 3. a) Printing path setup b) visual inspection and c) scan evaluation of the specimens

quantities of material in the post-stop and pre-start area are
to be assessed as positive and low quantities in the other
areas as negative. For a quantitative examination, the mea-
sured z-values in each area were accumulated. Since the
scanned surfaces and the amount of data points are identi-
cal for each specimen, the comparison of the accumulated
Z-values corresponds to the comparison of the amount of
material. Thus, no additional volume calculation is re-
quired. The results of the height data evaluation can be
seen in figure 4.

4 Results
Since the parameter settings for the investigation of

Δ𝑡𝑠𝑡𝑜𝑝 were each examined twice, they were summarised
for the evaluation. Figure 4a) and b) therefore show only
four measuring points, each of which reflects the average
value of the two specimens.
Specific evaluation of the pre-stop area in figure 4a)

presents an almost constant value across all parameter set-
tings. This confirms the constant material volume flow
during the sample production. Therefore, further changes
within the recorded data can be attributed to the effects of

the start-up and shutdown processes. Besides, the accu-
mulated height value of 105 𝑚𝑚 defines the target value
for the post-start area.
There is no effect of the closed pinch valve on the applied

material volume within the pre-stop area up to 1.000 𝑚𝑠

lead time forΔ𝑡𝑠𝑡𝑜𝑝 . Source of this seems residualmaterial
within the nozzle, which is located on the application side
of the valve and is still applied after the valve is closed.
In contrast, the accumulated height in the post stop area

displays a decrease of 27 % when raising the pinch valve
lead time Δ𝑡𝑠𝑡𝑜𝑝 up to 1.000 𝑚𝑠. Consequently, closing
the pinch valve before reaching the planned printing inter-
ruption demonstrates an option to counteract the system’s
inertia and refrain the material from filling the gap.
Figure 4c) illustrates the results of the evaluation of

the pre-start area concerning the valve reopening and the
concrete pump restart. In line with the expectations, in-
creasing the valve lead time Δ𝑡𝑝𝑣,𝑜𝑝𝑒𝑛 tends to raise the
applied material. Since this is deposited within the print-
ing gap, only low valve lead times for Δ𝑡𝑝𝑣,𝑜𝑝𝑒𝑛 can be
recommended initially.
It should be noted that when low valve lead times are

729



38 𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2021)

1/2 3/4 7/8

1

2

3

5

test no.

510  mm

1/2 3/4 7/8test no.

1

2

3

5

5
10  mm

accumulated height values

post-stoppre-stop

pre-start post-start

a) b)

c) d)

Δt (ms)stop250 500 1.000Δt (ms)stop250 500 1.000

2000

0
ms

ms500 300 200 0100

2

0.5

1

5
10  mm

Δt cp
,st

ar
t

Δtpv,open

2000

0
ms

ms500 300 200 0100

4

3

510  mm

Δt cp
,st

ar
t

Δtpv,open

Figure 4. Accumulated height values of the scanned sample for evaluation of the sectional material quantity

combined with high pump lead times, which can be ob-
served especially with the combination ofΔ𝑡𝑐𝑝,𝑠𝑡𝑎𝑟𝑡 2.000
𝑚𝑠 and Δ𝑡𝑝𝑣,𝑜𝑝𝑒𝑛 0 𝑚𝑠, the highest amount of material is
deposited within the gap. This is due to the higher con-
crete pressure, which increases the material exit velocity
after the valve opening resulting in a higher impact. This
causes the material to shear and consequently flow into the
undesirable pre-start area. Thus, lower valve lead times
are unsuitable for the highest concrete pump lead time.
However, taking further into account the post start area,

as presented in 4d), an increased pump lead time fosters the
material quantity measured after the printing restart. This
in turn leads to high contour accuracy after resuming the
printing process and thus to a higher component quality.
Given the original requirement for an exact printing

of the planned printing interruption, choosing a suitable
value for Δ𝑡𝑠𝑡𝑜𝑝 is quite evident at 1.000𝑚𝑠. However, for
Δ𝑡𝑐𝑝,𝑠𝑡𝑎𝑟𝑡 andΔ𝑡𝑝𝑣,𝑜𝑝𝑒𝑛 the quotient formation according
to equation 1 is necessary to determine an optimum in the
opposing influences of the factors.

𝜁 =
𝑝𝑜𝑠𝑡 𝑠𝑡𝑎𝑟𝑡 [103𝑚𝑚]
𝑝𝑟𝑒 𝑠𝑡𝑎𝑟𝑡 [103𝑚𝑚]

(1)

Hence, this will show a peak for minimal material in
the pre-start and maximal material in the post start area.
The resulting ratios are shown in figure 5. An optimal

2000

0

ms

ms500 300 200 0100

6

2

ζ

optimum

Figure 5. Quotient of pre and post stop area

parameter setting is revealed at a pump lead time of 2.000
𝑚𝑠, and a valve lead time of 250 𝑚𝑠.
In addition, a first test of the presented approach to pro-

duce a more complex geometry was performed. A sim-
plified column capital was manufactured to test the print
interruption parameters including the automated concrete
distribution. The produced component is presented in fig-
ure 6. This geometry is composed of eight strands which
are combined in the center. The printing process for each
layer started on the outer edge and was printed towards
the center. The first 15 layers were printed horizontally
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Figure 6. Column capital printed with printing in-
terruption routine

and were the basis for the angled layers. The following
layers were printed in a 30° angle to produce an overhang
on the outside and to orient the layers perpendicular to
the assumed force flow in the capital. Using the proposed
coding it was possible to design the path planning without
overlays or double printed layers. Although the overall
quality of the printed geometry shows that printing in-
terruptions are possible, post production process are still
necessary to remove the lateral material overhang between
the walls. The slight amount of excess material was dis-
tributed on the sides of each strand during the reorientation
and dry phase of the endeffector due to material overrun.
The most obvious solution to avoid this effect is to further
delay the stopping time. It should be noted, however, that
the increase will also causes the associated Δ𝑥𝑠𝑡𝑜𝑝 to rise
further. This in return reduces the pump run time which,
for short printing paths, may result in a stall of the concrete
volume flow. Thus columns, beams and walls will serve
as geometries for subsequent tests to analyse the minimal
required path length. Given the minimum distance, addi-
tional research will focus on up-scaling and defining the
maximal interruption time to consider both limits during
the path planning of large-scale components.

5 Conclusion
This paper shows a method for realising and optimising

short-term printing interruptions during SC3DP. Based on
a systematic study, the effect of the systems’ inertia could
be reduced by implementing lead times for the pump and
valve actuation, while avoiding nozzle clogging during
the printing. Particularly 1.000 𝑚𝑠 were embedded for the
shutdown process Δ𝑡𝑠𝑡𝑜𝑝 , and 2.000 𝑚𝑠 and 250 𝑚𝑠 for
the restart process of Δ𝑐𝑝𝑠𝑡𝑎𝑟𝑡 and Δ𝑝𝑣𝑜𝑝𝑒𝑛. A summary
is given in 2.
While decreasing the material overrun by 27 %, the

quantity directly after the interruption was increased by
25%. Although printingmaterial is found in the acutal gap,

Table 2. Optimal process parameter settings
Δ𝑡𝑠𝑡𝑜𝑝(ms) Δ𝑥𝑠𝑡𝑜𝑝(ms) Δ𝑡𝑐𝑝,𝑠𝑡𝑎𝑟𝑡 (ms)
1.000 250 18.75

this clearly shows the influence of the chosen parameters
and their potential to precisely control the interruption. In
particular, the position of the start and end point, as well
as the shape of the resulting gap can be improved.
Evidently performing printing interruptions with

SC3DP is possible and the precise application decreased
the material wastage and expands the path planning pos-
sibilities for future components. For further reduction of
material overrun, additional tests with increased lead times
and printing idle times are scheduled.
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Abstract -
The latest technological developments, especially in

software, have made it possible to lower the barrier to
entry for robotics, notably in fields that have typically
been under-automated, like construction. Robotics in the
construction industry is not new, but its acceleration has
been marked in the last 10 years. This article presents the
latest evolution of HAL Robotics’ software, now called the
HAL Robotics Framework alongside its associated concepts,
its technical features, and its use in manufacturing and
construction.

Keywords -
Framework; Robotics; Programming; CAD; Onsite;

Offsite; Software; Simulation;

1 Introduction
Initially, the software was an academic initiative to

simplify the programming of industrial robots for use
in the teaching and research of architecture [1]. It
was then developed and enhanced alongside several
research projects primarily focused on the fabrication of
complex elements, including concrete lattices and moulds
[2], steam-bent timber [3] and hot-wire-cut foam for
stereotomy studies [4], before being rewritten from the
ground up from 2015 onwards to bridge the gap between
R&D processes and industrialization.
This invariably led to several questions concerning

the automatization of construction processes. First and
foremost, what is required to have a seamless flow of
data from design to fabrication? What kind of machines
and mechanisms are sufficiently adaptable to various
manufacturing processes, accurate and affordable enough
to be appropriate for construction? And, given that
robotics and programming are unlikely to be in the inherent
skill-sets of architects and engineers, how can construction
experts propose and experiment with new processes?
With well proven economic and distribution models, easy
adaptability for many processes, and a modular approach
to their installation, six-axis arms, like those found in
automotive factories, seemed to be a good starting point.
Although flexible, these machines have constraints which

must be presented to, and understood, by their users
alongside tools to simplify the creation of paths, simulation
and communication, amongst others.
To address these requirements the HAL Robotics

Framework is structured around four main features:

a modelling: assembly of components required to
virtually represent a robot cell.

b programming: vendor-agnostic definition of where a
machine should move, pause and trigger any events.

c simulating: high-fidelity motion planning for one or
more virtual machines to validate programs.

d communicating: data exchange with physical,
networked devices, be they robot programs being
uploaded or sensor values monitored in real-time.

1.1 Modelling

Before programming any process a virtual
representation of the robotic cell must be modelled.
Typically (as shown in Figure 2) this cell model includes
passive elements, such as fencing or other contextual
items surrounding the robots, mechanisms that are
controlled, such as robotic manipulators and positioners,
process equipment, such as end-effectors or sensors, and
controllers and PLCs administering all the equipment that
will be programmed. We have developed software layers
to help build these digital twins from the instantiation of
virtual mechanisms and their controllers to the assembly
of complex, bespoke, mechanical systems including the
integration of these tools into the CAD environments and
catalogues of prebuilt models that can be simply dropped
in. These catalogues also offers basic research tools and
allow sorting prebuilt mechanisms by payload, reach,
names, or other criteria. This allows users to easily swap
robots to find the best fit during cell specification, change
or evolve processes for a new cell or test different robot
brands to fit their needs.
The most complex catalogue is that of the robot

controllers, each instance ofwhich is configurable tomatch
the options, e.g. communication protocols or language
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(a) Model (b) Program

(c) Simulate (d) Communicate

Figure 1. Key feature categories of theHAL Robotics
Framework

support, that are available on its physical counterpart and
may be used to connect directly to it over the network.
Several brands’ controllers are currently supported, each of
which propose subtly different implementations of similar
capabilities. These option implementations are presented
to users as controller subsystems which can be swapped
to change how, among other things, a controller exports
programs, uploads them to a remote controller (including
authorization credentials and network details), starts or
stops a running mechanism, monitors a mechanisms joint
positions or I/O signals etc. As well as allowing a faithful
representation of the equipment a user has at their disposal,
this modular approach allows controllers to be extended
and have new features added alongside manufacturers’
updates without breaking existing uses or assuming that
all users will invest in these latest packages. The graphical
user interface (GUI) for configuring controllers from
different manufacturers can be seen in Figure 3).

1.2 Program and Simulate

The prototypical workflow using the HAL Robotics
Framework (shown in Figure 5) is built around linking
process automation to CAD-based part descriptions and
geometry. This approach, notably when theHAL Robotics
Framework is integrated into CAD applications, ensures
that trajectories are associative, that is to say that when the

Figure 2. Core components of a model can be
instantiated from catalogues of prebuilt items or
manually modelled to create a digital representation
of a cell ready for programming.

part is modified ormoved, the trajectory will automatically
adapt itself to match new revisions.
This flexible programming of toolpaths is built around

Actions, the fundamental things a robot can do such
as moving to a certain target, changing signal states or
communicating with other devices like sensors, being
parametrically linked to part geometry and subscribed to
changes.
A sequence of Actions are combined into a Procedure.

A Procedure can be "solved" by computing not only
where a mechanism will move but how it will do so
taking into account user-specified constraints like blends
and inherent constraints like the maximum speeds and
accelerations of each robot joint. From this solved state,
we can run diagnoses, typically reachability of targets,
collision checks, and kinematic singularities, any instances
of which can be visualised help the user understand how
to fix their issues (see Figure 7). These will help inform
the user to optimise a robot’s motion settings or even
redesign a part if it cannot be processed with the given
constraints, or could be fabricated more efficiently with
minor modifications. This roughly follows the principles
of Robot Oriented Design proposed by T. Bock [5] and
expanded in Linner and Bock [6] by giving users, within
their CAD environment, immediate graphical insights
into how their design choices are impacting, and are
impacted by, process and robot constraints. One of the
major ramifications of this associative and parametric
programming style is that many variants of a part can
be swapped into the same Procedure and the robot
programming is almost instantaneously updated, reducing
the cost of programming additional variable parts close to
nil and enabling mass customisation.
An important aspect at this stage is that all Procedures

are “vendor-agnostic”, meaning that they are not linked to
any given manufacturer’s language and can be translated

734



38𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2021)

(a) ABB

(b) KUKA (c) Universal Robots (d) Staubli

Figure 3. Controller subsystem configurator which
allows users to change how capabilities are
implemented in their virtual controller and how it
may communicate with the real.

Figure 4. Procedures are associated to part geometry
such that when, in this example, a hole is moved or
modified, the toolpath will automatically adapt itself
to the changes.

for any machine, making it possible to revise the design
of a production cell, such as changing the robot(s), adding
a positioner, changing the dimensions of the tool etc., all
while still working on the part design.

1.3 Procedure Analysis and Debugging

Controlling a robotic manipulator, or any other
mechanism, involves determining a set of appropriate
joint positions such that the end effector(s) are moved
to desired positions (also called "inverse kinematics")
as smoothly, rapidly, and accurately as possible. This
is generally termed "motion planning". To solve
inverse kinematic problems, the HAL Robotics framework
uses robust numerical approaches such as the jacobian
pseudoinverse [7], damped least squares with singular
value decomposition (SVD-DLS) and selectively damped
least squares (SDLS) [8].
These solutions are suitable for most complex

mechanisms and offer real-time, adaptive control, thereby
enabling the use of additional motion constraints to
achieve secondary goals such as avoiding of joint limits,
singularities or obstacles. The accurate modelling of robot
kinematics provides users with advanced information
about their real robot’s behaviour. These details, such
as speed, acceleration, position or torque of each joint,
can be used to analyse motion behaviour and get a deeper
understanding of mechanism’s motion. For example, in a
3d printing process, one could examine the end effector
speed to enusre it moves at a constant speed or determine
that one joint’s maximum speed is reached intermittently
limiting end effector speed and leading to inconcsitent
material deposition.
A GUI dashboard and timeline, have been developed

to easily represent the chronology of Procedures, which
can often become complex particularly when dealing
with multiple machines in parallel and constantly shifting
between synchronous (robots moving at the same time)
and asynchronous (robots moving separately or waiting for
each other). The dashboard, shown in 7, also display errors
and warnings for each Procedure and allows the setting of
"breakpoints" at which the simulation will automatically
stop (useful for pinpointing the source of issues).

1.4 Linguistics, Communication and Interoperability

Once programmed Procedures have been validated
in the virtual, they need to be executed on physical
machines to undertake their processes. This is the stage at
which our vendor-agnostic procedure gets converted into
manufacturer-specific machine code, which can, in turn,
be uploaded to the machine via an external medium like
a USB key or, ideally, over a network. In the latter case
we are directly connected to the controller and therefore,
subject to support in the form of a controller subsystem, we
can start to bring real-time data back from the machines
which can be used to optimize process settings, evaluate
tolerances, estimate energy costs, and/or we can store this
data for traceability.
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Figure 5. Typical HAL Robotics Framework workflow, from a CAD part to robotic execution and data feedback.

Figure 6. Timeline of a solved procedure showing
the computed positions and speeds of each robot
joint and the end effector.

Adaptive Trajectories Once we can send data to a
machine and read data from it thenwe can start to playwith
integrating sensors into the loop and create highly adaptive
programs, combining sensed data from the real world with
the digital data from the virtual world. This project at
Carnegie Mellon University [3] involved steam-bending
wood which, being a heterogeneous material, can’t be
easily simulated. An array of infra-red cameras (an
OptiTrack motion capture system) and reflective markers
on the wooden element calculated the current position
of the real wood, compared it to the idealized digital
model, and tweaked the trajectories of the two robots
independently, and in real time, to create the exact shape

Figure 7. Dashboard showing the chronology of a
Procedure alongside a robot in an error position
highlighting the difference between its real and
programmed toolpaths.

required.
These same principles can be used to operate a machine

through human motion and gestures. In [9] and its related
workshop, participants used their right hand to control the
motion of a robot and gestures on their left to control I/O
signals and thereby open or close a gripper to manipulate
parts. Hand tracking and gesture recognition was handled
by a LeapMotion and robot control through a combination
of ABB’s Externally Guided Motion (EGM) and custom
protocols.

Embedded Software Combining this notion of one
data transmission with the fact that the HAL Robotics
Framework is lightweight and compatible with everything
down to low-cost Linux hardware, means that the entire
feature set of the HAL Robotics Framework, as well as
any control logic that might be required, can be embedded
within a production line or even a robot controller[10].
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Figure 8. Monitoring welding data (joint positions,
currents and voltages) through the HAL Robotics
Framework running on a low-cost Raspberry Pi.

Figure 9. Robot following motion capture markers
in 6 DoF using an OptiTrack camera array and ABB
EGM.

2 Multi-process
The HAL Robotics Framework has been used

by numerous academic, industrial and research and
development institutions around the world to greatly
reduce the development time of their novel manufacturing
processes, including 3d printing concrete parts [11,
12], machining timber frames [13], prototyping plane
components, non-destructive testing (NDT) [14] and even
decorating cakes. Catering to, and receiving feedback
from, this broad spectrum of processes ensured that the
HAL Robotics Framework could handle, not only many
different processes, but also multiple processes during the
same Procedure (multi-process), greatly expanding the
flexibility of these machines.
To approach multi-process programming, we start from

the principle that we can use machines without knowing
in advance what the users will do with them forcing
the generalisation of robotic capabilities to primitives

such as motion, I/O changes and waiting. This
approach clearly lacks the specificity, and simplicity, of
process-dedicated software but lays a solid foundation
upon which process-specific extensions can be added.
These extensions, such as the slicer shown in 10, emebed
the semantics of process-dedicated users and variable user
interfaces to cater for different skill levels in the field,
reintroducing the simplicity lost by generalisation.

3D Concrete Printing 3D printing has be touted as
a game-changing process but the toolpath programming
and motion control required to successfully implement
it, especially with robotic systems, remain obstacles to
proliferation.

(a) Slicer and 3d printing

Figure 10. A 3D printing-specific extension to
the HAL Robotics Framework simplifies toolpath
generation for this complex process.

(a) Concreative: industrial robotic
3DCP cell

(b) ENPC: R&D robotic 3DCP cell

Figure 11. Commercial and experimental 3D
printing of concrete programmed using the HAL
Robotics Framework.

HAL Robotics’ software and solutions have been used
to underpin groundbreaking R&D from the Democrite
[11] project directly printing cementitious materials, to
printing moulds in clays into which concrete can later be
poured [15], all the way to enabling the creation of entirely
new research departments like the Build’In co-innovation
lab in Paris hosted by the École des Ponts, ParisTech,
and, as 3D Concrete Printing (3DCP) has matured, so too
have our solutions moving from powering pure R&D to
underpinning industrial startups likeXtreeE, and industrial
production like Concreative in Dubai.
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Figure 12. Hindcon: milling freshly 3D printed
mortar to improve tolerances change the finish.

Other interesting projects, like Hindcon or the
3D printed Truss developed at Navier’s laboratory,
demonstrate how 3D printing can be enhanced by
combining it with other processes. In Hindcon a milling
head is used in a post-printing step to change the surface
finish of freshly printedmortar. For the spatial truss, on the
other hand, the robot is first used to hot-wire cut (HWC)
foam blocks which are then used as a formwork for the
deposition of cementitious mortar by the same robot with
a printing head now mounted. This process is explained
in detail in [12].

(a) HWC EPS blocks. (b) Free deposition on EPS blocks.

(c) The completed truss, after removal of some EPS blocks (photo:
Stefano Borghi).

Figure 13. A 3DCP spatial truss is built up by
extruding onto HWC foam blocks.

Through collaboration with industrial partners,
standardised tools can be tuned to meet the exact
requirements of their process or operators. In 10 we
see a slicer, derived from HAL Robotics’ standard slicer
which handles vase mode, infill patterns, concentric walls
and most other industry standard features, tailored to the
requirements of their engineers and operators leaving a

reduced set of parameters for their operators to use and
some custom algorithms behind the scenes to fill in the
gaps. This slicer retains the fully parametric approach
to toolpath generation and the ability to take robotic
constraints into consideration during the slicing, retaining
rich metadata about the process for easy manipulation of
the results, from the standard slicer.

Woodworking Through collaboration with LignoCAM,
experts in woodworking software, HALRobotics have had
the opportunity to develop tools in wood machining for
the manufacture of structural and architectural elements.
To ensure ease of use for experts in the field, this
included interoperability between the robotics, including
all of their constraints, and trade-specific operations,
CAD environments and standard formats (like BTL) to
which carpenters are accustomed. Combining this with
experience testing innovative processes, such as those
carried out with the Navier laboratory [13], the know-how
of this sector, and its robust ecosystem of tools, can be
integrated into the HAL Robotics Framework.

(a) LignoCAM to HAL: BTL interpretation

(b) multi robot milling (c) result

Figure 14. Workflow of timber manufacturing from
LignoCAM to BTL through the HAL Robotics
Framework to robots and the assembled product.

On-site Robotics Moving from factories to construction
sites brings a new set of opportunities and challenges
which have been explored through projects like COSCR
[16] which included work on:

• Integration into CAD/BIM software, allowing users
to design and optimize work with integrated
manufacturing constraints and to generate machine
code directly from their model.

• Mobile platform enabling autonomous movement
and access to height, via a hydraulic mast, between

738



38𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2021)

Figure 15. COSCR can autonomously navigate
construction sites and execute tasks as well as being
controlled manually using various intuitive input
interfaces.

tasks with sufficient accuracy to carry out drilling
tasks.

• Automated simultaneous localization andmapping of
the construction site to enable autonomous navigation
and reuse of those sensors to detect humans. Maps
from measurements via the moving robot, correlated
with CAD drawings, determine where tasks need to
be carried out.

• Ensuring safe human/robot interaction.

• Access to multiple tools increasing flexibility of the
platform.

3 Conclusion: Towards Robot Task
Orchestration
With the ability to run or connect to multiple cells or

machines simultaneously, questions naturally arise about
how best to distribute work to these cells automatically.
This problem, referred to as "orchestration" in computing,
could be distributing work between similar robots on the
same construction site based on proximity and availability
or between different factories around the world based
on logistics and certifications. An orchestrator would
optimize the utilization of multiple cells to minimize
downtime, increase time in use, adapt to mechanical
failures and improve the overall efficiency of multi-cell
factories. HAL Robotics are working with Konica
Minolta to extend their Platform as a Service (PaaS)
orchestrator DCI to translate the advantages it provides
for computational resources to mechanical devices. This
means that robots can offload computation to more
powerful devices, can communicate their status to a central
orchestrator, and any faults can be compensated by other
robots with the same capabilities. The classification

of capabilities is not a metric that is included in any
existing container orchestrators and can be extremely
varied including process-specific parameters e.g drilling
with certain bit sizes, end shapes and compatiblematerials,
or imaging with specific colour spaces, resolutions and
exposure settings. This is further complexified as each
capability translates into one or more applications that
can be undertaken e.g. 2D imaging could be used for
inspection, QA, and object detection. This collaboration
will, therefore, create a new, extensible orchestrator that
is able to incorporate the complexities and varieties of
robotic capabilities for task distribution.
HALRobotics have supported the development of many

processes and projects over the past several years and will
continue to do so by refining the tools made available to
users and accelerate the deployment ofR&D into industrial
applicationswith packaged extensions to theHAL Robotics
Framework. HAL Robotics will use their experience in
manufacturing and construction to help advance both on
and off site construction and fabrication from design all the
way through to installation. The complexities and variety
of requirements in construction make it the perfect sector
for experimenting with advanced robotics and putting our
developments to the test.

References
[1] Thibault Schwartz. Hal Extension of a
visual programming language to support
teaching and research on robotics applied to
construction. Rob| Arch 2012, pages 92–101, 2013.
doi:10.1007/978-3-7091-1465-0_8. URL http://
dx.doi.org/10.1007/978-3-7091-1465-0{_}8.

[2] Philippe Morel and Thibault Schwartz. Modelling
Behaviour. Modelling Behaviour, pages 213–223,
2015. doi:10.1007/978-3-319-24208-8.

[3] Thibault Schwartz, Joshua Bard, Madeline Ganon,
Zack Jacobson-Weaver, Michael Jeffers, and Richard
Tursky. All Bent Out. . . Adaptive Fabrication of
Bent Wood Assembles. Robotic Fabrication in
Architecture, Art and Design 2014, pages 305–317,
2014. doi:10.1007/978-3-319-04663-1. URL
https://doi.org/10.1007/978-3-319-04663-
1{_}21http://dx.doi.org/10.1007/978-3-
319-04663-1{_}21.

[4] Thibault Schwartz and LuciaMondardini. Integrated
Design and Robotized Prototyping of Abeille’s
Vaults. In Wes McGee and Monica de Leon,
editors, Robotic Fabrication in Architecture,
Art and Design 2014, number 2012, pages
199–209. Springer International Publishing,
Cham, 2014. ISBN 978-3-319-04663-1.

739

https://doi.org/10.1007/978-3-7091-1465-0_8
http://dx.doi.org/10.1007/978-3-7091-1465-0{_}8
http://dx.doi.org/10.1007/978-3-7091-1465-0{_}8
https://doi.org/10.1007/978-3-319-24208-8
https://doi.org/10.1007/978-3-319-04663-1
https://doi.org/10.1007/978-3-319-04663-1{_}21 http://dx.doi.org/10.1007/978-3-319-04663-1{_}21
https://doi.org/10.1007/978-3-319-04663-1{_}21 http://dx.doi.org/10.1007/978-3-319-04663-1{_}21
https://doi.org/10.1007/978-3-319-04663-1{_}21 http://dx.doi.org/10.1007/978-3-319-04663-1{_}21


38𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2021)

doi:10.1007/978-3-319-04663-1_13. URL
http://link.springer.com/10.1007/978-
3-319-04663-1http://dx.doi.org/10.1007/
978-3-319-04663-1{_}13.

[5] Thomas-Alexander Bock. Robot-Oriented Design.
In 5th ISRC, pages 135–144. IAARC, 1988. ISBN
9781139924146. doi:10.1017/CBO9781139924146.
URL http://www.iaarc.org/publications/
proceedings{_}of{_}the{_}5th{_}isarc/
robotoriented{_}design.htmlhttp:
//ebooks.cambridge.org/ref/id/
CBO9781139924146.

[6] Thomas Bock and Thomas Linner. Robot-oriented
design: Design and management tools for
the deployment of automation and robotics in
construction. 2015. ISBN 9781139924146.
doi:10.1017/CBO9781139924146.

[7] Charles A. Klein and Ching Hsiang Huang.
Review of Pseudoinverse Control for Use with
Kinematically Redundant Manipulators. IEEE
Transactions on Systems, Man and Cybernetics,
SMC-13(2):245–250, 1983. ISSN 21682909.
doi:10.1109/TSMC.1983.6313123.

[8] A. Balestrino, G. De Maria, and L. Sciavicco.
Robust Control of Robotic Manipulators. IFAC
Proceedings Series, 17(2):2435–2440, 1985. ISSN
07411146. doi:10.1016/s1474-6670(17)61347-8.
URL http://dx.doi.org/10.1016/S1474-
6670(17)61347-8.

[9] Thibault Schwartz, Sebastian Andraos, Jonathan
Nelson, Christopher Knapp, and Bertrand Arnold.
Towards On-site Collaborative Robotics. In
Dagmar Reinhardt, Rob Saunders, and Jane Burry,
editors, Robotic Fabrication in architecture, art
and design 2016, volume iv, pages 388–397.
Springer, Cham, 2016. ISBN 978-3-319-26378-6.
doi:10.1007/978-3-319-26378-6_31. URL
http://dx.doi.org/10.1007/978-3-319-
26378-6{_}31.

[10] Inovo Robotics, HAL Robotics. Low Cost Modular
Manipulator, 2017. URL https://gtr.ukri.org/
projects?ref=103675.

[11] C. Gosselin, R. Duballet, Ph Roux, N. Gaudillière,
J. Dirrenberger, and Ph Morel. Large-scale 3D
printing of ultra-high performance concrete - a
new processing route for architects and builders.
Materials and Design, 100:102–109, 2016. ISSN
18734197. doi:10.1016/j.matdes.2016.03.097.

[12] Romain Duballet, Romain Mesnil, Nicolas
Ducoulombier, Paul Carneau, Leo Demont,
Mahan Motamedi, Olivier Baverel, Jean François
Caron, and Justin Dirrenberger. Free Deposition
Printing for Space Truss Structures. RILEM
Bookseries, 28:873–882, jul 2020. ISSN
22110852. doi:10.1007/978-3-030-49916-7_85.
URL https://link.springer.com/chapter/
10.1007/978-3-030-49916-7{_}85.

[13] Tristan Gobin, Romain Mesnil, Cyril Douthe, Pierre
Margerit, Nicolas Ducoulombier, Leo Demont,
HocineDelmi, and Jean-franCaron. FormFinding of
Nexorades Using the Translations Method. Robotic
Fabrication in Architecture, Art and Design 2018,
2019. doi:10.1007/978-3-319-92294-2.

[14] Pierre Margerit, Tristan Gobin, Arthur Lebée,
and Jean François Caron. The robotized
laser doppler vibrometer: On the use of an
industrial robot arm to perform 3D full-field
velocity measurements. Optics and Lasers in
Engineering, 137(July 2020), 2021. ISSN01438166.
doi:10.1016/j.optlaseng.2020.106363.

[15] P I Nterest. Clay Robotics : The Future Of
Architecture Is HappeningNow InAChilterns Farm.
2014. URL https://www.theguardian.com/
artanddesign/architecture-design-blog/
2014/aug/08/clay-robotics-architecture-
chilterns-farm.

[16] HAL Robotics, InnoTecUK, Skanska, ABB
Robotics, Skyjack Inc., BRE. COSCR:
Collaborative, On-Site Construction Robot, 2021.
URL https://www.skanska.co.uk/about-
skanska/media/press-releases/257313/
Skanska-supports-development-of-new-
construction-robot.

740

https://doi.org/10.1007/978-3-319-04663-1_13
http://link.springer.com/10.1007/978-3-319-04663-1 http://dx.doi.org/10.1007/978-3-319-04663-1{_}13
http://link.springer.com/10.1007/978-3-319-04663-1 http://dx.doi.org/10.1007/978-3-319-04663-1{_}13
http://link.springer.com/10.1007/978-3-319-04663-1 http://dx.doi.org/10.1007/978-3-319-04663-1{_}13
https://doi.org/10.1017/CBO9781139924146
http://www.iaarc.org/publications/proceedings{_}of{_}the{_}5th{_}isarc/robotoriented{_}design.html http://ebooks.cambridge.org/ref/id/CBO9781139924146
http://www.iaarc.org/publications/proceedings{_}of{_}the{_}5th{_}isarc/robotoriented{_}design.html http://ebooks.cambridge.org/ref/id/CBO9781139924146
http://www.iaarc.org/publications/proceedings{_}of{_}the{_}5th{_}isarc/robotoriented{_}design.html http://ebooks.cambridge.org/ref/id/CBO9781139924146
http://www.iaarc.org/publications/proceedings{_}of{_}the{_}5th{_}isarc/robotoriented{_}design.html http://ebooks.cambridge.org/ref/id/CBO9781139924146
http://www.iaarc.org/publications/proceedings{_}of{_}the{_}5th{_}isarc/robotoriented{_}design.html http://ebooks.cambridge.org/ref/id/CBO9781139924146
https://doi.org/10.1017/CBO9781139924146
https://doi.org/10.1109/TSMC.1983.6313123
https://doi.org/10.1016/s1474-6670(17)61347-8
http://dx.doi.org/10.1016/S1474-6670(17)61347-8
http://dx.doi.org/10.1016/S1474-6670(17)61347-8
https://doi.org/10.1007/978-3-319-26378-6_31
http://dx.doi.org/10.1007/978-3-319-26378-6{_}31
http://dx.doi.org/10.1007/978-3-319-26378-6{_}31
https://gtr.ukri.org/projects?ref=103675
https://gtr.ukri.org/projects?ref=103675
https://doi.org/10.1016/j.matdes.2016.03.097
https://doi.org/10.1007/978-3-030-49916-7_85
https://link.springer.com/chapter/10.1007/978-3-030-49916-7{_}85
https://link.springer.com/chapter/10.1007/978-3-030-49916-7{_}85
https://doi.org/10.1007/978-3-319-92294-2
https://doi.org/10.1016/j.optlaseng.2020.106363
https://www.theguardian.com/artanddesign/architecture-design-blog/2014/aug/08/clay-robotics-architecture-chilterns-farm
https://www.theguardian.com/artanddesign/architecture-design-blog/2014/aug/08/clay-robotics-architecture-chilterns-farm
https://www.theguardian.com/artanddesign/architecture-design-blog/2014/aug/08/clay-robotics-architecture-chilterns-farm
https://www.theguardian.com/artanddesign/architecture-design-blog/2014/aug/08/clay-robotics-architecture-chilterns-farm
https://www.skanska.co.uk/about-skanska/media/press-releases/257313/Skanska-supports-development-of-new-construction-robot
https://www.skanska.co.uk/about-skanska/media/press-releases/257313/Skanska-supports-development-of-new-construction-robot
https://www.skanska.co.uk/about-skanska/media/press-releases/257313/Skanska-supports-development-of-new-construction-robot
https://www.skanska.co.uk/about-skanska/media/press-releases/257313/Skanska-supports-development-of-new-construction-robot


38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

Raw Wood Fabrication with Computer Vision 

Genki Furushoa and Yusuke Nakamuraa, Gakuhito Hirasawab 

aGraduate School of Science and Engineering, Chiba University, Japan 
bGraduate School of Engineering, Chiba University, Japan 

E-mail: ayua6112@chiba-u.jp, axaa4936@chiba-u.jp, hirasawa@faculty.chiba-u.jp 

 

 

Abstract 

Thinned wood, which is obtained as a result of 

pruning and thinning thick forests, is not widely used 

because of its small size and diameter. Thinned wood 

is not often used because conventional machines 

cannot leave enough cross-section for building 

materials. However, using computer vision 

technology to measure the shape of the wood and a 

fabrication machine that can adapt to the 

measurement results makes it possible to process the 

wood to retain a large cross-section and use it for 

construction. The developed workflow can be divided 

into three parts: 1) a database to handle wood 

inventory and shape data, 2) design of the desired 

shape, and 3) machining. Although it is difficult to 

reposition a discrete shape of raw wood during 

processing with the desired accuracy, the proposed 

method achieves repositioning of the wood with high 

accuracy. This research broadens the scope of raw 

wood processing and helps to utilize wood that was 

previously discarded and demonstrates a new 

processing method for irregular shapes. 

 

Keywords – 

Raw wood; Aruco Marker; Robotic Fabrication; 

Thinnings; Photogrammetry; Computer Vision 

1 Introduction 

Thinned wood is wood generated in the process of 

forest management, such as pruning and thinning. 

Because the wood from thinning is small in diameter or 

crooked, it is not easy to utilize and much of it is left in 

the forest and overstocked. Overstocking of thinned 

wood occurs worldwide; it increases the risk of tree 

disease, insect damage, and wildfires [1]. Therefore, 

some of the thinned wood is being used for engineered 

wood and biomass; however, the market value is so low 

that it is often not worth the cost of recovery. The number 

of forest businesses that carry out pruning and thinning is 

decreasing because of the high cost and lack of 

commensurate income, and some forests are left 

unattended. In Japan, measures such as offering subsidies 

to tree pruning companies have been implemented, but 

this problem has not yet been solved [2]. Construction 

materials account for a large percentage of the intended 

use of wood [3]. If small, thinned wood could be used as 

building material, the use of such wood could be 

promoted. Wood from thinning is not used because of its 

small diameter. Logs used for construction are usually 

cut into rectangular cross sections. When small thinned 

wood is processed into a rectangular cross section like 

standard lumber, it becomes too small to be used as a 

building material. However, three-dimensional (3D) 

CAD is now widely available, and it is possible to design 

posts and beams that do not have rectangular cross-

sections. If the design retains as much of the cross-section 

of the thinned wood as possible, it will be sufficiently 

strong to be used as a building material. The processing 

of raw wood directly into the desired shape is good for 

the environment because there is no wasteful process of 

making standard lumber and then processing it, and the 

volume of cutting can be reduced. In this study, 

machining raw wood was realized by computer vision, 

shape-based design planning, and a machining machine 

with flexible motion. A staircase was made of raw wood 

as a practical application of the workflow. The parts that 

make up this staircase have parts to be machined on both 

ends and sides, making it difficult to machine without 

repositioning. However, machining an irregular surface 

by repositioning the material will cause a decrease in 

accuracy. A method was developed to estimate the 

position and orientation of the material to avoid the loss 

of accuracy. 

2 Related Works 

Design tools such as 3D CAD and arm-shaped robots 

have popularized fabrication projects that use wood to 

create complex shapes [4,5,6]. This high-mix, low-

volume production is often fabricated from homogeneous 

wood products for process reasons. When dealing with 

non-homogeneous materials, the process is more difficult 

because the material needs to be handled more carefully 

than when dealing with homogeneous materials. 

However, if it can be processed from raw wood into the 
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desired shape without making it a homogeneous material, 

only one processing step is required, and cutting waste 

can be reduced. To process raw wood with an uneven 

surface, it is necessary to obtain raw wood shape data. 

Techniques such as laser scanners and photogrammetry 

have been used to measure shape. 

The laser scanner measures the shape of the object 

using a system called time of flight (ToF), which 

measures the distance based on the time it takes for light 

to fly back from the measured object to the scanner. 

Siekański developed a system that can accurately acquire 

the shape of a log using six laser scanners [7]. Some 

projects use laser scanners to measure and process the 

shape of raw woods [8,9]. 

Photogrammetry is a technique used to obtain the 

shape of an object in images from multiple viewpoints. It 

can be performed with an ordinary camera, thus making 

the measurement relatively cost-efficient. 

Photogrammetry is also used in forked log processing 

projects because it is easy to increase the number of 

measurement positions needed to measure complex 

shapes [10,11]. 

In a project where raw wood is to be machined, the 

location of the shape data measured for design and the 

location of the raw wood when it is to be machined must 

be carefully handled. The simplest way to do this is to 

recreate the posture of the log at the time the shape data 

needed for the design was obtained.  

This method is reliable, but it cannot change the fixed 

position; therefore, it can only be used in limited 

situations. To be able to change the posture, one solution 

is to add a fixture that can be tracked using optitrack [8] 

or Aruco markers [12]. These methods require the device 

to be attached to the wood, which may interfere with the 

fixing and cutting processes. 

AR markers have a mechanism to estimate the 

position and orientation of the object from the features of 

the marker. In this study, focusing on the texture of a tree, 

a method to estimate the position and orientation of wood 

like AR markers using the texture of the tree was 

investigated. Kei developed a method to obtain the 

position and orientation of a camera and an object by 

mapping image features to 3D data [13].  By applying 

this mechanism, the position and orientation of the raw 

wood can be obtained using a single camera. 

3 Method 

3.1 Machine 

Figure 1 shows the workflow for log processing using 

the position and orientation estimation technique 

proposed in this study. To investigate the usefulness of 

the proposed workflow, a demonstration of the staircase 

fabrication was performed using this workflow. 
However, the proposed workflow for processing can be 

applied to both arm- and gantry-type machines. In this 

study, a self-made gantry-type five-axis machine was 

used for the fabrication. It has three main spindles and 

two rotary axes; the XYZ axes have a range of 1100 mm, 

1100 mm, and 400 mm, respectively, and the rotary axes 

have a range of motion of 360° around the z-axis and 

180° around the y-axis (Figure 2). The main axis is an 

auto tool change (ATC) motor so that the tool can be 

changed. The tools selected for this project were straight 

bits, dovetail bits, and circular saws. (Figure 3). Because 

the position and orientation estimation technique requires 

a camera, this machine is equipped with a camera. The 

camera must measure the position of wood in the 

machine coordinate system to use it for position and 

orientation estimation. The camera position is measured 

by solving the perspective-n-points (PnP) problem [14], 

which is a method for obtaining the camera coordinates 

by matching the UV coordinates with the 3D coordinates. 

We created 26 combinations of UV coordinates and 3D 

coordinates in the experiment and solved the PnP 

problem to obtain the camera coordinates (Figure 4). 

Figure 1 Workflow for registering wood measurement data and management IDs in the database (Left). 

Workflow for designing a staircase using raw wood to processing (Right). 
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Figure 2 Overall view of the original gantry-type 

five-axis machine (Left). Rotation axis of the 

machine (Right). 

 

 
 

Figure 3 Tools used for raw wood processing. 

Chip saw (Left). Spiral bit (Center). Dovetail bit 

(Right). 

 

Figure 4 Tip of the tool, which is the reference 

point on the 2D side needed to solve the PnP 

(perspective-n-points) problem (Left). The 

coordinate values of the tool tip, which is the 

reference point on the 3D side (Right). 

3.2 Database 

 The database manages raw wood shape data, length, 

diameter, management ID, and feature point information 

mapped to the 3D data, which were obtained by 

photogrammetry. For photogrammetry, OpenMVG and 

Colmap were used, which can acquire not only 3D data 

but also the position of the camera that captured the 

picture. Photogrammetry, by itself, does not provide an 

accurate scale. Conversely, using the Aruco Board, the 

camera position can be obtained at a relatively accurate 

scale (Figure 5). In this experiment, by matching the 

distance between cameras obtained by photogrammetry 

to the distance between cameras obtained by the Aruco 

Board, shape data were obtained at an actual scale. In 

addition, photogrammetry generates 3D maps of feature 

points during the process of creating 3D data. The 3D 

data of the feature points were stored in a database for 

use in estimating the position and orientation of the raw 

wood before processing. Photogrammetry includes not 

only the log but also the walls and the floor for processing 

reasons, but because the log is on the Aruco board, we 

trimmed the data to include only the top of the Aruco 

board, and the data of only logs was created 

automatically. The diameter and length of raw wood 

were obtained from shape data using Ransac Cylind, 

which was implemented in PCL. Aruco markers were 

placed at the cut end of the wood to link the acquired data 

to the logs. In this way, even if there is considerable stock, 

the camera can quickly find the raw wood to be used 
(Figure 6). 
 

 
 

 

 

Figure 5 One of the photos for photogrammetry 

with the log on the Aruco Board (Left). Shape of 

the raw wood and the position and orientation of 

the camera acquired by photogrammetry (Right). 

Figure 6 Application that finds logs to be used 

by Aruco Marker 
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3.3 Design  

 In the early stages of the design, a cylinder was used 

to study the shape. Once the shape is approximately 

determined, the diameter and length of the cylinder are 

used as inputs, and the appropriate wood is output from 

the database. The output wood shape data were reflected 

in the data designed with the cylinder. This application 

was developed as an add-on for ArchiCAD. 

 The staircase parts are designed to have joints in 

three directions on the sides and at the ends; hence, they 

need to be repositioned during machining (Figure 7,8,9). 

 

Figure 8 Design of diagonally placed components 

in the staircase. 

 

Figure 9 Enlarged view of the joint section. 

3.4 Machining 

3.4.1 CAM 

The machining data is created in Fusion360; however, 

there is no function to generate the chip saw path. Hence, 

a plug-in was developed to generate the path for chip saw 

machining and to generate the machining path (Figure 

10). The machining path was generated using the data 

designed in Section 3.3. The coordinate system used to 

generate the path matches the coordinate system of the 

raw wood shape data. Because the shape data of the raw 

wood are very uneven, a large distance is set for 

evacuation. This prevents unexpected contact. 

 

Figure 10 Plug-in to generate processing paths for 

chip-saw 

3.4.2 Position and orientation estimation 

The method of estimating the position and orientation 

after fixation can simplify the fixation tools. In this 

experiment, only two toggle vises were used; no special 

jigs were used. The estimation procedure involves taking 

a picture of the raw wood with the camera attached as 

discussed in Section 3.1 after fixing it and inputting it 

into the estimation application. The estimation 

application extracts feature points from the image and 

matches them with the image features with 3D positions 

of the log to be processed in the database. By solving the 

PnP problem with a combination of the UV coordinates 

of the matched input image features and the 3D 

coordinates of the database, the 3D data of the raw wood 

and the positional relationship of the camera are output. 

Because the position of the camera in the machine 

coordinate system was obtained in Section 3.1, it is 

possible to derive the position of the raw wood in the 

machine coordinate system. The results are presented in 

Figure. 11,12. 

 

Figure11 Images taken from a camera installed in 

a processing machine and overlaid with the 

feature points used for position and orientation 

estimation. From top to bottom: before processing, 

once repositioned, twice, and three times 

repositioned. 

Figure 7 Staircase designed with cylinders (Left). 

Staircase with cylinders replaced by the shape of 

a raw wood (Right). 
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Figure 12 Images taken from a machine with 

shape data overlaid according to the estimated 

position and orientation. From top to bottom: 

before processing, once repositioned, twice, and 

three times repositioned 

 

3.4.3 Machining 

Because the machining path generated in Section 

3.4.1 is associated with the data of the original raw wood, 

the coordinate transformation is performed according to 

the position of the wood obtained in Section 3.4.2. As 

discussed in Section 3.3, this shape cannot be machined 

without repositioning. After machining, it was 

repositioned, the estimation was redone using the system 

in Section 3.4.2, and machining was repeated. 

This position and orientation estimation method using 

image features loses its accuracy as it is machined and 

loses its original surface. Therefore, in this case, the order 

of machining was such that the uncut area was mostly in 

the direction of the camera. As a result, it was possible to 

estimate the position and orientation even after three 

repositioning. 

4 Conclusion 

Because the position and orientation estimation was 

realized without the use of any specialized jig, the 

replacement in the log processing was simplified. It is 

necessary to consider the order of processing because 

processing reduces the number of feature points to be 

referenced, and the accuracy of the estimation decreases. 

Compared to methods that require equipment such as the 

Aruco Marker, this method can reference the entire shape 

and is, therefore, more robust to occlusions.  

One of the disadvantages of this workflow is that 

people must make decisions about fixing and rearranging 

materials. Owing to this drawback, full automation is 

difficult. However, as the repositioning of the materials, 

which was difficult in the past with fabrication using raw 

wood, has been realized, the amount of reworking in the 

workflow has been greatly reduced compared to the 

previous methods. 

 The applicability of the workflow proposed in this 

paper is not limited to raw wood; it can be adapted to all 

materials for which image features can be acquired and 

photogrammetry can be performed. It can also be said 

that the proposed workflow has a wide range of 

applications and is not limited to the processing machine 

used in this study, as long as it is capable of position 

control. In the future, we will conduct experiments on 

larger logs that are closer to the architectural scale. 

 

 

Figure 13 Images taken during processing. From 

top to bottom: No repositioning, once 

repositioned, twice, and three times repositioned 
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Figure14 Each part after machining. 

 

 

Figure 15 Enlarged view of diagonally placed 

components of the staircase. 

 

Figure 16 The staircase that was created. 
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Abstract -
Safely waking up a robot at an unknown location and

subsequent autonomous operation are key requirements for
on-site construction robots. In this regard, single-shot global
localization in a known map is a challenging problem due
to incomplete observations of the environment and sensor
obstructions by unmapped clutter. In this work, we ad-
dress global localization of sparse multi-beam LiDAR mea-
surements in a 3D mesh building model, a typical setup for
construction robots. Our solution extracts and summarizes
planes from the LiDAR scan and matches them to the build-
ing mesh. We evaluate different options for the registration
problem, and evaluate the system on simulated and real-
world datasets. The best performing system uses a combi-
nation of the Randomized Hough Transform (RHT) and a
modified version of the Plane Registration based on a Unit
Sphere (PRRUS) algorithm. For sparse and noisy robotic
sensors, our system outperforms contemporary systems like
GoICP by a large margin.

Keywords -
Construction Robotics; Plane Extraction/Matching;

Global Localization

1 Introduction
Localisation in 3D building models with onboard sen-

sors is a necessary skill for autonomous construction
robots, and it finds application even outside of construc-
tion tasks e.g. for indoor service robots. In this work, we
consider a particular part of the localisation task, the robot
wake-up problem: A robot has to find its location in a map
without any prior knowledge, e.g. because its localisation
routines diverged or it was just switched on. While it may
be safe for a small household robot to blindly explore and
risk collisions while performing the localization, this is
too dangerous for e.g. heavy construction robots. Ide-
ally, these could perform one-shot global localization at
the location of wake-up. This is a difficult problem as
the robot may only partially observe the environment and
have incomplete information in its map, e.g. the build-
ing model only represent the raw state of a environment
without equipment, temporary structures, or people. For-
tunately, it is sufficient to find an approximate guess of the
actual robot pose in a global map. Local methods (that

require such an initial guess) then enable fine registration.
In this paper we consider the problem of 3D global lo-

calization in meshes, which is a common representation
for buildings in architecture and can be easily and automat-
ically created from ubiquitous 2D floor plans. However,
they do not contain any visual information, ruling out vi-
sual global localization such as [1], and also generally
do not contain the necessary information for semantic lo-
calization methods [2]. Better suited for the presented
problem are methods based on 3D geometry [3, 4, 5].
Unfortunately, as these were designed for localization on
robot maps instead of building meshes, we found that
they do not gracefully account for data mismatches due to
clutter, have long processing times, or are prone to con-
verge to (wrong) local minima. We investigate a solution
to localize sparse LiDAR scans in meshes using a plane
extraction and matching algorithm. We propose and eval-
uate different methods for the individual components of
such a localization system, and show its superior perfor-
mance against state-of-the-art methods operating on point
clouds [3] and volumetric features [5]. Our experiments
highlight in particular the difficulties of on-board sensors
like sparse LiDARs, as opposed to e.g. dense 3D scanners
used in surveying, and show a need to use specific meth-
ods for such sensors. Overall, we present the following
contributions:

• Heterogeneous global localization system to localize
sparse and noisy 3D point clouds in 3D mesh models

• A modified version of the PRRUS algorithm de-
scribed in [6], which does not maximize the best
alignment of two sets of planes by checking all possi-
ble assignments, but assigns three orthogonal planes
in the scan to the map planes and checks this assign-
ment for consistency

• An extensive ablation study of our design choices on
simulated and real-world data

2 Related Work
The problem of globally localizing between 3D data is

well studied in literature. Existing approaches can be cat-
egorised into local descriptor-based approaches, Iterative
Closest Point Algorithm (ICP)-based approaches, Neural
Network-based, object-based, and topological approaches,
e.g., using plane-matching.
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2.1 Registration based on Local Descriptors

Methods facilitating local descriptors typically aim to
extract features of selected keypoints from point clouds to
form correspondences and estimate transformations [7].
This is inspired by the 2D approach well studied in image-
based place recognition, using local descriptors such as
SIFT, SURF, FREAK, BRISK, BRIEF and ORB descrip-
tors [1]. 3D approaches are e.g. (I)FSD, FPFH and (I-
)SHOT, forming compact volumetric descriptors. How-
ever, these features perform best on dense point clouds and
only to a limited extent on sparse point clouds [8]. The
back-end for calculating the relative transformations is typ-
ically based on Random Sample Consensus (RANSAC) or
defined as a cost minimization problem[4, 9, 10].

2.2 Iterative Closest Point Algorithms

Numerous variants of ICP exist for the local refine-
ment of a localization given a good inital guess [11].
Furthermore, several extensions were proposed to apply
the ICP algorithm to global localization. Fitzgibbon [12]
use the Levenberg-Marquardt [13] optimizer to escape lo-
cal minima which are the primary source of ICP fail-
ing on arbitrary global localization tasks. Boehnke and
Otesteanu [14] perform a coarse-to-fine alignment to find
a good prior for ICP. WP-ICP [15] pre-processes the
raw data into sets of corner and surface points, which are
aligned separately. GoICP [3], which we evaluate in our
experiments, uses a branch-and-bound scheme to divide
the space of all transformations along upper and lower
bounds[3]. It also guarantees the finding of a global min-
imum given sufficiently long run-times.

2.3 Neural Networks in Registration

Ratz et al. [16] train a 3DConvolutional Neural Network
(CNN) to globally localize sparse 3D LiDAR scans in
dense point cloud maps. In general, trained descriptors or
matchers may lead to strong dependence on the training
data, with unpredictable behaviour outside of their trained
domain. Scan2CAD [17] uses a CNN to match candidate
keypoints between RGB-D scans and meshes.

2.4 Object-based Registration

Several object-basedmethods use registration ofmeshes
for localisation. Feng et al. [18] match and align objects
with a database of class-representative object meshes, but
requiremultiple views. Furtherworksmatch line segments
extracted from a scan. He and Hirose [19] use information
about the geometric relations between lines in an inter-
pretation tree for matching, whereas Micusik and Wilde-
nauer [20] match known structures of lines with known
structures using efficientmatching procedures. Wang et al.

developed a long-range localization procedure specifically
for a shopping centers using names of visible stores [21].

2.5 Plane Extraction and Matching

Another approach involves the extraction of planes and
the calculation of the relative transformation between the
data by plane matching. To extract planes from a scan,
[22] use a 3 dimensional version of the Hough Transfor-
mation. The authors also introduce various designs for
the accumulator, which is crucial for the quality of the
plane extraction. Fernández-Moral et al. [10] and Pathak
et al. [6] use a region growing algorithm for the same task.
Plane Sweeping [23], derives a transformation by con-
structing an axis of rotation through randomly selected
points and generating a histogram from it. After extract-
ing the planes, they are then interpreted by e.g. detecting
and reconstructing openings [24], calculating plane fea-
tures [10] or labeling occluded regions on the wall [25]
to obtain a more descriptive representation of the planes.
Fernández-Moral et al. [10] then construct a graph from
the planes and the relative distances between two planes
and match subgraphs with the help of a cost function.
We take inspiration from these works to develop a com-

plete pipeline that includes plane extraction from the scan
and matching to the mesh of the building model.

3 Method
The presented system (Fig. 1) localises sparse 3D Li-

DAR scans in 3D building mesh models. In the following,
we describe how the LiDAR scan is preprocessed, planes
are extracted from both the building mesh and the scan,
subsequently matched to find a global localisation, which
can finally be refined by local ICP based registration.

3.1 Point cloud filtering

LiDAR data from real environments is subject to differ-
ent kinds of noise and outliers. We apply a voxel centroid
filter that yields even density of the LiDAR scans, by vox-
elizing data in a fixed grid and merging points within each
voxel into the centroid of all contained points.

3.2 Plane Extraction

Extracting the planes from the 3D mesh model is
straightforward, i.e., merging neighbouring mesh cells
based on parallel surface normals. However, for sparse
3D LiDAR scans, it remains a challenging problem. Due
to the sparseness of the scans, the scene can no longer be
completely reconstructed, which also makes it difficult to
filter out clutter and noise. We evaluate different options,
i.e., RANSAC-based[27], region growing-based [28], and
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Figure 1. Software system overview of the global localization system: First the raw LiDAR scan input and
mesh model are preprocessed in a filtering step and a mesh summarization respectively. On both data, planes
are extracted using RHT, and consequently matched. Using the correct assignments, the system outputs the
transformation between scan and model for the real robot [26].

RHT-based plane segmentation [22]. Our final choice is
RHT, we therefore only briefly describe the other options.
In RANSAC-based plane extraction, hypotheses about

the planes contained in the scan are made by consider-
ing only a small subset of the points and calculating the
plane parameters from this. These are then checked for
consistency with the remaining points in the scan. Several
iterations are carried out and finally the solution with the
most inliers returned. The run-time depends on the size of
the considered subset that is used to derive the hypothesis,
the inlier ratio and the number of LiDAR points [29].
Region growing is stated to show low sensitivity to

noise [28], and is therefore an attractive option for the con-
sidered problem. Seed regions are determined, which are
then checked for local coplanarity, e.g., by using RANSAC
or areas of low local curvature evaluation. Then, points in
the neighbourhood of the considered subset of LiDARdata
points are checked for their association to the correspond-
ing plane and added to the current subset as further plane
inlier points. Efficient implementations facilitate a kd-tree
for nearest neighbor search [28]. Planes can be further
regularized comparing the calculated parameters of the
detected planes to correct the found parameters towards
parallelism, orthogonality or coplanarity.
RHT is a subtype of the 3D Hough Transformation and

is characterized by single data points voting for single
geometric primitives (in our case planes) instead of voting
for all. Amongst different Hough Transformation variants,
RHT is a good trade off for high efficiency [22].

3.2.1 RHT Voting Phase

RHT randomly samples three points ?8 8 ∈ {1,2,3}
from the point cloud and checks for their proximity. This
proximity metric prevents detection of wrong planes ly-
ing crosswise in space. The plane defined by these three
points is then found as

=?;0=4 =
(?2 − ?1) × (?3 − ?1)
| (?2 − ?1) × (?3 − ?1) |

(1)

The norm in the denominator is used to filter out sets
of three points arranged on a line. Next, the plane pa-
rameters in 3D Hough space d ∈ R≥0, pitch k ∈ [−c, c)
and yaw \ ∈ [0, 2c) are determined. If the scalar product
?1 · =?;0=4 is negative, the plane normal is flipped before
calculation of \ and k. Votes for plane parameters are
collected from the samples into an accumulator. The ac-
cumulator describes an arrangement of discrete bins, each
of which represents a point in the 3D Hough space. After
the plane parameters of the given sample ?1, ?2, ?3 have
been determined, the bin representing the closest value in
3D Hough space is selected and its vote is incremented.
Then, the next voting cycle starts with sampling three
points. Since many points are discarded due to the re-
quirements of the sampled points, good plane extraction
results require a high number of voting cycles.

3.2.2 RHT Evaluation Phase

After several voting cycles, the bins with highest voting
scores are selected from the accumulator. We assume a
uniform distribution of reference points, therefore param-
eters associated with these bins correspond to the most
dominant planes. We iteratively perform RHT, remov-
ing already detected planes, enabling detection of less
dominant planes in subsequent iterations. Due to noisy
LiDAR scans it may happen that reference points from
the same plane can be assigned to different bins with
similar parameters. Therefore, the same plane may be
detected several times. To prevent this, a Non-Maxima
Suppression is implemented, which is applied to the
bins of the maximum values and their neighbors. The
neighborhood of a bin A is defined as all bins B with
max{|d� − d� |, |\� − \� |, |k� − k� |} < : . Votes in the
neighborhood are credited to the bin under consideration.

3.2.3 RHT Accumulator Design

Choice of the accumulator has a large effect on the plane
detection performance due to the different quantizations of
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the 3D Hough space. This choice is largely influenced by
the LiDAR scan characteristics and the specific point sam-
pling pattern. Here, we consider array and ball accumula-
tor [22]. While array accumulators are easy to implement,
they come with the downside of largely differently sized
bins. Especially small bins at the poles lead to fragmented
plane segmentation in \, however, non-maximum suppres-
sion can reduce this effect. The ball accumulator on the
other side counteracts this effect by applying a binning that
couples \ and k resolution, according to:

\ ′k8 =
<0Gk* (k)
* (k8)

· 1
#\

=
1

#\ · 2>B(k8)
(2)

where * (k) is the accumulator circumference for a spe-
cific k and #\ the number of bins of a comparable array
accumulator in the \-direction.

3.3 Plane Matching

After plane extraction, the extracted two sets of planes
are matched. The algorithm developed in this paper is
inspired by PRRUS [6] which aims to identify the geo-
metrically most consistent assignment between two sets of
planes. Our approach differs from the original PRRUS,
i.e. restricting the plane assignments by a set of rules.

3.3.1 Assignments Generation

To generate the initial set of candidates, groups of planes
are gathered from the model and the scan. These groups
consist of three planes with approximately orthogonal nor-
mals. Then all possible combinations between the groups
of the scan and those of the model are formed. Since
the direction of the normals can be ambiguous, we also
combine all (6) possible permutations of the groups. If no
assignments of two groups of orthogonal planes are found,
the algorithm fails to find the exact pose and terminates
with a corresponding message.

3.3.2 Calculation and Consistency of Rotations

The set of candidates obtained from the previous step
is further reduced by consistency checks with regard to
rotational alignment. The rotation is determined by two
scan plane normals and the corresponding model plane
normals. This problem is known as Wahba’s problem.
Solving this problem generally requires matrix inversion,
but since we only consider two vector pairs the problem
can be solved efficiently [30]. We introduce the conven-
tion that plane normals in the plane extraction and the
map planes point outwards with respect to the robot pose.
Therefore, we check for consistency of the rotation de-
termined above with the third plane normal of the group
by rotating the third normal from the scan group =B20=,3.
If =B20=,3 · =<0?,3 > X, the rotation aligns =B20=,3 well

with its counterpart =<0?,3. Otherwise, the assignment is
rejected.

3.3.3 Calculation of the Translation

Once a valid assignment and rotation between three
orthogonal planes of scan and map has been found, the
translation can be determined. The rotated scan planes are
approximately parallel to those in the map. Thus, we find
the translation as the mean distance of the plane centroids
2map, 2scan as (2map − 2scan) · =map.

3.3.4 Cost function

After determining the transformation between scan and
model, we calculate a cost of the assignment. For this
purpose, the translation error (2map − 2scan) · =map between
all scan and map planes is considered. We match planes
between scan and map by the minimum error. If no cor-
responding model plane is found for a scan plane, it’s
translation error is set to a fixed penalty. Finally, all er-
rors of the individual scan planes are summarized into the
overall assignment cost �� (Fig. 2 and Fig. 3).

Initialize �� = 0, X = 0.8, penalty = 20 m
for 8 ∈ 1, ..., #B20= : �� += (3){
min∀ 9∈�8 | (2B20=,8 − 2<0?, 9 ) · =<0?, 9 |, if | �8 |> 0
penalty, else

Figure 2. Correct
��: 0.3 m

Figure 3. Incorrect
��: 14.5 m

The values of X and penalty were chosen based on a se-
ries of experiments. �8 is the set of all map planes 9 which
have a similar plane normal to scan plane 8 (i.e. as in 3.3.2)
and on which the projection of 2B20=,8 is within the known
boundaries, except for 8 in the group of 3 reference planes
that were used to determine the transformation and which
therefore have a well-defined corresponding map plane.
Finally, the algorithm outputs the transformation with the
lowest cost. As the alignment from the plane matching
phase is calculated based on groups of 3 planes and does
not optimize over all the data available, the transformation
yielded from our PRRUS variant can be further refined by
ICP alignment after the global localisation.

4 Evaluation
Weperformmultiple experiments to validate themethod

for single-shot global localization. An ablation study of the
presented algorithm on simulated data in several different
environments validates our design choices. Finally, we
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quantitatively and qualitatively evaluate the system in real-
world experiments on a mobile robotic platform.

4.1 Experimental data

For quantitative evaluation, we generate simulated Li-
DAR data of various configuration. The model data is
taken from real-world 3D building mesh models, i.e., a
large parking garage of ∼ 62 × 16 × 3 m (Fig. 4(a)), an
open-plan office space of ∼ 14 × 14 × 3 m (Fig. 4(b)),
a utility building of ∼ 13 × 4 × 3 m (Fig. 4(c)) and a
synthetic object called Construct which consists of three
stacked cuboids of ∼ 18 × 9 × 9 m (Fig. 4(d)). The sim-
ulated LiDAR data is generated by sampling poses inside
these models and then ray casting beams from this pose
in different patterns analogous to real multi-beam sensors,
e.g., a 16 beam LiDAR with an opening angle of 30 de-
grees. Since the LiDAR used in the real measurements
had an inaccuracy in the range-bearing of ±2cm, we add
Gaussian noise with a standard deviation of 0.01 in the
same direction. Furthermore, we gathered data with a real
robotic platform [26] equipped with a Robosense RS-16
LiDAR sensor. The robot is deployed in the parking garage
and the utility building. The ground-truth position of the
robot is trackedwith aMultistation providingmm-accurate
measurements. Note that it is not possible to resolve the
ground-truth orientation of the robot with this sensor. In
contrast to the simulated environments, the real data also
contains both small and large clutter objects and dynamic
obstacles that are not mapped in the models.

(a) Garage (b) Open-plan Office

(c) Utility building (d) Construct
Figure 4. Overview of the building models.

4.2 Plane Extraction

Firstly, we perform an ablation study on the plane extrac-
tion method. Using a semi-automatic method, we create
a data set of 30 simulated 16 beam LiDAR scans taken

Figure 5. Comparison of different plane extraction
methods on simulated data (top row) and real LiDAR
scans (bottom row).

method clutter-free cluttered time [ms]
RANSAC 0.87 0.76 3.0625
RG 0.84 0.76 96.9688
RHT Ball Acc. 0.91 0.87 270.469
RHT Array Acc. 0.90 0.86 353.938

Table 1. Quantitative comparison of plane extraction
methods.

from different positions in the garage map and a matching
ground truth regarding the contained planes. In addition,
three pillars and a mesh of an excavator are added in an-
other set of experiments to assess the effects of clutter on
the differentmethods. We compare array and ball accumu-
lator for the RHT. Alternatively, we test a RANSAC-based
approach and a region growing algorithm [28]. Quantita-
tive results are reported in Table 1 and examples in Fig.
5. The fractional numbers correspond to the average of
the correctly detected planes divided by the planes con-
tained in the individual LiDAR scans. The results suggest
that PCL RANSAC is the fastest algorithm. However, the
measurements indicate that it reacts more sensitively to
clutter and Fig. 5 also reveals bad performance on the real
data. CGAL Region Growing produces better results in
real data, but the method also finds fewer planes in case
that clutter artifacts were not removed. Our experiments
on the full localisation pipeline will show that RHT yield
the best results on real data due to lower sensitivity to noise
and clutter. Similar observations were reported in [22].

4.3 Full Localisation

We compare the different localisation methods based
on accuracy � and true positive rate )%' of the yielded
poses. We count as true positives all poses within 2 meters
translation and 20 degrees rotation of the ground truth,
if orientation is available. Higher errors are counted as
false negatives and those scans where the algorithm re-
turned that it cannot find a corresponding transformation
are counted as false positives.

)%' =
)%

)% + �# � =
)% + )# (= 0)

)% + )# (= 0) + �% + �# (4)
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1000 beam rand 16 beam rand 16 beam gr 16 beam gr cluttered
method Garage Office Garage Office Utility Garage noise-free with noise
GoICP 4 / 4 7 / 7 2 / 2 14 / 14 0 / 0 4 / 4 - / - - / -
3D SHOT 0 / 0 0 / 0 0 / 0 0 / 0 1 / 1 0 / 0 - / - - / -
PRRUS RANSAC 90 / 89 67 / 52 76 / 54 93 / 92 93 / 78 86 / 83 63 / 54 59 / 48
PRRUS RG 96 / 96 55 / 31 56 / 26 90 / 82 87 / 82 91 / 86 79 / 59 76 / 56
PRRUS RHT array 89 / 61 68 / 53 78 / 50 97 / 95 88 / 84 97 / 95 85 / 78 86 / 81
PRRUS RHT ball 88 / 64 61 / 48 81 / 49 94 / 94 85 / 82 96 / 96 85 / 79 85 / 81

Table 2. Localisation results ()%' / �) with different simulated LiDARs. LiDARs are simulated with different
beam numbers and in either uniformly random (rand) sampled poses or poses simulating a ground robot (gr).

4.3.1 Simulated Data

We simulate LiDAR scans in a range of different con-
figurations to evaluate the dependency of methods with
respect to the density of the scans and the configuration
with respect to the environment. The simulated scans do
not contain random clutter or occlusions, but are gener-
ated directly from the building meshes. We test two Li-
DAR settings, a 16 beam LiDAR with 30◦ opening angle
replicating the sensor used on the real robot and a dense
1000 beam LiDAR with even distribution of the beams
over a full 180 degree opening angle. We test the different
variants for 300 samples each. Our results are reported
in table 2. We find a clear dependence between different
plane extraction methods and LiDAR configuration. For
GoICP and the 3D descriptor, we in general found very
poor performance over all settings. Comparing the dif-
ferent LiDAR variants, we found that a randomly posed
16 beamLiDAR often produces ambiguous measurements
that fit well to many different locations, impacting the per-
formance of all methods. This is also illustrated in Fig. 7.
Between the plane extraction variants, we find that while
RHT provides less accurate plane parameters due to bin
discretization, the localisation results of sparse 16 beam
LiDAR scans, which is our target sensor, are better with
this method. We also can observe an increased resistance
of the RHT pipeline with respect to noise and clutter, in
the form of a excavator and room pillars.

4.3.2 Registration of sampled point-clouds

In order to investigate the poor performance of GoICP
above, we construct a less realistic experiment that may be
better suited for classical 3D registration, to confirm that
the poor performance is related to the characteristics of
our robotic application. We run tests on the Construct ob-
ject shown in Fig. 4(d) and do not simulate LiDAR scans
but evaluate the registration of a uniformly sampled point-
cloud against themesh. We test themethods over randomly
sampled transformations as before (Fig. 6). GoICP con-
vinces in this test series by a significantly lower registration
error and is able to find the desired transformation every
time. Our PRRUS-based methods is less accurate, but can
also coarsely localise nearly all poses. 3D descriptor based

localisation also fails for these more dense point-clouds,
indicating that building models do not contain rich enough
information for such descriptors. Fig. 6 shows the accuracy
gained through the ICP refinement step, as reported above
for PRRUS with RHT. Yet, we observe a large gap in the
registration error between GoICP and our ICP refinement.
Since there is no algorithmical difference, but different im-
plementations, we conclude that the PRRUS registration
errors could be further improved by fine-tuning of the used
ICP implementation.

10 5 10 4 10 3 10 2 10 1 100
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0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

GoICP
PRRUS region growing
PRRUS RANSAC
PRRUS RHT array

PRRUS RHT ball
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Figure 6. Accuracies of the different methods on the
Map Construct.

(a) PRRUS finds a wrong transfor-
mation

(b) PRRUS is not able to make an
estimation

Figure 7. Examples of failure of PRRUS

4.4 Robotic Experiments in Cluttered Environments

Finally, we deploy a wheeled robotic platform in the
Utility and Garage buildings and take scans at various lo-
cations. The correctness of the obtained transformations
depends on the position of the LiDAR system as can be
seen in Fig.8. PRRUS offers a fast algorithm to perform
the plane matching, but it is highly dependent on the plane
extraction and the number of planes contained in the scan

752



38 Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2021)

method Utility Garage runtime
GoICP 0 / 0 0 / 0 12188
3D SHOT 1 / 2 2 / 2 405
PRRUS RANSAC 10 / 2 25 / 7 66
PRRUS RG 50 / 48 68 / 68 180
PRRUS RHT array 90 / 57 79 / 46 476
PRRUS RHT ball 77 / 77 75 / 57 387

Table 3. Localisation results ()%' / �) for 16 beam
LiDAR scans from the robotic platform, captured in
cluttered environments. The runtime was averaged
over all scans from the Garage and is given in ms.

and map. In general, PRRUS fails if not enough planes
could be detected to determine a unique pose. The PRRUS
version with the RHT plane extraction yields the best re-
sults. The version with the array accumulator on both
maps delivers higher values in the )%' and the ball accu-
mulator in the �, which stems from the RHT version with
array accumulator fragmenting the ground plane such that
PRRUS cannot find an orthogonal set and does return an
"unable to detect" message. The PRRUS version with the
RANSAC plane extraction delivers lower values in � and
)%' for the real data. GoICP not only required signifi-
cantly more time, but also resulted in wrong localizations.
Similarly, the localization performance of the 3D Descrip-
tor approach is low.

(a) Utility building (b) Garage

Figure 8. Spatial distribution of localisation errors
for our RHT ball based method [m].

5 Conclusion
This work proposes a new algorithm for global localisa-

tion of robots in mesh based maps of indoor environments.
In our evaluation, established point-cloud based methods
failed due to the sparse LiDAR scans and clutter even after
filtering. Our proposed method based on plane extraction
and PRRUS on the other hand achieved high)%' in local-
isation. The different plane extraction algorithms showed
varying advantages and disadvantages, in either run time,
precision or clutter-sensitivity. Overall, we found RHT
a suitable method to detect static and coarse structures
from scans, although other methods were more precise in
clutter-free scenarios. Building mesh model based locali-
sation has a huge potential for indoor robotics due to the
large availability of floorplans, small memory footprint
of the map, and because it is an intuitive representation

for operators. With the proposed algorithms, we achieved
good performance in simulation and real-world experi-
ments, with and without clutter, and in multiple building
meshes.
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Abstract -
This paper presents a localization system formobile robots

enabling precise localization in inaccurate building models.
The approach leverages local referencing to counteract in-
herent deviations between as-planned and as-built data for
locally accurate registration. We further fuse a novel camera-
based robust outlier detector with LiDAR data to reject a
wide range of outlier measurements from clutter, dynamic
objects, and sensor failures. We evaluate the proposed ap-
proach on a mobile robot in a challenging real world site. In
presence of clutter and model deviations, our system reduces
the localization error by at least 32%.
A supplementary video summary can be accessed at https:
//youtu.be/amqFPly8ZEQ.

Keywords -
Construction Robotics, Localisation, On-Site Robotic

Construction

1 Introduction

Assistive mobile robots in building construction enable
both higher degrees of digitized processes, and reduce risk
for human workers [1]. Construction robots therefore pose
a high potential to transform the building construction pro-
cess and are important facilitators of the ongoing effort for
higher digitization. To this end, mobile robots perceive the
environment with digital sensors, offering ease of relating
information from digital building models to robot percep-
tion. Localizing robots in these building models with high
accuracies then enables them to perform building tasks
with respect to these data, or accurately track construction
progress.
Conventionalmethods for robot localisation in construc-

tion rely on using external sensing, e.g., total stations,
or augmentation of the environment, e.g., with artificial
markers, to achieve high accuracies. However, these solu-
tions require line-of-sight to a manually placed total sta-
tion or marker and therefore depend on time-consuming
manual preparation for every site, thus limiting the ease
and autonomy of such systems. Furthermore, accurately
localizing model information with mobile robots is not
straightforward, due to the following challenges:

Figure 1: Our proposed method localizes a LiDAR scan
against reference surfaces (red) in the mesh of a building
model. The scan of the LiDAR is fused with semantic
information and points are colored according to their high
(yellow - red) or low (blue) probability of belonging to
building structure. Note that points visible through the
transparent ground plane may also appear red. The visible
mismatches between the LiDAR scan and the columns are
not a localization failure, but highlight the challenge of
localizing within a built structure deviating from a planned
model.

• Multi modality: Robotic sensor data is recorded with
extereoceptive sensors, e.g. cameras and LiDARs,
while building models are typically manually created
3D mesh models, rendering data integration and reg-
istration between these domains difficult.

• Deviations: As-built environments typically deviate
from the as-planned state by up to several centime-
ters (cm), rendering global references insufficient for
accurate task execution.

• Clutter: Real construction sites contain numerous
temporary artefacts (e.g. equipment, scaffolding), as
well as dynamic actors, such as human workers. This
clutter is not modelled in the building models and
therefore disturbs registration.

In this work, we propose a robotic localization sys-
tem that addresses these challenges by combining locally
referenced sensing with a learning-based sensor fusion
approach for robust outlier rejection. The system there-
fore requires only on-board sensing without any artificial
preparation of the site. We address the multi-modality
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aspect by converting the mesh model into a sparse point-
cloud which is easily referenced to sensor point-cloud data
using standard scan-matching algorithms. Furthermore,
we propose a task-based referencing solution, yielding
locally accurate localization. Finally, we fuse a novel
learning-based robust detector for outlier rejection on im-
age data with LiDAR data, able to reject clutter that is
outside the training distribution. Our system is tested on a
mobile robot in realistic construction environments, show-
ing a reduction of localization error of at least 30%. In
summary, this paper presents the following contributions:

• Fusing range sensing data with learned visual outlier
filters, producing semantically annotated point clouds
that can be leveraged in 3D floorplan localization.

• A referencing system that disambiguates deviations
between as-planned and as-built and improves lo-
calization accuracies for locally referenced building
tasks.

• Evaluation of the proposed methods in real-world
experiments on a robotic platform.

This paper is structured as follows: In Section 2, we
present related works on robotic floorplan localization and
semantic localization. In Section 3, we present our pro-
posed 3D architectural floorplan method. We then report
experimental results on a mobile robotic platform in Sec-
tion 4, where these results are also discussed. Finally, we
conclude our findings in Section 5.

2 Related Work
While registration of scans to building models is a well-

studied problem in surveying [3], the application was stud-
ied less extensively in robotics. The important difference
between these applications is that 3D scanners used in sur-
veying remain stationary while scanning an environment
(usually for at least some seconds), whereas registration
on robotic systems is especially important while the robots
move around. This registration or in the robotic sense lo-
calisation1 is part of the state estimation that is required to
accurately control the robot’s movement. Robotic LiDAR
sensors therefore are in general much faster 3D scanners
that however also yield more sparse and imprecise scans
and therefore pose unique challenges.

2.1 Robot Localization in Architectural Plans

With the raise of LiDARsensors, differentworks studied
2D robot localization within floorplans [4, 5]. However,
to execute construction tasks, 2D localization is insuffi-
cient. Walls might be tilted or floors elevated such that

1For the purpose of this work, registration and localisation are used
synonymous.

water can run off. At higher levels of accuracy, the flat
and rectangular world assumption therefore is no longer
valid. [6] therefore studied the extension of conventional
methods to 3D, but rely on a special measurement sys-
tem to localize their robot’s endeffector with respect to
local reference walls. In this work, we study localization
methods that do not require manipulators mounted on the
robot. Bosché [7] shows ICP-based localization of 3D scan
data within building mesh models under the assumption
of negligible deviations between model and reality.

In case that LiDAR sensors are not available, research
hasmade progress to extract floorplan-like information out
of camera images [8]. Boniardi et al. [9] studied how such
information can be used to localize a robot in 2D within
a given floorplan. Mendez at al. [10] localize an RGB
camera in floorplans based on semantic information and
can show that their method does not benefit from range
information.

2.2 Semantically EnrichedLocalizationwith LiDARs

Global localization techniques can be robustified by us-
ing semantic cues [11]. However, the considered seman-
tics only considered distinct classes as information cue,
while our approach is more fine-grained using seman-
tic information for filtering and weighting measurements.
Closest to our work is [12]. The authors propose to use
a semantic segmentation network on LiDAR data and a
semantic consistency term in a surfel-based map repre-
sentation to filter dynamic objects over multiple observa-
tions. Furthermore, the work proposes to weigh associa-
tions of an ICP registration using semantic label classifi-
cation scores. Our work differs in the used network that
does not require pre-knowledge about semantic classes,
and can generalise to reliably detecting outliers outside its
training distribution.

2.3 LiDAR Registration

Among the first papers, [13] describe the use of ICP for
registration of 3D shapes, i.e., an iterative error minimiza-
tion over 3D point-correspondences. A multitude of vari-
ants were proposed since, including more generalized for-
mulations also including probabilistic measurements [14],
and variants that skip the re-association step [15]. A com-
prehensive overview is given in [16]. Further notable reg-
istration algorithms rely on feature extraction [17], or rep-
resenting data as a probability density [18]. [19] demon-
strate ICP for localizationwith respect to a known object in
the environment using a LiDAR scanner, achieving sub-
centimeter accuracies. [20] achieve sub-cm accuracies
using 2D LiDAR localization in a reference scan of the
environment. However, the authors also introduce clut-
ter and dynamics to the scenes which heavily degraded
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RGB Image Segmentation Fusion into Scan Alignment References in Model

Figure 2: Overview of the proposed method: RGB images are segmented into foreground and background using a
robust segmentation network [2]. These pixelwise scores are then propapgated and fused with LiDAR scans. The
classifications are then used as weights in the floorplan localization which performs a weighted selective localization
in a 3D floorplan given local task references.

the achievable accuracies. Without modifying the princi-
pal ICP solution, our method proposes to use only partial
data, i.e., local references for scan registration. Further-
more, we explicitly consider outliers.
More robust pointcloud registration such as

TEASER [21] have been proposed, but rely on
3D Keypoint descriptors, which perform poorly in
manhatten-world building plans.

3 Method
An overview about the proposed method can be found

in Figure 2. In the following, we first describe the input
processing pipeline for LiDAR scans and define the gen-
eral problem of registering and aligning scans to building
models. Subsequently, we describe how further infor-
mation on the task references can be used to define the
alignment more accurately. The whole method assumes
a good initial guess for the robot pose to coarsely align
the building plan with the initial pose of the robot. This
initialization can be provided manually or with a global
localization method.

3.1 Semantic Filtering

Classic semantic segmentation of images or pointclouds
relies on large datasets to train networks to reasonable per-
formace. Unfortunately, there are no such labelled datasets
available for construction environments. Moreover, con-
struction environments are highly dynamic with a lot of
potential object classes appearing, whereas we are only in-
terested in background-foreground segmentation, i.e., sep-
arating building surfaces from any other scene contents.
Due to the limits of available datasets and the potential
problems with training on a fixed set of classes, we use
an alternative segmentation method described in [2]. The
density estimation network from Marchal et al. is trained
on the NYU Indoor Room Dataset [22], but able to gener-
alize better than classical methods to new environments.
In particular, we use their best performing model, which
is a regression over density estimation at multiple layers
of the feature extractor. Instead of a binary segmentation,
the method returns a per-pixel score that is higher if the
pixel belongs to background structure of a building. We

will hereafter refer to this score as density value 3.
The proposed localization system relies on a multi-

camera plus LiDAR setup with known intrinsic, extrin-
sic and timestamp calibrations. Whenever a new LiDAR
scan arrives, we rectify the corresponding set of images
� = {�0, �1, ...} and process them in the density estimation
network [2].
From the scanned LiDAR points % = {?1, ?2, ...}, we
project each point onto each image plane. For those points
?8 within the field of view of a camera, we assign the den-
sity value 38 to the point. We reject all points that cannot
be projected onto any of the images, but select camera
lenses such that the amount of such points is negligibly
small.
To localize within the building model, the scan % is

aligned to the model with point-to-plane ICP:

)icp = ��%(%, () = argmin
)

∑
8

F8 2 [(?8 − <8) · n(<8)]

where 2() is a cost function, <8 is a matched point of ?8
in the building model ( and n(<8) is the surface normal
at that point.
For the weight F, we propose two variants:

F8 =

{
0 38 < X

1 38 ≥ X
(1)

F8 = max(0, 0 38 − X′) (2)

Where 0 is a normalization factor such that max
8
F8 = 1.

Equation (1) corresponds to a binary segmentation of the
scan where only those points which belong to background
structure are considered in the ICP problem (masked clut-
ter) and equation (2) assigns higher weights to points
that are more likely to belong to background structure
(weighted clutter). The non-binary weighting does not
rely on perfect predictions from the density estimation
network and instead uses the prediction confidence in the
ICP optimization.

3.2 (Selective) Localization to References

Wedefine themesh of the buildingmodel as a collection
of closed surfaces ( = {B0, B1, ...}. In general, we can then
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(a) ambiguours alignment (b) high-error alignment

Figure 3: Illustrations for deviations between as-planned
(solid) building model and as-built scan from the robot
(dotted). In (a), the alignment of the horizontal walls is
ambiguous and traditional ICP will align that wall with
more points in the scan. In (b), any alignment will yield
high errors and the solution in general depends on the
settings for outlier filtering.
localize the robot with ��%((, %). However, building
models are usually far from perfect maps of the actual
environment, where during the construction phase walls
might be missing, temporary structure such as scaffolding
is not mapped and the relative positions of the final walls
can deviate from the building model. Some of the typical
deviations are illustrated in Figure 3.
To enable the robot to localize precisely in a building

that deviates from the map, we define a subset of walls or
surfaces ' ⊂ ( with ∃ A1, A2, A3 : A1 ∦ A2, A2 ∦ A3, A1 ∦
A3, A1, A2, A3 ∈ '. The reference surfaces therefore define
a (minimally) sufficient alignment problem for the robot
to localize itself, but exclude all surfaces in ( that are
not relevant to a local task and would in case of devi-
ations disturb the alignment. This is further motivated
by most construction tasks being expressed in local refer-
ence frames. Within the case of approximately rectangular
building structures that we study in our experiments, ' is
often the set of surfaces defining a corner in a room. Such
references are part of the task definition and can e.g. be
synchronised online with robot [23].
Initial experiments with our methods showed that in

cases where the surfaces in ' are only measured with a
few points of the LiDAR scan %, the ICP alignment can
fail with huge errors. We therefore propose the following
localisation procedure:

1. Find the alignment ) (C)full mesh = ��%((, % |)
(C−1) )

2. Refine the alignment to the references
)
(C)
references = ��%(', % |)

(C)
full mesh)

3. Reject ) (C)references if
���) (C)references − )

(C)
full mesh

��� is too large.

4 Experiments
4.1 Experimental Setup

Weconduct our experiments on the supermegabot2 plat-
formwith a LiDAR and three cameras. The robot is further

2github.com/ethz-asl/eth-supermegabot

LiDAR

Cameras

IMU

Figure 4: Sensor setup on the robot.

equipped with an IMU for smooth state estimation. The
exact sensor configuration is shown in Figure 4.
We calibrate all cameras individually using Kalibr3 [24,

25] to obtain intrinsics and extrinsics with respect to the
IMU. We then record a joined motion of LiDAR and cam-
eras to find their respective transformations using visual-
intertial odometry [26] with one of the cameras and op-
timizing the alignment of LiDAR scans with respect to
that trajectory4. Time-synchonization is achieved with
the VersaVIS [27] camera trigger board that synchronizes
time between the host, all cameras and the IMU, while
negligible time-offset is assumed between the host and the
LiDAR.5
We supply the robot with a 3D mesh of the building

that is generated from the available 2D floorplan. Because
there are no information of the floor or the ceiling structure
available, we add a planar floor to the mesh and give all
walls the same height. Reference surfaces are specified as
a subset of the same mesh.
To measure ground-truth, we attach a prism to the robot

and measure the position with a total station referenced
to the origin of the building plan that the robot is using
as a map. We calibrate the prism position with respect to
the robot frame by aligning trajectories of the robot mov-
ing around. In case that as-built reference walls deviate
from the building plan in absolute coordinates, we mea-
sure this deviation and correct the ground truth position
accordingly.

4.2 The Effect of Clutter

To verify the influence of clutter objects and mov-
ing workers on the general localization performance of

3github.com/ethz-asl/kalibr
4github.com/ethz-asl/lidar-align
5While complicated, this procedure is necessary such that the image

segmentation is correctly propagated into the LiDAR scan.
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(a) Location A

(b) Location B

(c) Location C

(d) Site Overview

Figure 5: Selected locations and reference walls (marked
red in d) for our experiments. All locations also have the
floor as a reference surface. The red border around the
images corresponds to the forward-facing camera.

a robotic system, we compare localisation at the same po-
sitions with and without clutter in Table 1.
We conduct experiments with a stationary robot while

a construction worker is moving around the robot and
clutter objects such aswooden boards and equipment boxes
are placed to partially obstruct measurements to reference
walls. For each location, we analyze a sequence of around
1 min. or 300 LiDAR scans.
The investigation shows that on-site clutter negatively

affects the localisation accuracy and therefore confirms
our initial hypothesis.

4.3 The Effect of As-Built Deviations

To simulate a severe deviation between as-planned and
as-built, we move the upper and lower structure in Figure 5
apart by 0.3m in the mesh supplied to the robot. While
the initial building mesh without this added deviation is
already not an accurate representation of the environment,
this further augmentation is used to compare localisation
accuracy accross higher and lower deviations.

clutter Loc. A Loc. B
no 157 74
yes 218 83

Table 1: Influence of clutter on the localization accuracy
(RMSE in mm). For this comparison, the robot localizes
the full LiDAR scan in the full buildingmodel. At location
C, the clutter was fixed to the environment and therefore a
comparison without clutter could not be done.

deviations Loc. A Loc. B Loc. C
lower 218 83 87
higher 390 222 76

Table 2: Influence of deviations between as-planned and
as-built on the localization accuracy (RMSE in mm). The
robot localizes the full LiDAR scan in the full building
model, in a cluttered environment.

The localisation results of this comparison are listed in
Table 2. In two locations, the additional deviation severely
worsens the localisation results, while it has little influence
on location C. It is expected that particular deviations af-
fect localisation at some locations more than at others. In
general, the results confirm the suspected effect of devia-
tions between as-planned and as-built on the localisation
accuracy.

4.4 Accuracy of the Proposed System

Given the negative effects of deviations and clutter, we
now introduce our robotic system to a cluttered environ-
ment with the stated deviations between as-planned and
as-built. We then analyse the localisation accuracy to
investigate to what extend our introduced mitigation mea-
sures can compensate for the added difficulties.
We compare all combinations of methods described in

section 3 to a baseline of ICP alignment between the full
building model and the full LiDAR scan. We measure re-
peatability by the trace andmaximum eigenvalue of the co-
variance matrices for position and rotation. For accuracy,
we compare the estimated position of the robot against the
total-station tracked prism. This measurement therefore
relies on the estimation of the full robot pose. The results
are given in tables 3, 4 and 5 for the three different test
locations respectively. Additionally, we report the frac-
tion of LiDAR scans that could not be localized either
because ICP did not converge or the solution was rejected
(see section 3.2). To account for non-determinisms in the
localization pipeline, all values are averages over three
executions on the same input data.
From the results we see that in general, selective local-

ization against reference walls constraints the localization
very well in two dimensions. The trace and maximum
eigenvalue for localisation against reference surfaces are
very close, whereas there is uncertainty in more than one
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Figure 6: Topview on position C of the distribution of localization outputs for the stationary robot. All points are
transformed to the estimated position of the tracking prism. The ground-truth location is given by the output of the
total station for the tracked prism.

ICP Input Pos. Repeatability Rot. Repeatabilty Accuracy Failure Rate
map scan max eigenval. trace max eigenval. trace rmse [mm] [%]
full mesh full 22.3 25.9 2.7 8.0 390 0.0
full mesh masked clutter 1.5 2.5 2.9 8.6 290 4.9
full mesh weighted clutter 10.1 12.7 3.0 8.9 354 8.2
references full 121.1 127.2 5.3 15.9 452 50.3
references masked clutter 31.9 32.2 5.1 15.2 232 44.1
references weighted clutter 330.5 338.6 14.1 42.4 627 76.5

Table 3: Stationary Localization Study Position A

ICP Input Pos. Repeatability Rot. Repeatabilty Accuracy Failure Rate
map scan max eigenval. trace max eigenval. trace rmse [mm] [%]
full mesh full 3.3 5.9 3.2 9.6 222 0.0
full mesh masked clutter 1.4 2.3 3.4 10.3 342 5.3
full mesh weighted clutter 3.8 5.6 3.6 10.7 230 8.1
references full 7.6 8.0 3.4 10.3 328 4.8
references masked clutter 2.6 2.7 4.2 12.6 68 21.3
references weighted clutter 17.1 18.4 7.0 21.0 244 52.6

Table 4: Stationary Localization Study Position B

ICP Input Pos. Repeatability Rot. Repeatabilty Accuracy Failure Rate
map scan max eigenval. trace max eigenval. trace rmse [mm] [%]
full mesh full 1.8 2.9 4.3 12.9 76 0.0
full mesh masked clutter 14.8 17.1 4.4 13.3 153 3.7
full mesh weighted clutter 4.0 5.2 4.6 13.7 103 6.4
references full 0.9 1.0 4.3 13.0 65 0.3
references masked clutter 28.7 28.9 5.9 17.6 154 25.6
references weighted clutter 1.0 1.5 4.8 14.4 52 9.8

Table 5: Stationary Localization Study Position C
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direction for registration against the full building model.
The same effect is illustrated in figure 6. This raises the
question why the localization shows such a high variance
in lateral direction in all three locations. A more detailed
evaluation of the test site shown in figure 5 reveals that
most of the walls in the building model are parallel to the
G axis of the model and much fewer structures are paral-
lel to the H axis. For all 3 locations, however, the lateral
localization depends on the alignment of surfaces parallel
to the H axis. The biggest available structure in this di-
rection, which is also the reference wall for location C, is
obstructed by a van parked in front of the wall. Therefore,
for all three locations, the observable part of the lateral
reference structure is small compared to both other direc-
tions and a higher localization uncertainty in G direction
had to be expected.
Our experiments further show that semantic filtering is

more important when localising against reference surfaces
than when using the full mesh. Intuitively, localising only
against references is more vulnerable to obstructions of
these surfaces. While localisation in the full mesh is also
worse in presence of clutter, as shown in table 1, our
experiments show in two of three locations that without
semantic filtering of the clutter, this impact is even more
severe when localising against reference surfaces.
In all locations, the highest accuracy is achieved with a

combination of semantic filtering of the LiDAR scan and
selective localization to reference surfaces. The accuracy
gain ranges from 32% in position C to 69% in position
B. However, we could not find a single combination of
methods that always worked. We found the performance
of the semantic filtering method to be highly dependent on
the location and the respective performance of the density
estimation network. As we already describe in section
3.1, semantic classification in construction environments
is difficult due to the lack of labelled data. The density
estimation network from [2] showed reasonable perfor-
mance for our test location, but still partially filtered out
background structure that was too different from the train-
ing domain. In particular in location C, binary filtering of
the pointcloud removed nearly all points on the lateral ref-
erence wall, resulting in high uncertainty and failure rate.
We conclude that for precise localization of robots on con-
struction sites, outlier filtering and selection of high quality
measurements are key aspects. While learning-based so-
lutions show promising characteristics in this regard, they
require more domain-specific training data to further boost
their performance.

5 Conclusion
In this work, we present a mobile on-board localiza-

tion system for construction robots. In our experiments,
we show that building deviations and clutter deteriorate

accuracy of traditional registration methods, and find that
a combination of semantic filtering of LiDAR scans and
selective localization to reference walls yields essential
accuracy gains. Our findings show a need for semantic
datasets closer to the construction domain and a need for
more research to further close the accuracy gap between
external reference systems and on-board sensing.
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Abstract –  

A static path, pre-calculated as the tool trajectory, 

cannot reflect potential changing states during the 

machining process. Therefore, adjusting to 

environmental differences between the assumed and 

actual conditions, such as variations in the physical 

properties of the material, is not possible. In this study, 

the path was dynamically changed by monitoring the 

load applied to the tool during processing. 

Furthermore, applying our method to processing with 

a chisel demonstrates that parts can be machined 

appropriately via dynamic path generation. 
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Robot processing; Dynamic path; Wood carving; 

Force sensor 

1 Introduction 

In architecture, numerically controlled machining is 

becoming widespread for manufacturing building 

members. When machining a member, a static machining 

path, in which the trajectory of the tool tip is calculated 

in advance, is generally used. The machining path can be 

obtained by calculating the three-dimensional (3D) shape 

of the member, and the member can be accurately 

machined by combining with numerical control 

machining. However, when using a static path, the state 

of the workpiece being machined cannot be considered. 

Proper processing requires processing conditions 

according to the physical properties of the material; 

however, there are large variations in the physical 

properties of workpiece materials, such as wood. If there 

is a difference between the assumed and the actual 

physical properties, the pre-set machining conditions 

may not be appropriate, and machining may ultimately 

fail. 

Among indices used to determine the state of the 

workpiece during processing, the magnitude of the 

load/reaction force applied to the tool is one of the better 

candidates. When an excessive load is observed, it can be 

inferred that an excessive force is being applied to the 

tool at that time and assess if it is within the range of 

appropriate processing conditions. 

By using a force sensor, it is possible to measure the 

magnitude of the load and moment applied to the tool in 

real time. For example, when the tool overcuts a member, 

an excessive load is generated between the tool, which 

tries to follow a predetermined path, and shavings that 

oppose it. Furthermore, if the cutting amount exceeds the 

capability of the tool, the load applied to the shavings 

becomes excessive as the tool advances. If the path can 

be dynamically controlled while assessing the status 

during machining via load monitoring, a more 

appropriate machining can be realized. 

In this study, by monitoring the load applied to the 

tool during processing using a force sensor and 

considering the logic for dynamic control that reflects the 

result in the path, we developed a dynamic path 

generation method. This method was verified via wood 

carving with a robot using a chisel. 

2 Related research 

In metal processing, in which the metal is a 

homogeneous material, there are examples of finishing 

techniques for the surface of parts, such as deburring and 

polishing, by robots using force sensors [1][2]. The force 

sensors are used for monitoring and fine-tuning the 

pressing force of the tool. In this study, we dynamically 

changed the path by using a force sensor to monitor the 

machining status.  

There are also examples of using force sensors for 

wood carving using robots [3][4]. In such examples, to 

determine the parameters in wood carving, the movement 

and force during cutting by a human were recorded for 

machining using a vibration chisel. Furthermore, the 

machining path was optimized by modeling these data 

via machine learning. Based on this optimization, a 

cutting test was performed with a robot equipped with a 

vibration chisel and the machining parameters were 

determined. However, they targeted static paths as the 

processing paths, as opposed to the dynamic paths 

targeted herein. In this study, we aim to realize 

763

mailto:axaa4936@chiba-u.jp
mailto:hirasawa@faculty.chiba-u.jp


38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

processing in response to variations in physical 

properties and in the processing environment by 

monitoring the processing status via load monitoring 

using a force sensor and dynamically changing the 

processing path. 

3 Experimental set-up 

The robot used in this experiment is shown in Figure 

1, left. The force sensor was attached to the tip of the 

robot flange (Figure 1, right). This sensor can measure 

the force in three axes and the moment around those three 

axes. The measurable range is ± 200 N for force, which 

is approximately the payload of the robot, and ± 20 Nm 

for moment. At the time of installation, the coordinate 

system set on the flange of the robot was aligned with the 

directions of the force sensor measurement axes, and the 

normal line of the flange and the Z-axis of the force 

sensor were aligned. 

  

Figure 1. Robot (left) and tool set-up (right) used 

in this study 

The tool held by the robot was a round-edged chisel 

with a width of 9 mm. A vibration chisel is an alternative 

tool for carving that can be machined with a relatively 

low load owning to the vibration of the blade. However, 

this vibration becomes a noise source for the force sensor 

measurement, which makes the load monitoring required 

for dynamic path generation impossible. Therefore, we 

did not adopt a vibration chisel. Instead, we built an 

adapter that enabled attaching a hand-held chisel to the 

robot and installed it at the tip of the force sensor. 

4 Dynamic machining path 

4.1 Machining path 

The path required for machining consists of the 

trajectory (path), through which the tip of the tool passes 

during machining, and machining parameters, such as the 

feed rate and rotation speed of the tool blade. Because the 

path determines the movement of the tool for processing 

the member’s shape, it is mainly determined based on the 

3D shape of the member and limitations regarding the 

moving direction of the tool. 

In this study, machining paths are classified into static 

and dynamic machining paths. In the former, pre-set 

paths remain unchanged from start to finish during 

machining. In the latter, paths change during machining. 

The machining parameters may be manually changed 

by the operator during machining depending on the user 

interface of the machine. For example, when cutting, it is 

possible to operate the controller to reduce the feed rate 

override and increase the rotation speed of the tool blade. 

Such machining parameters can be easily controlled 

manually via the user interface; however, it is difficult to 

change the path manually on the spot because it is 

calculated based on the 3D shape of the member. 

4.2 Dynamic machining path overview 

A simple dynamic machining path control involves 

changing the feed rate according to the load applied to 

the tool. This method is effective for tools such as circular 

saws, drills, and end mills, which rotate the blade for 

machining. If the feed rate is reduced, the amount of 

cutting per blade of the tool is reduced, and the load on 

the tool is reduced. Therefore, low-load machining is 

possible without changing the machining path. 

However, in the case of chisels, this method may not 

be effective. After the tool enters the workpiece, the load 

continues until the shavings are cut from the workpiece. 

This tendency does not change even if the feed rate is 

reduced. In other words, if an excessive load is applied 

during processing, it is necessary to change the path itself 

to avoid it. If the machining path is not appropriate, it can 

lead to tool or machine damage due to overload (Figure 

2). Accordingly, if a certain amount of load occurs, such 

damage can be avoided by changing the path. 

In addition, wood, which is often used as a workpiece, 

has anisotropic physical properties, and when processed 

along the grain, it may be deeply scraped along the fiber 

direction. 

By monitoring the machining status via load 

monitoring using a force sensor, it is possible to 

dynamically change the machining path and perform an 

appropriate machining. 
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Figure 2. Excessive workpiece carving with 

improper machining path 

5 Dynamic machining path logic 

The process under a load-based dynamic machining 

path is as follows (Figure 3). 

1. Generate the original machining path for machining 

the member. 

2. Command the robot the position and orientation of 

the tool based on the generated machining path. 

3. Monitor the load on the tool during machining with 

a force sensor. 

4. When the load exceeds a set threshold, the 

machining path is recalculated and registered as the 

path to be executed next. 

5. Repeat steps 2–4 until the original path, that is, 

processing of the member surface, is completed. 

 

Figure 3. Machining flowchart under a dynamic 

machining path 

In this study, the original machining path in step 1 

was calculated based on the 3D shape of the member. The 

sampling rate of the force sensor was approximately 10 

Hz, which is the execution cycle of steps 2–4. 

The method of recalculating the machining path in the 

event of an overload may differ depending on the tool and 

the way to avoid overload. 

For example, the machining with chisel in this 

experiment produces large shavings that are cut from the 

workpiece. Therefore, a method of processing a shallow 

position, that is, a position close to the workpiece surface, 

can be considered as a method of reducing the load. If the 

load is heavy, the path is recalculated and executed to 

handle a certain amount of the shallow part. If the 

recalculated path is still overloaded, a path to handle the 

shallower parts is calculated. This time, the depth, the 

position away from the target path, is managed, and the 

processing path completed when the original path could 

be processed without overloading. 

If an overload condition occurs during machining, it 

is necessary to interrupt the machining path and correct 

the tool trajectory to reduce the load. This is easily 

realized by going back to the last processed path. The 

place where the tool passed is already machined and will 

not interfere with the tool, so it can pass safely. 

In the processing with chisel in this experiment, when 

the load exceeded the threshold (step 4), the processing 

was set as follows (Figure 4). 

a. Return along the machining path until the load 

falls below the threshold. 

b. Recalculate the machining path. The 

recalculated path passes through a part 

shallower than the machining path that was 

being executed. 

The above dynamic machining path logic was 

implemented as a robot control program. The control 

program determines the machining status while 

monitoring the force sensor measurement, and 

sequentially commands the robot to position and orient 

the tool according to the above algorithm. 

 

Figure 4. Processing path recalculation for chisel 

machining 
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6 Machining experiments 

6.1 Load measurement and threshold setting 

To set the load threshold value to be referred to in the 

dynamic machining path, a trial machining was 

performed with a static path that passes through a certain 

depth in a straight line. The machining result was 

observed while recording the load. In the Z-axis (tool-

axis) direction of the force sensor, the load due to the 

weight of the tool acts as tension, and the reaction force 

from the workpiece acts as compression. From the test 

processing, we found that if compression is applied up to 

approximately 60 N in the tool-axis direction, it is a 

reasonable machining (Figure 5). Conversely, if a larger 

load is applied, excessive digging (Figure 6, top) or 

cutting occurs. This force was used as the threshold value 

for overloading during processing (at step 4). 

 

Figure 5. Low-load processing 

 

 

Figure 6. Above-threshold-load processing 

6.2 Planar processing 

As an experiment using a dynamic machining path, 

we performed machining on the work surface. The 

workpiece used was a single-plate laminated material. 

This processing was performed along the grain of the 

wood. The processing area was set to 50 x 200 mm, and 

depth was set to 2 mm. This width range was divided in 

the width direction by 4.5 mm, which is half the width of 

the chisel, and linear paths were arranged to form the 

entire path. Using the logic described in Section 5, in the 

event of an overload, the path is returned and recalculated 

so that the next path is 0.2 mm shallower. The processed 

product is shown in Figure 7. By detecting an overload, 

to avoid the excessive excavation of the blade that may 

occur when machining in the grain direction and the 

machining that results in an excessive amount of cutting 

that exceeds the capacity of the tool, the path is 

dynamically changed when the threshold is exceeded.  It 

was confirmed that processing that could not be executed 

using the original path can be executed using the 

dynamically changed path. 

Figure 8 shows a linear path movement during 

machining. The top and middle graphs show the position 

of the tool in processing and depth direction, respectively, 

and the bottom graph shows the load measured by the 

force sensor over time. The threshold is shown by the 

solid red line in Figure 8, bottom, and the areas where 

excessive load occurs are shown as horizontal shaded 

strips. If an excessive load is applied, it will return by a 

certain amount in the direction opposite to the direction 

of travel along the path (such as the arrow in Figure 8, 

top), and the overload is repeatedly, the path will be 

recalculated to process the shallower position (Figure 8, 

middle). This operation is repeated until the processing 

of the original path is completed. Throughout the planar 

processing, the path was recalculated approximately 360 

times. 

 

Figure 7. Planar processing result 
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Figure 8. Tool movement under load. Top: tool 

position in the path direction; Middle: tool 

position in the depth direction; Bottom: sensor 

load in the Z-axis direction. 

6.3 Bowl-shaped processing 

Next, we conducted an experiment to process a bowl-

shaped work surface. The work had a spherical dent with 

a diameter of approximately 120 mm and a depth of 8 

mm, which was carved radially along the surface. In this 

experiment, lime wood was used. Considering the 

movable range of the robot, the path was divided into four, 

and the processing was performed while rearranging the 

workpieces. The calculated path moves the tool along the 

surface of the finished bowl. By monitoring the load and 

performing the machining while dynamically changing 

the path during overload, it was confirmed that 

machining can be performed without excessive cutting. 

The processed product is shown in Figure 9. The part 

orthogonal to the grain of the wood is slightly roughened, 

but it is generally well processed. 

 

Figure 9.  Bowl-shaped processing result 

7 Conclusion 

In this study, processing was performed using a chisel 

with a dynamic machining path. It was confirmed that the 

machining environment can be grasped via load 

monitoring using a force sensor, and that appropriate 

machining can be performed by dynamically changing 

the path. Furthermore, as a countermeasure against 

overload, we adopted a method in which the path is 

changed shallowly to reduce the load. However, it is also 

possible to change the posture of the tool according to the 

magnitude of the load. 

It was also found that even a tool used by humans, not 

a blade dedicated to a processing machine, can be used 

by a robot with dynamic control. Because the cutting 

marks of the blade may be evaluated as a unique texture, 

we would like to expand the range of applicable blade 

types in future work. 
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Abstract -
As-built modeling using advanced visual sensing technolo-

gies (i.e., photogrammetry and laser scanning) provides an
opportunity for a rapid assessment of construction perfor-
mance, identifying deviations from 3D CAD/Building Infor-
mationModeling (BIM) models (i.e., as-planned model). For
reliable decision-making, the accuracy and quality of the
as-built model are critical. In particular, data collection
techniques for image-based 3D reconstruction influence the
quality of as-built modeling. In addition, manual data cap-
ture is time-consuming, error-prone, and infrequent, which
impedes the assessment process. To overcome the challenges,
this paper proposes a model-based planning system to au-
tomate image data collection for 3D reconstruction. The
data collection system uses a camera-installed robotic arm.
The locations of images to be captured are planned based on
a given 3D CAD/BIM model using the camera parameters,
distance away from the target object, and overlap ratio. The
end-effector of the robotic arm, where a camera is installed,
moves along the planned locations and captures images at
each location. The complete image data set uses computer
vision algorithms (i.e., Structure from Motion and multiple
view stereo) to create the as-built model. The preliminary
experiment produces an as-built model of the object suc-
cessfully. Moreover, the quality of the as-built model can
be improved by the presented method on the leverage of a
camera-mounted robotic arm.

Keywords -
Image-based 3D reconstruction, automation image-data

collection, robotic arm, as-built modeling

1 Introduction
The advanced visual sensing technologies (e.g., pho-

togrammetry and terrestrial laser scanning) empower ef-
ficient visual-data collection in the construction indus-
try. Efficient methods of as-built modeling enable a rapid
assessment of progress, productivity, and quality, com-
pared with the as-planned 3DBuilding InformationModel
(BIM) or computer-aided-design (CAD) model [1, 2, 3].
Despite the advantages, there is a challenge that many
practitioners face when they first try image-based 3D re-

construction: difficulty in producing a high-quality and
consistent as-built models [4].
To overcome the challenge, there are research efforts on

the method of creating a high-quality as-built model. Two
technologies are primarily used in construction applica-
tions: terrestrial laser scanning and image-based 3D re-
construction. The terrestrial laser scanner operates based
on time-of-flight or phase shift measurements. Both tech-
niques sweep laser rays and collect 3D coordinates of the
points where the laser ray hit the object surface. The
collection of points becomes a point cloud model of the
scanned scene. The laser scanner has the advantage of
speed and precise measurement in high resolution [5];
however, the high cost of equipment and labor turns down
the benefits. By comparison, image-based 3D reconstruc-
tion uses the image processing algorithms, Structure from
Motion (SfM) [6], and multiple-view stereo (MVS) [7]
with a set of image data taken by the camera. The image
processing algorithms estimate 3D structures from pairs
of images and compute 3D dense points of the scene. Due
to the cost-efficient and ease of data collection, image-
based 3D reconstruction gained more attention to create
the as-built model in construction [8].
For this reason, the research community has focused

on the development of the visualization and analysis for
construction performance using a as-built model that is
reconstructed from daily photographs [9, 10, 11]. A set
of the daily photographs taken by site engineers often are
unordered, easily led to inconsistent point cloud quality.
For modular or prefabricated components, a consistent
and higher level of point cloud quality is required. Since
the modular components are fabricated off-site, any devia-
tions from design can lead to unexpected costs and sched-
ule overrun due to the reworks, including re-shipping, re-
fabricating, and repair. Thus, the quality of as-built model
is critical to detect the deviation to secure cost and sched-
ule in modular construction.
Since the performance of computer vision algorithms

relies on the detection and matching of the features in
different images, how images are collected (i.e., the num-
ber of images and data collection positions) greatly affects
the accuracy and quality of 3D reconstruction. Without
proper planning (predetermining camera locations), 3D
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reconstruction may result in high measurement errors and
incomplete and noisy point cloud.
To overcome these challenges, this paper presents a

robotic arm path planning method for image-based 3D re-
construction. The presented method is designed to capture
as-built models of fabricated building components.The re-
sult shows reduced errors in the 3D point cloud formation
process. This paper also presents a research road map
to build a reliable and practical image data acquisition
method and improve as-built modeling using a robotic
arm.

2 Related Work
The 3D reconstruction of real-world objects and scene

has received great attention in many different applications,
such as creating 3Dmodel of heritage site [12], face recog-
nition [13], detailed 3D spatial data for geoscience ap-
plication [14], reverse engineering [15, 16], and quality
inspection [17]. There are different vision sensors are
explored for 3D reconstruction: stereo cameras [18], 3D
depth sensors [19], monocular cameras [20], laser scanners
and videos [21]. In addition to capturing technology, the
image-processing algorithms are actively developed [6, 7].
Thus, the capabilities of data collection technologies and
processing to create 3Dmodels have been actively studied.
Nonetheless, the quality of modeling is difficult to obtain
without sensor planning for data collection.

Since image-processing techniques are robust in creat-
ing a 3D model from a set of image data, establishing
the proper data collection methods and automation have a
considerable potential to obtain the quality of the as-built
model. The robotic system, such as unmanned ground
vehicles (UGV), unmanned aerial vehicles (UAV), and
robotic manipulators, is introduced to improve the data
collection system. For image data collection, the UAV has
been studied actively in construction applications due to
the capability of extensive capturing ranges and avoiding
occlusions [22, 23]. However, UAV operation is limited
during construction, and the flight motion causes motion
blur in captured images. The UGV has not been explored
much for image-data collection since the fixed camera on
UGV is not efficient in capturing multi-views in the con-
struction site. A robotic manipulator with a high degree of
freedom can be applied for data acquisition by installing
the sensor on the manipulator. It allows the sensor to
move to the ultimate position. Thus, the robotic arm can
provide an opportunity to perform desirable motions to
collect image data based on sensor planning.

The benefit of a robotic arm system is easily pro-
grammed and operates new scenarios [19]. The scenarios
can be created based on sensor path planning. The cur-
rent studies of sensor planning with a robotic arm focus
on the small mechanical part [24] using a range sensor

or laser scanner. Their planning method is finding the
set of required viewpoints and planning the sequence of
the viewpoints[25] [20]. The sensor path planning with
a camera has not been studied much with a robotic arm
system. Since the 3D reconstruction principle is differ-
ent between the camera and laser scanner, the sensor path
planning method cannot be the same. The image data col-
lection method to reduce reconstruction error has not been
covered enough in the research community.

3 Method
The proposed framework aims to automate image data

collection to reconstruct a complete and reliable quality
as-built model. The automation of the data collection sys-
tem uses an unmanned ground vehicle (UGV) integrated
with a camera-mounted robotic arm. The robotics are
programmable to move through the optimal path for col-
lecting data. Thus, the overall system is associated with
two motion plannings for a UGV and a camera-mounted
robotic arm. In this paper, the study scope is limited to
surface reconstruction to validate the robotic arm opera-
tion in image-based 3D reconstruction. Since a robotic
arm has its allowable workspace, the study assumes that
the camera installed on the robotic arm can cover a certain
size of the surface. The study implements themodel-based
planning for the robotic arm to find camera positions from
the given CAD model. The considerations for the image
acquisition planning include capture distance and angle,
field of view, overlap ratio, and robotic arm workspace to
reduce a source of error for 3D reconstruction in the data
collection step. The data acquisition with a robotic arm
starts after a UGV stops. After a robotic arm finishes scan-
ning one surface, the UGV moves to the other surface and
starts taking image data of another surface. This proce-
dure is repeated until collecting a complete image-data set
for the object. The main focus of the paper is robotic arm
operation for one surface data acquisition, not a complete
object. The success of the surface reconstruction pro-
vides a promising conclusion for the 3D reconstruction of
the complete building components as moving around the
UGV. The overall study method is illustrated in Figure 1.
For camera sensor planning using a robotic arm, the

following components, identified as a source of recon-
struction error in the stage of data collection, are studied:
camera distance, orientation, robotic arm workspace, and
image overlap ratio.

3.1 Camera distance and orientation from the object
surface

The constant distance between the image plane and cap-
turing object surface is an important element to assure 3D
point cloud quality. It minimizes the error finding corre-
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(a) Target object (b) Create 3D model (c) Configure camera pose

(f) 3D reconstruction result(e) Robotic arm operation(d) Arm trajectory design 

Figure 1. Research method overivew - Image data collection for 3D reconstruction

sponding 3D points from two different images. According
to Yousfi et al. [26], the images used for 3D reconstruc-
tion from difference distances cause an error in match-
ing corresponding points. Although the image processing
structure-from-motion and multiview stereo (SfM-MVS)
algorithms are robust to images at different scales, the
images taken from significantly different distances cause
to be rejected [14]. The minimum focus distance of the
camera was considered to maintain the distance for image
capture. Camera orientation remains constant along the
surface to maintain the distance between object and image
plane.

3.2 Robotic arm (end-effector) workspace

Before determining the image collecting locations, the
end-effector workspace is determined. The end-effector
workspace refers to the 3D space that the end-effector
can reach without joint collisions. Defining a workspace
preserves the quality of images since it reduces the failure
of the arm trajectory and improves the accuracy of end-
effector positioning.
From the Kinova robotics user manual, the maximum

reachable robotic arm distance is given as 1260 mm in the
z-direction and 984 mm in x,y direction when the arm is
placed on the ground, as shown in Figure 2 [27]. However,
the actual reachable space for this study is different from
the maximum because of the constraint due to the end-
effector’s fixed orientation and distance. The constraint

Z- axis

X,Y-axis

984

1
2
6
0

1
8
4
0

Figure 2. JACO robotic arm usable workspace in
mm [27]

limits the robotic arm motion planning space on the yz-
plane (Figure 3); i.e., the workspace for this data collection
task only needs to be defined in the yz-plane.
Therefore, the maximum camera reachable space main-

taining a fixed angle and distance of end-effector is iden-
tified. Based on the maximum, the range from the arm
base is determined. Between the range, the robotic arm
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Y axis Z axis

X axis

Camera Distance to 

Object Surface 

Arm Base

Figure 3. Robotic arm coordinate system

motion is tested at each 3D point location every 0.05 m.
For example, if the identified maximum space in the y-axis
is +0.3 m from the arm base, then the minimum space is
-0.3 m. Each space point every 0.05 m from -0.3 m to
+0.3 m was tested. The test is conducted by commanding
the move distance through a python script and compares
the arrival position based on the publishing data from the
encoder. The position errors compared with the commend
are less than 0.02 m, then include the 3D point into the
workspace.

3.3 Image overlap ratio

The importance of image overlap ratio is image-based
3D reconstruction process starts with feature detection
and matching in the different photographs by the Scale-
Invariant Feature Transform (SIFT). Insufficient feature
overlap attributes to the failure of the scene reconstruction
[28]. For this reason, the different overlap ratio has been
studied, changing the spacing between waypoints.

4 Experimental Setup
The experiment setup of the research is shown in Fig-

ure 4. The target object was placed in front of the robotic
arm installed onUGV. The visual sensor, a camera (OSMO
Plus from DJI), was mounted on a six-degree-of-freedom
manipulator’s (Jaco robotic arm from Kinova robotics)
end-effector as shown in Figure 5.

The test object was selected and its size was 0.3 m
(width) x 0.72 m (length) x 0.54 m (Height). For the
model-based approach, the 3D CAD model of the object
was created (Figure 1(b)). The field of view of the OSMO
Plus camera is a minimum 35 ◦ maximum 92 ◦ based on

Target object

Camera attached 

robotic arm

Unmanned ground 

vehicle (UGV)

Figure 4. Experimental setup, including target ob-
ject, camera attached robotic arm, and unmanned
ground vehicle (UGV)

DJI OSMO+ 

Camera

Robotic arm

end-effector

Figure 5. Camera mounted robotic arm end-effector

the focal length. Assuming the camera operating field
of view is 60 ◦, data acquisition positions were decided
and drawn on a 3D CADmodel (Figure 1(c)). The camera
candidate positions are tested with the robotic arm tomake
sure that no joint collision occurs during the end-effector
movement to the candidate positions (Figure 1(d)). The
image datawas takenwhen the robotic end-effector stops at
the capturing positions ( Figure 1(e)). The robotic armwas
programmed to stop every waypoint and capture images.
After robotic arm operation is completed, a set of images
run dense cloud algorithms (i.e., SfM-MVS) to create an
as-built model [29].

5 Experimental results
• Robotic arm workspace: The test result of the
workspace was that from -0.3 m to 0.3 m in the y-axis
and from -0.15 m to 0.6 m in the z-axis from the cen-
ter of the arm base. These spaces are the robot arm
able to operate spaces maintaining the fixed camera
angle and distance. All planned waypoints are inside
of the defined workspace.

• Sensor trajectory and operation: The sensor tra-
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(a) Camera trajectory (c) 3D reconstruction result(b) Image taken locations

Figure 6. Results of the proposed framework - (a) camera trajectory, (b) image taken locations [29], (c) 3D
reconstruction result

Image overlap 

length

Overlap 

ratio
76.38% 68.5% 60.6% 52.7%

3D 

reconstruction 

result

Dense 

cloud

confidence

Number of 

image
25 images 20 images 9 images 9 images

150 485 435200 385250 335300

100 10 5 1

Figure 7. 3D reconstruction results based on overlap ratio

jectory is shown in Figure 6 (a). The camera moved
along the designed trajectory and stopped at the
planned positions to take photographs. The images
(in blue boundary ) created as-built models are shown
with image-taken positions. Figure 6 (c) shows the
surface reconstruction result.

• Image overlap ratio: The 3D reconstruction results
with different overlap ratios are shown in Figure 7.
The maximum tested overlap ratio was 76.38 %, and
the minimum was 52.7%. The more overlap ratio

achieves a better to complete 3D point cloud model,
the least model with nine images was not able to com-
pletely reconstruct, especially on the edge of the ob-
ject. The comparison of the dense cloud confidence
result shows that a small number of images creates
the lower confidence level of dense cloud (Figure 7)
since the lower number of images is associated with
creating an as-built model, which reduces the accu-
racy of the as-built model.

• Construction object: The designed camera trajec-
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Figure 8. Image-based 3D reconstruction of concrete
structure

tory was tested on the concrete object located in the
Construction Facility Laboratory (CFL) at North Car-
olina State University (NCSU). The successful 3D
reconstruction is shown in Figure 8.

6 Conclusion and future research
This paper presents a sensor planningmethod for image-

based 3D reconstruction using a robotic arm. The planning
method is to minimize the source of errors from data col-
lection. The preliminary results show a great potential
that the quality of 3D reconstruction can be improved by
the presented method. Moreover, this research can be ex-
tended to complete as-built modeling, installing a robotic
arm on the unmanned ground vehicle (UGV). The sen-
sor planning method will be automated regardless of the
object shape in future studies.

The automation of data collection with a camera or
a laser scanner installed robotic arm can be applied to
various applications in construction. The high degree of
freedom operation allows placing a sensor in desirable lo-
cations depending on the object’s shape. Therefore, the
leverage of robotic arm data acquisition enables efficient
data collectionmethods for the construction building com-
ponents with diverse complexity of shape and a wide range
of quality requirements.
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Abstract 

Featuring manual-intensive labor as the primary 

source of productivity, the construction industry is 

plagued with low efficiencies and high safety risks. 

Increasing ground robots have the potential to 

address these shorting comings. However, the 

complicated indoor sites result in many barriers for 

adopting unmanned ground robots (UGR), especially 

in path planning. As the basis for the robot 

movement, reliable indoor path planning is often 

unavailable due to the lack of up-to-date maps and 

reliable path planning algorithms. This paper 

presents a BIM-integrated indoor path planning 

framework for UGRs. First, robot information is 

integrated into BIM as a knowledge base. Second, an 

IFC-based layered mapping is proposed to build a 

robot-centric prior map. After extracting necessary 

robot properties from the BIM base, an improved 

A* path planning algorithm is introduced to be 

adaptive to UGRs with different mobilities. Final 

simulation results have proven the value of this 

framework.  

Keywords –  

Building information modeling, ground robot 

mobility, layer mapping, Adaptive A* path planning 

1 Introduction 

The architecture, engineering, construction (AEC) 

industry is one of the main economics worldwide, but 

with various problems due to the limited automation, 

such as inefficiency and high safety risks. With the 

rapid development of computers and sensors, robotic 

system has become a promising method to automate the 

AEC industry. Among various robotics, unmanned 

ground robot (UGR) achieves the most attention in the 

indoor environment. It can provide not only reliable 

control in cluttered space but also high payload capacity 

to carry multiple sensors. Previous studies have proven 

UGR’s advantages in AEC-related projects. For 

instance, [14] used a UGR for automatic data collection 

in hazardous areas, which reduced potential safety 

problems. Another UGR was proposed for removing 

materials to reduce labor costs [3]. 

Efficient path planning is crucial for UGR’s 

navigation, aiming to find an optimal and robust path in 

different indoor environments. However, two main 

hindering factors still exist. First, buildings are 

becoming increasingly complex due to irregular 

geometries, diverse space functions, and dynamic 

changes [9], which poses a significant challenge for 

UGRs to acquire the knowledge of building data. 

Simultaneous localization and mapping (SLAM) is the 

classical mapping approach adopted by UGRs, but 

expensive sensors and manual inspections are required 

for constructing highly accurate maps [22], especially in 

complicated environments. Recently, reinforcement 

learning (RL) is proposed as a map-free method for 

UGR’s navigation [7]. Although without the mapping 

requirement, RL requires costly real-world training, 

since models trained in the simulation are not 

guaranteed to be transferred for a real robot [22]. 

Second, UGR’s mobility systems are not fully studied 

with previous path planning algorithms, while general 

ones (e.g. A*) may fail due to certain kinematic 

constraints. Generally, only one kind of UGR mobility 

system will be considered in each path planning 

algorithm, like the Ackerman system [11] or the skid-

wheeling system [8]. A comprehensive framework that 

takes different UGR’s mobilities into account is still in 

lack. 

As a central database for the AEC industry, BIM 

contains not only geometric, semantic information of 

indoor elements, but also other project-related resources, 

like schedule, cost, equipment, etc. Thus, BIM could be 

extended to an N-dimensional platform for different 

purposes. In addition, BIM outperforms other computer-

aided-design (CAD) tools in its object-oriented data 

format, namely “Industry Foundation Classes” (IFC), 

which advances the data exchange due to its high 

interoperability [21]. Due to these advantages, this study 

aims to propose a BIM-integrated framework to realize 

comprehensive indoor path planning for UGRs. The 

method initially integrates robot information (e.g. 3D 
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models, properties) into BIM as a knowledge base. Then, 

the IFC-based layered mapping is executed to construct 

a robot-centric prior map, which also establishes the 

relationship between BIM and the map of path planning. 

After extracting necessary robot properties from BIM, 

an adaptive A* path planning algorithm is introduced to 

improve the efficiency for UGRs with different mobility 

systems. 

This paper is organized as follows: Section 2 

reviews related studies about indoor environment 

mapping and path planning algorithms. Section 3 

illustrates the proposed methods on the integration of 

BIM and robot information, the IFC-based layered 

mapping, and an adaptive A* path planning algorithm, 

followed by the validation design and results in Section 

4. In closing, the conclusion and future work are 

presented in Section 5. 

2 Literature Review 

2.1 BIM-based indoor mapping 

While not widely used in the robot domain, BIM has 

already been a popular resource for path planning 

mapping of other fields. Geometric information of BIM 

element is the basis for indoor mapping, which indicates 

its size and location.  Follini, et al. [8] extracted the 

bounding box of physical objects from IFC files to get 

the lowest height, only those lower than height of 

moving object was considered as obstacles. For 

complex elements, Xu, et al. [26] proposed to use 

Boundary-representation (B-rep) to represent shapes, 

where a face is a bounded portion of a surface, and an 

edge is a bounded piece of curve. In addition, Brown, et 

al. [4] suggested that topological information should be 

extracted for indoor mapping, which could create an 

abstract and simplified network.  Semantic information 

is what makes BIM different from other CAD software, 

generally including standard properties (e.g. name, 

construction phase and material) and other customized 

properties.   For example, the construction data was 

parsed from IFC files by Follini, et al. [8], leading to a 

4D dynamic BIM. Besides, Property Definition 

mechanism of BIM allows users to attach user-

customized properties with Property Sets [17]. To 

express the status of BIM elements, Xu, et al. [26]  

added the property of public or private for IfcSpace and 

the property of locked or unlocked for IfcDoor. Li, et al. 

[15] linked indoor sensors into BIM to develop a real-

time path planning platform for fire evacuation.  Cheng, 

et al. [5] used CCTVs to measure the real-time 

congestion degree of a corridor to get a dynamic path 

for fire evacuation.  

BIM offers not only valuable built-in information 

but also access to expand additional information. 

However, previous studies mainly focus on the BIM-

based indoor mapping of facility management or safety 

planning, while a specific BIM environment for robot 

path planning is still lack.  

2.2 Robot path planning 

After constructing the indoor map, a path planning 

algorithm needs to be implemented for the optimal path. 

Firstly, the objectives of path planning should be 

determined, which are generally the components of the 

path’s cost function. Boguslawski, et al. [2] optimized 

the path planning based on three criteria: hazard 

proximity, distance/ travel time, and route complexity. 

Similarly,  Soltani, et al. [23] suggested a multi-

objective framework for path planning at construction 

sites, which considered the transport cost, safety, and 

visibility to automate the routing analysis of people and 

vehicles during construction. In the context of robotic 

studies, mobility-related factors are drawn attention by 

researchers. Jun, et al. [12] and Jeong, et al. [11] 

considered the robot’s stability during path planning on 

uneven ground surfaces. Zhou, et al. [27] used the 

control input of the robot and traveling time to construct 

a straight but efficient cost function. 

The path planning algorithm is then adopted to find 

the optimal path based on above-mentioned criteria.   

Sampling-based methods are efficient in large 

environments, which generate random samples and 

connect to a search graph. Rapid-exploring Random 

Tree (RRT), RRT* and Probabilistic Road Map (PRM) 

are common sample-based examples [20]. Search-based 

methods, A* algorithm, developed by Hart, et al. [10], is 

also frequently used. Variants of A* algorithms have 

been developed for variable needs. Weighted A* was 

designed by Pohl [19] to adjust the weights of the 

heuristic function to reduce the planning time but easily 

getting into the local minimum. Aine, et al. [1] 

introduced MHA* to explore the optimum solution by 

using multiple heuristics simultaneously, while is time-

consuming. Some studies also considered motion 

constraints. Lin, et al. [16] used straights and right/left 

turning as motion primitives of the RRT algorithm, 

while Dolgov, et al. [6] put forward Hybrid A* that 

considers the nonholonomic constraints of unmanned 

vehicles. 

Turning back to the topic of UGR’s indoor path 

planning, it could be found UGR’s properties are 

usually ignored or partially considered in path planning. 

A UGR-centric algorithm deserves to be developed to 

fully cover the whole path planning process, including 

primitive generation, collision checking and cost setting. 

3 Proposed Methods 

This section describes the proposed methods. An 
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overview of the framework is illustrated in Figure 1.  

3.1 Integration of BIM and robot information 

As mentioned in section 2.1, BIM plays as an 

integrated platform to combine different object-related 

information. It can not only organize information more 

clearly but also provide interconnection and 

interoperability for decision makings. Referring to [24], 

the IfcBuildingElementProxy entity is a proxy definition 

with the same functionality as an IfcBuildingElement 

(i.e. walls, doors), so that it is herein adopted to 

represent robot models. Three IFC property sets are 

customized for the UGR by IfcPropertySet, namely 

Robot-Kinematic, Robot-Task and Robot-Dimensions. 

Further, specific properties are defined for each set by 

IfcPropertySingleValue (as shown in Figure 2). The 

final content of UGR’s IFC entity is provided in Table 1. 

 

Figure 2. Part of IFC definition for robot’s 

dimensions 

Table 1. IFC-based robot properties 

Property Type Property Units 

Robot-

Kinematic 

MaxSpeed (km/h) 

MaxTurningAngles ° 

MaxBrakeTorch N·m 

MaxTorch N·m 

Mobility Text 

Weight Kg 

SafetyBuffer cm 

Robot-Task StartingPoint (m, m) 

StartOrientation ° 

EndingPoint (m, m) 

StartingTime yyyy/mm/dd/

HH/MM 

Robot-

Dimensions 

Height cm 

Length cm 

Width cm 

PivotToFront cm 

PivotToFrontWheel cm 

PivotToRealWheel cm 

Finally, IfcFacetedBrep, a manifold solid brep with 

the restriction that all faces are planar and bounded 

polygons, is used as the shape representation method to 

integrate external robot model resources (i.e. from 

SolidWorks or 3DMax) with BIM. 

3.2 IFC-based mapping 

The grid-based map is a well-known spatial model 

for path planning, which tessellates the indoor 3D space 

into a finite number of square cells. However, a single 

grid map is hard to clarify different information, where 

various data sources share a common map [18]. Thus, a 

multi-layered grid map is proposed to separate the 

processing of BIM data into semantical layers (Figure 3), 

which is suitable for the project’s whole life cycle. 

Details of each layer and its corresponding BIM sources 

are as follows: 

 
Figure 3. IFC-based layered mapping 

1st layer: As-designed layer. The As-designed layer 

is a shared map for each robot originated from the BIM 

design plans, indicating physically passable areas. First, 

the current phase of the project should be determined to 

identify related indoor elements. This study selected the 

facility management phase for the demonstration, and 

floors, walls, doors and columns are included as the 

relevant building elements. However, our method is 

insensitive to other phases, like the construction phase 

which contains temporary facilities like formwork, 

scaffolding. Second, the IfcExtrudedAreaSolid of 

IfcSpace is extracted from the BIM models, which 

indicates the localization and the size of the space 

element. IfcSpace’s extended property “public/private” 

is also required, where public space is constructed as the 

free space and private space is grouped to the obstacles. 

Finally, the IfcBoundingBox of IfcWall, IfcDoor and 

IfcColumn is drawn, composed of the world coordinates 

of each element’s the lower-left corner and the upper 
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right corner. The areas covered by the IfcBoundingBox 

are considered as obstacles. Due to the trade-off 

between accuracy and computation load, the minimum 

width of IfcBoundingBox is taken as the unit grid size of 

the map, while the size of the map is decided by the 

boundary of IfcSlab. Hence, a preliminary 2D (x, y) grid 

cell map could be established, where an object’s world 

coordinate (X, Y) should be connected to the cell 

coordinate (x, y) it arrives. 

2nd layer: Dynamic updates layer. Path planning 

can also be affected by different dynamic factors, such 

as crowds, fire, locked doors. Dynamic updates refer to 

changes to the as-designed layer with real-time 

variations, mainly originated from sensors or 

construction schedules. Previous studies have 

demonstrated how to integrate real-time information 

with BIM [8,25], but such operations are out of the 

scope of this study. Hence, only the real-time status of 

door-related IfcSensor is considered in this article for 

the demonstration. In specific, the “locked” status of 

IfcSensor indicates cells covered by the door remain as 

obstacles, while cells covered by “unlocked” doors are 

turned to free space.  

3rd layer: Robot-based layer. As the last step, this 

layer enables us to realize robot-centric mapping based 

on the robot data extracted from the IFC file. Each robot 

can obtain a unique map after customized refinements. 

Firstly, the robot’s height will be compared with the 

bottom height of each building element, cells covered 

by elements higher than the robot will update their cost 

to 0. Besides, inflation sets cost value at the cells around 

obstacles according to the robot’s SafetyBuffer. 

3.3 Adaptive A* path planning 

Our path planning module is a variant of the well-

known A* algorithm that is adaptive to different kinds 

of UGR mobility systems. As shown in Alg.1, the 

searching loop is similar to the standard A* algorithm, 

where 𝑂  and 𝐶  refer to the open and closed set. 

Continuous motion primitives respecting the UGR’s 

mobility are used as graph edges during 

PrimitiveExpansion(), resulting in a structure node 

recording the pose information (Section 3.3.1). Then 

CollisionChecking() checks the feasibility of generated 

nodes (Section 3.3.2), only those with the smallest total 

cost (PrimitiveCost, HeuristicCost) will be saved 

(Section 3.3.3). This process continues until any 

primitive reach goal. 

 

3.3.1 Mobility-based primitive expansion 

UGR’s mobility should be discussed before 

primitive expansion, as it determines UGR’s capacity to 

execute the movement. UGRs can be generally 

categorized into omnidirectional, all-steering, corner-

steering, skid-steering and Ackerman-steering. The 

omnidirectional system is the most capable, whose 

holonomic wheels can make instantaneous translation in 

any direction (Figure 4. a). While restricted by 

nonholonomic constraints, the all-steering system 

composed of steering wheels also allows any direction’s 

translation (Figure 4. b). With the outstanding mobility 

for following any shaped path, omnidirectional and all-

steering systems are grouped into “Unlimited UGR” 

system, which adopt straight primitives of conventional 

A* algorithm (Figure 4. c) to visit the centers of eight 

neighborhoods. In addition, a set of quadrant rotations 

should also be added into each expansion (0°, 45°, 90°, 

135°, 180°, 225°, 270°, 315°) to represent unlimited 

UGR’s self-rotation capacity (Figure 5 a).  

𝑉𝑥  

𝑊𝑧 
𝑉𝑦  

|𝑣| 

P

 

𝑉𝑥  

𝑊𝑧 
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|𝑣| 

P

 

Body Orientation

Velocity Direction

Turning radius

Holonomic wheel

Steering wheel
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(a) Omnidirectional (b) All-wheel steering  
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𝑉𝑥  

𝑊𝑧 
𝑉𝑦  

|𝑣| 

P

 

(c) Ackerman-steering (d) Corner-steering (e) Skid-steering 

Figure 4. The mobility system of the UGVs 

The linear velocity of Ackerman-steering, corner-

steering, skid-steering, and is constrained to lie along 

the forward x-axis of the body (Fig 4, c-e). Hence, they 

are grouped into “Limited UGR” system, whose 

feasible primitive sets are curves generated based on 

their steering angles, while the straight extension is a 

special case of zero steering angle (Figure 5 b). Both 

skid steering and corner steering make turns by steering 
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wheels with a maximum steering angle 𝜶𝒎𝒂𝒙, while the 

latter generally has a better steering ability due to the 

smaller distance from the pivot P to the front axle. To 

keep the balance between efficiency and accuracy, the 

choice set of these two UGVs’ radiuses are determined 

by dividing the steering range into six parts (Formula 9). 

Skid-steering UGV’s turning is supported by the speed 

difference between two-side wheels, freeing itself from 

the turning radius limitation. Similarly, we used a 

uniform distributed set [±20°, ±40°, ±80°] to represent 

its outstanding steering ability.  

(a) Primitive for 

limited UGVs

(b) Primitive for 

unlimited UGVs  

Fig 5. Primitive of the UGVs. 

As a result, new nodes will be generated at the end 

of each primitive, and the 2D map (x, y) will be 

extended into the 6D map (X, Y, x, y, 𝜃 , m) by 

additionally recording the world coordinates (X, Y), 

heading 𝜽  and move direction m. The new world 

coordinates of “Unlimited UGR” could be easily 

calculated by converting the cell coordinates, while that 

of “Limited UGR” should be updated based on the 

drive distance d and max steering angle 𝜶𝒎𝒂𝒙 (Formula 1-

4). Besides, UGR’s heading can be updated by adding 

rotation degrees to the former heading status, while m is 

denoted as +1 for forwarding, and -1 for reversing.  

𝑋′ = {

𝑋 + 𝑑𝑠𝑖𝑛𝜃, 𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡

𝑋 + 𝑟 (cos𝜃 − cos (𝜃 +
180𝑑

𝜋𝑟
)) , 𝑐𝑢𝑟𝑣𝑒𝑑

 (1) 

𝑌′ = {

𝑌 + 𝑑𝑐𝑜𝑠𝜃, 𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡

𝑌 + 𝑟 (𝑠𝑖𝑛 (𝜃 +
180𝑑

𝜋𝑟
) − 𝑠𝑖𝑛𝜃) , 𝑐𝑢𝑟𝑣𝑒𝑑

 (2) 

𝜃′ =  {

𝜃, 𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡

𝜃 +
180𝑑

𝜋𝑟
, 𝑐𝑢𝑟𝑣𝑒𝑑

 (3) 

𝒓 ∈

{
 
 
 
 

 
 
 
 

[±
𝑳

𝐭𝐚𝐧 𝜶𝒎𝒂𝒙
, ±

𝑳

𝐭𝐚𝐧
𝜶𝒎𝒂𝒙
𝟐

,±
𝑳

𝐭𝐚𝐧
𝜶𝒎𝒂𝒙
𝟒

] , 𝑨𝒄𝒌𝒆𝒓𝒎𝒂𝒏− 𝒔𝒕𝒆𝒆𝒓𝒊𝒏𝒈 

[±
𝑳

𝟐 ∗ 𝐭𝐚𝐧𝜶𝒎𝒂𝒙
, ±

𝑳

𝟐 ∗ 𝐭𝐚𝐧
𝜶𝒎𝒂𝒙
𝟐

,±
𝑳

𝟐 ∗ 𝐭𝐚𝐧
𝜶𝒎𝒂𝒙
𝟒

] , 𝑪𝒐𝒓𝒏𝒆𝒓 − 𝒔𝒕𝒆𝒆𝒓𝒊𝒏𝒈 

[±
𝑳

𝐭𝐚𝐧 𝟖𝟎°
, ±

𝑳

𝐭𝐚𝐧 𝟒𝟎°
, ±

𝑳

𝐭𝐚𝐧 𝟐𝟎°
] , 𝑺𝒌𝒊𝒅 − 𝒔𝒕𝒆𝒆𝒓𝒊𝒏𝒈

 (4) 

3.3.2 Collision checking of the primitive 

The moving object is usually considered as a particle 

in traditional A*, which ignores its actual shape. 

However, this method may lead to the failure of 

primitive extension in indoor environments, where 

corridors are highly likely to be narrower than the robot 

length (e.g. case in Figure 6). To ensure both the 

primitive feasibility and the success rate of path 

planning, a three-stage CollisionChecking() is proposed, 

including “Axis-Aligned Bounding Boxes Intersection” 

(AABBI)checking, “Line-Line Intersection” (LLI) 

checking, and “Point-in-Rectangle Intersection” (PRI) 

checking. The basic idea is to detect if the rectangle 

covered by the robot is intersected with the rectangles 

covered by other obstacles, and we use the world 

coordinate for the following calculations. 

 

Figure 6. Robots in a congested corridor 

AABBI checking is a fast method to test if two no-

rotation rectangles intersect in 2D space, and 

intersection happens if their corners satisfy Equation (5) 

and (6). Since either obstacle or robot’s bounding box is 

not always axis-aligned, AABBI checking here serves 

as a speed-up process. The collision between rectangles 

will not exist if their bounding boxes are not intersected 

with each other (as shown in Figure 7. a). 

𝑎.𝑚𝑖𝑛𝑋 ≥ 𝑏.𝑚𝑎𝑥𝑋 || 𝑎.𝑚𝑎𝑥𝑋 ≤ 𝑏.𝑚𝑖𝑛𝑋 (5) 

𝑎.𝑚𝑖𝑛𝑌 ≥ 𝑏.𝑚𝑎𝑥𝑌 || 𝑎.𝑚𝑎𝑥𝑌 ≤ 𝑏.𝑚𝑖𝑛𝑌 (6) 

 

Figure 7. Three-stage collision checking 

 Secondly, LLI checking should be executed for 

better accuracy, each line of the robot’s rectangle should 

be checked with all lines of obstacles’ rectangles 

pairwise (Figure 7. b). Two segments (e.g. [(𝑥1, 𝑦1 ), 

(𝑥2, 𝑦2 )], [(𝑥3, 𝑦3 ), (𝑥4, 𝑦4 )]) meet the requirement of 

Equation (7-9) are intersected, with the idea that the 

intersection point should between two endpoints of each 

segment. 

(𝑦4 − 𝑦3)(𝑥2 − 𝑥1) − (𝑥4 − 𝑥3)(𝑦2 − 𝑦1) ≠ 0 (7) 

0 ≤
(𝑥4 − 𝑥3)(𝑦1 − 𝑦3) − (𝑦4 − 𝑦3)(𝑥1 − 𝑥3)

(𝑦4 − 𝑦3)(𝑥2 − 𝑥1) − (𝑥4 − 𝑥3)(𝑦2 − 𝑦1)
≤ 1 (8) 

0 ≤
(𝑥2 − 𝑥1)(𝑦1 − 𝑦3) − (𝑦2 − 𝑦1)(𝑥1 − 𝑥3)

(𝑦4 − 𝑦3)(𝑥2 − 𝑥1) − (𝑥4 − 𝑥3)(𝑦2 − 𝑦1)
≤ 1 (9) 

One special collision case that will escape from LLI 

checking is that a rectangle is inside another one. As the 
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final checking step, PRI checking will divide the 

rectangle of the obstacle into two triangles. Then it will 

check if any corner of the robot rectangle can be 

expressed as a linear combination of either triangle’s 

corners, which satisfies Equation (10-12) (Figure 7. c). 

After repeating for the case that the obstacle is inside 

the robot, the primitive that passes all the checking is 

considered as a feasible expansion. 

0 ≤
(𝑦2 − 𝑦3)(𝑥 − 𝑥3) + (𝑥3 − 𝑥2)(𝑦 − 𝑦3)

(𝑦2 − 𝑦3)(𝑥1 − 𝑥3) + (𝑥3 − 𝑥2)(𝑦1 − 𝑦3)
≤ 1 (10) 

0 ≤
(𝑦3 − 𝑦1)(𝑥 − 𝑥3) + (𝑥1 − 𝑥3)(𝑦 − 𝑦3)

(𝑦2 − 𝑦3)(𝑥1 − 𝑥3) + (𝑥3 − 𝑥2)(𝑦1 − 𝑦3)
≤ 1 (11) 

0 ≤
𝑥(𝑦1 − 𝑦2) + 𝑥1(𝑦2 − 𝑦) + 𝑥2(𝑦 − 𝑦1)

(𝑦2 − 𝑦3)(𝑥1 − 𝑥3) + (𝑥3 − 𝑥2)(𝑦1 − 𝑦3)
≤ 1 (12) 

3.3.3 Improved cost setting 

 We aim to find a path that is optimal in energy and 

time, so the actual cost 𝑔 of a path is defined as: 

𝑔 =∑ 𝑑(𝑛) + 𝛼|𝜃(𝑛) − 𝜃(𝑛 − 1)| + 𝛽|𝑠(𝑛) − 𝑠(𝑛 − 1)|
𝑁

𝑛=1

+ 𝛾 ∗ 𝑚(𝑛 − 1)⊕𝑚(𝑛)  
(13) 

Specifically, the PrimitiveCost() is composed of 

moving distance, orientation difference, steering angels, 

and motion difference. Thus, a UGR should travel with 

the least distance 𝑑(𝑛), changes of orientation |𝜃(𝑛) −
𝜃(𝑛 − 1)|, changes of steering angle |𝑠(𝑛) − 𝑠(𝑛 − 1)|, 
and switch of motion direction 𝑚(𝑛 − 1)⊕𝑚(𝑛). 𝛼, 𝛽 

and 𝛾  are coefficients decided by users. The 

HeuristicCost() is measured by Euclidean distance 

between the robot’s current position and goal position as 

the basic A*. 

4 Validation 

In the validation section, the fully integrated 

professional game engine Unity3D is selected to 

validate the whole path planning framework. Due to the 

integration of a powerful physical engine PhysX, 

Unity3D has shown great performance on the 

simulation of kinematics and dynamics. Particularly, 

previous studies [13] have proven Unity3D’s ability to 

validate the efficiency of robot path planning algorithms. 

In addition, as Unity3D offers us significant flexibility 

to simulate different environments and robot mobility 

systems, it could be highly time-saving and economical. 

4.1 Experiment setting 

The fifth floor of Cheng Yu Tung Building, a 

laboratory and office building of Hong Kong University 

of Science and Technology, is selected as the 

environment (shown in Figure 8 with its BIM model). It 

is a representative place for robot applications, where 

many tedious works (e.g. material handling, cleaning) 

could be taken by robots.  

  
Figure 8. Cheng Yu Tung Building of HKUST 

While five mobility system has been discussed, an 

Ackerman-steering transport robot is herein selected for 

validation, which is a very common method to delivery 

objects in indoor areas (shown in Figure 9). And the 

starting point and ending point are selected in a 

laboratory (Figure 10). 

 

Figure 9. Ackerman-steering transport robot 

Startingpoint

(120, 81.5, 90°)

Endingpoint

(85, 58)

 

Figure 10. Start and goal of the path 

4.2 Results 

4.2.1 IFC-based integration and mapping 

Following the method in section 3.1, the robot 

model and its relevant information is integrated into 

BIM, and an overview of its BIM model is shown in 

Figure 10. After extracting the necessary information 

from IFC files, a layered grid map is constructed (Figure 

11), where the robot’s safety buffer (blue) and dynamic 

update of Ifcdoor (yellow rectangle) are included. All 

space is considered public in this study, and grey 

ground/cells indicate the free space. 

 

Figure 10. IFC model of the transport Robot 

781



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

3
rd

: Robot layer 

Safety buffer is added 

(IfcRobot-Safetybuffer)

2
nd

: Dynamic update layer

Doors are open (IfcSensor)

1
st
 : As-designed layer 

As-designed obstacles 

(IfcColumn, IfcDoor, IfcSpace)

 

Figure 11. IFC-based indoor map  

4.2.2 Performance of adaptive A* path planning 

To evaluate the performance of adaptive A* 

algorithm, IFC information of the robot is extracted to 

develop the robot model in Unity3D. Its physical 

properties and kinematics are all considered to 

guarantee the fidelity of the robot. In addition, a PID 

controller is designed to simulate its movements.  

Tradition A* and its integration with our 

improvements are selected for comparison. According 

to metrics, computation time is used to test how 

efficient the algorithm is, while steering jerk and speed 

jerk are used to test the energy-efficient performance. 

Trajectory time and success rate are the other two 

metrics that are commonly considered. We run 20 runs 

for each scenario and the average values are used for 

final evaluation. As shown in Table 2, our adaptive A* 

outperforms others in all the metrics except the 

computation time, which is expected as more 

calculations are executed during the path planning 

process. The demonstration of the failure case of 

adaptive A* without kinematic primitive and success 

case of adaptive A* is provided in Figure 12. 

Table 2. IFC-based robot properties 

 Co

mp. 

Tim

e (s) 

Steeri

ng 

Jerk 

(rad/0

.2s^2) 

Speed 

Jerk 

(m/0.

2s^2) 

Traj. 

Time 

(s) 

Succ. 

Rate(

%) 

Ours without 

kinematic 

primitive 

/ / / / 0 

Ours without 

collision 

checking 

/ / / / 0 

Ours without 

improved 

Cost 

2.03

1 

1926.

38 

740.5 114.4 100% 

Adaptive A* 

(ours) 

2.70

3 

1466.

6 

707.3

5 

97.72 100% 

 

  
(a) Failure case of adaptive A* 

without kinematic primitive 
(b) Success case of adaptive A* 

Figure 12. Path planning progress 

5 Conclusion 

This paper presents a BIM-integrated framework for 

unmanned ground robot. Integrating robot into BIM 

results in a useful knowledge base for UGR’s indoor 

path planning. In addition, an IFC-based layered method 

is proposed to establish the relationship between BIM 

and indoor map, followed by a mobility-based A* 

algorithm that adaptive to different kinds of UGRs. 

However, there still exist some limitations to be 

improved in the future. Firstly, this study uses an 

Ackerman-steering robot for the validation but does not 

have a demonstration for unlimited UGRs. The future 

experiments will try to cover this part. In addition, only 

a laboratory scenario is considered during path planning, 

while scenarios with different complexities should be 

explored in the future. 
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Abstract –  

Many of the fatalities and injuries in the 

construction industry occur in scaffolding accidents, 

and monitoring the scaffolding process and checking 

compliance are critical. However, monitoring 

scaffolds is labor-intensive and inefficient because it 

is done manually. To address this issue, we propose an 

advanced 3D reconstruction method for detecting and 

monitoring scaffolds. Deep learning-based RandLA-

Net architecture is used to perform scene 

segmentation. RandLA-Net is trained based on 

transfer learning, using the knowledge of the model 

learned with the Semantic3D dataset. RandLA-Net 

uses 3D point cloud data that are matched and 

registered by LIO-SAM, a laser slam algorithm. By 

attaching a LiDAR to a quadruped robot, it is possible 

to obtain data frequently in a manner suitable for 

construction sites. The proposed methodology has 

demonstrated good performance in monitoring 

scaffolds. 

 

Keywords – 

Scaffold; Mobile Laser Scanning (MLS); Robot 

Dog; 3D Semantic Segmentation; Transfer Learning 

1 Introduction 

According to the Korea Occupational Safety and 

Health Agency, 292 fatalities occurred at construction 

sites in 2019, in which 162 workers died during work 

related to temporary structures [1]. The main factor 

among the causes of fatalities and injuries is scaffolds, 

one of the representative temporary structures. To secure 

the safety, guidelines for installation and use are provided, 

and they check the spacing, angle, presence, etc. of the 

scaffold members. However, the process of checking the 

regulation of scaffolds is done manually by humans and 

takes a very long time. 

Previous studies have attempted vision-based safety 

monitoring [2, 3] and sensor-based monitoring such as 

strain gauge or accelerometer [4, 5] to perform automated 

management of scaffolds. Wang [6] classified the point 

clouds of scaffolds acquired by 

Terrestrial Laser Scanning (TLS) using histogram of data, 

M-estimator Sample Consensus (MSAC), and Random 

Sample Consensus (RANSAC) algorithm. Xu et al. [7] 

proposed a reconstruction procedure for scaffolds using 

a 3D local feature descriptor, 

Linear Straight Signature Histogram of Orientations 

(LSSHOT), for the photogrammetric point cloud. For 

effective safety management of scaffolds, the actual 

geometry of the scaffold should be checked. However, 

not much research has been done on point cloud data 

containing geometric information of scaffolds. Moreover, 

the recognition method of scaffolds via a deep learning-

based 3D segmentation model has not yet been proposed. 

To address the above issue, this paper proposes a 

point cloud data reconstruction method of scaffolds 

acquired with a robot dog, as shown in Figure 1. In 

general, acquisition and post-processing of point cloud 

data take a lot of time. However, this study uses the robot 

dog and a Mobile Laser Scanning (MLS) method with a 

Simultaneous Localization and Mapping (SLAM) 

algorithm to improve the efficiency of data collection.  

 

Figure 1. Overview of the proposed method 

2 Methodology  

2.1 Data acquisition system using robot dog 

A data collection system using a robot dog (A1 robot 

dog of Unitree) was developed for this study. An Inertial 

Measurement Unit (IMU) sensor and Velodyne VLP-16 

are mounted on the robot dog; the robot dog provides 

power for the sensors. Figure 2 shows the overall 

hardware configuration of the robot dog. The software 

development kit provided by Unitree, drivers for 

scanning instruments, and customized teleoperation code 

were installed on the on-board computer (NVIDIA Jetson 
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TX2). Main computer and on-board computer 

communicated via Secure Shell (SSH) using the robot's 

internal Wireless Access Point (WAP). By manipulating 

the on-board computer through SSH, control, scan, and 

data transmission became possible remotely. 

Since the robot dog's field of view was limited when 

collecting data, this study developed appropriate scan 

motions and used them for data acquisition. The robot 

dog's maximum pitch and roll angle were 20 degrees, 

respectively, and the maximum yaw angle was 28 

degrees. Therefore, the combination of angles of roll, 

pitch, and yaw has made the robot dog's field of view as 

wide as possible in the scan position. A few examples of 

posture at the scanning point of the robot dog are shown 

in Figure 3. Depending on the relative position of the 

scaffold, the robot's scanning posture was changed, and 

data were continuously acquired by wandering around 

the structure. 

 

 

Figure 2.  Hardware configuration of robot dog 

 

 

Figure 3. Examples of robot dog scanning postures 

2.2 Mapping point cloud data 

To create the point cloud map and estimate the 

odometry of the robot dog, a SLAM algorithm called 

LIO-SAM [8] was used. The LIO-SAM algorithm uses 

high-frequency IMU data to predict tightly-coupled lidar 

inertial odometry and enables precise and fast mapping 

in complex environments [8]. The SLAM algorithm was 

implemented with IMU data and LiDAR data. The data 

acquired from the robot's on-board computer were 

transferred to the laptop, the main computer. Figure 4(b) 

and Figure 5(b) show the registered point cloud data 

acquired at Site A and Site B, respectively. 

 

 

 

(a) (b) 

Figure 4. Site A dataset; (a) photograph of Site A, (b) 

registered point clouds 

 

 

(a) (b) 

Figure 5. Site B dataset; (a) photograph of Site B, (b) 

registered point clouds 

 

2.3 Transfer learning and 3D segmentation 

To achieve high learning performance from less 

training data, we propose a transfer learning-based 

semantic segmentation method for training a new model 

using a pre-trained model. The Semantic3D dataset [9] 

was used to obtain the pre-trained model. Semantic3D is 

one of the typical datasets used in 3D classification, 3D 

object detection and tracking, and 3D segmentation. This 

dataset was chosen because it is similar in size to our 

dataset, acquired outdoors, and is a registered data unlike 

SemanticKITTI [10].  

The registered 3D point cloud data were segmented 

by RandLA-Net [11]. It achieved the best performance 

for 3D segmentation method on the Semantic3D 

benchmark [12]. RandLA-Net uses random sampling and 
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local feature aggregators to classify large-scale point 

cloud data in a short period of time. The network follows 

the commonly used encoder-decoder structure and 

consists of five encoder-decoders. In this study, we 

attempted a fine-tuning method through changing the 

frozen layers of encoders and decoders of the pre-trained 

model. Consequently, the training performance was best 

when re-training three encoders and decoders in the 

middle of the network. 

3 Experiments and Results 

3.1 Dataset 

Point clouds were acquired at Site A and Site B as 

shown in Figure 4 and Figure 5. Point cloud data acquired 

at Site A were used to train the model, and data acquired 

at Site B were used for testing and validation. Of the four 

structures at Site B, only the second structure was the 

validation data and the others were the test data. On Site 

A, point cloud data were acquired through the robot dog 

and a handheld method. Sensor data were stored in a 

Robot Operating System (ROS)-based bag file format, 

with 16 files acquired in the handheld method and 20 files 

acquired using the robot dog. 

3.2 Implementation 

RandLA-Net was trained with a batch size of 4 and 

there were two class labels: background and scaffold. 

Epoch was set to 100 by default, early stopping was used, 

and learning rate decay was implemented. The training 

process of the 3D segmentation model on data acquired 

by the robot dog is as follows: 1) Find the most suitable 

modified structure through fine-tuning using training and 

validation data acquired by the handheld method; 2) 

Train the model using the found structure in the above 

step with the training data acquired by the robot dog. 

3.3 Evaluation metrics 

The performance of the semantic segmentation model 

was computed by Eqs. (1), (2), and (3). Precision (P) 

indicates how many actual positive points are included 

among the positive points predicted by the model. Recall 

(R) calculates the proportion of points that are predicted 

to be positive properly among the points that are actually 

positive. F1-score (F1) is the weighted average 

of Precision and Recall.  

 

P =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

 

(1) 

 

𝑅 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

 

(2) 

 

𝐹1 = 2 ∗
𝑃 ∗ 𝑅

𝑃 + 𝑅
 

 

(3) 

3.4 Results and Discussion 

Table 1 demonstrates the performance of a model 

trained through transfer learning using data acquired by 

the robot dog. The model achieved an 84.96% F1-score 

on scaffolds. The F1-score of the scaffolds is always 

relatively lower than that of the background, because the 

number of points corresponding to the scaffolds is small. 

Figure 6 shows the worst and best examples of scaffold 

prediction. In Figure 6, pink is true positive, cyan is true 

negative, yellow is false negative, and orange is false 

positive. In the figure, the white area is caused by 

cropping the point cloud data corresponding to the 

validation data. 

 

Table 1. The performance of the 3D segmentation 

model trained with the robot dog dataset  

 Precision Recall F1 score 

Scaffolds 97.15% 76.45% 84.96% 

Background 98.56% 99.86% 99.20% 

 

 

Figure 6. Examples of semantic segmentation results 

(top: F1 score is 63.16%; bottom: F1 score is 96.31%) 

Overall, the lower parts of scaffolds were poorly 

predicted, as shown in Figure 7. It is assumed that this is 

due to the effect of noise caused by the surrounding 

environment or people, or to the difficulty of 

distinguishing between scaffolds and ground. In future 

studies, we will systematically compare the results of the 
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data acquired by the handheld method with those of the 

data acquired using the robot dog. Furthermore, we will 

analyze the cause of poor prediction on the data acquired 

by the robot dog. Although the point cloud data of 

scaffolds were not perfectly classified with the proposed 

method, they were segmented more effectively than 

when using the RANSAC or histogram-based method 

attempted in previous studies. 

 

 

Figure 7. Examples of failure of semantic segmentation 

4 Conclusion 

This study proposed a novel pipeline to segment 3D 

point cloud data acquired from a robot dog through 

transfer learning. The LIO-SAM-based data acquisition 

system was implemented and tested using a robot dog 

with various patterns of scanning postures. By the 

proposed data acquisition system, point cloud data can be 

effectively collected by the robot moving around the 

scaffold. With the transfer learning, the RandLA-Net 

algorithm was efficiently trained on the scaffold data of 

the two sites for scaffold segmentation. In the experiment, 

the F1-score from the handheld method (97.31%) was 

relatively higher than that from the robot dog (84.96%). 

The cause of this phenomenon will be analyzed in future 

research. The scaffold point clouds classified by the 

segmentation model can be used for 3D modeling 

through post-processing steps. Using the 3D model, 

safety managers can monitor the scaffolding installation 

and dismantling procedure and automatically check 

compliance with safety regulations. If the proposed 

method is further developed, it is expected to efficiently 

monitor scaffolds and reduce mortality and accident rates 

at construction sites. 
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Abstract -
Robotic solutions for the construction industry are attract-

ing the attention of researchers and of the market. Among
the various technologies, robotic bricklaying promises to be-
come a disruptive technology. However, most of the solu-
tions proposed so far resulted to be inefficient and did not
pass the prototype status. One of the main problems is
that most proposed solutions adopt the classic assumption
of ’rigid robot’ which results in large weight of the robots
w.r.t. the loads it is able to manipulate. In this paper we
propose and analyze an innovative bricklaying concept based
on two robotic sub-units: a ’non-rigid’ crane which cooper-
ates with a lightweight rigid robot. The correct cooperation
between the two robotic sub-units poses a series of control
challenges that must be studied in the context of cooperative
manipulation of a object. In this paper we will first derive
the mathematical model of this robotic system during the po-
sitioning of the block. Then a control law will be proposed.
The goal of the control is to move the common payload (i.e.
the block to be placed) to the desired position while making
sure the robotic arm is never overloaded. The correspond-
ing stability and convergence analysis is proved using the
LaSalle’s invariance principle. A physical and realistic CAD-
based simulator of the overall system has been developed and
will be used to demonstrate the feasibility of the concept.

Keywords -
Cooperative control; Robotics;Multi-Robot Systems; Lya-

punov methods; Holonomic Constraints.

1 Introduction
With the constant technological advancements, we are

assisting to the progressive robotization of many labor-
intensive and repetitive human activities. In the current
historical phase robots are “leaving” the factories to assist
humans in an increasing number of activities. In particular,
in the last few years, mostly thanks to the development
of new technologies, the use of robotic solutions for the

∗This research has been funded by The Brussels Institute for Research
and Innovation (INNOVIRIS) of theBrussels Region through theApplied
PHD grant: Brickiebots - Robotic Bricklayer: a multi-robot system for
sand-lime blocks masonry (réf : 19-PHD-12)

construction industry has grown rapidly [1]. Among the
various technologies, robotic bricklaying have in recent
years attracted the attention of the public and of the experts
and promise to become disruptive technologies. However,
very few of the prototypes built in these years have reached
the market and can be considered successes.

Most authors [2, 3] agree that the low level of success
of robots for bricklaying is due to the fact that developers
tried to replicate the solutions developed for the manu-
facturing industry into the construction context. A major
issue is that most solutions are based on rigid arms. In the
manufacturing industry robots tend to be much bigger and
heavier than the components they manage. This allows the
robot to be rigid and to have a very good dexterity in man-
aging the components to be assembled. However since
construction materials are often large and heavy them-
selves, using the same approach results in unreasonably
bulky and heavy robots. In [4] a long-range/high payload
hydraulic 6-DOF robot for brick assembly named ROCCO
was proposed. This machine was able to handle nonstan-
dard and standard blocks with a maximum weight of 350
kg. The prototype of ROCCO weighed 3t and its dimen-
sions were 2.5 x 1.7m. Given its dimensions andweight, it
was nearly impossible to use it on a ceiling slab. Therefore,
the prototype was abandoned. Following the same con-
cept of ROCCO, in [5] the robot BRONCO was proposed.
Conceptually ROCCO and BRONCO were very similar.
However, BRONCO was much smaller but every single
pick and place operation was very slow. Like ROCCO,
BRONCO did not pass the prototype status and, at the best
of our knowledge, this concept was abandoned. Due to
the lack of success of robots able to manipulate large and
heavy blocks, the market and the scientific publications
have turned their attention to robots capable of building
with small bricks. SAM100 is the first (and currently the
only) commercially available bricklaying robot for on-site
masonry construction [6]. SAM100 is based on a stan-
dard industrial manipulator with a gripper mounted on a
large mobile base. The robot is a very typical industrial
rigid robot able to work only with small bricks. DimRob
[7] is a prototype mobile construction unit developed in
the early 2010s consisting of a standard industrial robot
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arm attached on a mobile base . As SAM100, DimRob
was specifically thought to work only with small bricks.
Recently the design of DimRob was further refined giving
rise to the ”In Situ Fabricator” prototype [8]. However,
the use of small building bricks has limited use in practice
and the global trend (especially for large civil buildings)
is to go toward larger and heavier blocks which speed-up
the construction process and have better mechanical and
insulation characteristics.

In the remainder of this paper we will propose a new
concept for the automatic laying of large blocks that we
believe has the potential to overcome the main limitations
of the designs proposed so far. The solution consists of
two robotic sub-units: a ’non-rigid’ crane and a rigid robot.
This system exploits the characteristics of the crane (and in
particular the presence of the lifting cable) to perform the
macro-movement of the block and hold most of the weight
of the block. The use of the rigid robot allows to obtain the
desired precision during the fine placement of the block.
The control of the two robotic units poses a number of co-
operation challenges that must be studied in the context of
cooperative manipulation [9] with the aim of: i) ensuring
that the robotic manipulator is able to precisely manipu-
late large and heavy blocks without being overloaded; ii)
carrying out the bricklaying in a fast, reliable, and safe
way. From the control viewpoint, the main cooperative
challenge concerns the final activity of block placement.
In fact, the laying activity of a block can be divided in two
main phases. The first phase is the macro-movement per-
formed by the crane. In this phase, the crane lifts the block
from the pallet and brings it near its final position. The
main difficulty of this first phase concerns the oscillations
of the payload which must be counteracted with a proper
handling of the crane by the operator. As demonstrated by
the authors in [10, 11, 12], for boom cranes this problem
could be dramatically mitigated by properly controlling
the crane. The second phase is the precision placement, in
which once that the robot has grabbed the block, the crane
and the robot must be controlled in a cooperative way to
carry out the fine-positioning of the block on the wall. In
this paper we focus on this second phase. Note that the
problem of grasping the swing block has already been ad-
dressed in [13], where the authors propose a crane with
three wires lifting mechanism to control both the position
and the orientation of the block.

Cooperating manipulator systems appear to be a case
study of growing interest in the recent literature [14]. This
interest is mainly due to typical limitations in applications
of single-arm robots. It has been recognized, in fact, that
many tasks that are difficult or impossible to execute by
a single robot become feasible when two or more ma-
nipulators are employed in a cooperative fashion. Such
systems are capable of performing a wide range of tasks

that include, for instance, carrying heavy or large pay-
loads. Several cooperative control schemes have been pro-
posed in the literature, including motion control [15] and
force-impedance/compliance control [16] schemes. Other
approaches include adaptive control [17], task-space reg-
ulation [18] and joint-space control [19]. To solve the
problem of robotic bricklaying, in this paper we address
the problem of modeling and control of an heterogeneous
robotic system composed of a ’non-rigid’ robot, such as
a crane, in charge of the macro-movement and of hold-
ing most of the weight of the block, and a rigid robot to
achieve the desired precision during the fine placement of
the block. In the first part of this paper, a mathematical
model of the proposed robotic architecture will be derived.
On the basis of this model a nonlinear control law will be
derived which will allow to control the whole system cor-
rectly and safely. A proof of asymptotic stability of the
resulting closed-loop system is providedmaking use of the
LaSalle’s invariance principle. At the end of the paper, a
physical and realistic CAD-based simulator of the overall
system was developed to demonstrate the feasibility of the
concept.

2 Dynamic Model
The proposed robotic solutions is composed by two sub-

units: i) an industrial robotic manipulator, and ii) a boom
crane. The manipulator used in this paper is a standard
6-axis industrial robot like the one in Fig.1a. The robot
configuration is described by the joint variables vector
@A ∈ R6, with @A =

[
@A1, @A2, @A3, @A4, @A5, @A6

]) , see
Fig.1a. The crane selected for our analysis is a small
boom crane (like the one in Fig.1b) which is among the
most common types of small cranes used for bricklaying.
For the modelling we consider the block to be placed as
part of the crane system. For the sake of simplicity, we
will also consider the following reasonable assumption.

Assumption 1. All the links and joints of the crane are
considered rigid. Moreover, the cable is supposed to be
massless, rigid, and always taut, thus the liftingmechanism
can be described as a prismatic joint.

Note that this assumption is quite reasonable in most
practical applications. In fact the deformations of cranes
due to the load are typically negligiblew.r.t. overall dimen-
sions of the crane. Furthermore the mass of the payload is
usually much bigger than the mass of the cable, which to-
gether with the small swing angles that are typically used
when operating cranes, makes the assumption on the ca-
ble reasonable [20]. The validity of this latter assumption
will be verified in Sec.4 where a realistic model of cable
based on the Finite Elements Method will be used for the
simulations.
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The configuration of the crane+block is conveniently
described by eight variables, @2 ∈ R8, with @2 =[
U, V, \1, \2, 3, \3, \4, \5

]) , Fig. 1b. Where U is the slew
angle of the tower, V is the luff angle of the boom, 3 is the
length of the rope, \1 is the radial sway due to the motion
of the boom, \2 is the tangential pendulation due to the
motion of the tower, and \3, \4, \5, are the orientations of
the block w.r.t the cable.

(a) Rigid Arm [21] (b) Boom Crane [22]

Figure 1: Robotic Arm and Boom Crane

The dynamic model of the system can be obtained us-
ing the Euler-Lagrange method [23] considering as set of
generalized coordinates @A for the robot and @2 for the
crane+block. Firstly, for both systems we need to de-
fine the Lagrangian function as the difference between
the kinematic and potential energy. In particular, let the
kinematic energy, potential energy, and Lagrangian of the
robot be

)A =
1
2
¤@)A �A (@A ) ¤@A , *A = *A (@A ), LA = )A −*A ,

(1)
while the corresponding quantities for the crane+block

system are

)2 =
1
2
¤@)2 �2 (@2) ¤@2 , *2 = *2 (@2), L2 = )2 −*2 ,

(2)
where the matrices �A (@A ) ∈ R6×6 and �2 (@2) ∈ R8×8

are the robot inertia matrix and the crane+block inertia
matrix, respectively.

The Lagrangian function of the entire system is

LC = LA + L2 = )A + )2 −*A −*2 . (3)

To derive the dynamic model of the system we need
to introduce a set of closed-chain constraints that come
from the interaction between the robot and the crane dur-
ing the last part of the laying activity where the robot has
already grabbed the block that needs to be placed in the
final position (see Fig.2). For the sake of simplicity, we as-
sume that the robot grasps the block with a two finger-end

Figure 2: Interaction between the Robot and Crane

effector and that the grip is tight enough so that no slid-
ing nor rotational movements can occur. In this situation,
the interaction between the two systems can be model as
holonomic constraints [24].
To define these constrains, let ?4 be the end-effector

position, while a minimal representation is used for its
orientation, >4 (e.g. Euler angles). The robot end-effector
pose can be expressed by means a 6-dimension vector

G4 =

[
?4
>4

]
. (4)

Accounting for the dependence of position and orienta-
tion from the joint variable, the direct kinematics equation
can be written as G4 = :A (@A ), where :A (·) is in general
a nonlinear function. However, when the robot grabs the
block, the robot end-effector pose can also be seen as func-
tion of the crane joint variable GA = :2 (@2), where :2 (·)
is the crane direct kinematics.
This leads to the following holonomic constraints:

:A (@A ) = :2 (@2) ⇒ :A (@A ) − :2 (@2) = 0. (5)

In presence of (5), the constrained model dynamics can
be derived using the augmented Lagrangian

L = LC + _)
[
:A (@A ) − :2 (@2)

]
, (6)

where _ ∈ R6 is the Lagrangian multipliers vector that
can be interpreted as the generalized forces that arise on
the contact interface when attempting to violate the con-
straints. The equations of the motion of the constrained
system are derived using the Euler-Lagrange equations

3

3C

(
mL
m ¤@

))
−

(
mL
m@

))
=
3

3C

(
mLC
m ¤@

))
−
(
mLC
m@

))
−

(
m (_) ℎ(@))

m@

))
= D + � ¤@, (7)

(
mL
m_

))
= ℎ(@) = 0, (8)

where @ =
[
@A , @2

]) ∈ R14 is the system state vector,
ℎ(@) = :A (@A ) − :2 (@2) are the constraints expressed by
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(5), � ∈ R14×14 represents dynamic friction, and D =[
DA1, DA2, DA3, DA4, DA5, DA6, D21, D22, 0, 0, D23, 0, 0, 0

]) ∈
R14 is the control input vector. It is worth noting that
while the robotic arm is fully actuated (i.e. the number
of input is equal to the number of DOFs to be controlled,
DA ∈ R6), the boom crane is an under-actuated system (i.e.
D2 ∈ R3). In fact, the crane system has only three inputs
for 8-DOF as the actuated DOFs are the first two rotations
(i.e. U and V) and the length of the rope (i.e. 3).

Substituting (1)-(3), and (6), into (7)-(8), the dynamic
model of the constrained mechanical system can be com-
pactly rewritten as the following descriptor system

�(@) ¥@ + � (@, ¤@) ¤@ + � ¤@ + � (@) = D + �(@)) _ (9)

s.t. �(@) ¤@ = 0, (10)

where �(@) = mℎ (@)
m@

is the Jacobian of the constraints.

In (9), the matrices �(@) ∈ R14×14, � (@, ¤@) ∈ R14×14,
and� (@) ∈ R14 represent the inertia, centripetal-Coriolis,
and gravity term, respectively. To simplify the next anal-
ysis we introduce the auxiliary variables: <(@, ¤@) =
� (@, ¤@) ¤@ + � ¤@ + � (@). Matlab® code that contains the
dynamic model is released as open-source on GitHub:
https://github.com/MikAmb95/RobotModel.

The Lagrange multipliers in (9) can be eliminated by
differentiating (8) twice w.r.t the time

ℎ(@) = 0⇒ ¤ℎ = mℎ(@)
m@

¤@ = �(@) ¤@ = 0⇒

⇒ ¥ℎ = �(@) ¥@ + ¤�(@) ¤@ = 0. (11)

Substituting in (11) the expression of the joint acceler-
ation (i.e. ¥@) of (9), one obtains

�(@)�(@)−1 (D+�(@)C_−<(@, ¤@)) + ¤�(@, ¤@) ¤@ = 0. (12)

Solving (12) for the multipliers _, we obtain

_ = (�(@)�(@)−1�(@)) )−1 (�(@)�(@)−1<(@, ¤@)
−�(@)�(@)−1D − ¤�(@, ¤@) ¤@). (13)

Replacing (13) into (9), the constrained dynamic model
can be rewritten as

�(@) ¥@ =
(
� − �) (@)�★) (@)

)
(D − <(@, ¤@))

−�(@)�★(@) ¤�(@) ¤@, (14)

where �★(@) is the inertia-weighted pseudo-inverse of
the constraint Jacobian A defined as

�★(@) = �−1 (@)�) (@) (�(@)�−1 (@)�) (@))−1. (15)

.
Although the equation of motion (14) is quite compli-

cated, it has several fundamental properties that can be
exploited to facilitate the design of the control law. The
main property that will be exploited in the next section is:

Property 1.
1
2
¤�(@) − � (@, ¤@),

is skew symmetric which means that

[)
[
1
2
¤�(@) − � (@, ¤@)

]
[ = 0, [ ∈ R14.

2.1 Control objective

The goal of the control scheme is to ensure: i) the
correct cooperation between the robot and the crane in
order to move the payload to a desired position; ii) the safe
cooperation between the two sub-units so that the robot
will never be overloaded.

To reach these control objective, the first step is to define
a desired reference @3 that makes sense. For the problem
in hand, in this paper we consider the following properties
for the desired reference

Property 2. The desired reference belongs to the
workspace of the robot and the crane.

One of the goal of the control scheme will be move the
common payload (i.e. the block) to a desired position.
The constraints (5) imply that once the robot has grasped
the block, the desired position and orientation of the block
can be seen as a desired pose for the robot end-effector (4).
This means that by controlling the six robot joints so that
the robot end-effector can follow a desired trajectory, the
block can be positioned correctly. Concerning the crane,
to limit the forces on the robot, the control scheme must
ensure that the crane follows the movement of the payload
in the horizontal plane by controlling the two actuated
angles (i.e. U, V) so that the two oscillations (i.e. \1,\2) are
ideally zero. Furthermore, exploiting the cable length (i.e.
3) the crane control scheme canmove the payload along the
z-axis (e.g. keep the altitude of the block constant, release
or lift the block). Concerning the block orientations (i.e.
the angles \3,4,5), when the robot has grasped the block a
priori each robot end-effector orientation could represent
a feasible block orientation. However, it is reasonable to
think that in the desired position the first two angles (i.e.
the angles \3,4) must be equal to zero both for correct
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alignment with the pre-existing wall and to avoid high
torque at the robotwrist due to gravity. Instead the angle \5
can bewhatever so as to reach the desired block orientation
in the final position.

Accordingly to these consideration we will hereafter
assume that all desired references are in the form

@3 =
[
@A3 , U3 , V3 , 0, 0, 33 , 0, 0, \53

])
. (16)

3 Control design and stability analysis

The control strategy proposed in this paper consists of a
nonlinear control law based on energy consideration. The
corresponding stability and convergence analysis is proved
by using the LaSalle’s invariance principle.

In order to develop our control law, we start from the
following energy function

� (C) = 1
2
¤@) �(@) ¤@

+<6(3 − 3�\1�\2 + ;? − ;?�\3�\4 ), (17)

where the first term is the kinetic energy of the system,
whereas the second term represents the payload potential
energy in which < is the mass of the block and 6 is the
gravitational acceleration. In (17) ;? is the distance along
the z-axis between the cable-block attachment point and
the block Center of Mass (�$"), �8 and (8 are the ab-
breviations for indicating the B8=4 and 2>B8=4 function of
the angle 8.
Based on (17), we can define the following Lyapunov

function candidate:

+ (C) =
1
2
¤@) �(@) ¤@

+<6(3 − 3�\1�\2 + ;? − ;?�\3�\4 )

+1
2
@̃)A  ?A @̃A

+1
2
: ?U4

2
U +
1
2
: ?V4

2
V +
1
2
: ?34

2
3 , (18)

where @̃A represents the error between the desired and
the actual robot posture, ?A is a (6×6) symmetric positive
definite matrix. : ?U, : ?V , and : ?3 are positive gains, and
4U, 4V , 43 are the crane error between the desired and the
current values.
Differentiating the equation (18)w.r.t the time and using

(14) we obtain

¤+ (C) = 1
2
¤@) ¤�(@) ¤@ − ¤@) �(@)�★(@) ¤�(@) ¤@)

+ ¤@)
( (
� − �) (@)�★(@))

)
(D − <(@, ¤@)

)
+<6 ¤3

(
1 − �\1�\2

)
+ ¤\1<63(\1�\2 + ¤\2<63�\1(\2

+ ¤\3<6;?(\3�\4 + ¤\4<6;?�\3(\4 − ¤@)A  ?A @̃A
− ¤U: ?U4U − ¤V: ?V4V − ¤3: ?343 . (19)

Using the Property 1 and considering (10) we obtain

¤+ (C) = ¤@A)
(
DA − �A (@A ) −  ?A @̃A

)
+ ¤U

(
D21 − : ?U4U

)
+ ¤V

(
D22 − �V (V) − : ?V4V

)
+ ¤3

(
D23 + <6 − : ?343

)
− ¤@) � ¤@, (20)

where �A (@A ) and �V (V) are the gravity term of the
robot and of the boom crane arm, respectively.

In order to cancel the gravitational terms and keep ¤+ (C)
non-positive, the following controller is designed:

DA =  ?A @̃A −  3A ¤@A + �A (@A ), (21)

D21 = : ?U4U − :3U ¤U, (22)

D22 = : ?V4V − :3V ¤V + �V (V), (23)

D23 = : ?343 − :33 ¤3 − <6, (24)

where  3A is an (6 × 6) symmetric positive definite
matrix, :3U, :3V , and :33 are positive control gains.

Substituting (21)-(24) into (20), one obtains

¤+ (C) = − ¤@)A  3A ¤@A − :3U ¤U2

−:3V ¤V2 − :33 ¤32 − ¤@) � ¤@ ≤ 0.
(25)

The following theorem describes the stability property
of the system under analysis using the control law (21)-
(24).

Theorem 1. Consider the system (14), the controller
(21)-(24) makes every equilibrium point (16) asymptoti-
cally stable.

Proof: As already seen, the derivative of the Lyapunov
function candidate (18) is (25) which is negative semidef-
inite. At this point let Φ be defined as the set where
¤+ (C) = 0, i.e.

Φ = {@, ¤@ | ¤+ (C) = 0}. (26)

Further, let Γ represent the largest invariant set in Φ
such that:

¤@ = 0, ¤̃@A = 0,⇒ ¥@ = 0, @̃A = qA ,
¤4U,V,3 = 0⇒ 4U,V,3 = qU,V,3 ,

(27)
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where qA ,U,V,3 are constants to be determined.
Combining (27) with (21)-(24) and (9), we obtain

 ?A @̃A = 0,
: ?U4U = 0,
: ?V4V = 0,

6<3�\2(\1 = 0,
6<3�\1(\2 = 0
−6<�\1�\2 = −<6 + : ?343 ,
6<;?�\4�\3 = 0,
6<;?�\3(\4 = 0

(28)

Considering that all the control gains are strictly posi-
tive, from the first three equations of (28) we obtain

 ?A @̃A = 0⇒ @̃A = qA = 0⇒ @A = @A3 , (29)

: ?U4U = 0⇒ 4U = qU = 0⇒ U = U3 , (30)
: ?V4V = 0⇒ 4V = qV = 0⇒ V = V3 . (31)

From the other equations of (28), one can be obtained that:

�\2(\1 = 0,
(\2�\1 = 0,
�\4(\3 = 0,
�\3(\4 = 0.

(32)

The following conclusion can be achieved:

\1 = \2 = \3 = \4 = (:c) ∨
(2: + 1)
2

c, : ∈ Z. (33)

However, the only acceptable solution will be:

\1 = \2 = \3 = \4 = 0. (34)

By inserting the (34) in the sixth equation of (28), one can
conclude that:

: ?343 = 0⇒ 43 = 0⇒ q3 = 0⇒ 3 = 33 . (35)

Note that none of above equations depends on the angle
\5. However, the final value of this angle is defined by the
final orientation of the robot. Then, choosing @A3 so that
the robot reaches the desired orientation, we can conclude
that due to (29), \5 = \53 , which concludes the proof.
�

4 Simulation Results
In this section we will demonstrate in simulation the

effectiveness of the proposed approach. In particular we
will show that this solution allows a relatively small indus-
trial arm to manipulate a large and heavy block. To ensure
realistic simulations a detailed CAD simulator (see Fig.3)
was developed in Simscape™ making use of sub-units
already available in the market. In particular the following
devices have been selected:

• Crane: NK 1000 Mini Crane produced by
NEEMASKO [22], see Fig.5.

• Robot: the ABB IRB 1200 produced by ABB
Robotics Fig.6, [21] was selected. This robot weights
approximately 50Kg, and it can carry a payload of up
to 7kg.

In addition, a realistic wall model is included in the
CAD simulator to analyze the possible impacts between
the block to be placed and the existing wall. The block
to be placed has dimension 0.6< × 0.8< × 0.2< with a
weight of 120:6. The mechanical properties of the cable
are reported in Tab. 1. The cable is modelled using 10
Finite Elements.

Material Elastic
Modulus

Poisson’s
Ratio

Mass Density

Galvanized
Steel

211 [#/<2] 0.29 7870[:6/<3]

Table 1: Crane cable material characteristics

Figure 3: CAD simulator enviroment

The parameters for the control law (21)-(24) are

 ?A = 1 · 103�6, : ?U = 100, : ?V = 100, : ?3 = 1 · 104,
 3A = 3 · 102�6, :3U = 50, :3V = 50, :33 = 7 · 1042.

Figure 4: Sequence block placement

The simulation results are reported in Figs.7-8. The
desired references are designed in such away that the block
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is moved to its final position. Snapshots of the placement
are shown in Fig.4. As expected, Fig.7 shows that the
robot joints reach the desired values. Fig.8 shows that
the crane actuated states reach the desired configuration.
It is important to notice that for the block orientations,
the first two angles (i.e. \3 and \4) remain almost equal
to zero since the robot is able to damp this oscillations,
while the third angles \5 rotates according to the robot
end-effector trajectory. In Fig.9 the torques applied by
the robot motors at each joint during the operation are
reported. Most notably, these torques are well within the
typical limits of the joint actuators. This means that the
mass of the block is sustained almost entirely by the crane
and the robot is never overloaded. However it is important
to notice that in Fig.9, when the block touches the wall
(at around 20 second), there are sudden changes in the
torques. Even if their values are reasonable, this suggests
that a mechanism for the manage of the impacts should be
foreseen. This aspect will be the subject of future studies.

(a) CAD Crane
(b)
NK1000p

Figure 5: Boom Crane

(a) CAD
Robot

(b) ABB
IRB1200

Figure 6: Robotic Arm
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Figure 7: Robot joint positions. Red dotted lines: desired
references. Black solid lines: simulation results.
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Figure 8: Crane states positions. Red dotted lines: desired
references. Black solid lines: simulation results.
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Figure 9: Robot joint torques

5 CONCLUSION
This paper proposes a new concept for the robotic brick-

laying of large and heavy blocks based on the crane cur-
rently used in the manual bricklaying operations and a
rigid robot. This new robotic concept opens to a number
of challenges regarding the development of cooperative
safety control of this multi-agent system. In the first part
of this paper a mathematical model of the overall system
is derived. On the basis of this model, a nonlinear control
law has been developed which is able to perform position
control of the robotic system. The stability properties of
the scheme have been proved using the LaSalle’s invari-
ance principle. A realistic CAD-based simulator of the
overall system was developed to demonstrate the feasibil-
ity of the concept. As emerged from the simulations the
robot is able to manage quite easily a block that weights
the double of its weight.
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Abstract – 

Broad research concepts are usually developed in 

different phases where advances are carried out 

separately. That is the case of the automated and 

robotic façade renovation with modules. In this case, 

solutions were developed independently in the context 

of two research projects. In order to offer a holistic 

vision, analyze the current state, and solve gaps, a 

conceptual framework was defined. This conceptual 

framework contained three main subcategories: a) 

Information Flow, b) Off-site Manufacturing, and c) 

On-site Installation. Within this conceptual 

framework, four Novel Solutions were achieved: 1) 

Semi-automated Primary Module Layout Definition, 

2) Partial routing and novel assembly sequence, 3) 

Robotic Installation of Modules, and 4) the Matching 

Kit Concept. These Novel Solutions were assessed 

depending on the working time per square meter and 

the accuracy of the attached façade modules. In order 

to have a general overview of the results, these were 

compiled and evaluated, which offered a perspective 

for future challenges. 

 

Keywords – 

renovation; evaluation; time; accuracy 

1 Introduction 

This paper is a part of a broader research named 

“Study on Automated and Robotic Renovation of 

Building Façades with Prefabricated Modules” [1]. The 

paper consist on an assessment of diverse technologies 

that are part of broader research projects. 

Automation and robotics may be able to help with 

productivity issues. When it comes to marketing robotics 

for construction, productivity is a major concern. During 

the asset price bubble in the 1980s, the field of robotics 

in construction was achieved, primarily in Japan. [2]. 

Some robotic systems have remained in use since then, 

primarily in the prefabricated industry and less in the on-

site construction. [3]. When developing robotics for 

construction, there are significant financial implications. 

Skibniewski [4] and Balaguer [5] already made 

approaches for quantifying that. The key, according to 

Warzawski [6], relies on the adoption of robotics and 

automation in the lifespan of the building, and on the 

economic viability of the established techniques. This 

requires a greater level of productivity when using 

robotics. To develop technology in such complex 

contexts, matrix-based decision-making methods were 

defined [7–9]. Besides, more specifically on the field of 

robotics, several criteria were specified to develop robots 

in construction [10–12]. Finally, specific problem-

solving methods are common in engineering 

development [13–17].  

“Façade renovation with prefabricated modules and 

its automated and robotics solutions” is a complex and 

multidisciplinary task that needs to consider multiple 

aspects [18–20]. For this reason, a conceptual framework 

was created to organize different issues. The reminder of 

this paper is to explain how this conceptual framework 

was used during the analysis, development and 

assessment of different solutions. Moreover, the 

conceptual framework was used as a basis for the 

compilation of the results. 

2 Conceptual framework 

Following the structure of previous research [21], the 

subcategories of the conceptual framework were defined 

as in the next points: 

• SC1Information or Data Flow: 

o SC1.1: Measuring the geometry and acquiring 

the state of the building façade. 

o SC1.2: Processing the acquired data.  

o SC1.3: Defining the layout of the modules.  

o SC1.4: Create the necessary data for the 

manufacturing process.  

o SC1.5: Mark the necessary data for the 

installation of the modules on-site. 

• SC2: Off-site Manufacturing of the modules: 
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o SC2.1: Prepare (Cut/machine) the elements. 

o SC2.2: Assembly elements. 

• SC3: On-site Installation of the modules: 

o SC3.1: Setting up the robotic device. 

o SC3.2: Fixing connectors. 

o SC3.3: Placing the module. 

2.1 Current procedures with modules 

Based on the aforementioned list, an analysis was 

carried out regarding the time spent during each of the 

subcategories and the accuracy of the installed modules 

[1]. In Table 1, the operator working time per square 

meter of the lowest and highest records of several cases 

is shown. 

Table 1 Lowest and highest records 

 Working time h/m² 

 Lowest  Highest 

Data flow (SC1) 

Data acquisition  0,09 0,15 

Defining the layout  0,17 0,34 

Data marking  0,04 0,13 

Manufacturing total time (SC2) 

Cutting and routing  0,21 0,45 

Assembly  0,40 1,74 

Installation (SC3) 

Connector fixation  0,03 0,08 

Installation of modules 0,34 0,71 

TOTAL 1,28 3,60 

Regarding the accuracy, standards such as the DIN 

18202 [22] specify the accuracy requirements of external 

walls depending of the segment size, which, in normal 

conditions is up to 25mm (see Table 2). 

Table 2 Tolerances in external walls according to DIN 

18202 

 Wall segment size 

 0,1 m 1 m 4 m 10 m 15 m 

Normal 

condition 

3 5 10 20 25 

Restricted 

conditions 

2 3 8 15 20 

The DIN 18203-3 specifies the maximal deviation at 

5 mm for timber walls, in any case. However, these data 

needs to be updated or checked in real projects. For 

instance, a demonstration was carried out during the early 

stages of the BERTIM research project [23], which 

consisted of the installation of three 2D modules onto an 

existing test building. In this case manufacturing and 

installation processes caused visible accuracy issues. On 

one hand, the modules were not manufactured to the 

specified level of precision (+/- 1 mm). Stud‘s location 

reached tolerances of up to 8 mm once the process was 

completed (see Figure 1 top). In the other hand, the final 

coordinates of the 2D module placement deviated by 

more than 20 mm from what was planned. This 

necessitated additional rework once the 2D modules were 

installed on the wall by overlapping the waterproof layers. 

For this reason, the DIN 18203-3 was not fulfilled (see 

Figure 1 bottom). 

    
 

   

Figure 1: Top: deviations due to assembly 

inaccuracies. Bottom: deviations during 

installation. 

2.2 Research Gaps 

Following the quantitative analysis on previous section, 

the next research gaps of the manual methods were 

defined: 

• RG1: Lack of automated data flow. Automation is 

required for the data workflow. It is necessary to 

save time and eliminate redundant measuring and 

marking. The data and information must flow easily 

from the existing building's data acquisition to the 

installation of the façade modules. Two points 
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should be addressed: 

• RG1.1. The need for an automated module 

layout definition. 

• RG1.2. Facilitate the connector fixation of 

the modules by transferring data to the 

existing facade. 

• RG2: Lack of Automated Manufacturing modules. 

It is vital to save working time while improving 

accuracy and the proper placement of module 

pieces. The more routed the pieces are, the more 

precise the modules are, but manufacturing time 

increases. A balance between precision and 

production consumption is required. Two points are 

outlined: 

• RG2.1. Reduce routing and manufacturing 

time.  

• RG2.2. Lack of fully automated assembly. 

• RG3: Lack of automation in the installation of 

façade modules. To reduce installation time, a 

precise and automated robotic technique for the 

installation of façades is necessary. A focus on the 

following two subtopics is necessary: 

• RG3.1: Lack of automation installation of 

the connector. 

• RG3.2: Lack of automation installation of 

the Module onto the connectors.  

On the next section, the solutions to these research 

gaps are explained.  

3 Developed Novel Solutions 

The experiments presented are diverse and focus on 

different issues. Moreover, the solutions solve different 

research gaps. The four different Novel Solutions are 

presented on the next points: 

• Solution 1: Semi-automated Primary Layout 

Definition with a “Point Cloud”. One of the most 

significant impediments to commercialize the usage 

of prefabricated modules for façade rehabilitation is 

the lengthy time required for data processing and 

module design. This solution provides, with the only 

input of the current building facades’ Point Cloud, a 

novel method that enables a semi-automated 

definition of the module layout. [1]. The solution 

developed here facilitates a semi-automated 

generation of the shape of the modules that will be 

installed on top of the existing building (see Figure 

2 ). Because of this solution, time was saved. 

• Solution 2: Partial routing and novel assembly 

sequence. Currently, the precision routing, machining 

and calibration of the pieces that are part of the 

module determine the accuracy of robotic assembly. 

The approach given in this solution is based on a 

minor increase in the machining of the current timber 

frame module's pieces by using dovetailed unions, as 

well as a design that makes robotic assembly 

unidirectional [1]. Thanks to this solution, the 

working time was reduced while the accuracy was 

gained (see scheme in Figure 3). 

 

Figure 2. Generation of the module-layout from 

the Point Cloud coordinates. 

   

Figure 3: Unidirectional assembly of timber frame 

by dovetail joints thanks to a partial routing. 

• Solution 3: Robotic Installation of Modules with a 

cable-driven parallel robot (CDPR). The solution is 

based on the on a CDPR that hosts a solution of tools 

on its platform named Modular End Effector (MEE). 

The MEE is based on a robotic arm with different 

changeable end-effectors, a Stabilizer, and a Vacuum 
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Lifting System. [24].This solution provided an 

automated fixation of connectors on top of the 

building slab as well as the installation of CWM. 

Even though this solution was initially foreseen for 

building renovation, the tests were carried out in new 

building construction sites (see Figure 4). 

 

Figure 4: Robotic Installation of Modules with a 

CDPR. 

• Solution 4: Matching Kit Concept. The Matching Kit 

(MK) is a set of components that includes a bespoke 

interface to correct the deviations occurred during the 

placement of the connectors in the wall [25]. The 

initial test carried out with the Matching Kit reveal a 

reduction of time compared to current strategies 

based on an initial accurate localization of connectors 

in the existing buildings (see Figure 5). 

   

Figure 5: Installation process of the Matching Kit.  

4 Compilation and evaluation 

The aforementioned Novel Solutions focused on the 

working time and the accuracy for achieving a task. 

However, in terms of how the Novel Solutions should be 

evaluated with a holistic perspective of the renovation 

process, that is, the aforementioned conceptual 

framework. For this reason, the solutions developed in 

the previous chapters need to be compiled and combined 

to set up a comparable result. A compilation of results 

regarding working-time per square meter (h/m²) of all the 

solutions defined was considered first (see Table 3) 

Table 3: Time spent in the selected Novel 

Solutions. 

 Solutions 

 1 2 3 4 

SC1:Data flow     

     

SC1.1: Data acqusition 0,012   0,05 

SC1.2: Data 

Processing  

0,002    

SC1.3: Layout 

definition 

0,002   0,05 

SC1.5: Transfer On-

site data 

  0,02 0,18 

SC2:Manufacturing   0,18   

SC2.1: route elements    

SC2.2: assembly    

SC3:Installation      

SC3.1: Setting up 

device 

  0,3  

SC3.2: brackets 

fixation 

  0,05 0,18 

SC3.3:module 

installation 

  0,06 0,084 

Some notes on the data in Table 3 include the fact that 

the SC1.4 is not considered since the creation of the 

CAM is a task that is already solved almost automatically 

with current software [26]. Besides, the data need to be 

considered in different contexts.  

• Solution 1. This solution is fast at defining the layout 

of the module but it requires a considerable effort 

around acquisition to generate reliable and accurate 

data. 

• Solution 2. The data gathered in solution 2 shows a 

significant reduction in working time. It needs to be 

pointed out that the time for assembling the timber 

frame is only around 20% of the whole module 

manufacturing process. However, it shows a strategy, 

albeit further CNC machining of elements that might 

be a solution to some issues in the future. 

• Solution 3. Regarding the installation robot presented, 

the biggest handicap is the set-up of the robotic 

system (173 hours that for an optimal workspace, 
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0,36 hours per square meter in the analyzed case). The 

rest of the operations are work-time efficient and 

accurate enough according to the first tests. For the 

calculation of solution 3, the following remarks were 

considered: 

o The data transfer to the CDPR and the MEE of the 

robot takes 0,05 hours for each bracket. 

Considering that two brackets are necessary for at 

least one curtain wall of 4,8m², then 0,0208 hours 

are necessary per square meter. 

o The bracket installation takes 0,13 hours, 

excluding the aforementioned data transfer. 

Similarly, considering that two brackets are 

necessary for at least one curtain wall of 4,8m², 

then 0,0542 hours are necessary per square meter. 

o The CWM installation takes 0,33 hours, therefore, 

0,06875 h/m² are necessary. 

• Solution 4 requires higher consumption time in the 

initial phases but it provides a smooth connector 

fixation and module installation because there is no 

need of adjustment.  

The solutions explained before do not offer a 

complete façade renovations process, which is why they 

should be combined. Three combinations were drafted 

with the data of each of the sets: 

• Combination 1: It combines the Solution 1 (Semi-

automated Primary Layout Definition with a Point 

Cloud), 2 (Partial Routing and Novel Assembly 

Sequence) and 3 (Robotic installation of modules 

with a CDPR).  

• Combination 2: It combines Solution 2 (Partial 

Routing and Novel Assembly Sequence) and 4 

(Matching Kit concept).  

• Combination 3: It combines Solution 1, 3 and 4. In 

this case, the Matching Kit concept is combined with 

the robotic installation of the modules. Combination 

3 overlaps different solutions since the robotic 

installation with the MK was not approached.  

In all combinations, for the manufacturing 

subcategory (SC2), the data achieved in solution 2 is 

multiplied by 5 (as the data gathered is only 20% of the 

module manufacturing process) to represent the 

manufacturer of the whole prefabricated module. This is 

only an estimation. 

Data shows that combinations 1 and 2 have a very 

similar performing result (1,05 h/m² for Combination 1, 

and 1,08 h/m² for Combination 2), as shown in Table 4. 

In both cases, less time is necessary than the combination 

of the lowest records in the analysis in Table 1 , which is 

1,28 h/m², specifically 18% and 19% less time, 

respectively. The sum in Combination 3 is slightly higher 

than the lowest records but considerably lower than the 

combination of the highest records. These results show a 

significant reduction of working time in regards to the 

manual processes specified in Table 1(3,60 h/m²). 

 

 

Table 4: Time of the combinations 

 Combination 1 Combination 2 Combination 3 

SC1:Data flow    

SC1.1: Data acqusition 0,0127 0,05 0,05 

SC1.2: Data Processing  0,0021   

SC1.3: Layout definition 0,0021 0,05 0,05 

SC1.5: Transfer On-site data 0,0208 0,18 0,18 

SC2:Manufacturing    

SC2.1: route elements 0,108*5 0,108*5 0,108*5 

SC2.2: assembly    

SC3:Installation    

SC3.1: Setting up device 173h=0,36   173h=0,36  

SC3.2: brackets fixation 0,054 0,18 0,054 

SC3.3:module installation 0,068 0,084 0,068 

TOTAL 1,06 h/m² 1,08 h/m² 1,30 h/m² 

 

 

But are the results in Table 3enough for assessing if a 

combination of the set of solutions is an optimal choice 

or whether further development is even worth it? 

Accuracy needs to be part of the evaluation as well. In 

the case of selecting the best solution, how to decide 

which of the combinations has further development and 

success possibilities? A Multi-Criteria Decision Making 

[18,27] that includes the accuracy parameter is necessary. 

In other words, accuracy needs to be evaluated within a 

weighting equation that includes the working time.  

In the next paragraphs, an evaluation of the 

Combinations 1 to 3 is explained. The evaluation range 

is measured on a 0-100 scale, where 0 is the worst case 

and 100 is the best case. The highest record stands for 0 

and the lowest record stands for 100 on that scale. The 

indicators are explained as follows: 

• Indicator A: Working time of the combination (A in 

Table 5) which is based on the lowest and highest 
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records and the combinations from Table 1. The 

benchmarked lowest record is 1,28 h/m² and the 

highest record is 3,60 h/m². The weight (W) of this 

indicator is considered as 50% (or half, 1/2).  

• Indicator B: Manufacturing accuracy (B in Table 5). 

As mentioned in section 2.1, the initial objective was 

that fabrication tolerances must be lower than 1 mm, 

and that is considered as the lowest record. For the 

highest record, section 2.1 shows a maximum 

deviation of 8 mm, which has been considered as 

highest record. For all Combinations 1 to 3, the 

experiments  in solution 2 showed a maximal 

deviation of 1,5 mm. The W weight for this indicator 

is considered as 25% (or a quarter,1/4). 

• Indicator C: Installation accuracy (C in Table 5). The 

initial objective of this research was that installation 

tolerances must be lower than 5 mm, as the DIN 

18203-3 specifies. This value will, therefore, be taken 

as the lowest record. On the other hand, in the 

analyzed cases in BERTIM, deviations were bigger 

than 20 mm (see section 2.1), and this value is taken 

as the highest record. For solution 3 and, therefore, 

Combination 1, the installation accuracy showed an 

absolute deviation of up to 11,66 mm in regards to the 

planned position. For solution 4 and, therefore, 

Combinations 2 and 3, the installation showed 

absolute inaccuracies of up to 7,2 mm. The W weight 

for this indicator was considered as 25% (1/4). 

In Table 5, all the indicators of the Lowest (L) and the 

Highest (H) records and the three combinations (C1, C2, 

and C3) are shown. To normalize the value of the 

indicators, Equation 1 is used and applied for getting 

Normalized Indices (𝐼�̅�𝑗). 

 

𝐼�̅� =
𝐼𝑗

(∑ 𝐼𝑗
𝑗

)
∗ 𝑊    (1)  

 

By applying Equation 2, the Normalized Indices’ 

𝐼𝑖𝑗̅̅ ̅ values are summed and the Combination‘s 

significance Rj is achieved (see R in Table 5) 

 

𝐼�̅�𝑗 =
𝐼𝑗

(∑ 𝐼𝑗
𝑗

)
∗ 𝑊    ( 2) 

 

By applying the Normalized Indices’ 𝐼 ̅ values are 

summed and the Combination‘s significance Rj is 

achieved by Equation 3 (see R in Table 6). Finally, the 

Combination´s degree of efficiency in 0-100 scale is 

achieved by applying Equation 4 (see N in Table 6). 

 

𝑅𝑗 = ∑ (𝐼�̅�)
𝑗

                 (3) 

 

𝑁𝑗 =
𝑅𝑗−𝑅𝑚𝑖𝑛

𝑅𝑚𝑎𝑥−𝑅𝑚𝑖𝑛
∗ 100    (4)  

 

 

 

Table 5: Indicators. 

 

 𝐖 L �̅�𝐋 H �̅�𝐇 C1 �̅�𝐂𝟏 C2 �̅�𝐂𝟐 C3 𝐈𝐂̅̅̅𝟑 

A 1/2 1,28 0.08 3,60 0.22 1.06 0,063 1.08 0,065 1.3 0,076 

B 1/4 1 0.02 7 0.14 1.5 0,030 1.5 0,030 1.5 0,029 

C 1/4 5 0.02 20 0.10 11.66 0,057 7.2 0,035 7.2 0,035 

 

Table 6: Final assessment. 

 

 Lowest Highest C1 C 2 C3 

Sum of normalized indices (𝐑𝐣) 0,12 0,45 0.15 0.13 0.14 

Degree of efficiency (𝐍𝐣) 100 0 90.57 96.73 93.49 

 

The results show that the objectives have not been 

reached 100%. Future research should solve the 

remaining issues. The future needs (FN) are compiled 

and their numbering re-adjusted as in the next points: 

• FN1.1.1: Accuracy of the measuring device. One of 

the issues in solution 1 was the inaccuracy of the 

Point Cloud itself. 

• FN1.1.2: Potentialities of online data for the initial 

measurements of the building should be explored, in 

order to avoid excessive visits to the existing building.  

• FN1.1.3: Recognition of the Matching Kit 

automatically. One of the issues regarding the 

Matching Kit concept was that the connectors placed 

on the wall had to be measured manually. 

Photogrammetry can be useful for these cases. 

• FN1.3.1: Accuracy of the selected segments of the 
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Point Cloud. The solution 1 relies still in designers’ 

criteria that might tend to errors. 

• FN1.3.2: Recognition of slab. The solution 1 is based 

on the localization of the slab of the building. If the 

building doesn’t show the slab, the solution 1 is 

useless. 

• FN2.1.1: Adjustment in design to facilitate assembly 

process. The design needs to facilitate a robot based 

assembly. 

• FN2.1.2: Design should consider rigidizing during 

the assembly. During experiments it was noticed that 

a key point that facilitates the assembly is a rigidizing 

union between elements. This future need might be in 

contradiction with the FN 2.1.1. 

• FN2.1.4: Adjusted Robot Oriented Design [28] 

depending on Assembling Tolerances. Depending on 

the robotic accuracy, the assembled module’s 

tolerances should be adjusted accordingly. 

• FN2.2.1: Adjust the manufacturing line, depending 

on the most suitable configuration. 

• FN2.2.2: Agile robot path adjustment depending on 

CAD of the modules. It is of a vital importance to 

generate a parametric adjustment of the robot path 

depending on the CAD file of the module. 

• FN3.1.1: Faster set up of the robotic device is 

necessary. In Solution 3, the main burden for a rapid 

installation is the need for a fast set up of the robotic 

device.  

• FN3.2.1: A leaner production of the Matching Kit 

interface is necessary. In Solution 4, the 

manufacturing time of the interface was time 

consuming. 

• FN3.2.2: Consider uneven surfaces. The robotic 

device in solution 3 did not consider the unevenness 

of the façade of the existing building.  

• FN3.3.3: Accurate Recognition of the modules. The 

robotic device in solution 3 will be more accurate if 

the device would recognize the modules from its 

picking rack. 

• FN3.3.4: Recognition of the connector. As in the 

previous point, the robotic device in solution 3 will be 

more accurate if it recognized the connectors on the 

slab while installing the modules. 

5 Conclusion 

The results show that the different combinations of 

options might depend on the automation level and 

different strategies for reaching high accuracy. On the 

one hand, automation in all subcategories is still needed. 

On the other hand, learnings from the experimentation 

show that reaching absolute accuracy in a façade 

workspace leads to time-consuming setting up of the 

robotic device.  

The data gathered in this research can be used as a 

basis for future business plans. However, the Technology 

Readiness Level (TRL) of the Novel Solutions is still 

around 5 or 6, which means that there might not be 

sufficient data for accurately calculating the cost of the 

automated and robotic solutions presented in this paper. 

However, some approaches have already been made [29]. 

The question of how to manage technology and make it 

ready for the market must also be addressed. This topic 

has been approached in two different research projects, 

namely BERTIM and HEPHAESTUS [30], where this 

research has been contextualized and several deliverables 

have been reported. Once the latest points highlighted in 

this chapter are properly improved, a potential reduction 

in time with necessary accuracy can be achieved by 

applying automation and robotics in the field of 

Automated and Robotic Renovation of Building Façades 

with Prefabricated Modules. Projects like ENSNARE [31] 

will address some of the aforementioned needs. 
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Abstract 
 
The paper is devoted to robotic in the construction field based 
on industrial robotics. The main focus is made on a proper 
modelling of a robotic system stiffness and identification of 
their parameters for work on vertical walls. The robotic 
system is composed of a vertical lift system that can carry a 
200kg load including a Doosan cobot (45kg), equipment for 
tasks to do, and a human operator (80 kg) for working at a 
height up to 8-10m. Particular attention is paid to the robot's 
accuracy while working operation (painting, insulation 
spraying, facade cleaning, etc) and evaluation robot capacity 
to perform the task with desired precision regardless of the 
height of the vertical work. In contrast to other works, the 
robot stiffness is evaluated using a protocol that is based on 
the deformation of the vertical lift system. The developed 
approach is applied to find the best geometrical configuration 
of the scissor lift next to the vertical surface to be worked and 
the best position of Doosan cobot on the platform lift taking 
into account the robot working space. The efficiency of the 
proposed technique robotic solution for the vertical task is 
validated by experimental study.  
 
Keywords: Robotic System, Construction robotics, Stiffness 

model 

1) Introduction 
 
In recent years, the construction field is looking for new 
ways to perform complex tasks on a large surface in 
buildings for a task like cleaning and polishing façade 
as new robotic architecture systems are emerging. 
Robonaut by NASA was one of the first robots capable 
of collaborating for space construction applications [1]. 
Roboclimber is an automated drilling system with a 
remote-controlled Human interface that is hosted onto a 
semi-autonomous climbing platform [2]. The 
reconstruction of buildings, facades, and maintenance 
tasks can be much more safe, fast, and cheaper with the 
deployment of robots. Finishing services for 
productivity improvement on the construction sites were 
initially studied by Rosenfeld et al. [3], and Warszawski 
and Rosenfeld [3] [4]. Later, Kahane and Rosenfeld [6] 

developed a method to assess the effects of human-robot 
collaboration on automating a construction task and 
examined the method using an interesting multi-purpose 
robot, named TAMIR, for block laying and wall 
painting. 
 
Here, we develop a new robotic architecture proposed 
and studied to work on vertical walls with a manipulator 
composed of a cobot Doosan which is a poly-articulated 
arm fixed on a moving vertical lift mechanism. Doosan 
M0617 is a cobot with a maximum reach of up to 
1700mm and a payload of about 6kg. And also has 
torque sensors at each joint so that it will be safer for the 
human operator to share work-space alongside the robot 
and also prevents damages to the work environment or 
to the robot itself from collision against wall surfaces. 
The vertical lift mechanism is commercially more 
desirable compared to other types of lift mechanisms as 
it is cheaper and lighter weight, with a greater weight-
to-strength ratio. Vertical scissor lifts can support larger 
weight and move to greater heights. The main 
objectives of this robotic system (Fig.1) are to reduce 
working time, get consistent2 quality and free the 
workers from making dangerous or repetitive tasks 
 

 

(a) 
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(b) 

Fig.1. Developed robotic solution (a), Vertical building 
Tasks with Doosan (b). 

The Doosan robot is positioned on one side of the 
structure, and counter-weights are employed to return 
the structure's center of gravity to its original location. 
The stability of this system is critical to ensuring that 
the precision of vertical jobs is improved by decreasing 
stress and position inaccuracy of the end-effector for 
spraying insulation, as shown in Fig.1. The goal now is 
to assess the accuracy of the robot's accuracy under 
stress. 

2) Stiffness modeling of robotic 
system  

 
The positioning of the robot end-effector in the Scissor 
Lift reference with a set of frames. The positioning of 
the Tool Center Point (TCP) i.e. REff regarding Rrob is 
not considered. Our objective for vertical task focuses 
on the positioning of Rrob regarding RLift. Therefore, the 
frames are represented in Fig. 2. 

 

 
 
Fig. 2. Positioning of the reference frames 

 
In this section, the stiffness of the scissor lift will be 
studied with the elements in the fully extended 
configuration. The vertical force applied by the 
hydraulic cylinders is very low due to the low slope 
between the lift’s scissor legs. Consequently, the 
cylinders will have to apply a high amount of force to 
rise up to escalate to the desired height. Also, the weight 
distribution in the lift platform may not be always 
uniform but we assume the weight is uniformly 
distributed on the lift platform. In our case, we try to 
analyze the distortion of the GENIE GS-1932 scissor lift 
using a Laser telemeter. 

σ = F/A 
K = F/U 

 
where, 
 
F is force applied (N), 
A is the area of cross section (𝑚𝑚2) 
K is Stiffness (N/m) 
U is change in Displacement (Position in our case) (m) 
                             

D = (n (L + W)) 
       200  

where, 
D = Maximum allowable platform edge deflection 
n = Number of vertically stacked panto-graph leg 
sections (Scissor Legs) 
L = Platform Length 
W = Platform Width 
 
 
Stiffness and Displacement Calculation of Standard 
Scissor lift (Analytical method): 
 
Beam element with vertical force 𝐹1𝑦  and 𝐹2𝑦 acting at 
nodes 1 and 2 with a moment 𝑚, rotation ф and vertical 
displacement v. 
 

 

[

𝐹1𝑦

𝑚1

𝐹2𝑦

𝑚2

 ] = [

12 6𝐿 −12 6𝐿
6𝐿 4𝐿2 −6𝐿 2𝐿2

−12 −6𝐿 12 −6𝐿
6𝐿 2𝐿2 −6𝐿 4𝐿2

] [

𝑣1

𝜙1

𝑣2

𝜙2

]  

 
Table.1.Beam Stiffness Matrix 
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Frame Element is 2D problem forces along x and y 
direction of the frame. So along with elastic slope 𝜃1 
 

 

[
 
 
 
 
 
𝐹1𝑧

𝐹1𝑦

𝑚1

𝐹2𝑧

𝐹2𝑦

𝑚2]
 
 
 
 
 

=
𝐸

𝐿
 

[
 
 
 
 
 
 
 
 
 

𝐴 0 0 −𝐴 0 0

0 12(
𝐼

𝐿2
) 6(

𝐼

𝐿
) 0 −12 (

𝐼

𝐿2
) 6 (

𝐼

𝐿
)

0 6(
𝐼

𝐿
) 4 0 −6 (

𝐼

𝐿
) 2

−𝐴 0 0 𝐴 0 0

0 −12 (
𝐼

𝐿2
) −6(

𝐼

𝐿
) 0 12 (

𝐼

𝐿2
) −6 (

𝐼

𝐿
)

0 6 (
𝐼

𝐿
) 2 0 −6𝐿 4 ]

 
 
 
 
 
 
 
 
 

  

[
 
 
 
 
 
𝑢1

𝑣1

𝜙1

𝑢2

𝑣2

𝜙2]
 
 
 
 
 

 

 
Table.2. Frame Element Stiffness Matrix 

 
Considering the Rotational Matrix while moving from 
local coordinates to Global Coordinates along x and y 
direction with rotation around ф 
 

[
 
 
 
 
 
 
 
 
𝑢1

′

𝑣1

′

𝜙1

′

𝑢2

′

𝑣2

′

𝜙2

′
 ]
 
 
 
 
 
 
 
 

=

[
 
 
 
 
 
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 0 0 0 0
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 0 0 0 0

0  0 1 0 0 0
0 0 0 𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 0
0 0 0 −𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 0
0 0 0 0 0 1]

 
 
 
 
 

 

[
 
 
 
 
 
𝑢1

𝑣1

𝜙1

𝑢2

𝑣2

𝜙2]
 
 
 
 
 

 

 
Table.3. The Global Coordinates Matrix 

 
So, we add the rotation matrix with frame element 
stiffness matrix: 
 

 
 

Table.4. The Global Stiffness Matrix 
 

In addition to the analytical analysis, we analyzed the 
scissor lifting system with finite element method with 
elements such as platform and base plate were on the 
extended configuration for the simulation analysis. The 
system was fixed in the base platform which was 
attached to the base plate of the scissor lift. The load 
acting on the platform is a Uniformly distributed Load 
of 1000N acting all along the length of the standard 
scissor platform and 500N point load acting on the 
extended side of the scissor lift, respectively. These 
loads were applied vertically on the scissor lift platform 
to study the system for Stiffness. 

 
Table.5. The characterization for the numerical 

simulation 

The stress distribution and quantity of deformation 
following mesh creation in each scissor element of the 
lifting system were studied using numerical simulation. 
The maximum strain energy hypothesis was used to 
calculate the system's stress distribution (Von-Mises 
Stress). On the extended scissor platform, a point load 
of 500N is operating, and a 1000N evenly distributed 
load is acting on the remaining scissor platform. The 
equivalent stress was observed to rise linearly with the 
applied load on the platform. A scissor lift in extended 
form with point load (weight of the robot operating on it) 
demonstrated a maximum Von Mises Stress of 
17.63MPa on the system is shown in Figure (3). In 
planning for design and Model analysis, a minimum 
stress of around 3.695e-17 Mpa operating on the scissor 
lift is suggested. The amount of deformation in the 
components of the scissors lifting system was shown in 
(Fig:3) owing to point load (p)s, where the center of 
gravity with no point load is generally the maximum 
deformation (13.43mm) found at the extended scissor 
lift platform. 
.

 
Fig.3. Numerical simulation to analyze the stress 

distribution and the displacement 
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Placing a robot on the lift extension platform leads to a 
change in center of gravity moves 600mm along y-
direction and 227mm in x-direction which clearly shows 
this will lead to tip over criteria or other system failures 
where the trajectory of the robot must include varying 
correction factor to maintain good trajectory.  With this 
configuration, we performed the numerical simulation 
illustrated in figure 4.  
 
The system was considered to be in full functioning 
height of around 5.4m for this investigation. The center 
of gravity of the scissor lift changes to x = 64.7mm and 
y = 2510mm which would result in tipping of the scissor 
lift, before which the center of gravity is acting on the 
center of the scissor lift platform was the same for each 
connection point as shown in Figure 4. This shows the 
deformation and the COG of the scissor lift. We also see 
that the deformation results of the scissor lift are closer 
to that of the Experimental value detailed in the 
experimental paragraph and this also shows the 
validation of the structural analysis. 

 
Von mises Stress : Maximum = 1.814 e+07 N/m2 

                         Minimum = 2.053 e+02 N/m2 
 
Fig.4. Numerical simulation with another configuration 

of the Doosan robot 

3) Experimental Setup 
 
We design an extended frame setup to mount the Linear 
Tracker on the Nacelle lift (scissor lift) platform. The 
standard design of the extended platform frame is fixed 
onto the Genie GS-1932 with a modified L-joint and 
screwed rigidly in the hole on the lateral side of the lift. 
The remaining parts of the extended setup are welded 
together rigidly except the robot. This extended frame is 
where the robot will be mounted to work on the vertical 
wall. Now to understand/study the stiffness of the lift 
system we use a winch to replicate the payload which 
would be acting on the real-time in the lift system In the 
experimental setup, a rope from the winch is hooked 
onto one end of the lateral rail on the lift platform and 

pulled using the winch's pulley handle, which is utilized 
to create the equivalent force (200kg) operating on the 
lift system in our desired direction. The winch rope is 
pulled in two directions, one along the platform's y-axis 
and the other along the z-axis, to generate a dynamic 
pulling force. 
 
The study is carried on two different wheel 
configuration of the scissor lift (SL1) and (SL2) at two 
different heights H1 = 3m and H2 =7m along the 
building floors (Fig.4) 
 

 
 

Fig.5. Experimental setup: Scissor Lift Configurations 1 
(a) and Scissor Lift Configurations 2 (b) 

The study is carried on two different wheel 
configuration of the scissor lift at three varying 
heights along the building floors. 

 
• Wheel aligned along the direction of the mobile 
platform (Configuration: WC1) 
 
• Wheel aligned at 90◦ steering angle the 
direction of the mobile platform (Configuration: 
WC2) 
 
+

     Scissor Lift Configurations 1(SL1)      Scissor Lift Configurations 2 (SL2)          
 

Fig.6. Scissor Lift Configurations (SL1 and SL2) 
and Wheel Configurations (WC1 and WC2). 

X 

(a)                 (b) 

Wheel Configuration 1, WC1 

Wheel Configuration 1, WC2 

X 
Front  Position Rear Position 
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For scissor lift configuration 2, wheel configuration 2 at 
a height of 3m, the stiffness remains high in general 
throughout the experiment from a minimum force of 88 
N to a maximum of 557N. However, for the rear wheel, 
the stiffness drastically increases in magnitude from 
100N/mm to 600N/mm from 295N to 588N. 
 
For scissor lift configuration 2, wheel configuration 1 at 
a height of 7m, the stiffness remains high in general 
throughout the experiment from a minimum force of 88 
N to a maximum of 557N. However, for the rear wheel, 
the stiffness drastically increases in magnitude from 
100N/mm to 600N/mm from 295N to 588N. 
For scissor lift configuration 2, wheel configurations 1 
and 2, at a height of 7m, the stiffness gradually 
increases from 20N/mm (front) and 10N/mm (rear) at 
80N to 53 N/mm (front and rear) at 588N. Stiffness is 
almost identical for the front and rear at higher payloads. 
  

Figure 7 shows the displacement and stiffness along 
the global Y-axis received for configuration 2 
measured at two points "Front point" and "Rear 
point" at two heights 3m and 7m. 
 

 
 

Fig.7.Displacement and Stiffness (Front and 
Rear) along Y axis: 

 
 
Figure 8 shows the displacement and stiffness along 
the global X-axis received for configuration 2 
measured at two points "Front point" and "Rear 
point" at two heights 3m and 7m. 

 
 

Fig.8. Displacement and Stiffness (Front and 
Rear) along X axis 

 
When the scissor lift wheel is parallel to the platform, 
the displacement is large at 3m height in the Y-axis 
direction in the Front Position, as illustrated in fig. 9. 
However, at 7m, the x-axis displacement in the 
Front or Rear positions is relatively minimal. 
 

 
 

 
 

Fig.9. The global displacement of the robotic 
system in X and Y axis. 
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4) Conclusions and Perspectives 
 
We offer a new identification approach in this work for 
a more accurate assessment of the stiffness of a robotic 
solution for a vertical job. We used a metrological 
measurement with a physical meaning as the foundation 
for our approach. For both wheel configurations 1 and 2, 
the scissor lift configuration 2 offers more rigidity to the 
system. It increases the stiffness of the system, which 
results in less displacement. Furthermore, for 
configuration 2, the system's stiffness values on the 
back and front sides of the platform are almost similar. 
As a result, the entire scissor lift will be more 
isotopically rigid as a result of this. Scissor Lift 
Configuration 2 as well as any wheel configuration with 
a fixed robot base would be the optimum solutions for 
our Task. 
 
The robotic lift system is designed in such a manner that 
it can accommodate both a robot and a human operator 
in a collaborative environment, thanks to the optimum 
platform size.. The deformation and change in the center 
of gravity of a scissor lift with a robot and a robotics 
frame arrangement is also investigated, with results that 
are very close to theoretical and analytical ones. 

The stiffness, deformation, and responsiveness of the 
lift system at various heights and payloads have been 
calculated, enabling us in determining the optimal 
configuration for the robotic system. In future study, we 
will enhance the robot's trajectory planning and 
optimization to work on complicated wall surfaces in 
order to fully use the robotic system's workspace on the 
wall. 
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Abstract –  

Additive Manufacturing allows for high 

geometric freedom and the fabrication of non-

standard building components. This new-found 

flexibility results from the fact that no formwork is 

required with additive manufacturing and thus each 

part can be different at no additional cost. One 

drawback however is that the geometric freedom 

comes at the price of non-verified geometric precision, 

requiring methods to determine and possibly 

counteract deviations and ensure building 

component’s quality. Within this paper we present an 

“Lean-based Production Approach” for an off-site 

production of concrete components. Therefore, firstly 

lean construction is introduced and its synergies with 

additive manufacturing are shown. Shotcrete 3D 

Printing is used as a case study and illustrates the 

approach and unveils current potentials and 

challenges. Our approach is mainly based on an on-

demand production, bi-directional digital workflows 

and quality checks. Current methods for geometric 

and surface quality as well as for predicting 

production (and process) times for varying 

components still need to be developed further. We 

conclude with forecasting a new and more intelligent 

production system in construction. 

 

Keywords – 

Additive Manufacturing, Construction, SC3DP, 

Prefabrication, Lean Construction, Quality Control 

 

1 Introduction 

In the context of a social rethinking and political 

ambitions to produce in a climate-neutral and resource-

friendly way, the construction industry, as one of the 

largest industrial sectors in the world, is of particular 

importance. The construction industry is mostly 

confronted with the challenge of the "large scale" of the 

structures to be built [1]. Additional challenges result 

from typical construction industry peculiarities, such as 

one-off production, on-site production, or engineer to 

order production [2]. Furthermore, construction is 

usually done on a project basis, where a considerable 

number of independent companies are linked only by the 

goal of delivering building. These construction 

peculiarities are often blamed for the construction 

industry's poor project delivery, i.e., construction delays 

and exceeded budgets as well as the contribution 

concerning waste and value loss [2].  

To counteract stagnant productivity and inefficient 

construction processes, comparisons are often made with 

stationary production like the automotive sector [3]. It is 

assumed that similar improvements in the construction 

can be achieved by adopting established processes and 

methods from that sector. The goal of a “lean" and value-

added production is also increasingly targeted in the 

construction industry. The traditionally more 

conservative construction industry has so far found it 

difficult to implement innovative and, above all, digital 

and sustainable solutions. However, advances in the field 

of additive manufacturing (AM) with concrete are 

opening up new construction process options and 

production principles [4]. In particular, Shotcrete 3D-

Printing (SC3DP) as one method of additive 

manufacturing has the potential to lead to significant 

improvements in productivity and - hence - to a 

sustainable production process. Due to the avoidance of 

formwork as far as possible, a high degree of form 

flexibility and efficiency gain is achieved, accompanied 

by new challenges in production with regard to geometric 

and surface quality accuracy.  

The aim of this paper is to show how high-quality 

precast concrete parts can be produced on the basis of 

lean principles and to emphasize existing challenges. For 

this purpose, we will first introduce the basics of lean 

production and additive manufacturing. Using the 

SC3DP as an example, an approach is outlined which 

attempts to solve current production problems. 
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2 From Lean Production to Additive 

Manufacturing in Construction 

In recent years, the construction industry has 

developed a greater awareness for the need for a holistic 

view of the value chain and a process-oriented way of 

thinking. These developments are driven by several 

factors, especially current shortcomings such as an 

extreme fragmentation (of knowledge and project 

structure) and lack of collaboration within projects. 

Currently, Lean Construction principles and methods are 

increasingly being used to restructure (manual) 

construction processes. 

2.1 Lean Production and their principles 

The origins of Lean Construction can be traced back 

to the design and orientation of production (principles) of 

the Japanese car manufacturer Toyota. During an MIT-

study (1985-1991), Womack/Jones/Ross had revealed 

significant differences from the predominant "buffered 

production" at that time [5]. The five key lean principles 

are: (1) define value as what a customer is willing to pay 

for, (2) map and reduce waste of any kind along the value 

stream, (3) create a continuous flow for all value-adding 

steps, (4) produce only on customer demand (pull) and 

(5) pursue perfection wherever possible. Lean Production 

aims to produce goods solely in response to demand, 

rather than mass-produced "in stock." Whereas in the 

automotive industry high volumes were usually produced 

based on one (producer-specific) prototype design, 

buildings have so far and will continue to be unique in 

most cases based on customer-demand design. Regarding 

these differences, Lean Production has to be carefully 

adapted as Lean Construction (LC) within the 

construction industry.  

2.2 Lean Construction 

The construction industry is characterized by process 

instabilities, low added value and waste of various kinds, 

where the application of different Lean Construction 

principles and methods promise significant 

improvements. Due to the traditional project delivery 

systems and fragmented structures, LC-methods like 

production cycle planning as well as the “last planner 

system” are often used, but primarily to improve 

handcraft production processes. Replication and 

collaboration are of high relevance for the successful 

implementation of those two methods to generate stable 

(but manual) construction processes. In contrast to 

conventional in-situ construction, prefabrication pursues 

a higher added value by shifting construction processes 

to a controlled environment. In order to be economically 

competitive, avoiding long changeover times and 

achieving high added value, components and/or their 

underlying building processes are often standardized on 

the price of form and production flexibility.  

2.3 Towards a Lean-based Production 

through the integration of Additive 

Manufacturing in Construction: Lean 

Construction 4.0  

The integration of lean production principles is 

accompanied by a production "on demand" in an 

organizational perspective (pull principle). In order to 

avoid that materials or semi-finished products for 

subsequent work steps are generated or produced "on 

stock" contrary to the principles of lean production, 

components are only supplied just-in-time and only when 

required. While producing components only on demand 

and to specific customer requests, generally warehousing 

and inventory can be minimized. However, the 

construction industry has produced in nearly all cases 

only on customer request (“on-demand-production” in a 

design perspective on the building scale, e. g. unique 

customer-related building design). Only in specific 

segments, certain standardized components (e. g. precast 

concrete girders, columns or walls) have been produced, 

placed at storage areas outside the factory waiting to 

delivery to construction site (component scale).  

Additive Manufacturing is defined as the “process of 

joining materials to make objects from 3D model data, 

usually layer upon layer, as opposed to subtractive 

manufacturing methodologies” [6]. Hence, Additive 

Manufacturing seems perfectly suitable to enable a new 

level of Lean Production on construction sites:  Lean 

Construction 4.0 [7]. The limitations of current 

standardization approaches could be overcome by AM 

with concrete since any form can be produced. With AM 

not the component is standardized but the process, 

allowing for more freedom of form and a short-term 

production (hence production on demand in two 

perspectives). Lean-based additive manufacturing could 

make it possible to customize every product (flexibility 

of AM) and to produce without any changeovers in the 

production line only on demand, as the combination of 

lean principles and characteristics of additive 

manufacturing shows:   

• Defining Value. Value is only what the customer is 

willing to pay for. Changeover times (of machines 

and formwork) and the resulting (manual) effort are 

currently unavoidable to produce different 

component types (no value-added processes). By 

using AM, a new level of form flexibility is gained 

since formwork is no longer necessary resulting in 

customized or even individualized components 

based on customers value.   

• Mapping the value stream. Process analysis of the 

value chain aims at identifying waste and 
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unnecessary tasks. Due to additive manufacturing 

especially formwork as a crucial non-value-adding 

task can be eliminated. AM makes it possible to 

produce individually designed components (wall, 

columns, slabs) without long changeover times 

focusing on mapping the value stream.  

• Create a continuous flow. Not only material but 

also information must be provided in correct order 

to create a continuous production flow. AM enables 

both due to a direct transformation of the virtually 

designed into a physical object making it possible 

to create a continuous production flow.  

• Establish a pull production. AM is a fully 

digitized design-to-construction workflow where 

the actual production tasks are reduced to 

“printing”, allowing to produce components 

promptly on demand (pull), but with a high level of 

flexibility in form and production eliminating a 

push production and long inventory times.  

• Pursue Perfection. Based on necessary 3D-Models 

for production, robotic-guided concrete deposition 

prohibits mistakes due to the integrated information 

flow. Since geometric quality and tolerance aspects 

are very important, permanent as-planned and as-

built comparisons are essential to identify 

divergences immediately and hence offer a way to 

pursue perfection of customers value.   

3 Additive Manufacturing  

Additive Manufacturing is predominately applied in 

Construction (AMC) for concrete components [4]. 

Concrete is the most commonly used building material in 

the construction industry. Considering the climate 

change and the C02 emissions caused by cement 

production, the efficient and economical use of concrete 

is of utmost importance [8].  

3.1 Methods of AM in Construction 

Additive Manufacturing in Construction (AMC) is 

suitable both for on-site or off-site application [4]. As 

known from prefabrication approaches, the desired 

component quality can be achieved the best, when it takes 

place within controlled environments [4]. Additive 

Manufacturing with cement-based mortars, often also 

referred to as 3D concrete printing (3DCP), means that a 

component is firstly 3D modelled, sliced into multiple 

layers and digitally build up layer-wise.  

One of the most commonly used AM methods for in-

situ application is based on extrusion [9]. In this method, 

material layers are either extruded from the nozzle in a 

controlled manner or they flow out of it. This process has 

a high geometry resolution, but at the expense of a fast 

application rate [9].  

In processes using a particle bed (also referred to as 

particle bed-based 3D printing (PB3DP)), dry base 

material (particle or mixture) is placed on a platform (the 

particle bed) and binder or activator is applied at the 

required locations according to the desired geometry 

[10]. The selective application of binder/ activator creates 

the concrete matrix. This is followed by the build-up of a 

new layer, starting with the renewed application of the 

base material to the particle bed. This process is repeated 

until the component has the desired geometry. After a 

defined number of printing processes (and layers) the 

component can be freed from excess, unbound material. 

The mainly applicable off-site PB3DP process achieves 

very high resolution and shape accuracy [10]. 

Shotcrete 3D Printing (SC3DP) is another AM 

technology mostly suitable for off-site application that 

offers access to an increase in speed and productivity and 

in component quality (extra surface finishing needed, see 

below) [11].  

AM allows more freedom of form because it doesn`t 

need formwork or support structures. However, due to 

the lack of precision that formwork brings to the 

traditional process, AM requires advanced methods of 

quality control, which can be solved through bi-

directional (or feedback-based) production workflows. 

To exemplify this, Shotcrete 3D Printing is described as 

a case study.  

3.2 Shotcrete 3D-Printing 

SC3DP has been developed within an 

interdisciplinary research project at the Digital Building 

Fabrication Laboratory (DBFL) at the TU Braunschweig 

[12]. Unlike other additive manufacturing methods, 

concrete components are built up layer by layer but with 

the controlled addition of compressed air [18]. It is 

characterized by high printing speed and varies 

significantly compared to other additive manufacturing 

methods with the following aspects [12]: 

• Integration of reinforcement: Concrete can be 

sprayed around structural reinforcement and hence 

integrate it.  

• Surface finish (visual and functional): After the 

core printing process, shotcrete can be applied 

robotically as a levelling layer to obtain a higher 

surface quality. The surfaces can be finished with 

formative methods if required. 

In order to improve manufactured components in the 

shotcrete 3d printing process – i.e., to produce complex 

elements with high accuracy in addition to the required 

surface treatment - the combination of additive and 

subtractive manufacturing tasks to form a hybrid 

manufacturing process is a suitable option.  
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To achieve a decent component quality, the initial 

printed core is covered with multiple applied secondary 

layers of shotcrete and in a next task processed with 

subtractive tools (Figure 1). Compared to common 

hybrid manufacturing, for example in metalworking, an 

AM process is combined with a subtractive process here, 

but additional integration of sensor technology for 

tolerance and dimensional control is missing. Sensor 

technology is needed to monitor and validate the 

increased complexity of the production process [13].  

 

Figure 1: Multiple fabrication tasks for a fully-

reinforced double curved concrete component 

3.3 Challenges within the SC3DP Process  

During these tasks, predicting the behaviour of the 

printing material is a major challenge. Due to the 

complex interaction of temperature, forces, material 

properties, the printing system setup and external 

circumstances, inaccuracies or even critical errors can 

occur. The success of the SC3DP and the quality of the 

component are determined by a large number of 

parameters to be controlled, such as nozzle distance, 

spray angle or conveying speed [12] just to name a few. 

These parameters have a major influence on the 

printing quality. Incorrect parameters can lead to a 

reduction in concrete quality, concrete rebound, varying 

layer thickness or low early strength. Thus, printing 

layers can sag over time. Furthermore, the geometrical 

freedom of the robot tracks is limited due to the low 

printing resolution. For example, the production of sharp 

geometric edges is currently not possible using the 

SC3DP process alone. 

 

Therefore, for high-precision shotcreted parts, a 

component improvement process consisting of the 

multiple interlocking tasks (edge milling and surface 

finishing) and quality inspection (measuring) will be 

critical in most cases. These interlocking tasks can in turn 

lead to unpredictable and long cycle times due to 

repair/finish work or due to insufficient task control. 

Currently, SC3DP is characterized by the following 

challenges [19]: 

• Compensation of inaccuracies due to unintended 

parameter variations during the fabrication process. 

• Process validation of different production tasks 

must take place in order to optimize these tasks. 

• Compensation of inaccuracies must be integrated 

into the manufacturing process. An automated 

finishing process with subsequent quality control 

for the surface must be developed to minimize 

process times. 

In order to improve the component quality multiple 

tasks are needed, which increases the level of process 

complexity. However, each additional process task may 

increase the error rate.  

Nevertheless, a variety of challenges are correlated 

with the quality control process as well. Acquiring data 

for a well-established quality control/check (QC) 

approach depends on a variety of aspects that could affect 

the acquisition strategy or the quality. The SC3DP 

manufacturing environment is in general contaminated. 

Dust emissions during the production process, coupled 

with high levels of humidity that occur in the production 

room, can lead to insufficient data quality (noise) during 

the data acquisition process. The size and the shape of the 

object could add another factor for the selection of the 

sensor as well as the data capturing strategy thus the data 

does not suffer from occlusion [15].  

The material properties of the captured object play 

a crucial role in the quality of the captured data. After the 

SC3DP process, the object is saturated. Therefore, for 

example in case of TLS, infrared wavelength would not 

penetrate the water surface while green wavelength 

would have penetration properties through the water 

column [16]. Moreover, for rough surfaces, the received 

signal intensity depends on many factors: the distance; 

the incident angle of a laser beam; environmental and 

system factors; the value of material reflectance. This 

material reflectance is influenced by the colour and 

roughness of the object [17]. 

In conclusion, selecting an adequate sensor for 

capturing complete and reliable data depends on inter-

correlated factors which have to be investigated 

thoroughly in order to satisfy the project’s requirements. 
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4 Lean-based Production Approach  

It is the aim of research in the project C06 of the 

Transregio 277 to investigate and develop a production 

approach for additive manufacturing methods that 

overcomes current drawbacks such as geometric and 

surface quality as well as hardly predictable production 

(and process) times. Therefore, SC3DP is used as a case 

study for prefabricated components with high-quality 

(geometric accuracy or surface). The five principles of 

Lean production are applied as followed resulting in a 

“lean based production approach (for SC3DP)”.  

The proposed methodology is shown in Figure 2.  

 

 

Figure 2: Derivation of the Lean-based 

Production Approach from Lean Principles 

1. On demand production. Since with SC3DP 

technology components can be produced without 

any long lead time, pull production gets within 

reach for construction industry. In the context of 

SC3DP prefabricated components, the construction 

site (“customer”) could communicate the demand 

concerning individually designed components. This 

message defines the starting point and the 

production process begins immediately. Therefore, 

an on demand production of SC3DP produced 

concrete components is set up and being discussed. 

2. Bi-directional workflows and quality check. 

Short cycles of quality control help to achieve the 

desired component quality. Due to the lack of 

formwork and hence lack of precision of AM 

processes, bi-directional information workflows 

provide the framework to ensure component 

quality. Therefore, short continual improvement 

processes at different stages are presented, e. g. (1) 

making sure that the core is printed accurately and 

that reinforcement (if existing) is placed correctly, 

(2) making sure that the edges are cut precisely and 

(3) the surface has a high quality. 

By applying lean principles to the production and 

quality control processes, a higher component quality is 

expected as well as a significant reduction in waste 

during production and hence a higher productivity. In the 

following, those parts will be focused in detail. 

4.1 On demand production  

With the help of a simplified representation of a value 

stream mapping (Figure 3), the significant production 

tasks of the SC3DP can be visualized in the context of an 

on demand production from a holistic point of view [18]. 

Based on customers demand and a 3D-Model (or a 

Building Information Modelling (BIM) – Model in the 

near future) the production of concrete components can 

be initiated. The SC3DP Process consists of five main 

tasks: Material Supply (A), Material Production and 

Handling (B), Core Printing (C), Component 

Improvement (D) and Delivery (E) to construction site 

(Customer). Component improvement plays a major role 

in this process chain since quality control, both of surface 

and geometric, is crucial for high-quality concrete 

components as it remains the latest task before the 

delivery to construction site can start. Hence, it will be 

discussed further in the following sections. 

Value Stream Mappings is a lean production method 

often used to analyse the production processes. In the 

context of SC3DP, this technique is confronted with 

various adaptions. Value stream mappings are very 

useful to calculate production and process times as well 

as inventories. However, since with the SC3DP method 

no geometrical standardized components are produced in 

series, but rather serialized individual parts, the design-

to-construction workflow is nearly the same, but 

production times vary in each case and every time. The 

SC3DP method is not limited to one component type (e 

g. walls or columns). Therefore, a continuous flow might 

be difficult to create as long as measure times for 

production and other important process parameters (e. g.  

printing speed) are not collected within a production 

database. It becomes obvious that a process and 

parameter database is a decisive factor of a successful 

SC3DP Production system. Production and process times 

(especially of component improvement) heavily depend 

on targeted geometry and surface quality as well as on 

curing time. Concrete curing is an important natural 

process to ensure load-bearing qualities and to allow the 

transport to the construction site. Aiming a direct design-

to-construction-to-assembly workflow, curing times 

need to be investigated and should be reduced to a 

necessary minimum. Currently, digital-supervised 

placement or automated integration of reinforcement is 

another unsolved challenge.  
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  Figure 3: Lean-based Production Approach based on a value stream mapping 
 

4.2 Bi-directional workflows for Component 

Improvement  

Even in the field of digital fabrication, the 

possibilities of process-controlled component 

improvement are still limited and often depends on the 

skills of experienced workers and is labour-intensive 

[19].  To ensure the continuous quality control of surfaces 

as well as of the deposition process during the fabrication 

process and material damages during post-processing, 

the entire process must be monitored and validated. This 

can be done using a bidirectional workflow [20]. 

During the printing of the core structure in the SC3DP 

process, the required dimensions and tolerances must be 

observed and the previously shotcreted concrete has to be 

post-processed within the early phase of the curing 

concrete [21]. A delay can lead to defects such as 

cracking or other deficiencies in structural integrity. If 

the aging process is too advanced, it can lead to the 

damage of the formation and subtraction tools used or 

even to the failure of the fabrication system.  

To create a hybrid manufacturing workflow for the 

shotcrete 3D printing process, a bidirectional workflow 

must be implemented. Feedback and quality inspections 

of the produced component must be established between 

each task of the process (see Figure 4).  

In this workflow, a fabrication model is created from 

the as-planned design model, which includes the path 

planning along the fabrication parameters. After the 

transition to fabrication and the actual execution of the 

process, the process is validated by a data acquisition and 

a subsequent analysis. This can lead to a task iteration in 

the production process. Depending on the measured 

geometry of the actual produced component and 

previously produced components, the process parameters 

can be adjusted after each validation step. For example, 

material must only be applied where insufficient material 

deposition has occurred. These adjustments can be 

executed locally to minimize the production time of the 

actual component.  

In order to control the various tasks of the 

manufacturing process, quality control must take place. 

This raises the question which requirements of the 

produced component are important and should be 

measured. Robot-assisted additive manufacturing of 

prefabricated building components with complex 

geometry involves more than visible large-area surfaces. 

Should the objects be joined, the contact surfaces may 

complex geometries for dry joints. The following chapter 

addresses some important aspects in this context. 
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Figure 4: Bi-directional workflow for component 

improvement 

4.3 Quality Check 

To step forward towards the demands of industry 4.0 

and meet the aspects of Lean-based production, as stated 

here as “value”, not only the printed specimen’s 

geometry must be checked, but also the existence of 

deformation on its surface. 

Through the printing process, we have two main 

stages of the printed object. In the early printing process 

stage, especially in the core structure, the object is still in 

the forming process. In this step data capturing and 

processing speed are the major factors. However, in the 

surface finishing phase, the printed object reaches its 

final shape and develops to its digital twin. Therefore, at 

this stage, the accuracy of the process has to be treated 

with caution and be defined properly [22]. Accordingly, 

the need for having an integrated quality loop for every 

step is required. 

An overview of different geometric aspects that could 

be controlled through the quality assessment process was 

given by [23]. The dimensions of the object and its 

tolerances are also two crucial parameters whose 

deviations from the as-designed model must be checked. 

This quality control guarantees a straightforward 

construction process and ensures that the original vision 

of the designer comes to light. 

The integrated loop of QC in AMC adds another 

degree of freedom and establishes a bridge between 

construction and design. As an illustration, in the case of 

a printed specimen with a deviation from its digital twin, 

the modification needed for the deviation correction can 

be performed either on the printed object directly or on 

the designed model if the deviations are still in the 

acceptable range regarding the structural design. 

5 Conclusion and Outlook  

Bi-directional information flow provides the 

framework for the integration of additive manufacturing 

in construction and remains a necessary requirement for 

our Lean-based production approach. In addition, this a 

production approach can only get intelligent and truly 

efficient when it is actually based on building parameters 

(e. g. printing rate, layer thickness or curing time) as 

wells as on as-built geometry (by real-time 

measurement). Therefore, digital tools are required for a 

continuous and uninterrupted quality control throughout 

the entire construction process. Sensor feedback, data 

collection and interpretation play key roles here. 

Unforeseen issues during fabrication and construction 

that lead to deviations (as-built) from the design (as-

planned) can be corrected instantly, the project’s goals or 

the defined value can be fulfilled more efficiently 

compared to the current situation.   

Applying LP principles and methods is playing a key 

role here. A holistic process understanding ensures that 

not only a multitude of relevant building parameters can 

be integrated right at the beginning (ex ante) of the design 

phase (e. g. structural requirements, fabrication con-

straints, logistic restrictions, etc.), but also allows data to 

be collected after design completion (ex post) and during 

the fabrication and the assembly process on site. Those 

can be subsequently fed back into a centralized BIM 

model. Therefore, a database of AM production 

processes and parameters is of major importance. It 

would allow it to choose the best productions properties 

for a specific project/ production step. To analyse 

patterns or correlations in complex data sets, artificial 

intelligence such as machine learning can create a fully 

automated production. Hereby, it would be possible to 

identify trends and modify deviations between the 

production steps and various building parameters. This 

would finally lead to a new and truly “intelligent” 

production system merging current trends of lean 

(production) and construction.  
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Abstract -

Machine control systems are advancing side by side with
the adoption of 5G and growing trends of the internet of
things (IoT) has made autonomous excavators more ubiq-
uitous. The autonomous excavators have gained significant
interest in the earthworks area, due to their enhanced pro-
ductivity for long hours, safety, space exploration, mining
and construction work. However, A great amount of effort is
required to address many existing challenges such as adap-
tive movement and control, task planning (digging, moving
debris, etc.), collaborative work with other machines and hu-
mans. In this study, we review the state of the art and provide
artificial intelligence (AI-) driven road map for implement-
ing a complete autonomous framework for the earth-moving
machine to our test platform ‘Smart Excavator’. Further-
more, the challenges and required effort to implement the
framework are also discussed in comparison with existing
literature.

Keywords -
construction engineering;mining;excavation;smart exca-

vation;artificial intelligence;data collection; machine learn-
ing; excavator

1 Introduction
The automated and autonomous excavators can be seen

as a logical outcome, or at least enabled by, engineering
mega-trends namely AI, automation and , IoT, and Space
exploration. In one sense we can classify an excavator as
a manipulator that is working on the field, using IoT and
3D models and control hydraulics for digging; however,
if this would be the case self-moving excavators would
already be plenty in the field. What is lacking from this is
a simplified view of the complexity of the always-changing
work environment where the excavator needs to smoothly
operate. All this still while maintaining safety and fleet
capabilities with machines and humans.
Makkonen et al. suggested that road designer’s design

models (3D surface) can be used as a source for path gen-
eration for excavators [1]. High usage of machine control
systems in earth-moving machinery gives effortless access

to target 3D surfaces, real-time localization, and kinematic
positioning of the excavator. Given that this kind of ex-
cavator is also part of IoT, that makes the autonomous
excavator is already capable of updating the information
about its activities and processes to the network.
The operational performance of excavators is continu-

ously being improved. As it holds a great potential mar-
ket for construction engineering area, where earth-moving
machines require planning and precise control [2] to ex-
ecute various tasks from trenching to larger-scale opera-
tions. For example, founding and constructing the support-
ing layers of the highway. The effective operation time of
the excavators in construction is maximized in the major-
ity of cases to cut down the cost of building, which holds a
potential challenge and opportunity for automation-based
excavators.
The automation level for excavators have been catego-

rized into various types, the most common are, i) human-
controlled machines, ii) remote-controlled machines, iii)
semi-autonomous machines, iv) fully-autonomous ma-
chines [3, 2]. . The automation and autonomy traits
in excavators can however be increased, considering the
ongoing challenges in construction engineering and earth
moving machines area. Apart from the heterogeneous and
circumstance-dependent characteristics of the terrain, en-
suring the safety and efficiency of thesemachines is a great
challenge toward fully autonomous excavators [3].
In this study, we propose a framework to implement

AI-driven autonomous excavators using the data streams
from the excavator itself in real-time. The study is one of
the first attempts, to consider both edge and cloud-driven
challenges and solutions for implementing an autonomous
excavator system. Considering, the low latency and real-
time processing challenges, a hybrid approach is proposed,
see Section 4. First, we identify the requirements to im-
plement AI-driven autonomous framework from existing
literature, following that, a framework is proposed. In
addition, the system will be capable of handling drift-
ing scenarios and the occurrence of concept drift while
modeling, which can affect the learning of models and
decision-making.
The rest of the paper is structured as Section 2 details
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the state of the art, Section 3 lists the requirements to im-
plement the autonomous framework. Section 4 describes
the framework and Section 5 presents a use case for the
framework. Finally, we discuss the limitations and con-
crete challenges along with the conclusion.

2 Literature Review
2.1 Methods for autonomous excavators

In previous years, various toolboxes and methods were
introduced for autonomous excavators. Back in 1998, the
Robotic Institute at Carnegie Mellon University, USA,
created an excavator model capable of finding and fill-
ing up the intended truck without any human interaction
[4]. Similarly, Lancaster University’s intelligent excavator
(LUCIE) [5] demonstrated several automated robotics fea-
tures in the excavation process e.g. controlling motion of
the bucket. Unlike traditional excavators, autonomous ex-
cavators nowhave become perceptive, as they are equipped
with cutting edge sensors, cameras, a global positioning
system (GPS), lidar, radar, and laser beams mostly [3, 6].
Such equipment enhances the autonomy of the excavators,
as they can collect raw data, and analyze the data using
machine learning to develop an understanding of the des-
ignated environment.

A study by [6], proposed a real-time multi-frame Long
Short-Term Memory (LSTM-) based method with a You
Only Look Once (YOLO-)v2, as the main backbone to ac-
cumulate useful information from image frames for more
robust image detection, with decreased computational ef-
fort. The developed approach resulted in near human-level
accuracy to detect different types of objects under varying
light conditions, lots of dust, etc. However, the perfor-
mance of the method decreased in low light conditions.

Another study by [7], focused on the soil excavation
operation of autonomous excavators, to maximize the per-
formance of the digging process like an expert human.
With the varying soil dynamics, capturing soil character-
istics by adaptive models can be challenging. Dynamic
Movement Primitives (DMP), was adopted to tackle the
complex soil dynamics. In particular, DMP uses virtual
dynamics approach to structure and preserve the true tra-
jectory shape to the finishing point i.e. transition to move
and dump excavated material [7]. The implemented al-
gorithm effectively learns the best position trajectories,
ensuring excessive adaptation to changing soil properties
with additional safety and robustness.

There are different ongoing challenges to operate ex-
cavators autonomously such as, variable environmental
conditions, weather, changing lighting conditions, drop-
ping piles of materials to a place or truck, digging of the
material with its natural integrity, and avoiding collisions
with the objects in construction site [8]. In this regard, a

new architecture and algorithms were proposed by [8] for
autonomous excavators. The system was built by a cen-
tral perception module, integrating perception, planning,
and control. The perception module fuses the information
from equipped 3D-Lidar and camera outputs, to perceive
3D models of material, dumping site, obstacles, and oth-
ers. The system was also capable of handling sudden
changes in the environment to provide safety e.g. move-
ment of animals on construction sites.

2.2 Applications of autonomous excavator

So far automation is used to streamline the earthworks
on infrastructure and construction sites in most commer-
cial solutions [9, 10, 11] using GNSS localization and
boom-mounted IMU sensory to pinpoint the bucket or
blade of the machinery. This allows the operator to mea-
sure grades and slopes with themachine itself and removes
the need for laborious marking the site with physical signs
as the operator can view the plans besides the machine
from the system monitor. Now gaining popularity are also
cloud-based management services like [12] which are al-
ready widely in use on Finnish public construction sites to
manage the full project. Cloud services enable flexibility
as any changes made and uploaded to design models or
other information are immediately available to everyone
involved including the excavator operators. It also helps to
reducematerial and fuel expenses aswell as labor costs and
machine hours as the service eases machine management
on a whole scale.
The machine manufacturers [9] and automation system

providers [10, 11] are also introduced grade control to
semi-automatically excavate grades and slopes with im-
proved precision. The operator controls the joystick and
automation keeps the bucket on grade. Semi automation
controls also include depth control for preventing over-
cutting. A study by [10], have also showcased safety
functions to limit the working area by virtual walls to pre-
vent collisions, when working on tight construction areas
and weighting system for the bucket to have better mate-
rial management on truck loading in construction or for
example in gravel pits.
Japan institute [13] stated that automatic and unmanned

construction machines could be used to sort debris in re-
construction sites to remove or restore broken roads or
structures or demolish or rebuilt damaged houses in places
that cannot be safely accessed by humans after disasters.
Also, automation could be used in highly repetitive job
sites in construction on tasks like truck loading to let hu-
man operators focus on more challenging tasks.
The Space programs [14] introduced plans to send un-

manned construction machinery to explore the surface
and build lunar and Mars stations before sending manned
flights. Automatic excavation of possibly unknown soil
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materials is a crucial task to establish any buildings and
efficient usage of the local materials would greatly reduce
the payload of the flights.

3 Requirements for AI driven autonomous
excavators

3.1 Intelligent Control

An autonomous excavator requires adaptive and robust
control procedures to be able to operate with full control
along with an understanding of its surroundings that is in
constant change. The remote-controlled excavators in past
have used feedback linearization technique, impedance
controller, non-linear proportional-integral controlled for
optimized interaction.
Usually, for self-operation, the source of movement is

hydraulic power, but lately, electric machinery like [15]
are on the rise. The base excavator can move and rotate
reasonably freely on thework area using tracks or all-wheel
drive. The end-effector also has 4 degrees of freedom as
the cabin rotates and the boom, arm, and the coupler for
the bucket are all linked together with a rotational axis and
have actuators to manipulate them. When an excavator is
used as a multipurpose tool a rototill adds versatility by
adding 2 more DOFs for the end-effector. To fulfill the
requirement for control of its movements, all kinematics
links from the base to end-effector should be measured
and the movements performed in a precise and accurate
method enough.
Understanding the surroundings is mandatory for au-

tonomous machines in general and can even be the key
difference between AI-controlled machines and normal
machines as humans have limited situational awareness
and cognitive load. Typical sensor solutions for this are
2D cameras with various sensor types like RGB, heat, and
multi-spectral; for scanning and modeling the environ-
ment 3D stereo cameras and lidars are typically used. For
localization on the work site GNSS-location systems are
most used, with two antennas they provide heading and
angle measurements in addition to location data. In larger
job sites, local fixed reference stations provide correction
signals to the localization to achieve centimeter-level pre-
ciseness.
Specific to autonomous construction work machines

like an excavator, a dynamic site-wide plan to follow is
provided and AI needs to be able to full fill the plan. Typ-
ically this plan comes from humans like road designers,
but there is no reason that this plan is also from AI in the
future. The plans are typically presented in CAD models,
but the surge of structured digital information in the forms
of building information modeling (BIM) is fast gaining
ground also outside the Nordic countries.

3.2 Motion Planning

The earth moving machines in general for earth cutting
and standard movements require force feedback to sense
the surrounding environment especially the processed soil.
Force control also would help to havemore advanced load-
ing and other movements as skilled human operators also
use wide haptic feedback from the machine. The force
feedback could be also used in tandem with vision sen-
sors in events, where continuous movement and digging
is performed with a high chance of collision with static
objects in excavation site e.g. collision with another ma-
chine, falling to a ditch or a dump, hitting a tree or a rock,
or others. The force feedback in excavation sites can be
provided using sensor-based data collection adjoined with
real-time sensing and AI-driven learning methods.
Several scientific studies have tried to address the chal-

lenges of nominal motion planning in excavation sites. A
study by [4] proposed an autonomous loading system us-
ing a perception engineering-based approach, using laser
scan to detect truck model and soil without change of tex-
ture. Similarly, a study by [16] introduced a framework for
each work machine to minimize human involvement in the
excavation site. In addition, different approaches and al-
gorithms have been experimented to optimize the process
of planning and perception for earth-moving machines.

3.3 Simulation Environment

The major reason to use simulation and virtual en-
vironments is safety and real-time tests, mapping, and
learning in continuously changing environments. In a
study by [17], excavator Menzi Muck M545 simulated
the excavation process using a planning and control ap-
proach. The excavator was able to reliably fill buckets
using force trajectory-based dig cycles. [17]. In another
study, a co-simulation framework was developed based on
MATLAB-SIMULINK for modeling controller and OP-
NET to simulate communication network and optimize the
remotely controllable excavator [18]. Simulation-based
methods are also prominent to understand the landscapes
and changes in the environment using sensor data [2].
The simulation environments integrated with the com-

plete autonomous excavation system are useful to demon-
strate the fieldwork virtually, along with planning and
monitoring. As the earth moving machines are equipped
with sensors like IMUs, a global positioning system (GPS),
pressure sensors, and possible weather sensors, and oth-
ers. The sensor data can be utilized to develop perception-
based autonomous excavation systems using artificial in-
telligence approaches. Therefore, developing and integrat-
ing simulation tools or environments with an autonomous
excavation framework can help in planning andmonitoring
data in real-time. Lastly, the simulation environment can
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be effective for monitoring the sensor feeds continuously
for detecting the possible drifts in streaming data [19].

3.4 Tools and Frameworks

Construction work-specific autonomous excavation ma-
chines require dynamic technology solutions to adapt to
diverse characteristics of soil and building materials, ac-
companied by a coherent modeling plan. Typically, this
plan comes from expert individuals in the respective field
such as road designers, civil engineers, and urban planners.
Therefore, it should be possible that future AI-driven in-
telligent solutions could learn from historical plans and
construction sites, and do minor adjustment to the con-
struction plans such as mass swap, layer thicknesses with
minimal or no human intervention. In this regard, the au-
tonomous earthwork machines require dynamic and light
computational tools and frameworks, which can be used in
both cloud and edge architectures for effective excavation
solutions.

The excavation plans are typically presented in CAD
models, but the surge of structured digital information in
the forms of building information modeling (BIM) is fast
gaining ground both in Nordic countries and outside as
well. The equipped sensors with earth machines are con-
figured using CAN bus and other platforms. The sensed
feeds from sensors are often further pre-processed and
explored using MATLAB/Simulink, standard python li-
braries, and different simulation tools. With cloud and
edge-based platforms low latency computing and analysis
tools are also gaining prominence for generating insights
e.g. at cloud end Apache Spark, Apache Kafka, Kibana,
and others [20]. However, as with increasing trends of
IoT and implementation of 5G, the earthwork machines
would need more edge computing capabilities. Therefore,
light computational tools and frameworks with the ability
to handle low latency data streams are needed.

4 Theoretical Framework
4.1 Framework of AI driven Autonomous Excavator

The proposed framework will be implemented on hy-
brid cloud and edge architecture, considering the ongoing
trends of IoT and the implementation of 5G. In this regard,
we propose an abstraction level hybrid architecture that
constitutes both edge and cloud-based solution require-
ments, please see Figure 2. and Section 4.2.

The first block of the AI-driven framework is "Sensing
and Planning", which is designed based on the idea of sens-
ing and adaptive learning in real-time, please see Figure 1.
It first utilizes the sensors to make model adjustments in
both local and global aspects. Then, the tasks are created
by the task planner based on the work maps and building
information models. The data from sensors such as laser

Figure 1. Framework for AI-drivenAutonomous Ex-
cavator, adapted from [21]

sensors and 3D Lidar sensors will be used for developing
adaptive learning methods for intelligent movement. In
addition, as data from sensors is continuously changing
and real-time in nature, therefore, due to changes in sta-
tistical properties of data, a concept drift can occur [19].
The drift is often due to the malfunction of the sensor
or actuator. Such changes in the data stream can result
in ineffective predictions from learners e.g. less efficient
object detection for collision-free movement. Therefore,
concept drift detection and adaptionmethods are also a key
requirement for learners operational in real-world settings.
The second block "Control and Operation" in the frame-

work incorporates and implements the sensed feeds and
knowledge from learners to perform excavation opera-
tions in a real environment. In this regard, the require-
ments described in Section 3. to adapt and characterize
the dynamic nature of excavation terrain is handled by
using the control procedures from implemented models.
Furthermore, collision is possible on excavation sites due
to animal movement, object movement, truck movement,
and debris., which requires collision detection and path
planning methods. All previously mentioned procedures
are controlled and managed in this layer. Additionally,
the likelihood of device and machine failures is possible,
which can make the autonomous operation by excavator
impossible. Therefore, a hybrid approach is implemented
for controlling the excavator i.e. in case of failure or sys-
tem shutdown, an administrator on site can flexibly take
over the machine. For such cases, an alarm system will be
implemented using the sensed feeds from the machine that
can be enabled to receive alerts and view the performance
of themachine using a tablet or othermobile device, please
see Figure 2.
The third block "Communication and Integration" con-

stitutes control and monitoring tasks during the excavation
operations at a respective site. We propose to integrate and
continuousmonitoring and simulation systemwith the pre-
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vious two mentioned technology stacks. Keeping in view
the new methods of communication aided by 5G support
and simulating sensor feeds can make the operations of
excavators more efficient. Additionally, the integration
of developed intelligent packages for adaptive control and
movement of excavators is executed in this block. This
creates the possibility to monitor and simulate the opera-
tions before going to the excavation site, as well as allows
continuous monitoring facility during real-world opera-
tions.

4.2 Edge AI architecture for Autonomous Excavator

As the world is rapidly moving towards IoT and advance
communication paradigms. With the increased number of
interconnected physical devices, developments are being
made in edge computing to handle the sheer amount of data
being shared. There are several application areas from
edge computing assisted IoT, which includes household
IoT, industrial IoT, autonomous vehicles, and 5G networks
[22].
In industrial IoT, there are several opportunities avail-

able which include the capability to continuously monitor
production lines in real-time using sensing feeds from a
multitude of sensors [22]. For example, the data produced
from equipped vibration sensors from an excavator’s pump
can help in distinguishing safety levels using mechanical
vibrations. Similarly, the multitude of sensors can also be
used for collision-free movement, identifying the position
of excavators, and acquiring the movement routes of other
vehicles in the vicinity.
The overall approach to implement AI-driven au-

tonomous excavators using edge computing approach is
illustrated in Figure 2. The excavator machine is equipped
with a myriad of sensors that are continuously producing
and pushing data to the database at cloud and edge. The
data stored in the cloud is further used to simulate and
generates insights to better monitor and control the ex-
cavators in exceptional situations. Additionally, the data
at cloud is used to model and train learners for adaptive
control and collision-free movement, as described in Fig-
ure 1. The sensed data can however further be utilized
to ensure security and for prompt administrative response
in case of malfunctioning or hazardous situations. For
example, if the autonomous module of the excavator goes
offline and at the excavation site their exceptional circum-
stances (falling of debris or other vehicular movements
etc), before going offline the system will send an alert to
the mobile or tablet device of the administrator, and the
excavator can be switched to manual mode. Following
that, the learned knowledge is then transferred to an edge
network that stays persistent with excavators, reducing the
latency issues. However, if a concept drift occurs in drawn
predictions, then the new information is pushed at the edge

from the cloud to retrain the learners. The architecture is
further extended by providing command and control using
smart devices such as mobile phones and tablet devices.

Figure 2. Basic Edge AI driven architecture for au-
tonomous excavator

5 Use Case
In our developedmodel-based autonomous control, Ma-

chine Control Model (MCM) is used for the trajectory
generation for the Smart Excavator. In these examples, the
models are in LandXML file transfer format saved using
Finnish Infra model standards. For adaptive development
and testing purposes, the visual programming language
Grasshopper included inRhinoceros CAD software is used
to model the digital twin of the Bobcat E85 Robotic Exca-
vator and to load and partition the lines and triangulation
from the Inframodel for the trajectory generation.
The use of Grasshopper allows easy high parametriza-

tion of the trajectories. The software includes various
ready function blocks from basic calculations to graphics
computation. Also, own custom blocks can be written
with custom expression or C sharp script, python script,
or VB script. The visual preview of the digital twin in
Rhinoceros is useful for examining the trajectories for er-
rors before testing them with the actual robotic excavator.
A major drawback is that there seems not to be a quick
workaround to convert created grasshopper code to the
standalone program to the Smart Excavators control sys-
tem since code often contains blockswith various scripting
languages. The Grasshopper itself is rather dependent on
Rhinoceros because its core product uses many geometry
functionalities provided by the CAD software.
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The design lines from the Machine Control Models are
used to define the working area and to compute cartesian-
space paths to cut themodel surface. Adjacent and parallel
lines are filtered and when necessary, divided according
to working region. The bucket paths are then computed
between those lines to excavate the designed surface. We
also use the lines from the model to create surfaces with
Rhino’s loft tool instead of using the triangulated surface
from the model to avoid imprecision and confusion in
the edges of the triangles. Alternatively, para-metrically
controlledBezier curve-shaped shoveling paths are created
in grasshopper and the endpoints are linked to soil surface
for mass excavations.

To define the trajectories, the path’s curve or line is
divided into segments which are then evaluated with the
associated surface. The evaluation gives a surface normal
vector for each segment. Every path point is translated
to the excavator’s local coordinates. The formed frame
for each path segment is yet compared to the excavator’s
mainframe to compute Euler angles. The path is then con-
verted to joint space using inverse kinematics. After that,
with information from the surrounding environment and
cooperating vehicles such as a dumpster, additional joint
space movements are generated to complete the workflow
and to dump the excavated material to the defined location.
For example, onto a truck bed.

The trajectories are tested and analyzed with the 8,5-
ton Bobcat Smart excavator. The excavator has retrofitted
electric valves to control the hydraulics. An on-board PC is
in charge of controlling the valves and forwarding signals
from joysticks and other controls and data from boom IMU
sensors. It is connected to an industrial PC with a CAN
bus over a local 5 GHz wireless network. The industrial
PC runs Matlab/Simulink controller program which has a
separate controller for each actuator with online adjustable
tuning. The controller has three modes: remote control,
teach-in to record and repeat workflow, and automatic con-
trol for executing the model-based trajectories. So far the
automation tests have included different special-shaped
surfaces like stairs and various slopes to iterate and tune
the trajectories and controllers to better precision. Exper-
iments to compare excavation aboard, remote controlling,
and automation have been also planned.

6 Discussion
Artificial intelligence has been identified as a driver for

sustainable development [24]. Within the autonomous
vehicle community and industrial IoT, the main considera-
tions of sustainability are resource optimization and safety
[24]. Intelligent automation saves resources when opti-
mal real-time planning can be made through intelligent
algorithms for enhanced fuel efficiency, leading to fewer
emissions. We can recognize different layers of planning:

Figure 3. Smart excavation in progress at test site in
winter conditions[23]

1) construction site planning 2) fleet intelligence 3) indi-
vidual vehicles. The construction site planning could op-
timize material movements on-site to maximize material
re-usage andminimize unnecessary loading, transport, and
other material manipulation. Connected vehicles operat-
ing in fleets can optimize their cooperation to maximize
activity and reduce wait time and overall work duration.
For example, excavators and front loader can synchronize
their operations to optimize piling or truck loading.
Automated monitoring of vehicles can be used in im-

proving vehicle maintenance schedules. Environmental
measurements like emission particles, temperature, and
moisture can also be used to create climate-friendly earth
moving machines by studying data generated from sen-
sors and operational insights of existing excavators. Ad-
ditionally, cloud computing and edge computing can play
a pivotal role in produce climate-friendly and sustainable
machines. As we know, the data generated from IoTs,
and data from vehicular sensors becomes larger each day,
therefore, generating insights and modeling the respective
data can aid in achieving sustainable societal goals. In this
study, we proposed a hybrid approach that includes both
edge and cloud computing paradigms to retain historical
information and help in quick real-time decision making
for smart and autonomous excavators machines, please see
Figure 2.
The operation of individual vehicles can be optimized

for efficient and energy prudent trajectories. Accuracy is to
be improved where needed. Few centimeters of improve-
ment on preciseness can save a lot of work and material
on a bed of kilometers long highway but does small-scale
landscaping need such accuracy? To be able to complete a
complex planning task with multiple agents, task decom-
position and task distribution need to be modeled. The
edge architecture designed in this paper is designed to be
used to leverage the high-volume data produced by these
intelligent agents.
The construction machinery is increasingly equipped
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with various sensors to increase situational awareness of
the operator. However, as mentioned earlier, presenting
for example raw images from multiple different cameras
could swiftly overwhelm the cognitive capacity of a human
operator. Therefore handling of the sensor data should be
somewhat automated and fused to form more clear and in-
tuitive presentation using for example means of extended
reality (XR). Also, adaptive AI control methods can be
overwhelmed by too wide data streams. First and fore-
most irrelevant data or concept drift can slow down and
even completely stall or mislead possible learning solu-
tions [19].
The edge computing provides capabilities to access

stored data, computing resources, and access with low
latency, finding the closest available resources to the ma-
chines e.g. database at edge at the roadside unit, a database
of an edge machine (car, truck, etc.) using a vehicle to ve-
hicle communication [25]. Moreover, the infrastructure
solutions which are used in edge computing can collect
local resources efficiently in lesser time when compared
with traditional computing paradigms. However, the con-
cept itself is relatively new and has received prominent
attention from both academia and industry as well as in
transportation e.g. intelligent vehicles [25], therefore still
requires exploration.

7 Conclusion

Industrial IoT has gained prominence in past decades,
especially when it comes to construction engineering, the
concept of "smart excavators", "intelligent excavation sys-
tem", and "autonomous excavators" is on the rise in both
academia and industry to produce industrial-grade earth
moving machines. This article presents a approach to im-
plement AI-driven intelligent framework for autonomous
excavators after conducting a state-of-the-art review. Con-
sidering the ongoing advancements and challenges in ICT
concerning autonomous and intelligent vehicles. A hybrid
architecture is proposed along with three main technology
blocks to implement AI-driven autonomous framework for
smart excavation, Figure 1 and 2.
The work presented in this study is still at its initial

stages and shortcomings are expected. At the moment,
the presented framework for AI-driven autonomous exca-
vators has some limitations, e.g. the aspects to ensure the
effectiveness of the system are not well covered, privacy
and security concerns still require great effort. As with
the implementation of 5G and new generation hardware,
privacy and security constraints will also take a shift and
will require advanced efforts.
In the future, we plan tomove forwardwith development

and present a fully implemented AI-driven autonomous
framework with rigorous tests.
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Abstract -
Autonomous excavator develops rapidly in recent years as

a result of the shortage of labor and hazardous working en-
vironments for operating excavators. We present a novel hi-
erarchical planning system for autonomous excavators. The
overall planning system consists of a high-level task planner
for task division and base movement planning, and general
sub-task plannerswithmotion primitives, which include both
arm and base movement. Using the proposed system archi-
tecture, we experiment the trench and pile removal tasks in
the real world and experiment large-scale material loading
tasks in a simulation environment. The results show that
the system architecture and planner algorithms are able to
generate effective task and motion plans which perform well
in autonomous excavation.

Keywords -
Task planning; Autonomous excavator; Planning archi-

tecture; Material loading

1 Introduction
Excavators are widely used for many different applica-

tions such as moving earth, rock, or other materials. As
one of the most versatile heavy equipment, it has a vast
market over the world [1]. However, a skillful excavator
human operator needsmuch training [2]. At the same time,
many operation sites are located in remote areas with less
convenient infrastructures. Moreover, hazardous work en-
vironments can impact the health and safety of the human
operators on-site [3]. The autonomous excavator has the
advantage of addressing these challenges and improving
the overall working condition. In recent years, researchers
in both academia and industry put more and more effort
into developing autonomous excavators [4].
A major challenge for developing autonomous excava-

tors is to design a general planning architecture that is
suitable for a wide range of real-world tasks, such as mate-
rial loading, trench digging, truck loading. In most of the
literature, the authors focus on developing key individual
components for autonomous excavators, including high-
level task planner design, excavation trajectory generation
algorithms, and control modules.

As for the high-level task planner design, some research
has covered autonomous excavation in task division or
base move route planning. In [5], Seo et al. devise a task
planner to create optimized work commands for an auto-
mated excavator. The key components of the excavation
task planner are the modules for work area partitioning
and excavation path generation. In [6], Kim et al. present
the intelligent navigation strategies, which are essential
for an automated earthwork system to execute excavation
effectively. In [7], Kim et al. present a complete coverage
path planning (CCPP) algorithm by considering the char-
acteristics of earthwork. Also, a path similarity analysis
method was proposed to test the effectiveness of the CCPP
algorithm.
Other research has contributed to developing the exca-

vator arm motion generation and controller design [8] [9].
In [10], Jud et al. present a planning and control approach
for autonomous excavation in which a single dig cycle is
defined with respect to the end-effector force-torque tra-
jectory. Compared with the position trajectories for the
bucket motion, it has the advantage that it can overcome
the limitations of that soil interaction forces, which are
dominant and immensely hard to predict or estimate. In
[11], Son et al. propose a novel excavation trajectory
planning framework for industrial autonomous robotic ex-
cavators, which emulates the strategies of human operators
to optimize the excavation of different types of soils while
also upholding robustness and safety in practice.
Despite these advances, there is less research focusing

on the planning architecture that connects the high-level
task planner, sub-task planners and motion planning for
autonomous excavators. In [12], Elezaby et al. present an
event-based finite-state machine strategy model which se-
lects different motion primitives for the wheel loader task
cycle. It provides a promising system architecture design,
but the motion primitive definition is based on a wheel
loader and does not fit the excavator very well. Further-
more, no related sub-task definition exists in the published
work and within which the architecture of the task planner
is general. Most research mentioned above mostly fo-
cuses either on the high-level task planning, or the motion
primitive’s design. Overall, there is no from top to bot-
tom planning system architecture design for autonomous
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excavators.
To address the limitations, in this paper, we present a

novel hierarchical planning architecture for autonomous
excavator systems. We first handle the issue of the vast va-
riety of excavation task types and design a high-level task
planner for excavation task division and base move plan-
ning. Then we abstract out two types of sub-task planners
with good portability and generality, includingmaterial re-
moval sub-task planner, and base move sub-task planner.
Next we encapsulate the motion primitives and furnish
them with suitable controllers for both joints control and
base control. Finally, we implement our approach and
further validate it in both real-world experiments and dy-
namic simulation environments with a range of excavators.
The results show that the system architecture and planner
algorithms are able to generate effective work plans that
could be fed into the autonomous excavation system in a
general way.

This paper is organized as follows: In Section 2, a
novel general planning system architecture is presented.
In Section 3, a high-level task planner is proposed in terms
of excavation task division and base move planning. We
first give our definition of the local task region. Then three
common tasks and their planning schemes are introduced
in detail. In Section 4, we focus on the implementation
of sub-task planners, which include both arm movement
and base movement. Their related motion primitives are
covered there aswell. Both real-world experimental results
and simulation result is presented in Section 5. In Section
6, conclusions are drawn, and potential future work is
discussed lastly.

2 Planner Architecture
In our approach, we propose a hierarchical planner ar-

chitecture regarding the general applications. There are
two levels of task planners plus one level of motion primi-
tives. From top to bottom, they are high-level task planner
layer, sub-task planners layer and motion primitives layer.
In most scenarios, the excavator alternates between the
motion of its arm to perform excavation operation and the
moving of the base to the desired position. Based on this
characteristic, our planner separate the material removing
and base moving into two planning pipelines.

Generally, there exist a variety of user-defined tasks
and it causes the high-level task planner to be highly cus-
tomized. In our design, we define two types of sub-tasks.
And the high-level task planner, being closest to the user
interface, only needs to take the user task as input and then
divide the whole task into these types of sub-tasks, namely
material removal sub-tasks and base move sub-tasks. As
a result, the planner plays the role of determining which
location the excavator needs to move to and which region
of material the excavator needs to dig. For each excava-

tion task, it will determine the sequence of excavator route
points first, and at each excavator route point, a sequence
of digging regions (sub-task regions) is determined. Once
all sub-tasks are done by following the generated sequence,
the task assigned by the user is considered finished. For
the arm movements task, the high-level task planner as-
sumes the excavator base is stationary, and calculates the
sub-task region (the material region) that can be reached
by the excavator’s arm at that fixed position. For the base
movements task, the planner requires the excavator to reach
the desired route point with a given heading angle.
Given this high-level task planner and its result of sub-

tasks, sub-task planners provide the solution to achieve the
short-term goal. It guides the excavator to reach the tar-
get route point through waypoints planning. Meanwhile,
it helps the excavator complete the sub-region excavation
efficiently and accurately at a fixed base position. For
simplicity, we name material removal sub-task planner as
MRSP, and name base move sub-task planner as BMSP.
MRSP receives sub-task region from high-level task plan-
ner, then decides the motion primitive and calculates the
relevant parameters. BMSP receives the excavator route
points from the high-level task planner, and outputs the
waypoints between two route points and the relevant con-
straints.
We abstract the motion primitives as the result of sub-

task planner, instead of direct motion control, mainly be-
cause there are many repeated and modular operation ac-
tions in excavation job, which simplifies the complexity
of sub-task planners. Currently, we have designed dig
motion primitive, dump motion primitive and base move
motion primitive. Besides the task planning results, these
primitives will use several external excavation parameters
to generate the feasible trajectories. For example, the ex-
cavation parameters can be the length of each excavator
link, bucket volume, material remove sub-task region size,
desired dig depth, and bucket teeth position constraints.
The generated trajectories will be the output of the entire
planning system, but the input for the controllers to follow.
In summary, we have the high-level task planner to

calculate the global stop route points, local task regions,
and local task goals of each stop station. And sub-task
planners MRSP and BMSP will handle these sub-tasks by
calling the encapsulated motion modules, which are the
motion primitives we design. The motion primitives will
finally generate the trajectories for controllers. The overall
architecture of our planner is shown in Fig. 1.

3 High-level Task Planner
The high-level task planner takes the user-defined task

as input and divides the task for the sub-task planners.
Thus, in this section, we will cover about this division in
terms of local task region. Also, for better understanding
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Figure 1. Planner architecture. Components are
drawn inside the dashed box.

the use of high-level task planner, three common tasks
in real constructions are developed, which are the trench
task, pile removal task and large-scale pile removal task.
Here we define two different types of excavation task

based on the moving direction and the requirement of the
material residue: forward-movement tasks and backward-
movement tasks. For forward-movement tasks, the target
material is above the surface ground, which means that
the goal height of the material removal is the same as that
of the surface ground. Only after the material in front
of the excavator is removed, can the excavator forward
to continue. On the other hand, for backward-movement
tasks, the goal height of material is below surface ground,
after closer materials are removed, the excavator moves
backward to continue. Apparently, the trench task is a
backward-movement task, while pile removal and large
scale pile removal are forward-movement tasks.
For a given excavator kinematic model, the local safely

reachable range is pre-determined. We denote the maxi-
mum reachable distance as A<0G , the minimum reachable
distance as A<8=. To fully cover the global task zone, we
set a local task region overlap area, denoted as A>.

3.1 Local Task Region

Before introducing the three specified common tasks,
this section gives the definition of the local task region
for MRSP. The task region of MRSP is defined locally
in the excavator’s base coordinate frame. The local task
region is defined using four parameters: 1) area center
swing angle U; 2) area angle range or width V; 3) near end
distance A<8=; 4) remote end distance A<0G . Two types
of local task region are provided. The high-level task
planner can select sector area or rectangle area as local
task region. The parameter V has two definitions. Angle

range definition corresponds to sector area, while width
definition corresponds to rectangle area. Fig. 2 shows the
local task region definition using the parameters.

Figure 2. Local task region definition.

There are two points worth noting about the local task
region. First, the selection of A<8= and A<0G should be
based on excavator size tomake sure the local task region is
reachable by the bucket. Second, during the dig and dump
loop, the excavator base pose may have a small change
compared to the initial base pose. If the local task region
is not updated, the global task zone in the map coordinate
frame will change. To solve this problem, MRSP records
the task region center in themap coordinate frame initially.
Before each dig dump loop, MRSP will check the current
excavator base pose in the map coordinate frame, and then
adjust the local task region parameters to ensure the local
task region does not shift in the global task zone.

3.2 Trench Task

Suppose the desired trench has a length of ;, and width
of F. The initial route point of the excavator is located
along the trench direction, A<0G meters from the trench
beginning. After each sub-task finishes, the excavator
base moves backward for the next sub-task. The backward
distance 3 = A<0G − A<8= − A>. The total number = of
material remove sub-task execution is = = d;/3e. To
meet the trench length requirement, the near end boundary
distance of the last sub-task is A<8= + = · 3 − ;.
In general, the desired trench width F is relatively nar-

row. We choose rectangle as the sub-task region shape.
Fig. 3 shows the high-level planning for trench tasks.

3.3 Pile Removal Task

Pile removal task and trench task share similar defini-
tions and have the same notations to describe the plan-
ner. The difference is trench task is a backward-movement
task, while the pile removal task is a forward-movement
task. Similar to the trench task, suppose the desired pile
to remove has a length of ;, and width of F. The initial
route point of the excavator is located along the pile length
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Figure 3. Trench task high level planning.

direction, A<0G meters back from the pile task zone be-
ginning. After each sub-task finishes, the excavator base
moves forward for the next sub-task. The backward dis-
tance 3 = A<0G−A<8=−A>. The total number = of material
remove sub-task execution is = = d;/3e. To meet the pile
length requirement, the remote end boundary distance of
the last sub-task is A<8= + ; − (= − 1) · 3.
Pile task zone has a relatively wide width F. We choose

sector as the sub-task region shape. If the rectangle task
region applied, the top left corner or top right corner may
not reachable for the excavator. Fig. 4 shows the high-level
planning for pile removal task.

Figure 4. Pile removal task high level planning.

3.4 Large Scale Pile Removal Task

The task zone definition of the large-scale pile removal
task is similar to the one of the pile removal task. However,
the task zone area is larger than the pile removal task zone
that the excavator route path can not be a straight line to
finish the task. We denote the maximum width of the pile
removal task as @. If the width F of the task zone is larger
than @, the task is a large-scale case. Otherwise, the task is
considered as pile removal task which described in section

3.3. According to [5], we have:

@ = 2
√
A2<0G − 32 (1)

Suppose the task zone width F is larger than @, we
first separate the task zone into < = dF/@e columns. For
each column, we use 180◦ sector to cover. Consider the
limitation of the lidar horizontal field of view in the real
application, each 180◦ sector is further decomposed into a
smaller angle range of sectors. The sectors close to each
other have an overlap area to secure full coverage. In some
applications where the material may be very thick, then
multi-layers can be used for sub-task division [5].

Fig. 5 gives an example of large-scale pile remove sub-
task regions decomposition. At each route point, the 180◦
sector is decomposed into 6 parts, and 4 layers are needed
to cover whole material. The material-remove sub-tasks
sequence of this route point is set to finish the first layer,
and sub-region from part 1 to 6. Then move to the next
layer until finishing all of it.

Figure 5. An example of large scale pile remove
sub-task regions decomposition.

Between two columns, we design the connection path
using a semicircular arc. Since the excavator work area
usually has soft ground surfaces, using a small turning
radius may cause the excavator to sink into the ground.
Fig. 6 shows an example excavator base path planning
for the large-scale pile removal task. The initial route
point locates at the bottom right corner. The excavator
moves straight to the top to finish the first column. Then
the excavator moves to the route point marked by red,
which represents the route point not associated with a
material remove sub task. After that, the excavator follows
the semicircular arc as a U-turn to the second column.
Finally, the excavator moves straight down to finish the
second column.

4 Sub-Task Planners andMotion Primitives
As mentioned in Section 2, we design two sub-tasks

planners. Material remove sub-task planner plans dig ma-
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Figure 6. An example of large scale pile remove
sub-task base move planning.

terials to reach the desired amount and dump them into
given positions. While base move sub-task planner is
able to navigate the excavator to reach desired position
and heading angle. So in following sub-sections, we will
bring up the design details of these sub-task planners. Af-
ter that, we will cover about the motion primitives that
these sub-task planners are based on.

4.1 Material Removal Sub-Task Planner

The input of MRSP contains two parts: (1) sub-task
configuration from the high-level task planner; (2) states
information needed for online planning. Sub-task con-
figuration includes local task zone, target material height,
and dump mode. And we use excavator states (such as ex-
cavator joint states and base pose) and environment states
(LiDAR point cloud) as our states representation. The out-
put of the MRSP is the motion parameters for our motion
primitives.
We have shown the procedures of the material-remove

sub-task module in Algorithm 1. MRSP first loads the
sub-task configurations. Then it plans the dig-and-dump
loop until the material height in the local task zone reaches
the target height. The dump position is decided depending
on the dump mode.

4.1.1 Point of Attack Planning

MRSP finds the Point of Attack (POA) based on the
LiDAR point clouds within the local task zone. In this
approach, we determine POA based on the highest point
with offset ahead. Fig. 7 shows the method to determine
POA.
MRSP first finds the highest point and average height

of the local task zone. Then, starting from the base link
origin, a straight line that connects the highest point is

Algorithm 1Material remove sub-task algorithm
1: procedureMRSP Procedure
2: set sub-task region.
3: set sub-task goal.
4: set soil dump mode.
5: loop:
6: if goal reach condition meet then
7: end loop.
8: else
9: find point of attack.
10: plan dig motion and perform.
11: plan dump motion and perform.
12: end procedure

Figure 7. The method to determine POA

determined. As shown in the top view, a constant distance
offset is added to the line and the (G, H) of POA is deter-
mined. As shown in the side view, the I of POA is set
equal to the average height.

4.1.2 Dig Motion Parameters

Dig motion planner first gets POA for the bucket teeth
end to contact. Then the dig motion is divided into three
steps. First of all, the bucket penetrates into the material
with some depth and distance closer to the base origin.
Secondly, the bucket drags backward to the base origin
to collect materials into the bucket. At last, the bucket
closes until the bucket joint to teeth plane is flat, which
prevents material leak in the following motion. Based
on the discussion above, a dig motion is defined by 7
parameters. We denote the dig motion parameters as � =

[G1 , H1 , I1 , ?3 , ?; , 3; , X], where G1 , H1 , I1 represent the
POA in base frame, ?3 represents penetration depth, ?;
represents penetration length, 3; represents drag length,
and X represents entire dig motion tilt angle with respect
to horizon plane. Fig. 8 shows the dig motion parameters
definition.
In our approach, these parameters are determined ac-

cording to the terrain shape to optimize the material vol-
ume collected to match the bucket volume. The final dig
motion trajectory is further adjusted based on the exca-
vator base pose to handle the case that the roll and pitch
angle of the base is not zero.
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Figure 8. Dig motion parameters definition.

4.1.3 Dump Modes

For universality, MRSP provides three different dump
modes. The first mode is using a fixed dump point in the
base frame of the excavator. TheMRSP dumps to the same
point every dig-dump cycles. The second mode is using a
floating dump point in the base frame. This floating dump
point is passed as the output of high-level task planner
for the MRSP, which can be used in the dynamic working
environment. The third mode is truck-dump mode. In this
mode, the MRSP will subscribe the truck pose through
perception module, and calculate the appropriate dump
point itself. To make the truck loading of material evenly,
MRSP will find the dump spot, where material height is
low inside the truck bed, to dump.

4.1.4 End Condition

As for end condition, MRSP is designed to have three
stopping conditions in favor of different task excava-
tion strictness requirement, namely "rigid", "regular" and
"loose".

We denote the goal height as 6, the current highest point
in the sub-task zone as ℎ, and the current average height
of the sub-task zone as 0. For "rigid" mode, the finish
triggering condition is ℎ < 6. For "regular" mode, the
triggering condition is 0 < 6 and ℎ < 6 + 1, where b
is a positive value, which represents a height margin of
the highest point. For "loose" mode, the finish triggering
condition is 0 < 6.

4.2 Base Move Sub-Task Planner

The base-move sub-task planner navigates the excavator
move to the target pose assigned by the high-level task
planner. Similar to MRSP, the input of the base-move sub-
task planner consists of both the target route point from
high-level task planner and the states information required
for online planning. The states information includes the
excavator base pose and the LiDAR point cloud. While
the outputs of the BMSP are waypoints between current
route point and next route point as well as relevant walking
constraints.

Currently, our BMSP is developed based on the 2-D
assumption. So we denote the 2-D target pose as � =

[G<, H<,Θ], where (G<, H<) is the target position in the
map frame, and Θ is the target heading angle in the map
frame.
As for global path planning, the Hybrid A∗ Path Planner

algorithm [13] is applied in BMSP. With occupancy map
generated by the LiDAR point cloud, current base pose,
and target base pose, a smooth collision-free path of the
waypoints are generated. In this work, we use the unicycle
model[14] as our excavator kinetic model for the MPC
controller[15].

4.3 Motion Primitives

Motion primitives are encapsulated from the repeated
excavator action, such as digging, dumping and moving
base. Therefore, we have designed the dig motion primi-
tive, dump motion primitive and base move motion prim-
itive for our framework.
Joint move primitives, including digging and dumping,

require the motion parameters or task configuration as
described in section 4.1.2 and 4.1.3. These joint move
primitives will calculate the joint trajectories for the PID
controllers to follow and finally come up with the joint
velocity control commands.
On the other hand, the base move primitive takes the

path of waypoints generated by the BMSP as input. And
the primitive acts as a MPC controller to generate the base
control commands.
For low-level control, both velocity and base control

commands will be matched to current inputs of the hy-
draulic system of excavator using the look-up table.

5 Experiments
We perform trench task, pile removal task in the real ex-

cavator, and perform large scale pile removal task in simu-
lation. In the real test, the excavator used isXCMG490DK,
where the operating weight is 36.6C>=. In the simulation,
the excavator used is CAT365CL, where the operating
weight is 67.0C>=. We used the AGX Dynamics [16] as
our simulation environment.
A RTK is used for localization in real test, which pro-

vides centimeter positioning accuracy. The position up-
date rate is 10Hz. The joint angle update rate is 100Hz
with 0.1 degree of accuracy. And the Lidar we used is
Livox mid100. The point cloud update rate is 10Hz. We
use same sensor update rates in simulation.

5.1 Trench Experiment

The target trench in experiment has a length of 10.0<,
width of 1.5<, and depth of 2.0<. Using the architecture
and planner presented, the task finished using 20minutes.
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Based on the trench size, our algorithm automatically set
5 route points and 5 material remove sub-tasks. Fig. 9
shows the on-site trench experiment. The image on the left
is before the trench task started. The image on the right is
after the trench task finished.

Figure 9. Trench experiment.

5.2 Pile Removal Experiment

The target pile has a length of 8.0<, width of 5.6<, and
height of 0.5<. Using our planner, the task finished the
task within 16 minutes. Fig. 10 shows the on-site pile
removal experiment setup.

Figure 10. Pile removal experiment setup.

Fig. 11 shows 4 moments during the removal experi-
ment setup, where the base located in different route points.
Based on the pile size, our algorithm automatically set 4
route points and 4 material remove sub-tasks.

Figure 11. Pile removal experiment process.

5.3 Large Scale Pile Removal Experiment

Large scale pile removal experiment is performed in
simulation. The target pile has a length of 36.0<, width
of 22.5<, and height of 0.5<. To shorter the simulation
time. In the AGX simulator, the pile size is set length
equal to 20.0<, width equal to 12.0<, and height remains
0.5<. Fig. 12 shows the simulation results. The figures
on the left show the initial simulation configuration, and
the figures on the right show the environment when the
simulation finished.

Figure 12. Large scale pile removal experiment using
AGX simulator.

Initially, the excavator is located at the bottom right
of the environment. It first moves to the first route point
planned, and startsmanipulation for the first column. Once
the first column is finished, it performs a U-turn and then
works on the second column. In the RVIZ view, the red
box shows the task zone assigned by user, the light blue
box shows the actual pile generated in the AGX simulator.
The white marker points represent the route point without
material-remove sub-task assigned, and bluemarker points
represent the route point with material remove sub-task
assigned. The color shows in RVIZ is base on soil height.
In the initial configuration, the color inside the light blue
box is very different from the color outside. When the task
finishes, the color is uniform which means the task is well
done. Since the soil is dumped on the ground directly,
there are some small piles locates on the excavator base
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move trajectory.

6 Conclusion
This paper presents a novel autonomous excavator plan-

ning system design. High-level task planning includes task
division and base movement planning. General sub-task
planners designed with motion primitives are proposed,
which take both arm and base movement into considera-
tion. Based on the experiment results, we conclude that
using the proposed material-remove sub-task planner and
base-move sub-task planner, our method is a general au-
tonomous excavator planning system architecture that can
fit different excavation tasks.

Besides excavation tasks, excavators have also been used
for tasks such as surfacing the ground and other tasks.
The proposed architecture can be extended to new types
of tasks in the future. Currently, out base move planning is
limited to 2-D. In some working environments, the exca-
vator may be required to drive on a rugged terrain surface.
Thus, another future research direction can be 3-D base
move planning with consideration of excavator balancing.
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Abstract –  

Modular integrated construction (MiC) is a most 

advanced off-site technology. In a MiC project, it is 

critical but challenging to install prefabricated 

volumetric modules efficiently and safely, as they are 

much heavier and larger than conventional 

construction components and materials. However, the 

current crane-lift executions are heavily reliant on 

operators’ subjective judgement, which turns out to 

be time-consuming and error-prone, most notably 

when jobsites are congested. Automatic crane-lift 

path planning has been regarded as an important 

research topic for addressing this problem. 

Nevertheless, most previous studies did not consider 

the MiC-specific features of a crane lift such as 

correlation between module weight and crane trolley 

movement. Therefore, this paper aims to propose a 

modified particle swarm optimization (PSO) 

algorithm to automatically conduct crane-lift path 

planning for high-rise MiC. A new fitness function 

and three auxiliary engines are designed for executing 

the proposed PSO path planner. This novel algorithm 

is validated using a real-life MiC project. The findings 

reveal that the optimized algorithm outperforms 

existing metaheuristics in terms of convergence 

characteristics and path smoothness. A collision-free 

crane-lift path can be worked out with a small 

population size and a few iterations. Practically, this 

paper should facilitate safe and efficient project 

delivery of high-rise MiC. Scientifically, the paper 

contributes to the theoretical development of smart 

and automated technologies and algorithms in 

construction. 

 

Keywords – 

Tower crane; Path planning; Particle swarm 

optimization (PSO); Modular integrated construction 

(MiC) 

1 Introduction 

 Modular integrated construction (MiC) represents 

the highest level of off-site construction [1]. In a typical 

high-rise MiC project, multiple heavy and large-sized 

prefabricated volumetric modules are manufactured first 

in factory followed by installation on site. Hoisting those 

hefty units relies on the stringent deployment of tower 

cranes, which occupies most of crane-lift tasks [2]. 

However, it is challenging to get them installed 

efficiently and safely from confined storage yards to the 

target position, especially in high-density and congested 

metropolitans such as Hong Kong. Neitzel et al. [3] 

mentioned that more than 30% of construction and 

maintenance casualties resulted from cranes. Tam and 

Fung [4] pointed out that the lack of transferable skills 

and the fatigue of crane operators are the critical reasons 

leading to accidents. In high-rise MiC projects, crane 

practitioners are required to have higher professional 

skills and should pay closer attention to collision 

identification. Nevertheless, it is easy to cause time delay 

and safety hazards when the hoisting executions depend 

on operators’ subjective behaviors. 

Computer-aided path planning has become a popular 

research topic to assist crane drivers in identifying the 

optimal crane-lift path. However, the literature reveals 

that existing approaches are highly homogeneous. 

Genetic algorithms [5-8], for instance, gain the most 

popularity in metaheuristics. The existing solutions also 

seldom consider the velocities of the mechanism 

transmission and the strategies of crane operation, which 

resulted in impractical lifting trajectory with redundant 

turns and twists [9]. In addition, other algorithms with 

high performance such as particle swarm optimization 

(PSO) have not attracted researchers’ attention in the 

field of path planning. Moreover, few studies conduct 

path planning for high-rise MiC considering the modular-

specific features such as large-sized and heavy modules.  

To address the challenges and fill the knowledge gaps, 

this paper aims to propose a modified PSO algorithm to 

automatically conduct crane-lift path planning. Based on 

the existing PSO algorithm, a new fitness function is 

devised with three significant indicators i.e., overall 

hoisting time, total movement distance and the collision 

penalty mechanism. Also, three auxiliary engines, i.e., 

crane configuration engine, model regeneration engine 

and collision detection engine are used for PSO execution. 

Following this introduction section, Section 2 

reviews the crane-lift path planning methods, the 

published metaheuristics and PSO related research. 

Section 3 sheds light on the proposed system architecture 

and its development. Section 4 verifies the proposed 
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method using a real-life MiC project. The last two 

sections are presented for discussion and conclusions, 

respectively. 

2 Literature Review 

2.1 Overview of Crane-lift Path Planning 

Algorithms 

Finding a collision-free crane-lift path is a scorching 

research topic among various countries and regions [5-

7,10], like India [6], Singapore [7,8], Canada [10], etc. It 

normally takes two steps to achieve this goal. The first is 

to transform the work space to the configuration space, 

in which the information from environmental obstacles 

and crane’s particulars can be well extracted. The other 

is to screen out or design a proper algorithm to match 

specific crane-lift scenarios. Researchers have invested 

tremendous time and energy in exploring adaptable, 

robust and highly productive algorithms for crane-lift 

path planning. Those algorithms can be divided into three 

categories, namely, node-based methods, sampling-

based methods, and meta-heuristic methods.  

Node-based methods, including Dijkstra’s and A*, 

have a powerful performance in finding a high-quality 

and collision-avoidance lifting path. Nevertheless, their 

shortcoming is obvious for the high time complexity, 

particularly in complicated job sites [11].  

With respect to sampling-based methods, rapidly 

exploring random tree with its variants has been widely 

adopted. However, the lifting trajectory is prone to more 

turns and twists, enhancing crane drivers’ manipulation 

complexity [10], although there have been some 

improvements recently [9]. 

Meta-heuristic methods contribute a lot to crane-lift 

research. Genetic algorithms (GAs), ones of the most 

classical metaheuristics, have attracted huge attention 

over the past two decades. Researchers from Indian 

Institute of Technology first started GAs’ application to 

lifting path planning. They initially designed a simple 

GA model in 2D configuration space for two degrees of 

freedom (DOFs) crane manipulators [5]. Thereafter, Ali 

et al. [6] used GA for the dual-crane path planning. Cai 

et al. [7] improved the fitness function and altered the 

evolutionary strategies based on Ali’s research. To find 

the erection paths efficiently, their algorithm was 

implemented via parallel computing on graphic 

processing units, and then they applied it into four DOFs 

tower cranes [8]. Although GAs have been widely used 

among various disciplines, it should not be treated as the 

only option and it cannot always perform best, compared 

to other EAs. Wang et al. [12] tried to use ant colony 

optimization (ACO) algorithm for three DOFs mobile 

cranes, but their research was at the preliminary stage and 

the lifting trajectory was hard to manipulate. 

2.2 Particle Swarm Optimization (PSO) 

Another classical evolutionary algorithm is PSO, 

which was coined by Kennedy and Eberhart [13] in 1995, 

inspired by the school of birds and fish. Each particle in 

the particle swarm represents a possible solution to a 

problem. Through the simple behavior of individual 

particles and the information interaction within the 

swarm, problem-solving intelligence is realized. It has 

been demonstrated and verified that PSO can perform 

better in a cheaper, simpler, and faster way than other 

intelligent algorithms [13,14].  

In respect to the construction industry, Zhang and 

Xing [15] utilized PSO together with a fuzzy-integrated 

approach to find the best solution for addressing the time-

cost-quality tradeoff problem. PSO served as a useful 

tool for construction layout planning, like unequal-area 

design [14]. It also presents superb performance for crane 

optimization issues, for instance, the fault diagnosis of 

mobile crane [16], and the design optimization of tower 

crane hoisting system [17]. However, there is a paucity 

of related research into PSO within the context of tower 

crane lifting path optimization. 

3 System Architecture of Crane-lift Path 

Planning 

3.1 Overview 

 Given that the conventional construction practice is 

rather risky, time-consuming, and laborious when 

conducting crane-lift issues, this paper proposes a 

modified PSO algorithm to find a collision free crane-lift 

path automatically, thereby accelerating intelligence and 

automation in MiC featured projects.  

The system architecture builds on two categories of 

modeling environments and an output illustrated in 

Figure 1.  

 

 

Figure 1. The system architecture of crane-lift 

path planning 
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One is the building information modeling (BIM) 

environment comprising of an original BIM model and 

an oriented bounding box (OBB) model. Another one is 

the mathematic modeling environment that gives 

importance to crane-lift path planning. There are three 

critical components in mathematical modeling 

environment: (1) tower crane operation strategy; (2) 

loading capacity; and (3) fitness function. The output 

provides the best solution space. 

3.2 The Development of BIM Modeling 

Environment 

The BIM modeling environment provides all the 

necessary information of MiC projects. 

First, a delicate BIM model is built using various 

module families in Revit (Figure 2(a)). Second, to 

degrade computing complexity of the follow-up path 

planning issues, the original model is simplified as an 

OBB model (Figure 2(b)), which can perform more 

accurately than axis-aligned bounding box or bounding 

sphere algorithms in collision detection trials.  

 

 
Figure 2. Project modeling process 

 

Since Revit’s dedicated project file with a .RVT 

extension  is not compatible with most software, it needs 

to be converted to a more general type. In this paper, 

the .RVT file is transformed to a file with an .OBJ 

extension containing vertices and polygons of each 

component. By reading the .OBJ file in MATLAB, the 

mathematical model can be generated (Figure 2(c)). 

3.3 The Development of Mathematic 

Modeling Environment 

 The mathematic modeling environment plays a 

paramount role in finding a collision-free and high-

quality solution.  

3.3.1 Problem formulation 

Assumptions 

After conducting a critical literature review, the 

authors adopted the assumptions of Cai et al. [7], due to 

the fact that they drew upon the expertise of professionals 

and scholars. 

Degree of Freedom (DOF)  

The transmission mechanism of a hammerhead tower 

crane comprises three DOFs, i.e., jib slewing, trolley 

movement, and sling hoisting. In addition to the actuated 

system, the self-rotation angle of the lifting frame is 

another non-negligible DOF, altered manually by 

building workers. Therefore, the tower crane is specified 

to have four DOFs.  

For the convenience of research, the work space is 

converted to configuration space (C space). In C space, 

the nodes in the path are called configurations. The set of 

configurations in the solution space can be written as 𝑿. 

As a result, the configurations in the ith path is 𝑿𝒊 =
(𝑿𝒊𝟏, 𝑿𝒊𝟐, 𝑿𝒊𝟑, 𝑿𝒊𝟒) , where 𝑿𝒊𝒋  is a N-by-1 vector, 𝑖 ∈

[1,𝑀], 𝑗 ∈ [1,4], M denotes the number of paths and N 

denotes the number of configurations in each path. The 

number of columns of 𝑿𝒊  represents the degrees of 

freedom, corresponding to the self-rotation angle of the 

lifting frame (equivalent to the rotation angle of the 

module, denoted as Rotation), the slewing angle of the jib 

(denoted as Slewing), the range of trolley movement 

(denoted as Movement), and the height of the hook 

(denoted as Hoisting).  

Those nodes are connected by abstract edges (denoted 

as 𝑬, where 𝑬𝒊 ∈ 𝑬 ). In fact, the operation of the tower 

crane from one configuration to another is the edge.  

After giving the above definitions of nodes and edges, 

any path of the tower crane can be expressed as a sling, 

marked as s⊂𝑺. 𝑺 represents the solution space of all 

paths, whose expression is ruled by 

𝑺 = 𝑿 ∪ 𝑬 (1) 

Tower Crane Operation Strategy for MiC projects 

As discussed above,  (𝑿𝒊)𝟏  and (𝑿𝒊)𝑵  represent the 

start configuration and the end configuration in the ith 

path, calculated in advance. In actual crane-lift tasks, 

workers often manually rotate the module to a proper 

pose initially, and then the hook goes up. Therefore, for 

(𝑬𝒊)𝟏 , the first edge, randomly alter Rotation and 

Hoisting of each sling, while other DOFs are aligned with 

(𝑿𝒊)𝟏. When the lifting task is about to end, the hook will 

slowly descend with the hoisted module. Riggers, in the 

end, will rotate the module again, placing them to the 

demand point from a relatively fixed height. Therefore, 

this paper proposes a pseudo end configuration concept, 

that is, the end configuration of the planned path is 

always h higher than the actual one. In the case of this 

paper, the height of the module is 3150mm, so h is 

assumed as 4000mm. As a result, only stochastically 

change Rotation and Movement for (𝑬𝒊)𝑵−𝟏  and 

(𝑬𝒊)𝑵−𝟐 respectively. The purpose of not putting these 

two variables in one edge is to ensure their strict sequence. 

The parameters of in-between edges vary randomly.  

Loading Capacity and Working Radius 

Most of the existing research on tower crane lifting 

issues has neglected the correlation between modular 
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weight and working radius of the trolley. In fact, it is 

challenging to have a unified mathematical expression 

for multiple of cranes, because the mechanical principles, 

product materials, etc. of cranes normally differ from 

each other. To solve the problem, tower crane 

manufacturers give importance to pre-loading 

experiments, measuring a series of scattered working 

radius under corresponding capacities, and providing 

experimental tables for users to inquire. However, it is 

not easy to immediately receive the correct working 

radius once the value of load capacity cannot be found in 

the table. This paper leverages the cubic spline 

interpolation method to pre-process those discrete data. 

Before the algorithm is executed, the maximum working 

radius will be automatically calculated according to the 

weight of lifted modules. Figure 3, for example, exhibits 

the relationship of load capacity and the corresponding 

working radius of the 50-meter jib of the SANY SYT315 

T7530-16 model. When the input value of module weight 

is 11.85 tonnes, the algorithm will automatically 

calculate its working radius as 29.29 meters. With a 

minimum working radius of 3.5 meters, the range of the 

trolley movement is determined to be 3.5 to 29.29 meters. 

 

 
Figure 3. Load capacity diagram of 50m jib (SYT315 

T7530-16) 

3.3.2 The proposed path planning algorithm 

Introduction and Definition of PSO 

For PSO, each path s can be a representative of the 

particle in C space with 𝑁 × 4  dimensions, where N 

represents the number of configurations in a lifting path. 

As a result, the position for the ith particle is denoted as 

𝑿𝒊 = (𝑿𝒊𝟏, 𝑿𝒊𝟐, 𝑿𝒊𝟑, 𝑿𝒊𝟒) identified above, and the 

velocity for the ith particle is denoted as 𝑽𝒊 =
(𝑽𝒊𝟏, 𝑽𝒊𝟐, 𝑽𝒊𝟑, 𝑽𝒊𝟒).The best history positions of each 

particle and the whole particle swarm (i.e., the population) 

are logged and represented as 𝑷𝒊 = (𝑷𝒊𝟏, 𝑷𝒊𝟐, 𝑷𝒊𝟑, 𝑷𝒊𝟒) 
and 𝐆 = (𝒈𝟏, 𝒈𝟐, 𝒈𝟑, 𝒈𝟒) respectively. Additionally, the 

range of variables is written as 1) position: 𝐗 ∈
[−𝐗𝒎𝒊𝒏, 𝐗𝒎𝒂𝒙]; 2) velocity: 𝐕 ∈ [−𝐕𝒎𝒊𝒏, 𝐕𝒎𝒂𝒙], where 

𝐗𝒎𝒊𝒏  and 𝐗𝒎𝒂𝒙  denote the minimum and maximum 

values among various DOFs of tower crane; 𝐕𝒎𝒊𝒏  and 

𝐕𝒎𝒂𝒙  correspond to the minimum and maximum 

velocities of particles. 

The evolution of GA relies on its exclusive genetic 

operators, such as reproduction, crossover and mutation, 

while the updating process in PSO is quite different. For 

the 𝑖 th particle, in the 𝑘 th iteration, its position and 

velocity are updated as Equation (2)-(4): 

𝜔𝑘 = 𝜔𝑘−1𝜔𝑑𝑎𝑚𝑝 (2) 

𝑽𝒌
𝒊 = 𝜔𝑘𝑽𝒌−𝟏

𝒊 + 𝑐1𝒓𝟏(𝑷𝒊 −𝑿𝒌−𝟏
𝒊 ) + 𝑐2𝒓𝟐(𝑮 − 𝑿𝒌−𝟏

𝒊 ) (3) 

𝑿𝒌
𝒊 = 𝑿𝒌−𝟏

𝒊 + 𝑽𝒌
𝒊  (4) 

where 𝜔𝑘 is the inertial weight decreasing with time 

and balancing the results of global and local optimum, in 

cooperation with 𝜔𝑑𝑎𝑚𝑝 , the damping ratio of inertial 

weight denoted as 0.99 over the iterations; 𝑐1  and 𝑐2 

correspond to two positive acceleration constants; 𝒓𝟏 and 

𝒓𝟐 represent two N-by-4 matrices, where the values are 

uniformly distributed random numbers in the range [0, 1].  

The traduction of PSO in a search space mainly 

encompasses three characteristics: 1) inertial behavior, 

the first part of Equation (3), in which particles keep 

existing velocity flying; 2) personal cognition, the second 

part of Equation (3), in which the velocity of each particle 

is randomly increased to the history best solution; 3) 

social perception, the last part of Equation (3), in which 

the velocity of each particle is randomly reached the 

history optimum position of the whole population. 

Crane-lift Path Generation Mechanism 

Figure 4 shows the proposed lifting path generation 

mechanism, containing four sections, i.e., input, PSO 

path planner, auxiliary engines and output.  

The input information includes confirming the initial 

population size, the maximum number of iterations, the 

number of configurations, and various coefficients’ 

values. During the path planner execution, it is necessary 

to calculate the fitness function value to evaluate the 

particle’s personal and global best outputs and update the 

particle swarm position and velocity. When PSO reaches 

the maximum generation, it stops running, performing 

postprocessing analysis accordingly. Also, the auxiliary 

engines play a vital role over the iterations. The model 

regeneration engine assists in creating the mathematical 

model in MATLAB; then, the crane configuration engine 

will import the required crane particulars to PSO. In the 

algorithm iteration process, the collision detection engine 

will be called all the time to detect constraint points. 
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Figure 4. The proposed path generation mechanism 

Fitness Function 

The modified fitness functions contain three metrics. 

To receive a more realistic result, the metric 𝑟1 is written 

as: 

𝑟1(𝒎, 𝒏) =∑𝜌𝑖|𝑚𝑖 − 𝑛𝑖|

4

𝑖=1

 (5) 

where 𝒎 and 𝒏 are two adjacent configurations in C 

space; 𝑚𝑖 and 𝑛𝑖 correspond to each DOF of 𝒎 and 𝒏; a 

velocity influencing factor 𝜌𝑖  is devised, 𝜌𝑖 =
1

𝑣𝑖
 , 𝒗 =

(𝑣1, 𝑣2, 𝑣3, 𝑣4) = (𝑣𝑙𝑓 , 𝑣𝑗𝑏 , 𝑣𝑙𝑑 , 𝑣𝑠𝑙) , representing the 

velocities of module rotation, jib slewing, module 

movement and sling hoisting respectively. The last three 

parameters are the tower crane’s transmission 

mechanism provided by vendors in advance. In contrast, 

the first parameter is determined by riggers’ operational 

practice, which means that it is hard to give a specific 

data range. Its research is out of the scope of the current 

research, temporarily assumed as the same value of 

Slewing after the interview with crane operators. Taking 

SANY SYT315 as an example, 𝑣𝑗𝑏 =  0.75r/min (i.e. 

0.079rad/s), 𝑣𝑙𝑑 =  100m/min (i.e. 1666.66mm/s) and 

𝑣𝑠𝑙 = 𝑣𝑙𝑓 = 80m/min (i.e. 1333.33mm/s). As a result, the 

metric 𝑟1 can be utilized to calculate exactly lifting time. 

The metric 𝑟2  is used for computing the movement 

distance, in accordance with crane’s operation strategy, 

which is ruled by 

𝑟2(𝒎, 𝒏)

=

{
 
 

 
 |𝑚2 − 𝑛2| ∙ |𝑚3| +∑|𝑚𝑖 − 𝑛𝑖|  𝑖𝑓𝑚4 < 𝑛4

4

𝑖=3

|𝑚2 − 𝑛2| ∙ |𝑛3| +∑|𝑚𝑖 − 𝑛𝑖|    

4

𝑖=3

𝑖𝑓𝑚4 > 𝑛4

 
(6) 

where 𝑚4  and 𝑛4  represent Hoisting. If 𝑚4 < 𝑛4 , 

this means the position of configuration 𝒎 is lower than 

𝒏; otherwise, higher. 

The metric 𝑟3 is devised for collision detection, which 

is denoted as 

𝑟3((𝑬
𝒊)𝒋) = {

1  𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 1 
0  𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 2

 (7) 

where the condition 1 means the lifted module 

collides with obstacles and the condition 2 means the 

lifting process is collision avoidance. (𝑬𝒊)𝒋 represents the 

jth edge in the ith path. This paper adopted OBB 

algorithm for crane-lift collision detection. 

Based on the above three metrics, a modified fitness 

function is determined as follows: 

𝐹(𝑠) = 𝛼𝑡(𝑠) + 𝛽𝑑(𝑠) + 𝛾𝑐(𝑠) (8) 

where, 

𝛾 ≫ 𝛼, 𝛽,  𝑡(𝑠) = ∑ 𝑟1((𝑿
𝒊)𝒋, (𝑿𝒊)𝒋+𝟏)𝑁−1

𝑗=1  

𝑑(𝑠) = ∑ 𝑟2((𝑿
𝒊)𝒋, (𝑿𝒊)𝒋+𝟏)𝑁−1

𝑗=1 , 𝑐(𝑠) = ∑ 𝑟3((𝑬
𝒊)𝒋)𝑁−1

𝑗=1 .   

Therefore, the issue of finding a collision-free lifting 

path in C space is transformed to calculate the minimum 

value of 𝐹(𝑠). 𝛼 and 𝛽  are two influencing factors for 

weighting hoisting time and the movement distance of 

the tower crane, respectively. To some extent, the first 

metric is to guarantee that the time is as short as possible. 

The second metric is to ensure that the movement of the 

tower crane is reduced as much as possible during the 

installation process. There are two purposes for this. One 

is to reduce energy consumption and save costs; the other 

is to reduce the redundancy of the algorithm and enhance 

the operational space for tower crane operators. 

Furthermore, the influencing factor 𝛾  of the third 

metric is much larger than the first two, which ensures 

that sufficient punishment is imposed to accelerate the 

elimination of the collision points in the event of a 

collision.  

4 Case Study 

A real-life MiC project was selected to demonstrate 

the proposed method and to test the performance of the 

revised PSO algorithm. The case project is a student 

residence with more than 900 steel-framed modules, and 

the project is currently under construction. 

4.1 Parameter initialization 

The initialization data of the tower crane and PSO are 

shown in Table 1 and Table 2. 
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Table 1 Tower crane specifications (SANY: SYT315 

T7530-16) 

Parameter Input value 

X1 (-1.3089, 2.6275, 27988, 0) 

X𝑒𝑛𝑑 (-3.0618, 0.8924, 17678, 37500) 

X𝑚𝑖𝑛 (-3.1416, -3.1416, 3500, 0) 

X𝑚𝑎𝑥  (3.1416, 3.1416, 29294, 50000) 

𝑣𝑗𝑏  0.06 

𝑣𝑙𝑓 0.06 

𝑣𝑙𝑑  1000 

𝑣𝑠𝑙  500 

𝑊𝑚 11.85 

Note: The underlined fonts indicate that precomputation 

is required for calculating the maximum working radius. 

Table 2 PSO parameters 

Parameter Input value 

N 6 

M 50 

𝜔 1 

𝜔𝑑𝑎𝑚𝑝  0.99 

𝑐1 1.5 

𝑐2 2 

𝛼 1 

𝛽 0.01 

𝛾 10000 

4.2 Analysis and Postprocessing 

To verify the applicability of the proposed algorithm, 

this paper sets the population size to 50, and the 

independent variable is the evolutionary generation, i.e., 

maximum iteration, ranging from 30 to 350. This study 

determined ten different scenarios according to the above 

interval and ran each one independently 30 times. Table 

3 recorded the simulation results, where G  means the 

maximum evolutionary generation in each scenario; N𝑔 

represents the number of minimum global cost over 30 

runs; G𝑠 represents the start generation of the minimum 

cost (if N𝑔 is larger than one, calculate the average start 

generation); N𝑙 = G − G𝑠, represents the average number 

of minimum local cost over the generations; R𝑐𝑜𝑛 =
N𝑙/G  represents the convergence rate; R𝑏𝑒𝑠𝑡 = N𝑔/30 

represents the occurrence rate of the global minimum 

cost over the runs; C𝑚𝑖𝑛 , C𝑚𝑎𝑥 , C𝑎𝑣𝑒  represent the 

minimum, maximum and average cost of all the minima 

over 30 runs. 

 

The proposed algorithm shows better explore-exploit 

trade-off according to the experiment results. When the 

population has only evolved for 30 generations, i.e., 

Scenario 1, it is relatively close to convergence. Among 

the 30 optimal costs in this scenario, the minimum, 

maximum, and average values are only 0.2411%, 

7.7952%, and 1.9014% larger than the global optimum 

whose value is 952.8613 (Table 3), respectively. N𝑙, R𝑐𝑜𝑛 

and R𝑏𝑒𝑠𝑡  increase steadily with the increase of 

evolutionary generation, indicating that the algorithm is 

accelerating convergence, as shown in Figure 5(a) and 

(b). Additionally, the convergence solution of the 

algorithm remains unchanged when the generations are 

more than 100, indicating that the proposed algorithm is 

highly stable, as shown in Figure 5(c). When the 

maximum iteration reaches 300, the convergence 

solutions of 30 independent runs have up to 26 times, and 

the trend of change is shown in Figure 5(b).    

Table 3 Experiment results among ten scenarios 

Scenario G G𝑠 N𝑙  R𝑐𝑜𝑛 N𝑔 R𝑏𝑒𝑠𝑡  C𝑚𝑎𝑥 C𝑚𝑖𝑛 C𝑎𝑣𝑒 

1 30 - - - 1 3.33% 1027.1385 955.1588 970.9793 

2 50 - - - 1 3.33% 981.9662 952.9122 959.4187 

3 80 - - - 1 3.33% 1017.2713 952.8614 958.4079 

4 100 87 14 14.00% 1 3.33% 978.0376 952.8613 963.03 

5 150 92 59 39.33% 3 10.00% 1017.2608 952.8613 960.1404 

6 180 90.7 90.3 50.17% 10 33.33% 1017.2608 952.8613 955.8471 

7 200 94.6364 106.3636 53.18% 11 36.67% 1017.2608 952.8613 959.2038 

8 250 111.9565 139.0435 55.62% 23 76.67% 1017.2608 952.8613 960.5113 

9 300 108.7692 192.2308 64.08% 26 86.67% 978.0366 952.8613 957.8964 

10 350 109.1852 241.8148 69.09% 27 90.00% 978.0366 952.8613 955.3788 

840



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

 
(a) The line chart of convergence rate and best rate 

 
(b) The line chart of start generation and minimum cost 

amount 

 
(c) The line chart of minimum, maximum and average 

cost 

Figure 5. Data visualization among various evolutionary 

generations 

 

Figure 6 plots the crane-lift path trajectory of 

Scenario 9. The crane-lift trajectory is visualized in 

mathematic modeling environment, whose lifting path is 

smooth and easy to operate. Plus, Figure 7 depicts the 

convergence curve of Scenario 9, which manifests PSO 

reaches its optimal value quickly. Therefore, the 

modified PSO can obtain a better solution space with 

only a small population size and evolutionary generation. 

 

 

Figure 6. Crane-lift path trajectory visualization in 

mathematic modeling environment 

 

 
Figure 7. PSO convergence curve of Scenario 9 

5 Discussion 

For the sake of a most awesome optimization 

performance, a well-designed fitness function is treated 

as a paramount issue. Cai et al. [7] once improved an 

evaluation function, which was first created and 

exhibited by Ali et al. [6] in 2005. In Cai’s new function, 

they introduced a metric that indicates the total variations 

of all configurations. Although they realized the impact 

of scaling factors on final performance over the iteration 

loop, those coefficients are determined basically on their 

own knowledge and experience. Therefore, in the similar 

metric of this paper, the undetermined factors are equal 

to the reciprocal of the actual velocity of corresponding 

DOF, so that an accurate minimum hoisting time can be 

acquired.  

In relation to the convergence characteristics of PSO, 

it outperforms GA, while the time complexity is 

unchanged. Cai [7] used GA for crane-lift path planning. 

The convergence condition of their algorithm is that the 

population size is 100 and the evolutionary generation is 

400, but the corresponding numbers are 50 and 100, 

respectively in the proposed algorithm. 

Furthermore, the path smoothness is a significant 

benchmark for verifying solution quality. Nevertheless, 

most of the existing lifting trajectories are redundant. For 

example, Wang et al. [12] used ACO for mobile crane 

path planning, but the visualization result illustrated that 

there were multiple turns and twists in the trajectory. In 

comparison, the lifting trajectory is extremely smooth in 

the developed architecture (see Figure 6). 

6 Conclusions 

This paper has proposed a modified PSO algorithm to 

automatically conduct crane-lift path planning for high-

rise MiC. This research is the first of its kind to introduce 

PSO for crane-lift path planning, and is an initial and 

successful attempt of planning crane-lift path in MiC 

projects. The paper concludes that the proposed 

algorithm can generate a collision-free crane-lift path 

with a small population size and a few iterations for 
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module installation. Also, the lifting trajectory is found 

to be smooth and easy-to-operate. 

Practically, this paper should assist construction 

planners and crane operators in identifying an optimal 

crane-lift path, thus facilitating safe and efficient MiC 

project delivery. Scientifically, the paper contributes to 

the theoretical development of smart and automated 

technologies and algorithms in construction. In the future, 

the research will give importance to multiple-crane path 

planning in the dynamic environment.  
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Abstract 

To evaluate the safety of construction site 

workers, deep learning models recognizing workers 

and safety equipment in construction site images are 

widely used. However, it is frequently observed that 

deep learning models based on supervised learning 

methods do not work well for unseen data in other 

domains having different visual characteristics. To 

address this issue, a novel method for generalizing 

semantic segmentation models was proposed. This 

method adopts two strategies: a domain adaptation 

method based on self-supervised learning and a 

copy-paste data augmentation. Source domain data 

with annotations (workers and hardhats) and target 

domain data without annotations are used for model 

training in a self-supervised learning scheme. The 

proposed model showed an improved generalization 

capability in semantic segmentation without 

annotation data of the target domain. 

Keywords – 

Semantic segmentation; Domain adaptation; Self-

supervised learning; Copy-paste data augmentation 

1 Introduction 

Computer vision technology has been actively 

investigated nowadays to analyze jobsite contexts from 

construction site images for safety management [1], [2]. 

For example, by identifying workers [3], [4] and their 

personal protective equipment [5]–[8], it is possible to 

determine whether the workers comply with safety rules 

for specific tasks. Convolutional neural network-based 

architectures, originated from LeNet-5 [9], show 

superior performance in visual tasks than other 

traditional recognition models due to the capability of 

representation learning from training data in the 

supervised learning manner. However, supervised 

learning-based models generally perform well on data 

similar to a source domain where training images come 

from and do not work well for unseen data in a different 

domain. If the training data do not include various 

visual characteristics of workers and safety equipment, 

the model is likely to fail in recognizing the same target 

objects in construction site scenes having different 

visual characteristics than the training data. Although 

this problem can be solved by collecting more training 

data for a new scene, generating a large amount of 

construction site annotation data consumes a lot of time 

and money since fine segmentation masks for workers 

and safety equipment should be annotated carefully. To 

address this problem, a new domain adaptation method 

was proposed for semantic segmentation models. The 

proposed domain adaptation strategy includes two main 

components: (1) self-supervised learning and (2) copy-

paste data augmentation for the model generalization to 

new data. 

2 Related works 

For jobsite safety management, previous studies 

have presented vision-based monitoring methods based 

on machine learning algorithms. In particular, 

supervised learning-based models have been utilized to 

recognize workers and personal protective equipment 

for ensuring the safety of workers exposed to numerous 

hazards. Fang et al. [6] trained a Faster R-CNN based 

Non-hardhat-use worker detection model using 81,000 

images collected from various weather, illumination, 

and visual range situations. Fang et al. [7] trained a 

worker detection network and harness classification 

network using 693 positive images having workers with 

a harness, and about 5,000 negative images having 

workers without a harness. Similarly, a significant 

number of training images are required to train a 

convolutional neural network-based model to have a 

robust recognition performance with respect to 

construction site scenes having diverse visual variations. 
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The preparation of such dataset is time-consuming and 

labor-intensive especially for semantic segmentation 

tasks since it entails a manual annotation task requiring 

high precision on segmentation masks. Training data 

preparation is often performed again to apply a model to 

a new target domain. To explore the potential of 

minimizing data preparation efforts on a new domain, 

this study proposes a novel domain adaptation method 

which generalize a pre-trained model on a source 

domain to a target domain. 

3 Methodology 

3.1 Domain Adaptive Semantic Segmentation 

The proposed method includes two steps: the first 

step is to train a semantic segmentation model using 

only a source domain dataset 𝑋𝑠 = {𝑥𝑠}  with 

annotations, and the second step is to adapt the model 

using a target domain dataset 𝑋𝑡 = {𝑥𝑡}  without 

annotations. The proposed adaptation method adopted 

prototypical pseudo label denoising Zhang et al. [10] 

which is a self-supervised learning technique. In the 

second step, pseudo labels are generated from the target 

domain using the model trained with a source domain in 

the first step, and representative features called 

prototypes are calculated. There are some noises in the 

pseudo labels caused by the difference between the 

source and the target domains. The noises of the pseudo 

labels are reduced using the distance between the 

prototype and each feature. 

The loss function of the semantic segmentation 

model here starts from the categorical cross-entropy 

(CE) loss:  

𝑙𝑐𝑒
𝑡 = −∑ ∑ �̂�𝑡

(𝑖,𝑘)
log(𝑝𝑡

(𝑖,𝑘)
)𝐾

𝑘=1
𝐻×𝑊
𝑖=1 , (1) 

where �̂�𝑡
(𝑖,𝑘)

 is a pseudo label and 𝑝𝑡
(𝑖,𝑘)

represents the 

softmax probability of the 𝑖th pixel of the target data 𝑥𝑡 
classified to the 𝑘thclass. The pseudo labels are adjusted 

using representative features called prototypes and the 

conversion function which outputs the hard labels from 

the probability, as �̂�𝑡 = 𝜉(𝑝𝑡) . This process is 

formulated as follows: 

�̂�𝑡
(𝑖,𝑘) = 𝜉(𝜔𝑡

(𝑖,𝑘)𝑝𝑡
(𝑖,𝑘)

), (2) 

The weight 𝜔𝑡
(𝑖,𝑘)

is calculated as the softmax of the 

feature distance between the prototype and the feature 

point: 

𝜔𝑡
(𝑖,𝑘) =

exp(−‖�̃�(𝑥𝑡)
(𝑖)−𝜂(𝑘)‖)

∑ exp(−‖�̃�(𝑥𝑡)
(𝑖)−𝜂(𝑘

′)‖)𝑘′
, (3) 

where 𝑓 and 𝜂(𝑘) represents the momentum encoder of 

the feature extractor 𝑓 and the prototype of the 𝑘thclass, 

respectively. The prototype is calculated by the 

following equation: 

𝜂(𝑘) =
∑ ∑ 𝑓(𝑥𝑡)

(𝑖) ∗ I(𝑖 �̂�𝑡
(𝑖,𝑘) == 1)𝑥𝑡∈𝑋𝑡

∑ ∑ I(𝑖 �̂�𝑡
(𝑖,𝑘) == 1)𝑥𝑡∈𝑋𝑡

, (4) 

where I is the indicator function. The prototype changes 

in each iteration as the weights of the feature extractor 𝑓 

are updated. 

The total loss function in the domain adaptation 

network for the second step is as follows: 

𝑙𝑡𝑜𝑡𝑎𝑙 = 𝑙𝑐𝑒
𝑠 + 𝛼𝑙𝑐𝑒(𝑝𝑡 , 𝑦�̂�) + 𝛽𝑙𝑐𝑒(𝑦�̂� , 𝑝𝑡)

+ 𝛾1𝑙𝑘𝑙
𝑡 + 𝛾2𝑙𝑟𝑒𝑔

𝑡 , (5) 

where 𝑙𝑘𝑙
𝑡  and 𝑙𝑟𝑒𝑔

𝑡  denotes a Kull-back—Leibler 

divergence loss and a regularization loss, respectively, 

for making features compact, which enables denoising 

easier. 𝛼, 𝛽, 𝛾1, and 𝛾2  are hyper-parameters for each 

loss term. 

3.2 Copy-paste Data Augmentation 

Training data with diverse visual features help deep 

learning models to avoid overfitting and generalize well 

on unseen data. To increase the visual diversity in the 

training data which do not have annotations of the 

source domain, a copy-paste data augmentation method 

was employed. Figure 1 shows the copy-paste data 

augmentation framework. First, one of the target 

domain images is randomly selected. Second, the area 

containing the foreground is removed. Lastly, instances 

from the source domain data are pasted into the 

background of the target domain. In this way, deep 

learning models can learn the features of the target 

domain background and the diversified boundaries 

between the foreground and the background. 
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Figure 1. Copy-paste data augmentation process. 

The upper part of (c) is an augmented image, and 

the lower part shows its annotations. 

3.3 Domain Adaptation Index (DAI) 

Domain Adaptation Index (DAI) is developed for 

evaluating the domain adaptation performance of 

segmentation models, as shown in Equation (6). This 

index evaluates how well a model performs on the 

target domain without target domain annotations. That 

is, the model will be trained with images from the 

source and target domains, but annotations are only 

provided by the source domain. When DAI is 1, the 

domain adaptive model achieves the same performance 

as the model trained with the target domain data and its 

annotations. 

DAI = 
𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑜𝑓 𝑎 𝑚𝑜𝑑𝑒𝑙 𝑡𝑟𝑎𝑖𝑛𝑒𝑑 𝑤𝑖𝑡ℎ𝑜𝑢𝑡𝑡𝑎𝑟𝑔𝑒𝑡𝑑𝑜𝑚𝑎𝑖𝑛 𝑎𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑜𝑓 𝑎 𝑚𝑜𝑑𝑒𝑙 𝑡𝑟𝑎𝑖𝑛𝑒𝑑 𝑤𝑖𝑡ℎ 𝑡𝑎𝑟𝑔𝑒𝑡𝑑𝑜𝑚𝑎𝑖𝑛𝑎𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠
 

(6) 

4 Experiments 

In this study, one source domain dataset and two 

target domain datasets were used in experiments. All 

datasets were collected from three videos of scaffold 

installation operations at the Sinchon Campus of Yonsei 

University. Image samples are shown in Figure 2. 

Target domain 1 differs only in scale from the source 

domain, and target domain 2 differs in the workers’ 

appearance and the background. DeepLabV2 [11] was 

used as the semantic segmentation model.  

The semantic segmentation performance of target 

domains 1 and 2 is shown in Table 1 and Table 2, 

respectively. In Table 1 and Table 2, Source-only is a 

DeepLabV2 trained with the source domain data only, 

and Upper bound is a DeepLabv2 trained using the 

target domain data with their annotations. The 

performance is shown in four measures: the first and the 

second measures are the Intersection of Union (IoU) of 

workers and hardhats, respectively, the third measure, 

mIoU, is a mean of IoU for all target classes, and the 

last measure is DAI obtained by dividing the mIoU of 

the model by the mIoU of the Upper bound.  

 

Figure 2. Sample images of each dataset 

 

It was observed that the generality of the 

segmentation model was improved by the proposed 

method. When the domain adaptation and copy-paste 

data augmentation were applied, mIoU increased 

compared to Source-only in both target domains 1 and 2. 
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The highest DAI for target domains 1 and 2 were 81.10% 

and 84.61%, respectively. Especially for target domain 

2, which has different visual characteristics from the 

source domain, mIoU were improved 8.78 and 27.49 

percentage points, respectively.  

Table 1. Semantic segmentation performance of target 

domain 1 (D represents the domain adaptation strategy, 

and C represents the copy-paste strategy). 

 D C IoUworker IoUhardhat 
mIoU 

(%) 

DAI 

(%) 

Source-

only 
- - 42.01 59.93 50.97 68.16 

Ours 

√ - 54.28 59.63 56.96 76.17 

- √ 62.10 59.20 60.65 81.10 

√ √ 63.95 55.21 59.58 79.67 

Upper 

bound 
- - 76.25 73.31 74.78 - 

Table 2. Semantic segmentation performance of target 

domain 2 (D represents the domain adaptation strategy, 

and C represents the copy-paste strategy). 

 D C IoUworker IoUhardhat 
mIoU 

(%) 

DAI 

(%) 

Source-

only 
- - 45.82 37.71 41.77 50.47 

Ours 

√ - 49.68 51.42 50.55 61.08 

- √ 65.66 72.86 69.26 83.69 

√ √ 70.19 69.85 70.02 84.61 

Upper 

bound 
- - 85.11 80.41 82.76 - 

Experimental results for target domain 1 are shown 

in Figure 3. The Source-only model incorrectly 

predicted a large number of pixels in the background as 

the worker category. Although the noise was partially 

removed by the domain adaptation model, it missed 

some parts of hardhats. This result accounts for the 

increment of the IoUworker  and the decrement of the 

IoUhardhat  between the source-only model and the 

domain adaptation model. The copy-paste model well 

identified the workers’ arms and legs, and all the 

hardhats. When domain adaptation and copy-paste 

methods were applied together, a few numbers of 

hardhats were lost and the shape of the workers, which 

resulted in 3.99 percent point decrement of IoUhardhat. 

 

Figure 4 shows a test image, its ground truth, and the 

segmentation results of four different segmentation 

models. Unlike target domain 1, where the background 

scene was the same but only different in scale to the 

background of the source domain, scenes of target 

domain 2 differs from the source domain scene. The 

source-only model misclassified many background 

pixels. The domain adaptation model removed the 

misclassified noise, and as a result, IoUhardhat  was 

improved by 13.71 percent points. The copy-paste 

strategy worked effectively for the segmentation of 

target domain 2. It is conjectured that the copy-paste 

augmentation contributes to generating boundary 

information between target objects and the target 

domain background. The domain adaptation strategy 

decreased the IoUhardhat  while improving the  

IoUworker , resulting in the increase in mIoU by 0.76 

percent points.  

 

 

Figure 3. Example test image and the segmentation results of target domain 1 
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5 Conclusion  

This study aims to increase the generalization 

capability of a semantic segmentation model for 

workers and hardhats. To address the generalization 

problem, a self-supervised learning-based domain 

adaptation and a data augmentation method were 

experimented for scaffolding installation site images.  

The proposed methodology showed the potential of 

generalizing a semantic segmentation model without 

additional annotation efforts. The model with the copy-

paste strategies achieved a 9.68 percent point increment 

in mIoU compared to the model trained only with 

source data for target domain 1. The model 

incorporating the domain adaptation and the copy-paste 

strategies achieved a 28.25 percent points increment in 

mIoU compared to the model trained only with source 

data for target domain 2. This improvement is 

remarkable in that the model did not use new 

annotations from the target domain. 

Future study will be conducted to reduce the 

remaining gap between the highest mIoU of the 

proposed model and the upper bound model. Additional 

target domains will also be tested in future study to 

validate the effectiveness of the proposed method.  
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Abstract – 

Design for Manufacture and Assembly (DfMA) is 

an emerging concept introduced from the 

manufacturing sector to transform the construction 

industry and accelerating “off-site” capabilities. 

Enhancing the sustainability of DfMA is challenging 

and requires accounting for various environmental 

and managerial impacts on the process of 

manufacture and assembly, especially for the 

parametric buildings with irregular shapes and 

unstandardised components. It is essential to compare 

and make decisions among design alternatives for the 

best-fit sustainability in the DfMA process. However, 

there is presently a gap in the DfMA field. This paper 

proposed a novel BIM-enabled Multi-Criteria 

Decision Making (MCDM) method for the 

sustainability assessment of parametric façade design. 

An under-construction parametric building was used 

to test and illustrate the method. A parametric façade 

was selected to demonstrate the application of DfMA 

to enable mass “off-site” customisation. This is a 

labour-intensive assembly process, which could 

significantly benefit from the implementation of such 

a method. Data collection involves archival data and 

semi-structured interviews. An integrated fuzzy 

AHP-TOPSIS was used to analysis the data. This 

research sheds new lights on DfMA sustainability and 

its decision support systems. Unlike the usual 

attention to the construction sustainability of on-site 

construction, the method involves consideration of 

both manufacture and assembly stages. It provides 

practitioners with a decision-making method to select 

the most sustainable façade alternative available for 

the parametric design. The findings carry 

implications for parametric façade design and show 

the deployment of mass customised unstandardised 

components. This research opens up new avenues for 

sustainable DfMA development. 

Keywords – 

DfMA; Parametric design; BIM; Decision making; 

Sustainability 

1 Introduction 

The harsh environmental impact of the building 

production process makes sustainable design and 

construction urgently important [1,2]. A key part of the 

“off-site revolution” must be the consideration of how we 

can enhance sustainability in design. This requires the 

integration of sustainability factors and knowledge in 

different building phases (such as manufacturing, 

assembly, and operation and maintenance) [3,4]. 

However, unlike conventional construction methods, off-

site constructuion requires the evaluation of 

sustainability in the design stage [5,6]. The United 

Kingdom (UK), Singapore, and Hong Kong governments 

have identified Design for Manufacture and Assembly 

(DfMA) as the way to accelerate the efficiency and 

sustainability of the construction industry [4,7,8]. 

Although, little is known about how DfMA relates to 

sustainability research. One of the primary challenges is 

to compare and make decisions among design 

alternatives for the best-fit sustainability in the DfMA 

process.  

Decisions are judgments based on information, and 

poor-quality information inevitably results in poor 

decision-making [9]. Building Information Modeling 

(BIM), as an innovative digital technology, is expected 

to evolve the traditional form of information 

management [10] and enhance the ability of construction 

sustainability [11,12]. Horizontal integration between 

various stakeholders and vertical integration of 

information at different stages becomes possible with the 

incentive of BIM [13]. In the early design phase of 

projects, designers can identify better solutions based on 

integrated information and various functions from BIM 
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[14]. 

Multi-Criteria Decision Making (MCDM) is a basic 

approach in decision-making procedure which models 

decision problems by processing various information 

[15,16]. These decision problems are described by the 

presence of various decision criteria which could be 

quantifiable or nonquantifiable [17]. In the Architectural 

Engineering and Construction (AEC) industry, MCDM 

has also demonstrated its powerful auxiliary capabilities 

in decision-making. The potential ability of MCDM in 

the AEC industry can be better stimulated with the 

cooperation of BIM [18]. Vice versa, BIM capabilities 

will also be promoted by MCDM which helps to 

overcome limitations of BIM related to optimising multi-

objectives while still exploiting its benefit [19].  

This study aims to establish a BIM-enabled MCDM 

method that incorporates sustainable assessment. BIM 

was used in the design optimisation and data collection 

process. Fuzzy theory, Analytic Hierarchy Process (AHP) 

and Technique for Order Preference by Similarity to an 

Ideal Solution (TOPSIS) were combined for the 

integrated MCDM. An empirical design case with three 

design alternatives for its parametric façade system was 

used in this study. A focus on a parametric façade was 

selected as the case as it provides an example of mass 

“off-site” customisation and a labour-intensive assembly 

process. Data collection involved the use of archival data, 

a series of interviews and questionnaires. In summary, 

this research contributes a sustainable design evaluation 

method to the field of DfMA. 

2 Literature Review 

2.1 Design for Manufacture and Assembly  

Boothroyd [20] defines DfMA as a methodology to 

evaluate and improve product design by considering the 

downstream manufacturing and assembly processes, 

which signifies a shift from a traditional, sequential 

design process to a non-linear methodology. This 

emerging concept has been widely used in the 

manufacturing industry and then introduced into the AEC 

industry by the UK, Singapore, Hong Kong governments 

in recent years [4,8]. Gao, et al. [21] defines DfMA as 1) 

design strategy; 2) design evaluation method; and 3) 

design philosophy. Implementing Design for 

Manufacture (DfM) and Design for Assembly (DfA) can 

bring considerable benefits for construction 

sustainability by simplifying and optimising design and 

then shortening the construction process. DfMA is thus 

regarded as a circular economy solution for sustainable 

development [22].  To move forward the development of 

DfMA, further research can be conducted to establish 

related sustainability evaluation methods and strategies. 

2.2 Sustainability Assessment  

Sustainability assessment focuses on realising 

positive net sustainability benefits now and in the future. 

It is the process that leads decision-makers to 

sustainability [23,24]. The concept of sustainable 

building usually considers the whole life-cycle 

performance of sustainability, including social, economic, 

cultural, and environmental characteristics [25]. 

Rodríguez López and Fernández Sánchez [26] illustrated 

the challenges of sustainability assessment in the AEC 

industry. The spreading of prefabrication and DfMA has 

been changing the weight importance of different life-

cycle building stages. The design process is also changed. 

Cross-disciplines collaboration and more detailed design 

would be involved in the early design stage, which raises 

challenges to traditional construction sustainability 

assessment. The emerging activities, including off-site 

manufacturing and on-site assembly, create new 

opportunities and application scenarios for sustainable 

design optimisation when compared with conventional 

on-site construction. Architects and engineers can 

optimise the design alternative by considering the 

sustainability performance in the manufacture and 

assembly stages. Innovation is required, to create a 

holistic tool for the sustainability assessment. This has 

been highlighted by both the policy-makers and the 

scientific community [27]. The authors now consider the 

development of such a technique. 

2.3 BIM-enabled MCDM 

Sustainability can be considered as a MCDM problem 

[28,29]. BIM-enabled MCDM is emerging as a trend in 

the AEC industry. In addition, there are many 

sustainability assessment studies at both the building and 

component level. Yet very little is known about their 

relationship [30]. Chen and Pan [18] proposed a method 

for low carbon building measures selection. Mahmoud, 

et al. [31] developed a global sustainability rating 

technique for existing buildings. Jalilzadehazhari, et al. 

[19] used MCDM-enabled BIM to take account of 

building energy requirements while simultaneously 

improving indoor environment quality. In the component 

level, Marzouk and Abdelakder [32] used BIM-enabled 

MCDM to identify sustainable materials. Jalaei, et al. 

[33], Khanzadi, et al. [34] and Fazeli, et al. [17] 

developed tools to select optimal sustainable components. 

Yu and Woo [35] proposed a model for building-

envelope structural modification system for energy 

efficiency. Juszczyk and Zima [36] enhanced the green 

façade by MCDM. It can be observed that the integration 

of BIM and MCDM has been profusely applied in 

sustainability-related issues in the AEC industry [30]. 

However, there is no research about BIM-enabled 

MCDM for sustainability assessment in the DfMA 
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process. A method to allow the consideration of 

sustainability performance during both the manufacture 

and assembly stages is however urgently needed. 

3 The Proposed Framework 

3.1 Criteria System for Sustainability 

Assessment of DfMA 

Various multi-criteria were carefully obtained by 

considering the literature review and expert opinions. 

One of the authors dominated the design of three 

alternatives and worked closely with all other disciplines, 

manufacturers and contractors. Further data were 

collected by other authors who conducted a series of 

informal interviews with the designers, documentations 

and related articles. 

As shown in Table 1, four dimensions can be used to 

structure DfMA sustainability assessment, including 

manufacture, assembly, operation and maintenance. 

Overall 11 criteria are identified. They were derived from 

the construction-oriented DfMA guidelines [4]. 

Table 1 Criteria System for Sustainability Assessment 

of DfMA 

L2 

Dimension 

L3 Multi-Criteria 

Manufacture 
A1 Reduced number of molds 

A2 Reduced number of part counts  

Assembly 
A3 Reduced and standardised 

number and type of connectors 

A4 Assembly error tolerance 

A5 lightened material and 

components 

Operation 
A6 Environmentally friendly 

materials 

A7 Low operation energy 

consumption 

A8 Environmentally friendly 

building forms 

A9 Environmentally friendly indoor 

space 

Maintenance 
A10 Reduced fragile parts 

A11 Easy replacement of building 

components and materials 

3.2 Fuzzy AHP Method 

The aim of this analysis is to compare different 

criteria to optimise and determine the most appropriate 

sustainable design based on BIM platform. Combining 

MCDM methods with BIM has been systematically 

analysised in previous study [30]. AHP is a widely used 

method with MCDM to facilitate the selection among 

various alternatives. The AHP method has been used to 

weight each criterion by decision makers or experts, and 

then to generate priorities by constructing a hierarchy. 

The FAHP methodology has further developed the 

conventional AHP method by integrating fuzzy set 

theory to analyse uncertain judgment of experts, such as 

using natural language.  

The concise steps of the Fuzzy AHP Method are as 

follows: 

    Step 1. Define linguistic scale of relative 

importance used in the pairwise comparison matrix 

In practice, the Triangular Fuzzy Number (TFN) 

scale from 1 to 9, is commonly used to structure a 

comparison matrix. And the TFNs are defined with the 

membership function referred to the research Metin Celik 

(Table 2)： 

Table 2 Scale of Relative Importance 

Intensity of 

Fuzzy 

importance  

Fuzzy 

number 

Linguistic 

variables 

Membership 

function 

1 1 

Equally 

important/ 

preferred (1, 1, 3) 

3 3 

Weakly 

important/ 

preferred (1, 3, 5) 

5 5 

Strongly 

more 

important/ 

preferred (3, 5, 7) 

7 7 

Very 

strongly 

important/ 

preferred (5, 7, 9) 

9 9 

Extremely 

more 

important/ 

preferred (7, 9, 11) 

    Step 2. Construct a fuzzy comparison matrix 

    The experts are given a questionnaire to make a 

pairwise comparison weight for criteria. The fuzzy 

comparison matrix is calculated by the Equation (1)： 
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𝐴 = [

1 ã12
ã21 1

… ã1n
… ã2n

︙ ︙
ãn1 ãn2

︙ ︙
… 1

] 

(1) 

     Step 3. Check consistency of the matrix 

In order to balance the results of the method, it is 

necessary to calculate the consistency ratio (CR) for each 

of the matrix and overall hierarchy. The consistency 

check process is as follows.  

i) Calculate the largest Eigen value of the comparison 

matrix. 

𝐴𝑤 = 𝜆max𝑤 (2) 

ii) w is principal Eigen vector of the matrix. 

Calculate the consistency ratio. 

𝐶𝑅 =
𝐶𝐼

𝑅𝐼
 

(3) 

𝐶𝐼 =
𝜆𝑚𝑎𝑥 − 𝑛

𝑛 − 1
 

(4) 

RI is random index (Table 2). CI is consistency index 

and n is matrix size. 

Table 3 The Random Index RI 

Size 

(n) 1 2 3 4 5 6 7 8 

RI 

0.0

0  

0.0

0  

0.5

2  

0.8

9  

1.1

1  

1.2

5  

1.3

5  

1.4

0  

The consistency ratio should followed the rule that 

only if the CR ≤0.10 is acceptable. 

    Step 4. Compute the weight of each criterion 

3.3 TOPSIS Method 

TOPSIS is one of the useful MCDM methods and can 

be combined with AHP. According to this technique, the 

best alternative would be the one that is nearest to the 

positive ideal solution and farthest from the negative 

ideal solution. The positive ideal solution is a solution 

that maximises the benefit criteria and minimises the cost 

criteria, whereas the negative ideal solution maximises 

the cost criteria and minimises the benefit criteria. In this 

study, TOPSIS method is used for determining the final 

ranking of the façade design. The method is calculated as 

follows: 

Step 1. Decision matrix is normalised: 

𝑟𝑖𝑗 =
𝑤𝑖𝑗

√∑ 𝑤𝑖𝑗
2𝐽

𝑗=1

 𝑗 = 1,2,3, … , 𝐽 𝑖

= 1,2,3, … , 𝑛 

(5) 

Step 2. Weighted normalised decision matrix is 

formed: 

𝑣𝑖𝑗 = 𝑤𝑖𝑗 ∗ 𝑟𝑖𝑗 , 𝑗 = 1,2,3, … , 𝐽, 𝑖 = 1,2,3, … , 𝑛 (6) 

Step 3. Positive ideal solution (PIS) and negative 

ideal solution (NIS) are determined: 

𝐴∗ = {𝑣1
∗, 𝑣2

∗, … , 𝑣𝑛
∗, } Maximum values (7) 

𝐴− = {𝑣1
−, 𝑣2

−, … , 𝑣𝑛
−, }Minimum values  

(8) 

Step 4. The distance of each alternative from PIS and 

NIS are calculated: 

𝑑𝑖
∗ = √∑(𝑣𝑖𝑗 − 𝑣𝑗

∗)
2

𝑛

𝑗=1

, 𝑗 = 1,2, … , 𝐽 

(9) 

𝑑𝑖
− = √∑(𝑣𝑖𝑗 − 𝑣𝑗

−)
2

𝑛

𝑗=1

, 𝑖 = 1,2, … , 𝐽 

(10) 

Step 5. The closeness coefficient of each alternative 

is calculated: 

𝐶𝐶𝑖 =
𝑑𝑖
−

𝑑𝑖
∗ + 𝑑𝑖

− , 𝑖 = 1,2, … , 𝐽 
(11) 

Step 6. By comparing CCi values, the ranking of 

alternatives is determined. 

4 Case Study 

4.1 Context and Background 

The case is a façade renovation project located in 

Wuhan, China. One of the authors took the lead for the 

architectural design. Three alternatives were selected for 

the sustainability assessment, as shown in Figure 1, 2, 

and 3. BIM models were used for data collection and 

analysis. The façade system was manufactured off-site 

and assembled on site. The parameterised special-shaped 

façade in some design schemes has brought great 

challenges to manufacturing and assembly, especially in 

terms of sustainability assessment. 
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Figure 1 Alternative façade design A 

  

Figure 2 Alternative façade design B 

 
Figure 3 Alternative façade design C 

4.2 Case Study results 

By applying the proposed computational framework 

to the case study, the several steps below were generated 

to explore the best solution among design alternatives. 

Step 1. Fuzzy AHP to calculate the weight 

The experts made pairwise comparisons of 4 

dimensions and 11 criteria to construct a fuzzy 

comparison matrix by using linguistic scale Table 2. 

FAHP then calculated the matrix weight. The results of 

the weight calculation are given in Table 4 and Table 5. 

The Consistency Ratio (CR) value of all matrixes was 

tested at less than 0.1. Thus, these results are acceptable. 

And Table 5 reveals the ranking of the 11 criteria.  

Table 4 Weight of the 4 dimensions and the CR value 

Dimension Weight CR 

Manufacture 0.2833 

0.0313 
Assembly 0.2 

Operation 0.35 

Maintenance 0.1667 

Table 5 Weight of the multi-criteria and the ranking 

Dimension Criteria Criterio

n 

weight 

Ratio 

weigh

t 

Ran

k 

CR 

Manufactur

e 

Reduced 

number of 

molds 

0.2267 0.8 1 

0 
Reduced 

number of part 

counts 

0.0567 0.2 9 

Assembly Reduced and 

standardized 

number and 

type of 

connectors 

0.0667 0.333

3 

8 

0.022

2 Assembly error 

tolerance 

0.0333 0.166

7 

11 

Lightened 

material and 

components 

0.1 0.5 4 

Operation Environmentall

y friendly 

materials 

0.09 0.257

1 

5 

0.097

5 

Low operation 

energy 

consumption 

0.1198 0.342

3 

2 

Environmentall

y friendly 

building forms 

0.0731 0.208

7 

6 

Environmentall

y friendly  

indoor space 

0.0672 0.191

9 

7 

Maintenanc

e 

Reduced fragile 

parts 

0.1167 0.7 3 

0 
Easy 

replacement of 

building 

components 

and materials 

0.05 0.3 10 

Step 3. TOPSIS to evaluate the priority of alternatives 

In this stage, the TOPSIS procedure commenced from 

calculating the weight of each criterion of the decision 

matrix according to the FAHP analysis result and experts 

survey which showed in Table 6. Then, the method 

determined the positive ideal and negative ideal solutions 

presented in Table 7. After that, the relative closeness of 

each design alternative to the ideal solution was 

calculated separately. The final result of TOPSIS is 

shown in Table 8 which reveals the facade Design 3 is 

the highest rank solution. 
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Table 6 The weight of each criterion 

Criter

ion 
A1 A2 A3 A4 

A

5 
A6 A7 A8 A9 A10 

A1

1 

P1 
0.68

01 

0.17

01 

0.40

02 

0.09

99 

0.

7 

0.2

7 

0.47

92 

0.36

55 

0.3

36 

0.93

36 

0.

4 

P2 
1.13

35 

0.22

68 

0.46

69 

0.26

64 

0.

8 

0.2

7 

0.83

86 

0.51

17 

0.3

36 

0.81

69 

0.

3 

P3 
1.81

36 

0.45

36 

0.53

36 

0.19

98 

0.

8 

0.2

7 

0.71

88 

0.43

86 

0.3

36 

0.70

02 

0.

3 

Table 7 The positive ideal and negative ideal solutions 

 Criterion Negative ideal 

solution 

Positive Ideal 

solution 

Reduced number of 

molds 8.19036E-05 0.928459741 

Reduced number of part 

counts 

0.000345743 0.98052739 

Reduced and 

standardised number and 

type of connectors 

0.000669882 0.894292974 

Assembly error tolerance 0.000514647 0.857401979 

Lightened material and 

components 

0.0007064 0.707106605 

Environmentally friendly 

materials 

0.577350269 0.577350269 

Low operation energy 

consumption 

0.000231437 0.832014665 

Environmentally friendly 

building forms 

0.000611281 0.894304734 

Environmentally friendly  

indoor space 

0.577350269 0.577350269 

Reduced fragile parts 0.000383019 0.894350508 

Easy replacement of 

building components and 

materials 

0.000999 0.999999002 

Table 8 The final ranking result of TOPSIS 

Design Positive 

ideal 

separation 

Negative 

ideal 

separation 

Relative 

closeness 

Rankin

g 

Facade 

1 

2.31192823

7 

1.34058900

3 

0.36703153

3 

3 

Facade 

2 

1.52400743

3 

1.81647334

3 

0.54377602

1 

2 

Facade 

3 

1.48027211 1.97274019

7 

0.57130992

4 

1 

5 Discussions and Conclusions 

Conventional 2D drawings cannot accurately deliver 

the information of complex buildings, which brings great 

difficulties to sustainable assessment and design 

optimisation. The optimisation result may be inconsistent 

with the architectural design and lead to high 

manufacture or assembly cost. At the same time, it may 

have a serious impact on construction sustainability. BIM 

has the opportunity to overcome this difficulty and 

facilitate decision-making in the DfMA process.  

The facade design optimisation is critical to the 

fabrication of complex building shapes. The division of 

the façade system is not only limited by the technical 

requirements of the façade system itself, but also has an 

impact on structural design, and even affects the later 

mechanical and electrical installation. This requires that 

in the early stage of design optimisation, the construction 

team not only needs to coordinate various disciplines and 

understand the constraints of facade optimisation. There 

is also a need to determine the expected results of facade 

optimisation from the perspective of sustainability. 

This study proposed a decision-making method to 

incorporate sustainability assessment into the DfMA 

process by comparing among design alternatives. The 

multi-criteria for sustainability assessment consists of 

four dimensions, including manufacture, assembly, 

operation and maintenance. Totally, eleven criteria were 

used to establish the FAHP-TOPSIS method, including 

reduced number of molds, reduced number of part counts, 

reduced and standardised number and type of connectors,  

assembly error tolerance, lightened material and 

components, environmentally friendly materials, low 

operation energy consumption, environmentally friendly 

building forms, environmentally friendly indoor space, 

reduced fragile parts, easy replacement of building 

components and materials. The computational method 

adopted an under-construction case with three façade 

alternatives. 

This research contributes to the field of DfMA by 

providing a new approach to BIM-enabled MCDM, and 

sustainability assessment. It supports the design 

evaluation of DfMA by establishing a BIM-enabled 

MCDM method. Practitioners can use this method to 

evaluate the sustainability of the design of prefabricated 

buildings, thereby optimising the concept design and split 

design. The findings carry implications for parametric 

façade design and support the deployment of the mass 

customisation of unstandardised components. However, 

the case has a relatively low level application of BIM, 
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and BIM models were only used for data collection and 

evaluation. Future research is needed to collect data on 

case types and multi-criteria decision making to validate 

the application and expanded use of such methods.  
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Abstract  

Delays and cost overruns are frequent in 

infrastructure construction projects. Traditionally, 

deviations are often identified late, and it is very 

difficult to trace back the causes. Decisions are often 

taken by experience and not with the support of data 

directly coming from site. Moreover, schedules are 

often static and thus not able to reflect the real 

conditions on-site. Emerging technologies like 

Building Information Modeling (BIM), mobile cloud 

computing, and advanced sensors can help to 

overcome the previously mentioned issues. The 

collection of production data by sensors with the aim 

to compare production metrics with the schedule in 

order to introduce a Continuous Improvement 

Process (CIP).  

In the paper, we propose a framework for a digital 

platform to gather production data in real-time and 

to identify early on bottlenecks that could potentially 

lead to delays and deviations. The proposed platform 

should support in collecting, analyzing, and 

structuring production data. Furthermore, the 

platform should give insights and support 

organizational decision making of a CIP.  With a 

demonstration case we show the three main 

functionalities of the platform: 1) retrospective 

analysis, 2) live analysis and 3) predictive analysis. In 

future research, the platform will be implemented 

and validated within railway construction projects of 

the company Rhomberg Sersa Rail Group AG. 

 

Keywords –  

Real-time; Lean Construction; Continuous 

Improvement Process; Infrastructure; Digitalization  

1 Introduction 

Delays and cost overruns are frequent in 

infrastructure construction projects. Only around 25% of 

construction projects worldwide have come within the 

range of 10% of their original deadlines from 2012 to 

2014 (KPMG 2015). Globally, rail construction projects 

are frequently affected by budget and schedule overruns 

by an average of 44.7% (McKinsey Global Institute 

2015). Whereas other industries almost doubled their 

productivity over the past decades, the construction 

industry remained the same (McKinsey Productivity 

Science Center, 2015). Considering railway construction 

projects, short durations for maintenance as well as new 

installments are crucial to avoid a breakdown of the 

railway network. Otherwise, time overruns are often 

fined with high penalties.  

Traditionally, one of the biggest issues is the usage of 

static schedules that do not reflect real conditions on-site 

(Dallasega et al. 2018). As a result, schedules become 

useless and coordination is based on improvisations. 

Furthermore, progress tracking is often based on rough 

estimations and thus schedule deviations are not known 

in detail. Scheduling is usually done according to the 

experience of the project or site manager and not based 

on the monitoring of the construction progress. Thus, it 

is very difficult to identify bottlenecks, as for example a 

machine that reduces speed and thus leads to a potential 

decrease of productivity of the following construction 

processes. 

As a result of the previous mentioned issues, 

problems are often identified in a late stage making it 

difficult to implement appropriate improvement actions 

in time. Furthermore, construction projects are loosely 

connected and improvements are not systematically 

stored or transferred to future projects (Tetik et al. 2019). 

Early identification of bottlenecks and a dynamic 

definition of improvement actions as well as their impact 

would decrease variability and thus reduce budget 

overruns.  

In order to minimize delays and defects, other 

industries such as manufacturing implemented Lean 

Management Principles that are based on the Toyota 

Production System. Lean Management focuses on the 

improvement of the processes by defining and evaluating 

the Value Stream with a focus on Value-Adding activities 

and the elimination of waste which is defined as ‘any 
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activity that does not add up to the products value’ 

(Womack and Jones 2003). A central element of the Lean 

Management is Visual Control of process execution and 

deviations. Appropriate Improvement actions are also 

visualized and responsibilities are defined that leads to 

process improvement accountability (Mann 2014). 

The Plan-Do-Check-Act (PDCA) approach is a 

framework to improve processes and track the progress 

of improvement in manufacturing companies. The 

approach consists of 4 phases (Chong and Perumal, 

2020). The first is defined as the pre-implementation 

(Plan) where the improvement actions get planned. The 

second stage is the implementation of the planned actions 

(Do) in which the Lean tools of improvements get carried 

out. The third phase is the evaluation (Check) in which 

the performance of the improvement actions is analyzed. 

The last phase is the standardization and documentation 

of the successfully implemented actions (Act) (Chong 

and Perumal, 2020).  

The implementation of Lean Construction is well 

researched and methodologies such as the Last Planner 

System (LPS) (Ballard 2000), Takt Planning (Haghsheno 

et al. 2016), or Location-Based Management System 

(Kenley and Seppänen 2009) have been applied in 

practice. However, the identification of waste in 

construction is usually reactive. Commonly used Key 

Performance Indicators (KPI), like the Cost Performance 

Index (CPI) or the Schedule Performance Index (SPI), 

are unable to provide in-depth analyses about causes of 

problems and thus they give limited support in suggesting 

appropriate improvement actions (Dallasega et al. 2020). 

Commonly used software tools, like Vico Office 

Software (https://vicooffice.dk/en/), visualize 

construction schedules with a flowline based on 

quantities and production rates derived from BIM models. 

However, these types of software give a limited support 

in proposing appropriate improvement actions in case of 

schedule deviations. A platform that collects production 

data in real-time and compares it with the planned ones, 

incorporating a continuous improvement process (CIP) 

would enable higher productivity rates. So far most of the 

works in this area are very conceptual and lack empirical 

validation (Tetik et al. 2019).  

Considering the manufacturing industry, the usage of 

real-time data to optimize production processes is one of 

the main pillars of Industry 4.0 (Schuh et al. 2012). 

Although, the utilization of real-time data coming 

directly from site to support scheduling and monitoring 

processes is currently not widely researched and 

practiced in construction. Therefore, we propose a 

framework for a digital platform that allows the 

comparison of planned and as-built data enabling a CIP 

to support early identification of problems in 

construction. The proposed framework for the digital 

platform is structured in three main functionalities:  

1) retrospective analysis, 2) live analysis, and 3) 

predictive analysis. 

The previously listed functionalities are motivated by 

using three demonstration cases that were derived from a 

project of the company Rhomberg Sersa Rail Group in 

Switzerland.  

2 Literature Review  

Traditionally, live data is barely collected in the 

construction industry and, therefore, platforms to 

document progress or production data in real-time are not 

widely distributed. According to Zhao et al. (2019), the 

traditional process of data collection has remained 

manual in the construction industry. In their research they 

propose a platform model that combines Bluetooth Low 

Energy technology and 3G/4G network as connection 

methods that explore the movements and time 

information of workers on site which is used to manage 

resource flows using lean principles (Zhao et al. 2019).  

Similarly, Tetik et al. (2019) proposed a framework 

to improve construction performance through closing the 

loop from construction to design. They propose to 

centralize the As-Built BIM model and gather production 

data for reuse in future projects. The aim is to use the 

platform as a knowledge database. However, live data 

analysis is not part of the research.  

Another digital platform is proposed by Rossi et al. 

(2019) that focuses on the productivity measurement of 

machines to identify their value-adding activities. 

Although, they do not consider interdependencies of 

different machines which is an important aspect to 

consider in infrastructure projects. In this way, 

bottlenecks can be identified but appropriate 

improvement actions cannot be derived.   

According to Akhavian and Behzadan (2015) direct 

observations such as surveys in the field to obtain large 

volumes of high-quality data is inefficient since manual 

gathering is time consuming and inaccurate. Automated 

data collection using sensors, vision-based systems and 

laser scanners gained importance in quantitative analysis 

of construction activities. The authors propose a 

framework to analyze the production data on different 

granularities to gain accuracy in the data collection and 

establish a Level of Detail (LoD) for processing 

production data. (Akhavian and Behzadan 2015). 

Song and Eldin (2012) propose a framework for real-

time tracking that contains process knowledgebase, 

adaptive modeling and simulation services. The system 

constantly tracks operation activities and data is used for 

accurate lookahead scheduling However, a structured 

way to identify root causes is not considered in the 

approach.  

Another framework for data gathering and processing 

was proposed by Vasnev et al. (2014), which should 
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support decision making based on production data in 

three different levels: operational, tactical and strategic. 

The aim of the framework is to run post-construction 

analyses of the production process (Vasnev et al. 2014). 

The literature review shows that a platform that 

processes production data is researched in the field. 

Several functionalities of a platform are proposed with a 

different focus. The reviewed research mostly focuses on 

the data gathering and the evaluation of productivity rates 

respectively value adding activities. Nevertheless, to the 

best of our knowledge, a platform that focuses on 

Continuous Improvement actions based on production 

data can be considered as novel in the field.  

3 Concept 

This paper proposes the framework for a CIP 

platform to collect, analyze and adapt the production 

planning of railway construction projects. The platform 

will collect as-built production data. It will analyze how 

causes of problems (losses) can be identified 

retrospectively (Demonstration case - Scenario 1) to 

provide better planning data for future infrastructure 

projects. Next, it will identify problems in real-time to 

implement appropriate improvement actions 

(Demonstration case - Scenario 2). Moreover, it will 

identify potential future problems before their occurrence 

to proactively avoid budget and schedule overruns 

(Demonstration case - Scenario 3). The developed 

framework will be implemented and validated in selected 

project scenarios of the company Rhomberg Sersa Rail 

Group. 

The proposed framework of the platform should 

support the collection, analysis and structuring of 

production data in real-time. A centralized platform will 

enable on site as well as remote access to the data. 

Gathering the data in an overall database promotes a 

holistic view on construction performance. It will run a 

live comparison with the planned schedule data in order 

to identify bottlenecks that led to potential deviations. 

The system that performs the analysis will be defined 

within the future implementation. As shown in Figure 1, 

the platform is the link between Planning and Production 

that processes both sides and can enhance data driven 

decision making. 

  

Figure 1: Concept diagram  

In order to run a comparison of the planning- and 

production data, the dataset has to be aligned and defined 

by the same measurement unit e.g production speed. The 

data analysis comparison is performed by overlaying the 

data in a backend system respectively database that runs 

a permanent data evaluation. The analysis can be 

performed in various ways respectively with different 

scopes. Our concept proposes three main functionalities 

for the evaluation of the production data: retrospective 

analysis, live analysis, and predictive analysis.  

1 Retrospective Analysis 

The retrospective analysis identifies production 

bottlenecks  after the construction process was carried out. 

If the analysis is executed in short cycles, appropriate 

improvements can be made for following processes 

within the actual or future projects. For example, if the 

daily target of a construction site is not reached, the 

proposed platform will support the identification of the 

root cause by pointing out the bottleneck. Improvement 

actions in order to adhere to the schedule in the following 

days or to avoid the problem to cause deviations again 

are suggested.   

2 Live Analysis 

The live analysis compares the production data in real 

time and indicates deviations from the planned schedule. 

Then, adjustments can be evaluated and implemented in 

real time. For example, the productivity rate that is 

necessary in order to adhere to the schedule can be 

displayed in the cockpit of the machine. The data 

provides live performance measures and the status of the 

production. It requires a setup with high bandwidth on 

site in order to process the data between the machines and 

the platform. The live comparison of the production data 

to the planned production schedule leads to the 

possibility to take live improvement actions such as 

increasing productivity rates. Even if an unpredictable 

deviation occurs, the data processing conducted live in 

the background can propose the right production speed to 

recover delays and assure schedule adherence.  

3 Predictive Analysis  

Based on data of previous projects, problems can be 

identified before they occur. The provision of production 

data respectively the production problems in the design 
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and work preparation leads to a more stable schedule and 

a decrease of variation. The more high-quality data is 

provided the more stable the prediction will get. 

Technologies such as Artificial Intelligence (AI) can 

support the analysis of large data sets. Machine Learning 

can support a predictive analysis of a likelihood of a 

certain problem if the input data is structured accurate. 

(Taofeek et. al, 2020) 

For each process or machine a threshold productivity 

value has to be defined that can be supported by Machine 

Learning. If the value is out of the defined threshold, then 

the platform will give a notification for that point in the 

schedule. The notifications can then be set in focus and 

the reason for deviation identified and categorized. The 

proposed classification functionality will get integrated 

and the reasons that commonly lead to deviations 

predefined. If a certain deviation occurs the platform 

supports in the identification of causes and improvement 

actions. As a structure to support the root cause analysis 

the Lean tool `five whys` will be used. According to 

David Mann the 5 whys is a basic method of root cause 

analysis. Every Why is intended to go deeper into the 

cause of a situation (Mann, 2014). The predefined tree 

diagram extends over the time and the user has the ability 

to complement the categories in order to cover every 

reason for deviation and preparation for further 

deviations. The classification according to the tree 

diagram respectively 5 Why can enhance project specific 

as well as organizational decisions. 

 

Figure 2: Problem Classification - Tree diagram 

 

The tree-diagram (Figure 2) captures the layers of the 

5 Whys’ and supports in defining the root cause by 

proposing previous documented reasons for deviation.  

If e.g., the overall evaluation points out that a high 

percentage of problems lead back to production machines, 

improvement actions can be focused to maintenance 

tasks. We propose each level of the tree diagram has a 

named definition and will be accessible by the people 

who can use the information for their decision making. 

However, the adoption of the tool is an important aspect 

of success. In order to analyze the root causes the 

categorization is essential. The layers will be defined by 

analyzing reasons for deviations of past projects by 

evaluating existing data and experience from people 

working on site. The definition of the layers will be 

defined according to the results of the analysis. 

4 Demonstration Case 

The scenario of the demonstration case was derived 

from a previous project of Rhomberg Sersa Rail Group. 

The planned data was gathered according to a project 

schedule. Nevertheless, the As-Is production data was 

derived from feedback of the site manager based on his 

knowledge. The production data wasn’t gathered while 

operations because such a system isn’t in place on the 

construction sites of the Rhomberg Sersa Railgroup. To 

describe the functionalities of the platform, two processes 

are focused. The goal of the chosen schedule cutout is to 

build the ballast track bed and the laying of rails. Both 

processes are conducted by machines (M1: Ballast Track 

machine, M2: Track crane).  

Productivity rates of both machines are the same that 

leads to a harmonized production speed. The construction 

of 200 m starts at 06:00 am and the completion is planned 

at 12:30 pm (Figure 3). The As-Is completion occurred at 

13:30 pm. Thus, the schedule was exceeded by one hour. 

A reflection of the delay was conducted but a valid 

identification of the root cause was not possible due to 

missing data. The usage of the proposed platform will 

enable different ways of analyzing the data and 

furthermore conduct appropriate improvement actions. 

The Rhomberg Sersa Railgroup is currently developing a 

software used to model the construction processes within 

a BIM environment. A novelty of that software is that the 

machines are integrated into the 4D planning 

environment and their motion respectively process 

execution is simulated. The aim of that software is to run 

process simulations in order to check the feasibility based 

on 4D clash detection and decrease variability. 

Standardized construction process modules can be used 

in order to improve the planning process. However, the 

integration of feedback from site in real-time is not yet 

considered in the software. Furthermore, the Rhomberg 

Sersa Railgroup recently launched a machine monitoring 

tool that structures complex machine data and makes it 

accessible. In the following chapters we describe the 

functionalities of the platform according to a 

demonstration case. 
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Figure 3: Demonstration Case: Schedule (Planned) 

 

4.1 Scenario 1: Retrospective Analysis 

The retrospective analysis of the production data 

leads to a bottleneck identification after the construction 

process was carried out. If the analysis is executed in 

short cycles appropriate improvements can be made for 

following processes within the actual or future projects. 

The analysis of the As-Is data in this scenario points out 

that M1 had a loss of productivity in the area between 

75m and 100m. The loss occurred between 08:15 and 

10:00 am. M2 had to adjust the speed due to the loss of 

M1 (Figure 4). According to the data M1 is the bottleneck 

and the reason for the delay. The red marked area 

highlights the area the deviation occurred. The As-Is 

graph of both machines points out that the adjustment of 

M2 was reactive and a collision was prevented on short 

notice on site. The analysis gives an indication about the 

time and the area. The identification of the root cause of 

the problem can be narrowed down with this information 

and further investigations can be done. The identified 

problem point will then be classified supported by the 

proposed root cause analysis tool respectively with the 

tree diagram. 

  

Figure 4: Way-time diagram - Retrospective 

Analysis 

 

4.2 Scenario 2: Live Analysis 

As described in the concept the machines are connected 

through the platform and the productivity can be 

compared to the planned in a continuous way during 

production. At 08:00AM when M1 slows down the 

information goes directly to M2, which can adjust its 

speed (Figure 5). At the moment when the productivity 

reaches the average, the platform can propose the right 

speed in order to adhere to the schedule. The information 

can be integrated into the system and the machine can be 

operated according to the information calculated in the 

platform. The live analysis enables not just live 

evaluation but also a live conduction of improvement 

actions such as the adjustment of the productivity rate in 

order to reach the planned schedule. 

  

Figure 5: Way-time diagram - Live Analysis 

4.3 Scenario 3: Predictive Analysis 

In this scenario a potential problem will be highlighted in 

advance (Figure 6). The construction team is able to 

perform measures in order to prevent the occurrence of 

the problem. The platform detects a potential risk based 

on the data of previous projects. The graphs show that the 

As-Is production was as planned. The machines were 

able to perform the planned productivity starting 

06:00AM to 12:30PM. Furthermore, proposals for the 

mitigation of the risk are linked based on the previous 

improvement actions. As shown in Figure 6 the 

productivity remains as planned. Both machines can 

work as planned and the risk for delay can be eliminated. 

The outcome assures schedule adherence.  
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Figure 6: Way-time diagram - Predictive Analysis 

5 Discussion 

The proposed framework has its focus on railway 

construction projects. Nevertheless, the functionalities 

can be transferred to other machine-driven infrastructure 

projects such as road construction. Due to the lack of 

possibilities of data collection supported with sensors the 

use in building construction projects it is not in scope but 

can be further evaluated in the future research.  

6 Conclusion & Outlook 

A platform for the analysis of production data in real-

time by comparing it with the planned schedule and 

providing a structure to categorize reasons for deviations 

would decrease variability in the construction industry. 

As described in the literature review several concepts for 

live data collection and analysis were proposed. However, 

to the best of our knowledge, a platform that focuses on 

Continuous Improvement actions based on production 

data could be considered as novel in the field. The 

proposed functionalities of retrospective, live, predictive 

analyses offer different ways to analyze and improve the 

production. The retrospective analysis enables a data 

driven review and supports identifying bottlenecks 

retrospectively. The live analysis enables live 

improvement actions such as increasing or decreasing 

productivity rates. The live processing of the data enables 

a data driven proposal of adaptions. When combined with 

machine learning, the collection of this high-quality 

production data can enable predictive analyses. The 

knowledge of previous construction projects can so be 

used to improve the planning process by considering 

potential risks that usually appear during construction.  

The detection of problem points with the 

classification functionality enables a focused CIP. The 

overall evaluation of the problems from production will 

enable a data-based decision making on different 

organizational levels. However, the implementation has 

to be accompanied with a comprehensive roll-out plan in 

order to increase acceptance. The unveiling and 

visualization of problems can lead to resistance from the 

workforce. 

The framework will be developed and practically 

evaluated in future projects of the company Rhomberg 

Sersa Rail. Further research activities should be the 

creation of a database for the comparison of the planned 

and the production datasets. The gathering of production 

data of manual tasks is very difficult and therefore it 

should be analyzed how this could be supported with 

emerging technologies (e.g., reality capture, motion 

capture and others). 

The functionality of the deviation recognition should 

be implemented based on the dataset to allow a 

Continuous Improvement Process or Root Cause 

Analysis of identified problems. The tree diagram as 

shown in Figure 2 should be systematically developed 

and extended with specific construction site experience.  

The authors would like to thank the company 

Rhomberg Sersa Rail for providing an insight into their 

practical processes and supporting the research.  
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Abstract – 

The construction industry is increasingly using 

information technologies (IT) and operational 

technologies (OT) to enhance processes and 

operations through digitalization. Creating, editing, 

storing, and sharing information in digital 

environments is only one side of the coin; the other 

involves monitoring and controlling physical 

processes on construction sites. Given the nature of 

construction sites, where humans and 

machines/equipment work collaboratively, safety 

concerns arise. Utilizing interconnected and cyber-

physical systems such as (semi)autonomous and 

remote-controlled machines on-site magnifies the 

importance of robust cybersecurity. Therefore, it 

becomes necessary to understand the threats against 

each networked equipment, analyze the 

vulnerabilities, assess the risks, and provide 

mitigation methods. Cybersecurity frameworks are 

effective solutions for this purpose; however, they are 

usually generic and thus require customization to be 

employed in the construction site environment.   

Against this background, this paper reviews 

existing cybersecurity frameworks/standards and 

selects the most suitable one to implement in the 

construction environment. The implementation was 

performed by customizing the selected generic 

framework considering the needs of a hypothetical 

construction site that utilizes autonomous 

earthmoving equipment. For the evaluation, a scoring 

system that was not included in the original 

framework was proposed. Given the paucity of 

studies in this field and lack of cybersecurity 

awareness in the construction industry, this study 

aims (1) to raise awareness about the potential cyber 

threats against construction sites that are increasingly 

interconnected, (2) to point out the need for a 

customized cyber assessment method on-site, and (3) 

help building a security-minded approach within the 

construction industry.  

 

Keywords –  

Construction 4.0; Cybersecurity; Cyber-Physical 

Systems; Cybersecurity Frameworks; Vulnerability 

Assessment; Autonomous Earthmoving Equipment 

1 Introduction 

Construction is one of the industries that has been 

increasingly globalized over the years with the advances 

in transportation and communication, and with trade 

agreements, leading to an increasing interconnectedness 

across countries [1]. The increasing globalization forces 

construction companies to re-engineer their processes 

and utilize novel technologies to stay competitive [2]. 

These technologies transform the way data is created, 

stored, and exchanged and how construction activities are 

performed, controlled, and monitored. The efforts to 

employ increasingly digitized processes in the 

construction industry are often called Construction 4.0, 

and the use of cyber-physical systems (CPSs) is an 

essential component of it [3].  

Some potential benefits of digitalization in 

construction projects are cost efficiency, reduced 

durations, improved quality, and enhanced site activity 

tracking. On the other hand, cyber threat surface 

increases with the use of common data environments 

(CDEs) to exchange information in cyberspace and 

networked CPSs to perform different tasks during the 

construction and operation & maintenance (O&M) 

phases.  

Information technologies (IT) and operational 

technologies (OT) domains have been isolated from each 

other for many years [4]. However, the need for enhanced 

performance, reduced costs, and improved control over 

the operations necessitated IT-OT convergence [4]. It is 

possible to see the examples of this convergence on 

construction sites, such as retrofitting legacy equipment 

with control systems (e.g., conventional excavators 

retrofitted with sensors and control units for autonomous 

operation) and employing new equipment designed with 

both IT and OT components (e.g., 3D concrete printers, 
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autonomous earthmovers, automated site-measuring 

robots, reinforcement positioning robots [5]). The report 

published by Trend Micro Research [6], analyzing the 

security levels of remote controllers used in industrial 

applications, indicates that millions of vulnerable radio 

frequency (RF) remote controllers are installed on heavy 

machinery in various industries, including construction. 

Long life spans of industrial equipment and high 

replacement costs lead companies to retrofit their legacy 

machinery with these remote controllers [6], which 

results in significant cybersecurity vulnerabilities. State-

of-the-art equipment designed to operate connected to a 

network comes with enhanced cybersecurity and 

protection against known threats; however, evolving 

cyber threat-environment requires companies to stay 

cautious and proactive [7]. 

So far, several studies have been conducted to 

research cybersecurity aspects of OT utilized in 

environments such as manufacturing, water treatment 

plants, and smart buildings. The common point of all 

these environments is that they are more structured and 

stable than construction sites. The changing environment 

and lack of stability on-site [8] increase the challenge of 

providing robust cybersecurity during the construction 

phase. In addition, the collaboration between humans and 

machines raises safety concerns [8] considering potential 

cyber-physical attacks. Therefore, understanding the 

potential threats against OT on construction sites, 

detecting security vulnerabilities, and providing 

mitigation methods are paramount. A few studies have 

focused on the OT cybersecurity aspects of construction 

sites, such as [9] that proposed a preliminary threat 

modeling method for construction projects based on the 

Quantitative Threat Modeling Method 

(QuantitativeTMM) and demonstrated it with a 3D 

concrete printer, [10][11] that implemented the Common 

Vulnerability Scoring System (CVSS) to evaluate and 

quantify the vulnerabilities of construction networks, [12] 

that investigated the gaps in the cybersecurity of OT 

utilized in construction and suggested future directions 

for the industry and academia, and [13] that pointed out 

the potential physical damages that might occur as a 

result of hijacked autonomous construction equipment. 

To the authors’ knowledge, there is no previous study 

investigating the use of cybersecurity frameworks during 

the construction phase. 

This study proposes implementing a generic 

cybersecurity framework considering the characteristics 

of construction sites utilizing autonomous earthmoving 

equipment (AEE). The implementation was performed 

only considering AEE to keep it more specific. A 

hypothetical site with AEE was designed to demonstrate 

the practical aspects of the proposed implementation. The 

rest of this paper is structured as follows. Section 2 

provides summaries of the prominent cybersecurity 

standards/frameworks, presents the selection process of a 

suitable generic cybersecurity framework to employ in 

this study, and gives a brief overview of the selected 

framework and its structure. Section 3 explains the 

implementation of the selected framework on the 

designed hypothetical construction site and demonstrates 

it step by step. In Section 4, the provided implementation 

is discussed considering its benefits for the construction 

sector and its limitations to be further studied. Finally, 

Section 5 presents the conclusions and planned future 

work. 

2 Cybersecurity Frameworks/Standards 

The increasing need for identifying cyber 

vulnerabilities and threats, assessing the level of 

cybersecurity, protecting the assets from potential attacks, 

and managing risks requires a well-organized and 

systematic approach. For this reason, many organizations 

and government bodies developed cybersecurity 

frameworks and standards. In addition, some 

governments enforce compliance with a cybersecurity 

standard. For example, in 2018, the United Kingdom 

(UK) government published the Minimum Cyber 

Security Standard (MCSS) [14] to set the minimum 

requirements expected to be accomplished by 

government departments. However, cybersecurity 

frameworks/standards are invaluable for companies to 

assess where they stand compared to the best practices 

even without legal obligations. Some local and 

international institutions developing such guidelines are 

the National Institute of Standards and Technology 

(NIST), National Cybersecurity Centre (NCSC), 

Institution of Engineering and Technology (IET), 

International Electrotechnical Commission (IEC), and 

International Organization for Standardization (ISO). 

Relevant documents from these institutions are 

summarized next. 

2.1 Review of Cybersecurity Frameworks and 

Standards 

This section presents the most prominent 

cybersecurity frameworks/standards developed by 

government bodies and internationally recognized non-

governmental organizations. These documents were 

reviewed considering their suitability to the construction 

site environment. Additionally, their usefulness for 

assessing OT cybersecurity was considered since this 

research particularly focuses on the potential threats 

against OT utilized on-site.     

ISO/IEC 27001:2013: This standard [15] provides a set 

of requirements for companies to establish and maintain 

an information security management system (ISMS). It is 

a generic standard and targets organizations of all sizes 
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from all sectors regardless of their work environment. 

The standard employs the “Plan-Do-Check-Act” model 

to structure the processes of ISMS. The organizations 

that claim conformity to this standard are expected to 

meet all given requirements or provide justification and 

evidence if they exclude any of them.  

ISO 19650-5:2020: This international standard [16]  

provides a guideline for a security-minded approach in 

construction projects and built environments that utilize 

building information modeling (BIM) processes. One of 

the focuses of this document is the cybersecurity of the 

sensitive information exchanged during the lifecycle of 

built environments from the design to O&M phases. 

While ISO/IEC 27001 sets out generic information 

security requirements that can be applied across various 

sectors, ISO 19650-5 differentiates itself by targeting 

collaborative data sharing processes of the built 

environment industry.  

Cyber Assessment Framework v3.0 by NCSC: This is 

an extensive framework [17] published by NCSC (UK) 

in 2019 and designed to be utilized for the cybersecurity 

assessment of organizations by their internal teams or by 

third-party companies. The assessment structure includes 

four main objectives: protecting against cyber-attack, 

managing security risk, detecting cybersecurity events, 

and minimizing the impact of cybersecurity incidents. 

Overall, there are fourteen principles under these main 

objectives that are broken down into thirty-nine 

contributing outcomes for a detailed assessment. The 

organizations using this framework are expected to 

evaluate whether each contributing outcome is achieved, 

partially achieved, or not achieved.  

Network and Information Systems (NIS) Directive by 

the European Union (EU): This is a legislative 

document [18] that aims to enhance the overall 

cybersecurity within the EU. More specifically, it 

requires each member state to improve its national 

cybersecurity by adopting a national information system 

and network security strategy. Moreover, it promotes 

EU-level cooperation among the member states for 

improved cybersecurity. It also sets out requirements for 

reporting incidents and risk management for essential 

and digital service providers. 

Code of Practice for Cyber Security in the Built 

Environment by IET: This code of practice [19], 

published in 2014, provides cybersecurity guidance to the 

stakeholders involved throughout the lifecycle of built 

environments. It analyzes the specific cybersecurity 

needs, potential threats, hostile agents to be considered 

for each building lifecycle phase. Additionally, different 

aspects such as the procedures, the involvement of 

humans in the processes, cybersecurity policies for 

buildings, and the trustworthiness of utilized software are 

discussed in the built environment context.  

Framework for Improving Critical Infrastructure 

Cybersecurity v1.1 by NIST: This document by NIST 

[20] addresses the cybersecurity risks associated with 

critical infrastructures (CIs) and aims to provide a 

flexible, repeatable, and voluntarily applied framework 

to CI owners and operators. It has three main parts: the 

Framework Profiles, the Implementation Tiers, and the 

Framework Core. The Framework Core uses various 

references such as industry standards and guidelines to 

help companies identify their current profiles and 

prioritize cybersecurity activities to achieve their targets.  

2.2 Selection of the Suitable Cybersecurity 

Framework 

Given each document’s scopes and brief overviews 

presented above, a comparison has been conducted to 

choose the most suitable option for this study. The review 

of ISO/IEC 27001:2013 shows that it mainly focuses on 

the information security aspects, as its name suggests. 

Therefore, it does not adequately address the OT-specific 

cybersecurity issues on-site. The NIS Directive by the 

EU provides an extensive set of requirements; however, 

its structure is not as modifiable as the other reviewed 

documents. Finally, the Code of Practice for Cyber 

Security in the Built Environment by IET thoroughly 

addresses both IT and OT security aspects in all phases 

of built environments. However, it does not provide a 

structured framework format that can be utilized to create 

a checklist for cyber assessment. As a result, although 

these three documents are comprehensive enough, they 

do not meet the requirements of this study.  

The remaining documents—ISO 19650-5, the Cyber 

Assessment Framework by NCSC, and the Framework 

for Improving Critical Infrastructure Cybersecurity 

(FICIC) by NIST—address both IT and OT cybersecurity 

aspects, which increases their suitability for this research. 

In addition, they all can be used for creating bespoke 

cyber assessment checklists for organizations due to their 

well-organized and flexible structures. However, the 

FICIC differs from the other two in a significant way: its 

ability to use the related frameworks and standards. The 

informative references in the Framework Core (e.g., 

ISO/IEC 27001:2013, NIST SP 800-53 Rev. 4) allow 

users to go through the sections of different sources 

relevant to each category (e.g., Risk Assessment (ID.RA), 

Response Planning (RS.RP)), and subcategory (e.g., 

ID.RA-3: Threats, both internal and external, are 

identified and documented). Furthermore, the FICIC is 

“[…] applicable to organizations relying on technology, 

whether their cybersecurity focus is primarily on 

information technology (IT), industrial control systems 

(ICS), cyber-physical systems (CPS), or connected 

devices more generally, including the Internet of Things 

(IoT)” [24, p. vi], which adequately addresses the 

cybersecurity issues escalating with the utilization of 

automated equipment on construction sites. For these 
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reasons, this study employs the FICIC v1.1 by NIST for 

the implementation and demonstration steps presented in 

Section 3.  

2.3 Overview of the Selected Cybersecurity 

Framework  

The FICIC encompasses three main components with 

different purposes. These components are briefly 

explained as follows: 

Framework Core: This framework component provides 

a group of outcomes to achieve better cybersecurity 

management and introduces reference documents as 

guidelines. The Framework Core has four main parts, 

namely Functions, Categories, Subcategories, and 

Informative References. The structure of the Framework 

Core and five different functions can be seen in Figure 1.  

  

Figure 1. Structure of the Framework Core of the 

FICIC (adapted from [20]) 

In total, there are 23 categories and 108 subcategories, 

and several informative references are presented under 

each subcategory. The Framework Core does not provide 

a checklist with questions to assess the current 

cybersecurity level. Instead, it guides organizations to 

create their assessment schema by providing different 

cybersecurity aspects in each subcategory and related 

reference documents. Moreover, it allows for flexibility 

by letting organizations customize the framework by 

selecting the necessary subcategories and references for 

their particular needs. As an example, Table 1 presents a 

section from the Framework Core that includes two 

subcategories under the Risk Assessment category in the 

Identify function. 

Implementation Tiers: The implementation tiers 

indicate to which extent the organization implements 

cybersecurity risk management practices in its processes. 

There are four tiers: Tier 1-Partial, Tier 2-Risk Informed, 

Tier 3-Repeatable, and Tier 4-Adaptive. Organizations 

are suggested to take necessary actions to progress 

towards higher tiers if their cost-benefit analysis also 

supports it. Therefore, organizations can decide on their 

target tier by determining the most cost-effective solution. 

Table 1. Section from the Framework Core of the FICIC 

for a specific function, category, subcategory, and 

related informative references 

 

Framework Profiles: The profiles show the alignment 

of an organization’s risk tolerance and commercial 

requirements with the outcomes in the Framework Core. 

Organizations can identify their Current Profile by 

assessing which outcomes from the Framework Core are 

currently achieved. Next, the Target Profile for reducing 

cybersecurity risks can be established considering the 

company’s business-specific needs and cyber-risk 

tolerance. After the Current and Target Profiles are 

identified, an action plan can be prepared to bridge the 

gaps starting from the business priorities.   

3 Implementation of the Selected 

Cybersecurity Framework 

As the FICIC by NIST has been developed to suit the 

needs of various industries and work environments, it 

includes different generic categories and subcategories 

that must be customized for specific applications. For this 

study, a hypothetical scenario was created considering 

the ongoing adoption of new technologies in construction 

sites, and the customization of the framework was 

performed based on this scenario. The scenario assumes 

a construction site that utilizes AEE to support 

earthworks activities. AEE is chosen for the hypothetical 

scenario since automating repetitive earthworks tasks has 

been a trending construction automation topic in the last 

decades. The mining industry was one of the first to 

employ the use of self-driving tech. For instance, 

Caterpillar started with its automation program more than 

30 years ago. More recent examples include the works by 

[21] that proposed using a time-delayed neural network 

architecture for automatic bucket-filling and 

demonstrated it with a wheel-loader and [22] that 

introduced an autonomous excavator system that can 

perform earthmoving tasks for long durations without 

any human intervention. In addition, heavy equipment 

manufacturers, such as Komatsu and Caterpillar, and 

Function Category Subcategory Informative References

CIS CSC 4

COBIT 5 APO12.01, APO12.02, APO12.03, 

APO12.04, DSS05.01, DSS05.02

ISA 62443-2-1:2009 4.2.3, 4.2.3.7, 4.2.3.9, 

4.2.3.12

ISO/IEC 27001:2013 A.12.6.1, A.18.2.3

NIST SP 800-53 Rev. 4 CA-2, CA-7, CA-8, RA-

3, RA-5, SA-5, SA-11, SI-2, SI-4, SI-5

CIS CSC 4

COBIT 5 BAI08.01

ISA 62443-2-1:2009 4.2.3, 4.2.3.9, 4.2.3.12

ISO/IEC 27001:2013 A.6.1.4

NIST SP 800-53 Rev. 4 SI-5, PM-15, PM-16

ID.RA-1: Asset 

vulnerabilities are 

identified and 

documented

ID.RA-2: Cyber 

threat intelligence 

is received from 

information sharing 

forums and sources

Risk 

Assessment 

(ID.RA)

IDENTIFY 

(ID)
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start-ups such as Built Robotics, are working on making 

self-driving bulldozers and excavators common on 

construction sites. 

3.1 Hypothetical Construction Site with an 

Autonomous Earthmover 

The hypothetical construction site considered in this 

study is presented in a diagram shown in Figure 2. 

Different elements of the diagram and their roles in the 

hypothetical scenario are explained as follows:  

A. Control Room: The control room serves as a bridge 

between the autonomous equipment and the technical 

office. There is an operator in the control room who 

manages the human-machine interface. As the monitored 

equipment is assumed to be autonomous—not semi-

autonomous or teleoperated—the human-machine 

interface (HMI) aims to provide interactive oversight 

over the equipment’s actions and allows the operator to 

intervene only when necessary [23]. Therefore, the 

operator can simultaneously manage multiple machines 

by following the notification system without actively 

monitoring all of them [23]. 

B. CDE: The CDE of the construction project provides a 

centralized platform for simultaneous data exchange 

between different stakeholders. The HMI is connected to 

the CDE and the AEE via a wireless communication 

network.  The type of wireless network is assumed to be 

5G due to the low latency and high mobility requirement 

[24].  

C. Technical Office: The technical office exchanges 

data with the HMI over the CDE. For example, the HMI 

can receive the BIM model from the CDE and send the 

required directions to the AEE related to the excavation 

and fill operations to be executed based on the 

information and requirements from the BIM model and 

planned schedule. Similarly, the technical office can 

access the excavation/fill amount performed by the AEE 

to date (and in real-time).  

D. AEE: As suggested by [8], it is assumed that the 

control system of the AEE has three main units, namely 

the vision unit, control unit, and execution unit. The 

vision unit receives data from the Light Detection and 

Ranging (LiDAR) system and cameras placed on the 

AEE for object detection and collision avoidance and 

passes the collected data to the control unit for further 

processing. The execution unit receives data from the 

real-time location systems (e.g., Global Positioning 

System (GPS), Ultra-Wideband) for accurate positioning 

[25] and from the pressure sensors to measure the 

reaction forces on the bucket [21]. The control unit 

conveys the vision unit data and the execution commands 

received from the HMI to the execution unit. Finally, the 

execution unit sends the required commands to the 

actuators (e.g., boom actuator, arm actuator, bucket 

actuator), steering, brakes, and accelerator. 

E. Other equipment and workers on-site: The AEE 

interacts with other equipment and workers on-site, 

which increases the significance of providing robust 

cybersecurity for the communication network.  

 

Figure 2. Diagram of the different components for the hypothetical construction site used in this study
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3.2 Customization of the Framework 

To customize the Framework Core, initially, the most 

relevant categories from each function and the most 

suitable subcategories from the selected categories were 

selected considering the characteristics of the 

hypothetical construction site. The selected categories 

and subcategories are shown in Table 2. This study does 

not intend to go over all functions, categories, and 

subcategories but to show a couple of applications as 

examples. In particular, the number of selected 

subcategories chosen was nine (Table 2). Of course, in 

real-life applications, these categories and subcategories 

can be extended to cover a broader range of cybersecurity 

aspects and increase the assessment’s accuracy 

depending on the project needs.  

Table 2. Selected Subcategories for Customization 

 

Following the selection of the categories and 

subcategories, an additional column was added to the 

Framework Core to include questions, which is not 

included in the original FICIC. These questions aim to 

assess the implementation level of the outcomes in each 

subcategory and transform the Framework Core into a 

checklist format. Thus, the utilization of the framework 

becomes more practical, and the evaluation of the 

different cybersecurity practices being implemented is 

facilitated. 

Several questions were created by going through the 

provided informative references. For example, two 

questions were created for the subcategory “ID.RA-1: 

Asset vulnerabilities are identified and documented” 

under the Risk Assessment category in Identify function 

(Table 3). Initially, each informative reference provided 

in the Framework Core for the subcategory “ID.RA-1” 

was scrutinized to find the appropriate options for the 

demonstrated construction site scenario in Figure 2. The 

Framework Core provides five different documents and 

their relevant sections for this subcategory. Two sections 

from two different documents were selected for creating 

Q3 and Q4 presented in Table 3: Section 4 (i.e., 

Continuous Vulnerability Assessment and Remediation) 

of the Center for Internet Security (CIS) Critical Security 

Controls (CSC) and Section CA-8 (i.e., Penetration 

Testing) of NIST SP 800-53 Rev. 4. The former suggests 

scanning the network for vulnerabilities with an 

automated tool on a weekly basis or more often. The 

latter recommends conducting penetration testing on the 

required systems with an organization-defined frequency. 

The mentioned suggestions were converted into 

questions to evaluate the security of the network that 

connects the HMI and AEE (Figure 2) on the 

hypothetical site, considering this connection’s safety-

critical role. Table 3 shows Q3, Q4, and four other 

questions created with the explained logic. 

The questions created during the customization of the 

framework have a crucial role in developing a 

cybersecurity assessment checklist. However, the 

assessment also needs to provide a structured way to 

answer these questions to interpret the results better. 

Therefore, the following subsection proposes an 

evaluation method to address this need. 

Table 3. Section of the customized Framework Core with questions 

3.3 Evaluation Method 

For assessing the cybersecurity implementation level 

of the construction site, a score-based evaluation method 

is proposed in this study. According to the proposed 

method, there are five different implementation levels to 

Function Category Subcategory

Asset Management (ID.AM)

ID.AM-5: Resources (e.g., hardware, devices, data, 

time, personnel, and software) are prioritized based on 

their classification, criticality, and business value 

ID.RA-1: Asset vulnerabilities are identified and 

documented

ID.RA-3: Threats, both internal and external, are 

identified and documented

Identity Management, 

Authentication and Access 

Control (PR.AC)

PR.AC-1: Identities and credentials are issued, 

managed, verified, revoked, and audited for authorized 

devices, users and processes

Maintenance (PR.MA)

PR.MA-1: Maintenance and repair of organizational 

assets are performed and logged, with approved and 

controlled tools

Anomalies and Events (DE.AE)
DE.AE-2: Detected events are analyzed to understand 

attack targets and methods

Security Continuous Monitoring 

(DE.CM)

DE.CM-1: The network is monitored to detect potential 

cybersecurity events

RESPOND 

(RS)
Response Planning (RS.RP)

RS.RP-1: Response plan is executed during or after an 

incident

RECOVER 

(RC)
Recovery Planning (RC.RP)

RC.RP-1: Recovery plan is executed during or after a 

cybersecurity incident 

Risk Assessment (ID.RA)

IDENTIFY 

(ID)

PROTECT 

(PR)

DETECT (DE)

Function Category Subcategory Informative 

References

Questions

NIST SP 800-53 

Rev. 4 SA-14

Q1. Is there a functional criticality analysis in place to assess the most critical components of 

the network that connects the AEE and HMI? 

CIS CSC 14 Q2. Do all network switches allow Private Virtual Local Area Networks (VLANs) to limit the 

communication between the components of the AEE and the private devices connected to the 

same network? 

CIS CSC 4 Q3. Is there an automated vulnerability scanning tool employed to scan the network that 

connects the AEE and HMI on a weekly-basis? 

NIST SP 800-53 

Rev. 4 CA-8

Q4. Does the organization conduct penetration testing on the network connecting the AEE and 

HMI in a monthly basis to detect potential vulnerabilities? 

NIST SP 800-53 

Rev. 4 PM-16

Q5. Is there a threat awareness program in place to inform the employees about the constantly 

changing threat environment targeting the CPSs utilized on construction sites? 

NIST SP 800-53 

Rev. 4 PM-12

Q6. Is there an insider threat program in place to continously monitor critical systems 

(including the systems linked to the AEE) and detect potential malicious insider activity? 

IDENTIFY 

(ID)

Risk 

Assessment 

(ID.RA)

ID.AM-5: Resources (e.g., 

hardware, devices, data, time, 

personnel, and software) are 

prioritized based on their 

classification, criticality, and 

Asset 

Management 

(ID.AM)

ID.RA-1: Asset vulnerabilities 

are identified and documented

ID.RA-3: Threats, both internal 

and external, are identified and 

documented
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be selected in response to each question under each 

subcategory. The Implementation Tiers of the FICIC 

were partially considered while deciding on the 

implementation levels in the score-based evaluation 

method. These implementation levels and the 

corresponding scores can be seen in Figure 3. 

  

Figure 3. The scorecard to be used for evaluation 

Different scores presented in Figure 3 are explained 

as follows: 

0 – There is no awareness about the mentioned 

cybersecurity practice.  

1 – There is awareness about the mentioned cybersecurity 

practice; however, there is no current implementation.  

2 – The mentioned cybersecurity practice is not 

formalized but partially implemented and utilized on an 

ad-hoc basis. 

3 – The mentioned cybersecurity practice is formally 

approved and updated regularly.  

4 – There is a continuous adaptation of the mentioned 

cybersecurity practice into the changing threat landscape. 

Lessons learned and predictive tools are utilized to 

improve the implemented practices.  

The average scores for each category and subcategory 

are calculated and used to identify gaps between the 

current practices and targets. The score-based evaluation 

also allows obtaining a qualitative overview of different 

cybersecurity practices’ current implementation levels 

(i.e., low score = low implementation level, and vice 

versa), thus channeling resources into the required areas 

and prioritizing cybersecurity actions. 

3.4 Demonstration of the Evaluation Method 

A demonstration of the evaluation method described 

in the previous subsection is presented in Figure 4, 

considering the hypothetical construction site. The 

responsible person for the cybersecurity assessment on-

site is assumed to conduct this evaluation, and his/her 

hypothetical scores are shown in Figure 4.  

The scores shown in Figure 4 indicate the 

implementation levels of the cybersecurity practices 

covered in each category and subcategory. For example, 

according to the scores in Figure 4, the Asset 

Management-related cybersecurity practices are 

implemented at a lower level—1.5 on average—than the 

ones related to the Risk Assessment—2.25 on average. 

Based on the scores and the organization’s priorities, a 

roadmap can be developed to improve the low-scored 

cybersecurity practices and achieve the target levels.  

 

Figure 4. Demonstration of the evaluation method 

4 Discussion and Limitations 

The customization of the framework—including the 

questions created for each subcategory—and the 

proposed evaluation method—that was not included in 

the original framework—provides an efficient way to 

assess the implementation levels of different 

cybersecurity practices on construction sites that utilize 

OT. As demonstrated in Section 3.4, the assessment 

results aim to guide the organization to set a roadmap 

towards a more secure construction site. Scores for each 

question lead to the average scores of subcategories and 

categories, as shown in Figure 4.  

The average scores show where the construction site 

stands in terms of the evaluated cybersecurity practices. 

However, the scores by themselves are not sufficient for 

a thorough evaluation. Deciding on the actions to 

improve the current cybersecurity level also requires 

setting target levels for each practice. These targets can 

be set by the cybersecurity experts and the project 

management team based on the priorities and risk 

appetite of the organization. In this study, a methodology 

for setting targets is not provided, which is a limitation. 

Another limitation is using equal weights for each 

question, subcategory, and category. Assigning different 

weights for each aspect would lead to a more 

comprehensive evaluation. Finally, having one person 

conducting the assessment instead of a group of 

evaluators with mixed backgrounds reduces the accuracy 

of the results. 

5 Conclusions and Future Work 

There has been a lack of attention from the industry 

and academia towards the cybersecurity aspects of the 

construction industry. Moreover, to the best of the 

authors’ knowledge, the implementation of cybersecurity 

frameworks on construction sites has never been 

discussed in the previous studies. Therefore, this study 

targets to raise awareness about the potential 

cybersecurity vulnerabilities of construction sites—that 

0 No awareness

1 Awareness without implementation

2 Partial implementation

3 Full and repeatable implementation

4 Adaptive Implementation

SCORECARD
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are increasingly interconnected and automated—and 

points out the need for customized cyber assessment 

frameworks to evaluate these vulnerabilities and mitigate 

them. With this purpose, an implementation of a generic 

cybersecurity framework (i.e., the FICIC by NIST) that 

assesses the employed countermeasures against the 

construction-specific cyber threats was presented in this 

paper. The implementation included customizing the 

existing framework (i.e., selecting the necessary 

categories and subcategories and adding questions to 

each subcategory), proposing a score-based evaluation 

method—which was not included in the original 

document—and demonstrating the assessment on a 

hypothetical construction site that utilizes AEE.  

Future work will extend this study to include a 

complete evaluation, covering more subcategories, 

categories, and functions. Also, a more comprehensive 

scoring system—where each cybersecurity aspect has an 

individual weight, and a mixed group of evaluators 

conducts the assessment—will be proposed for more 

accurate results. This paper did not include an 

implementation on a real construction site since the 

primary purpose was to direct the attention of the 

industry and academia towards the potential 

cybersecurity issues on smart construction sites and 

introduce the authors’ approach to address these 

problems. However, a case study that implements the 

complete evaluation on a real site will be conducted in 

future work to present more concrete findings.  
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Abstract 
Construction management can be grouped into 

two different levels: strategic early planning, that 
provides the baseline for project monitoring, and 
short time initiatives, based on objectives and self-
organization from actors who are involved in on-site 
processes.  

This is currently managed through the 
representation of many separate processes and this 
does not eliminate the inefficiencies that arise at the 
level of synchronization of the individual tasks 
performed by different organizations. Efficiency in 
construction management implies to take into 
consideration choreographies because they better 
reflect synchronization of different organizations 
management processes. 

On the other hand, smart contracts linked to 
single task execution assure both promptness and 
irreversible tracking at single task level. The actual 
execution of processes depends both on what 
happens and on the information that flows between 
the subjects who actually carry out processes 
asynchronous to each other, so the only possibility to 
synchronize them is information. 

This research describes a framework for 
applying BPMN choreographies to construction site 
processes in order to better model processes and 
integrate them with smart contracts. Every single 
activity in the baseline can be modelled as a 
choreography at a lower level. On the other hand, 
process performance monitoring can be performed 
thanks to blockchain tasks notarization. 

Concrete casting quality assessment process has 
been chosen as use case. A BPMN choreography has 
been defined for this purpose and blockchain 
application for accomplished tasks and information 
notarization has been developed and tested on a 
construction site. 

Keywords – 
Smart contracts, Process modeling, Process 

management, BPMN Choreographies. 

1 Introduction 
Construction site is notably a distributed 

environment, where each participant is responsible for 
running its own activities as well as business processes 
with tools of its choice. The passage from project 
scheduling to on site operations management requires a 
change of perspective. The latter can be considered as a 
complex system management issue since it presents 
emergent behaviors thus it can not be handled in a 
traditional way.  

Full adoption of digitalization on the other hand asks 
for a better management of data, where issues like 
provenance tracking, traceability and record keeping are 
resolved [1]. Blockchains are candidates to be tools able 
to guarantee these requirements and smart contracts are 
succesfully used to enforce compliance with the agreed 
process steps. Reasons for this success lie mainly in the 
fact that blockchains and smart contracts are 
technologies enabling decentralization of operations, 
better transparency, and immutability of stored 
information. This is implied by the fact that smart 
contracts must be verified by a community of 
independent verifiers in order to be executed[2]. 

This work proposes an approach to process 
management in the construction domain where all 
relevant data and events produced by different 
participants are stored immutably. Therefore, the 
solution proposed in this work is characterized by the 
following aspects: 
1. the use of blockchain, which overcomes the need

for manual data recording and ensures reliability in
notarizing events;

2. the need for a domain expert frmalizing
choreographies of processes, checking the
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compliance of the lookahead plan, and deploying 
the automatically generated smart contracts on the 
blockchain; 

3. the feasibility study of the proposed process
starting from the formalization of the 
choreography to the application to a real case in
the production and verification processes of
concrete specimens.

2 Literature review 

2.1 Blockchain based construction 
management on-site 

Construction management includes the optimization 
of on-site operations by planning, scheduling and 
controlling building processes. Many scheduling 
methods and approaches have been proposed to manage 
efficiently construction, and lean production philosophy 
seems to be the roadmap to follow. Koskela [3] claimed 
the need of new conceptualization of construction that 
views production as a flow of materials and information 
to the end product. Following this philosophy, Ballard 
and Howell [4] proposed a new approach to 
construction production, and later Ballard [5] developed 
the Last Planner System (LPS) that performs work 
structuring in the control stage i.e. the process of 
activity identification, sequencing and scheduling. 
Ballard [5] proposes a scheduling process articulated 
into four levels of detail (Master Schedule, Phase 
Schedule, Look-ahead Schedule and Weekly Plan). The 
lookahead schedule is the most important element of the 
workflow control system and covers the next 3 to 12 
weeks, entailing the current Weekly Work Plan.  

Distributed ledger technology (DLT), or Blockchain 
is frequently presented as a driver of innovation in the 
construction sector [6]. Blockchain is a distributed 
ledger based on the internet. When a transaction is 
broadcast to the network it is received by all nodes who 
validate and verify its existence trough a sequence of 
pre – defined checks [7]. Smart contracts is one major 
application of Blockchain in construction. It is a 
computerized transaction protocol that executes the 
terms of a contract [8]. Smart contract has the goal of 
satisfying common contractual conditions while 
minimizing exceptions and the needs of trusted 
intermediaries, lowering transaction costs. This tool 
with blockchains could be part of the solution for 
interlinking work processes, stakeholders and assets’ 
life cycle phases [9]. Blockchain is also often seen as a 
perfect tool for improving trust among actors involved 
in the construction process [10]. A thorough review of 
blockchain potentials in literature has been provided by 
the Construction Blockchain Consortium [11], which 

mentions transparency of transactions and reliability of 
data flow across the distributed supply chain among the 
most desired benefits induced by the integration of 
blockchains with the existing ecosystem of IT 
infrastructures and services in the AEC industry. 

2.2 Choreographies notation for managing 
construction 

Process-based simulation and planning are 
innovative techniques in the field of construction 
projects management. After several years of research, 
tools and methodologies have been developed and 
applied to concrete case studies, proving their 
effectiveness [12,13,14,15]. Compared to traditional 
techniques, based on PERT diagrams and Gantt charts, 
process-based techniques allow the generation of plans 
that take into consideration constraints imposed by 
using available resources (e.g. limited availability, non-
overlapping tasks using the same resource, etc). So far, 
researchers focused on project management using 
Collaboration diagrams, using the BPMN Process 
notation. 

Such diagrammatic representation is more suitable 
in case the project manager knows the internal details of 
the processes involved in the overall project. 
Construction projects, on the contrary, are examples of 
complex systems, where most of the internal details of 
involved processes are hard to elicit. For this reason, 
BPMN Choreography diagrams have been introduced as 
part of the BPMN 2.0 formalism by the Object 
Management Group [16]. Such diagrams more 
conceived about information exchange gives necessary 
freedom for organizations to better organize their 
internal processes. 

Thus, BPMN Choreography Diagrams represent 
how the participants should interact, without 
introducing details on the specific process implemented 
by each participant. In case several suppliers or 
collaborators, that are external to the organization, 
participate in the construction process, the project 
manager can agree with them the expected information 
to be provided, the logical order in which they should be 
provided, and the time constraints when they should be 
provided; on the other side it is not necessary to know 
the internal steps taken by the supplier or collaborator, 
in order to provide such information. To the best of our 
knowledge, BPMN Choreography diagrams have not 
been used to coordinate the participants of a 
construction process, but several researchers have 
developed techniques and tools combining BPMN 
Choreography diagrams with the smart contracts 
executed on the Ethereum blockchain in order to 
notarize the execution steps of the processes 
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implementing the choreography, as well as ensuring that 
the choreography will be executed by the participants as 
expected [17, 18, 19]. 

2.3 Research questions 
The fragmented world of construction involves the 

interaction of multiple parts from the design phase 
through construction till operations. During construction, 
in fact, multiple players participate simultaneously, 
which raises the question of trust between the parties 
and traceability of performed tasks.  

In addition, on-site planning can differ from 
programmed planning because of instances arising from 
the interaction of different actors.  

In the light of the just defined scenario, this research 
aims to respond to the need of formally represent site 
processes and of the notarization of the key processes 
steps. This is done by using the lookahead plan, well-
known in construction, and translating it into a BPMN 
of processes. These BPMNs then act as a railway for the 
blockchain service as a means of traceability and 
reliability of information exchange among construction 
participants.   

3 Methodology  
Figure 1 depicts the steps of the adopted 

methodology. The Choreography Definition step 
analyses laws and regulations as well as international 
standards in order to specify how participants should 
interact in order to reach the overall task. In particular, it 
sets the documents or artifacts that are supposed to be 
exchanged and their expected appearance along the 
execution. This step is conducted by a domain expert, 
who collects the knowledge and represents it as a 
BPMN Choreography diagram. From the choreography, 
a smart contract written in Solidity is automatically 
generated and deployed on the Quorum blockchain. The 
Lookahead Planning is a responsibility of the project 
supervisor that, for the specific project, coordinates and 
schedules the on-site and off-site activities using, indeed, 
a lookahead plan. The lookahead plan contains detailed 
information about the actions to be taken by each 
participant, and the days when such activities are going 
to happen. In our methodology, the lookahead plan is 
extended in order to convey additional information 
about what documents or artifacts each participant is 

expected to produce or consume, at any given activity. 
An example of the extended format of the lookahead 
plan will be given in Fig. 2. The next step is 
Conformance Checking, where the lookahead plan is 
compared against the choreography. This comparison 
yields a positive answer in case the participants and 
activities in the lookahead plan produces and consumes 
documents and artifacts in some order that is compliant 
with the given BPMN choreography. The conformance 
checking can be either done manually or automatically: 
the key idea is that the lookahead plan describing the 
scheduled activities can be translated onto a BPMN 
collaboration diagram, and the latter can be checked for 
compliance against a BPMN choreographyusing model 
checking algorithms [17]. In case of a negative answer, 
it means that the designed lookahead plan breaks laws 
or regulations described in the BPMN choreography, 
thus activities must be re-scheduled. 

Finally, the Monitoring and Notarization 
stepmonitors the activities executed by the participant in 
their processes and stores the relevant information about 
their execution on the blockchain through the smart 
contract deployed in the first step. 

Let us underline that the proposed methodology has 
two steps marked as initial, viz. Choreography 
Definition and Lookahead Planning. The former is taken 
the first time that the knowledge about laws and 
regulations is encoded as a BPMN choreography, and 
every time it changes. The latter is taken at the 
beginning of each construction project, and every time 
the project activities require a re-scheduling. 

The methodology has been tested on a real case 
study using a prototype architecture implementing the 
aforementioned steps and interacting with the users 
using a web interface.    

3.1 Choreography definition  
A model of the inspection procedures of ready – mix 

concrete testing have been proposed with Business 
Process Modelling and Notation (BPMN) 2.0 language.  

The latter is a process description language that use 
a flow – chart machine-readable notation. Basically, it 
allows to map the visual description of a process in the 
appropriate execution language. The advantages offered 
by BPMN are the following: 

• flow charts to represent business and production 
processes; 

Figure 1 - Methodology steps definition 
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• standardization of flow charts components, that 
facilitates communication; 

• a human comprehensible representation of 
constructs defined in software-execution language.  

BPMN can be used to present three main categories 
of processes: orchestration, collaboration and 
choreography.  

Orchestrations are a standard process descriptions 
involving a single entity executing its own tasks. 
Collaborations describe the interaction of several actors, 
attaching to each of them an orchestration. 
Choreographies, instead, shows only the interaction 
points between participants and focuses on message 
flows (Fig. 3). 

The most important players involved in the 
choreography of the ready-mix concrete inspection are: 
Project supervisor, Site supervisor, Construction 
Company, Concrete supplier. Other players involved are 
the owner, the official tester and the local building 
office. The inspection procedure involves a complex set 
of activities, sequences and feedback processes, 
communication and issue of documents, as depicted in 
Figure 3. Starting from the mandatory steps and 
responsibilities identified by the NTC2018 the process 
has been modelled focusing on the information 
exchange. 

3.2 Lookahead planning  
The lookahead plan [5] is a construction stage bar 

chart developed by the contractor that has a time range 
of 4 to 6 weeks. In the Lookahead plan construction 
activities and single tasks are scheduled considering the 
needed resources.  

The following set of information can be found in the 
lookahead plan: activities and tasks, activity timing, 
participants and operational resources, activity needs 
(predecessors, materials, tests). 

The choreography definition of the inspection 
procedure for the selected case study needs the addition 
of a set of information concerning each activity. 
Therefore, for each activity IN and OUT information 
have been added, with the objective of highlighting 
communication needs of the inspection procedure. The 
lookahead plan improved with the communication 
features of each activity can be found in Figure 2. 
Activities are grouped by construction resources, i.e. 
crews.  

3.3 Conformance checking 
The lookahead plan contains enough information for 

describing the actual construction processes happening 
on the field. It is immediate to encode the information 
of the lookahead plan as a BPMN Collaboration 
diagram: for each crew appearing in the lookahead plan, 
a separate BPMN Process lane is drawn, combining the 
sequence of activities mentioned in the lookahead plan 
itself. Activities are mapped onto tasks, in the BPMN 
diagram, and whenever two or more activities can 
happen on the same day, they are translated onto tasks 
that are executed in parallel, using the BPMN parallel 
gateway. Whenever an activity A must be finished 
before another activity B can start, then task A is 
followed by task B. If two or more activities (e.g. A1, 
A2) must finish before the task B can begin, then tasks 
A1, A2 are joined together using a parallel gateway with 
several incoming connectors and one outgoing 
connector towards task B.  

Figure 2. The lookahead plan improved with the communication features 
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Figure 3 - Concrete test on site choreography 
BPMN process. 

 
 

The input and output messages mentioned in the 
Information column are used to discriminate whenever a 
task is expected to throw a new message (OUTPUT) or 
to catch a message generated by another participant 
(INPUT).  

A successive step is checking whether the BPMN 
Collaboration diagram fulfils the given BPMN 
Choreography diagram. In fact, the former contains the 
precise sequence of tasks and events that throw and 
catch the messages mentioned in the Choreography 
diagram. During the conformance checking phase, the 
project supervisor verifies (1) whether the sequences of 
messages thrown and caught as specified in the BPMN 
Collaboration diagram satisfy the order of messages 
given in the BPMN Choreography diagram, and (2) 
whether each message is thrown following the 
associated task, and is caught just before the begin of 
the expected task. This task can be automatized by using 
model checking algorithms [5]. 

3.4 System architecture  
The proposed methodology has been tested using a 

prototype system that uses smart contracts on a Quorum 
blockchain to monitor the activities of processes 
happening on the site. The main architectural 
components of the system are as follows: 

Ethereum Virtual Machine. It allows a local node to 
deploy new Smart Contracts on the Blockchain, and 
interact with them. 

Smart Contract Generator. It translates a BPMN 
choreography diagram onto a smart contract written in 
Solidity ready to be compiled and deployed onto a 
Quorum blockchain. 

Smart Contract Compiler. It allows to compile a 
smart contract written in Solidity onto the bytecode 
language interpreted by the Ethereum Virtual Machine. 

Business Process Execution Engines. Each 
organization involved in the activities happening on the 
construction site, execute their own BPMN processes 
using their favourite BPMN execution engine. 

Smart Contract Connector. It is a driver connecting 
the Business Process Execution Engine chosen by the 
organization and the Smart Contracts deployed on the 
Quorum Blockchain, through the Ethereum Virtual 
Machine. Whenever a choreography action is required 
the Smart Contract Connector invokes the smart 
contract to check whether the required exchange is 
compliant with the choreography encoded in the smart 
contract itself. In case of positive answer, the Smart 
Contract Connector enables the Business Process 
Execution Engine to do so, otherwise the connector 
raises an exception that will be handled by the Business 
Process Execution Engine. 

876



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 
 

The overall system implements a so-called DApp 
(Distributed Application), where each organization runs 
its own instance of the Business Process Execution 
Engine, and all such instances synchronize among 
themselves using a single instance of smart contract 
deployed and running on the nodes of the Quorum 
blockchain. The smart contract is signed and deployed 
on the blockchain, thus its state is accessible to all the 
participants of the construction contract and not 
accessible to any other participant in the Quorum 
blockchain.    

By the very definition of Quorum smart contract, 
each allowed participant can inspect the state of the 
smart contract itself at the same level of detail. This 
ensures that no participant is in the position of hiding 
information to the others, thus no participant can 
become a bottleneck of the information flow during the 
construction activity. 

3.5 Case study 
The inspection of ready-mix concrete cast-in-place 

process is analysed as sample case study. The cast-in-
place of concrete in formworks is a very common 
construction sub-process, and the project supervisor 
must perform contract-based and regulation-based 
quality tests. The inspection procedure is characterized 
by many correlated sub-processes and implies a 
remarkable modelling complexity. Furthermore, the 

inspection of ready-mix concrete cast-in-place is a 
critical task for detecting a building structure quality 
and therefore needs to be assessed by several 
documents, following national standards, regulations 
and guidelines. The case study of the construction of a 
large warehouse building in northern Italy has been used 
to test the proposed method. The warehouse building 
structure is made of prefabricated components of 
reinforced concrete and has a one / two storey hall-like 
shape. The load bearing structure is made of a 
prefabricated reinforced concrete frame system 
(columns and beams), the envelope is made of 
reinforced concrete prefabricated wall panels and 
corrugated roof metal slabs. The foundations are 
individual spread footings for each column, joined 
together by ground beams, made of reinforced concrete. 
The project quality test of the conversion process of 
ready mix cast-in-place reinforced concrete construction 
of the foundations has been used to test the proposed 
system. The inspection procedures are defined by the 
Italian technical regulation of construction [20]. The 
ready mix quality test consists in taking a sample of 
concrete during pouring operations. A cube – shape 
formwork, of 150 mm of side is filled with concrete, 
delivered to an accredited structural mechanics 
laboratory. According to the regulation then the 
laboratory will perform a compression resistance test on 
the sample after 28 days from the preparation and not 

Figure 4. Web app screen of transport document request 
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later than the following 45 days. The aim of this first 
application is to test the notarizing process system with 
the delicate process of concrete mixing test that involves 
different figures and presuppose trust. 

The choreography designed for the case study (see 
Fig. 2) involved 8 actors: Designer, Owner, Project 
Supervisor, Municipality, Construction Company, 
Concrete Supplier, Site Supervisor, and Laboratory. It 
includes 21 user tasks, one start event, two terminating 
events, 15 parallel gateways, 41 flow arrows connecting 
tasks and gateways among themselves, 17 produced 
documents and 4 returned receipts. 

4 On-site feasibility test  
The experiment conducted at the site involved 

notarizing all steps of the concrete testing choreography. 
A web application was developed to allow notarization 
of the various steps on site directly via smartphone or 
tablet. The part of the entire modeled choreography that 
was possible to test live on site begins at the arrival of 
the concrete mixer truck and is highlighted in green in 
Fig. 2. 

The web app requires a log-in procedure so it 
presents different screens depending on whether the 
person logging in is the project supervisor or the lab 
performing the testing for example. Once the new 
process has been created, the first information to be 
noted is that concerning the concrete supplier company. 
In Figure 4 it is possible to notice that in this phase also 
the transport document can be uploaded as an image and 
then sent to the blockchain service to be stored 
immutably.  

At this point we proceeded with the actual formation 
of the concrete specimens whose images can be seen in 
Figure 5. It was possible to upload and notarize a 
picture of the tested concrete specimens in the 
application.  

In the case study a sample concrete cube from the 
truck mixer has been prepared during the pouring of a 
spread footing of the foundations of the building.  

To the aim of digitalizing the testing process a RFID 
digital tag has been used to identify the cube sample. 
The RFID tag has the size of a coin and has to be placed 
on the surface of the concrete cube. 

In this case the photo, Figure 5, was particularly 
useful because the concrete specimens were provided 
with an RFID tag in order to verify their identity once 
transported to the laboratory. The photo is therefore 
useful to verify the correct positioning of the tag. 

Finally, the reading of the RFID tag together with 
the geographic coordinates of where it happened have 
been notarized by reporting the identification code of 
the passive instrument inserted in the specimen.  

The last document of this part of the process to be 
noted is the report of the results of the compression test 
of the concrete mix. The test aimed at demonstrating the 
feasibility of the presented methodology. It should be 
specified that prior to the on-site test, training was given 
to the figures involved, with particular reference to the 
project supervisor, who was in charge for carrying out 
most of the operations.  

5 Conclusions  
The introduction of a rigorous translation of 

construction industry processes through standards is still 
slow in coming while it could be a valuable tool within 
a sector characterized by high fragmentation. The aim 
of this work has been to propose a methodology to 
integrate process modeling through BPMN with smart 
contracts. This has the advantage of being able to attest 
reliability and accountability in the completion of tasks. 
Starting from the case study that in this case has focused 
on the construction phase and in particular on a delicate 
process rich in infiltration as concrete quality control, a 
blockchain has been proposed for the notarization of the 
information flow.  

For modeling of construction management 
processes, we started from the application of traditional 
tools such as the lookahead plan and then proceeded to 
the translation into BPMN. The first process modeling 
made use of BPMN Collaboration then translated to 
BPMN Choreography since the latter representation 
better mimics the structure of construction industry. In 
our case study, compliance between the BPMN 
Collaboration diagram and the BPMN Choreography 

Figure 5. Clockwise from top to bottom: concrete 
mixer for casting concrete foundations; webapp for 
blockchain; on site concrete specimen with rfid read 

with smartphone. 
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diagram was conducted manually. We leave as future 
research the implementation of automated procedures to 
conduct this comparison. 

A web application was then developed to map the 
modeled process to annotate the flow of information 
between the different actors in the process, which in this 
case were the project supervisor and the testing 
laboratory.  

The whole proposed system was tested in a 
construction site in northern Italy in order to evaluate 
the feasibility on site and to investigate possible fraud 
attempts. While this test focused on a specific 
choreography of processes, the presented methodology 
can easily be applied to other construction processes, in 
order to test its extendibility and effectiveness.  
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Abstract – 

Construction automation helps to improve 

productivity and project performance. This study 

demonstrates a methodology for evaluating project 

performance improvement through appropriate 

automation of construction processes. This 

quantitative evaluation approach involves a 

compositional modeling driven case-based reasoning 

methodology. Potential processes for executing the 

activities in a project can be explored by generating 

combinations of process fragments compiled from 

cases. This approach is demonstrated through an 

example of RCC column construction. It is shown that 

a large number of processes are possible even for 

simple tasks and a systematic procedure for 

evaluation is necessary for identifying the 

appropriate level of automation. 
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1 Introduction 

Automated construction has been gaining attention in 

the recent past because of the success of robots in other 

fields such as manufacturing. With growing urbanization 

and housing deficit in many countries, automation in 

construction is a promising approach. In spite of the 

general consensus that automated construction reduces 

time and cost, there is not enough research in quantitative 

methodologies for evaluating productivity improvement 

through implementing appropriate automation in 

construction. The broad aim of this research work is to 

develop a systematic methodology for productivity 

analysis of automated construction processes. The study 

specifically explores the use of simulation tools to predict 

productivity improvement through creating multiple 

processes by combining process fragments from a case 

base. 

2 Literature Review 

Simulation based performance analysis of 

construction projects has gained renewed interest in the 

recent past. Literature shows the usage of simulations in 

a variety of projects [1-6]. Discrete event simulation tools 

involving time-cost studies have been utilized for 

construction project performance improvement [7-10]. 

However, there has been limited focus on quantitative 

evaluation of automated construction processes [11].  

An important research question is: How do you 

identify the optimal level of automation in construction 

such that there is maximum improvement in project 

performance?  

The present DES approaches are unable to perform 

simultaneous analysis of multiple construction process 

fragments which makes the task of identifying 

appropriate automation challenging. The representation 

of non-static construction processes in DES for 

simulating and identifying appropriate level of 

automation is a significant knowledge gap in literature. 

  This paper introduces a methodology for addressing 

this knowledge gap. The novelty of the present work is in 

resolving the challenge of representing, modeling, and 

simulating non-static construction processes. This 

addresses “the search and explore based approach” of 

simulating construction operations for identifying 

appropriate levels of automation which would lead to 

overall project performance improvement through time-

cost optimization. 

3 A Methodology for Productivity 

Assessment in Automated Construction 

A compositional-modelling driven case-based 

reasoning methodology is developed for accomplishing 

the objectives of this study (Figure 4). It involves discrete 

event simulations for the calculation of the duration taken 
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for activities to complete the construction process. The 

entire construction process is decomposed into a work 

breakdown structure with fine levels of details. The 

activities are refined down to the level of basic 

elementary tasks called therbligs [12], which are used in 

the study of motion economy in workplaces for the 

optimization of manual labor. See Table 1 for the list of 

therbligs.  

A case library containing multiple cases of 

construction activities is developed through case-study 

observations and by analysing videos of construction 

activities from the world wide web. The construction 

activities in each case are decomposed into a hierarchical 

structure as shown in Figure 1. Depending upon the 

processes that are adopted in a case for the sub-activities, 

cases performing the same top-level activity might have 

different decompositions. An object-oriented 

representation is used to represent activities in which the 

activities are grouped into activity classes. Any two 

activities that belong to the same parent class can 

potentially be interchanged during case adaptation, 

provided all the constraints are met. Thus, case 

adaptation helps to create multiple processes for the same 

top-level task.  

 

Table 1. List of therbligs  

Sl. No. Therbligs Sl. No. Therbligs 

1 Search 10 Use 

2 Find 11 Disassemble 

3 Select 12 Inspect 

4 Grasp 13 Preposition 

5 Hold 14 Release Load 

6 Transport 

Loaded 

15 Unavoidable 

Delay 

7 Transport 

Empty 

16 Avoidable 

Delay 

8 Position 17 Plan 

9 Assemble 18 Rest 

 

 

 

Figure 1. A schematic representation of multiple 

activity cases 

3.1 Description of RCC Column 

An example of RCC column (Figure 2) construction 

is taken here to illustrate the concept of model 

composition and performance evaluation. Many methods 

of column construction are automatically generated and 

simulated for identifying the best process meeting the 

requirements of time and cost.The properties are listed as 

follows: Dimension: 300 x 200 x 3200; Reinforcement 

details: 6 numbers of 14mm rods as main reinforcement; 

8mm diameter shear stirrups @ 100mm c/c with 25mm 

cover.  

The following assumptions are made: the column is 

at the ground level and the foundation work is completed 

already. The main reinforcements of the column are 

lapped to the foundation reinforcement. The resources 

are already available at site for preparation and execution.  

Remark: The illustration is a part of a larger RCC-

frame structure involving a combination of columns and 

beams, which is significantly complex, voluminous, and 

sophisticated. However, the authors have chosen to the 

present a single column based demonstration in this paper 

for introducing the research framework with emphasis on 

the fundamental concepts in it. 

 

 

Figure 2. Cross-section of RCC column 

 

3.2 Work breakdown structure of RCC 

Column 

A detailed work breakdown structure of the RCC 

column construction is presented here for illustration. 

This hierarchy contains the construction of the Column 

unit as the top-level task (Table 2). Steel work and 

concreting are the main sub-activities. The steel work is 

further decomposed into main reinforcement and stirrup 

work. The main reinforcement activity is decomposed 

into transporting from stock to cutting yard, cutting, 

transporting to site location, assembling. Similarly, the 

stirrup activity is decomposed into transporting from 

stock to cutting yard, cutting, bending transporting to site 

location, assembling. The concreting involves shuttering, 

concreting, de-shuttering, and curing.  

 

 

 

Table 2. A portion of work breakdown structure for 
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RCC column construction 

Activity Description 

1 RCC column construction 

1.1 Steel reinforcement assembly 

1.1.1 (A) Fabrication 

1.1.1.1 (A.1) Main reinforcement 

1.1.1.1.1 (A.1.1) Transporting from 

Stockyard to Cutting yard 

1.1.1.1.2 (A.1.2) Cutting to Measured Size 

1.1.1.2 (A.2) Stirrup 

1.1.1.2.1 (A.2.1) Transporting from 

Stockyard to Cutting yard 

1.1.1.2.2 (A.2.2) Cutting to Measured Size 

1.1.1.2.3 (A.2.3) Bending to Shape 

 

3.3 Case-library of construction processes 

A case-library of construction processes has been 

compiled from on-site observations and videos of 

construction activities. The cases contain multiple 

possibilities of activity execution modes based on the 

work breakdown structure of the activities used for the 

construction. For every activity, cases of either manual, 

mechanical, or electromechanical options are considered. 

The therbligs based data for the case library is acquired 

by analysing world-wide-web based video resources. 

4 Performance evaluation of processes 

For a new project, multiple processes are generated 

by adapting similar cases. The primary method of 

adaptation is substitution of similar activities based on 

their inheritance relationship. The generated processes 

are simulated using a discrete event simulation software. 

Implementation details of modeling and simulation are 

provided below.  

4.1 Model generation  

Cases are represented in XML format. Cases contain 

the decomposition of the process as well as the resources 

utilized for the activities. The activities are decomposed 

in to therbligs with corresponding durations (Figure 3). 

Data required for executing simulations are also included 

in the case files. 

All activities are classified using inheritance 

relationships. The activities can be run in sequence or 

parallel based on the case considered. The number of 

cycles of therbligs are also specified. A sample XML file 

is shown in Figure 5. 

 

 

4.2 Generating solutions for a new problem 

The data related to the new project is provided as 

input to the CBR module. Multiple processes are 

generated by case adaptation. Each adapted case 

combines parts of activities of the previous cases and 

generates a new process solution. This approach of 

combinatorial model generation leads to development of 

new processes that includes combinations of activities 

from across the case library.  

An in-house developed simulation tool, AutoDES, is 

utilized for performing discrete event simulations of 

generated processes. The simulations provide the time 

durations for each activity of the process (Figure 6). The 

cost of resources and capital costs are computed 

separately for each process solution.  

5 Results 

Simulations using compositional modeling driven 

case-based reasoning methodology were able to identify 

best processes for RCC column construction considering 

time and budget. The procedure involved search and 

exploration of activities and resources from the case 

library. The simulation approach offers the possibility of 

generating millions of combinations of activities to 

identify the optimal process.  

For example, transporting main reinforcement from 

stockyard to cutting yard was most efficient with Case 1: 

using a Bar Spider lifting equipment with automatic 

release system (29 sec), whereas Case-1: using a Mobile-

Crane and 4 labors was least efficient (89 sec). The 

cutting of main reinforcement to measured size with Case 

5: Cutting rebar with a Circular Saw took 16sec, while 

Case 4: Cutting rebar with a handheld hydraulic rebar 

cutter took 30sec. Rebar bending with Case 2: 

Mechanical bending of rebar to shape with a bar-bender 

took 84sec, whereas Cases 4 and 5: Automated bending 

of rebar to shape with a bar-bender: Type-1 and 2 took 

only 44sec.  

Considering the combinatorial possibilities, least 

time consuming RCC column construction process took 

1342 sec, the most time consuming process took 4125 sec, 

and the optimal time consuming process took 2116 sec. 

(It should be noted that activities related to formwork, 

curing, etc. have not been included in this model, to keep 

the example simple enough).  All the three solutions are 

a combination of manual, mechanical, electromechanical 

device based activities. It was possible to identify the 

level of automation for each of the solution cases through 

this methodology.  
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6 Summary and Conclusion 

This paper introduced a compositional modeling 

driven case-based reasoning methodology for improving 

project performance through optimal level of automation 

in construction process. For illustration, a typical RCC 

construction task was considered. In order to explore 

various methods of construction with different levels of 

automation, a case library was used. Each case consists 

of a method of construction using different tools and 

techniques. Representing a case involves breaking the 

construction process in to activity fragments up to the 

basic level of elementary tasks called therbligs. These 

activities can be performed through multiple approaches 

involving manual, mechanical, electro-mechanical or any 

other means.  

The study demonstrates that a large number of 

processes are possible even for simple tasks in 

construction and a systematic methodology is needed for 

identifying the best process involving appropriate level 

of automation.  Results indicate possibility of significant 

savings in construction time through automation 

implementation. Moreover, present study showcases a 

process simulation tool that can be utilized for the 

evaluation of the overall construction process of a project. 

Further work is in progress involving refining and 

testing of the methodology through much more complex 

combination of activity cases. Future research would lead 

to a greater and deeper understanding on implementation 

of optimal level of automation in construction process. 

This would possibly prove positive impact of automation 

on the overall project performance. 
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Figure 3. A schematic of therbligs based coding 

for rebar cutting activity

 
 

Figure 4. Compositional modelling driven case-based reasoning methodology of DES for Construction Process  
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Figure 5. A sample XML file showing the inheritance relationships between classes 
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Figure 6. Simulation result of Case-5: Cutting rebar with a circular saw 

Improvement 
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Abstract –  

Despite the significant benefits of Building 

Information Modeling (BIM) that can be potentially 

achieved during the operation and maintenance 

(O&M) phase, industry has so far mainly focused on 

its implementation in the design and construction 

phases. As-built BIM models cannot be efficiently 

used mainly due to a lack of expertise on the owners’ 

and operators’ side to update and use them. 

Moreover, industry standards do not contain precise 

guidelines to ensure the ease of use, interoperability, 

and maintainability, for an efficient and effective 

utilization of models. Additionally, as these models 

are mainly developed for the design and construction 

phases, they usually lack information required for 

the building’s operations and contain many 

superfluous details. These issues constitute some of 

the main barriers to the adoption of BIM for O&M. 

In this light, this research investigates delivering 

correspondence between as-built models and O&M 

requirements, using procedures and automated tools 

to facilitate quality management activities for FM-

BIM.  

 

Keywords – 

BIM; Quality Management; BEP; IFC 

1 Introduction 

Building Information Modeling (BIM) consists of 

the creation of a digital representation of the physical 

and functional characteristics of a facility as an 

integrated database of coordinated, consistent, and 

computable information (Ramesh, 2016). It serves as a 

shared knowledge resource for information about a 

facility and provides a reliable reference for decisions 

throughout its lifecycle, to maximize efficiency, 

improve information exchanges, and reduce costs (Vega 

Völk, 2017). The use of BIM has thus far mainly been 

focused on design and construction phases. However, its 

main benefits can be achieved during the Operation and 

Maintenance (O&M) phase. 

Aside from aspects such as generating savings 

during the design and construction phases, BIM 

provides a repository of detailed information of the built 

asset that can be used during operations. Consequently, 

receiving a complete BIM model at the end of the 

construction project is becoming increasingly important 

for the owners. However, even though the 

commissioning and handover process of delivering 

physical assets is very well defined, the lack of 

standards or procedures for digital project delivery 

creates confusion for owners in terms of deliverables. 

As a result, the delivered models are not ready to be 

used by operators as they lack the relevant information 

and contain superfluous data.  

Hence, it is crucial that the owner can constantly 

check the quality of the models before the delivery and 

during the handover, to monitor the progress of model 

development and to solve issues as early as possible. On 

the other hand, having standard procedures and tools 

will help the designers and engineers create useful 

models for operation, as it makes it possible for them to 

perform quality control before delivery. The main 

objective of this research is to investigate quality 

management aspects of FM-BIM models and to develop 

automatic quality improvement and control tools. 

2 Literature Review 

2.1 BIM for Operations and Maintenance 

To efficiently perform its tasks, Facilities 

Management (FM) must centralize information from 

various fields under one roof. Information should be 

managed and analyzed in a structured and systematic 

way to facilitate decision-making. FM activities depend 

on the accuracy and accessibility of data created in the 

design and construction phases and maintained 

throughout the O&M phase (GSA, 2011). The BIM 

model can supply 3D geometry as well as the data of 

assets and spaces to FM databases to be used for 

activities such as planning for maintenance and 

renovation. 

Although BIM models are successfully used in the 

design and construction phase, most models created for 
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these phases contain significant quality issues including 

inaccurate, incomplete, or unnecessary information for 

facility managers (Zadeh et al., 2015). As a result, the 

use of BIM during the O&M phase remains limited as 

the models are not readily usable and require extensive 

modifications and quality improvement, which is costly 

and time-consuming. 

In addition, industry standards do not contain 

guidelines to ensure the ease of use, efficiency, 

interoperability, and maintainability of FM models. 

Motamedi et al. (2018) stated that the FM models 

should evolve from as-built and as-designed models: 

they must include geometry and be lightweight. They 

further noted that models must include all relevant 

attributes for inspection, maintenance and simulation, as 

well as the relationship between elements. The quality 

of data and its availability is crucial as it enables the FM 

database to provide the information with the required 

level of detail.  

2.2 BIM Quality Assurance and Control 

The National BIM Guide identifies procedures to be 

defined and documented within the BIM Execution Plan 

(BEP), such as a QA approach for monitoring the 

modeling process and a QC approach to test the 

compliance of the final deliverables with quality 

standards (Motamedi et al., 2018). However, current 

BEPs do not feature comprehensive QC/QA processes. 

A continuous QA mechanism set up by the owner 

guarantees the quality of the model throughout the 

project lifecycle.  

Zadeh et al. (2015) identified different types of BIM 

data quality issues (e.g. incompleteness, inaccuracy, 

incompatibility, incoordination, incomprehensibility) 

and categorized them according to different perspectives 

(e.g. entity-, model-, or user-level) and relevant facility 

management perspectives (e.g. assets, MEP systems, 

spaces). Furthermore, Ramesh (2016) proposed 

comprehensive quality attributes (i.e., availability, 

consistency, accessibility, timeliness, relevancy, 

completeness, accuracy) and a QA and QC planning 

procedure. The procedure allows owner organizations, 

along with project teams, to systematically identify 

areas of concern when documenting and delivering 

facilities information, and to eventually define ways to 

manage them. This procedure consists of 1) identify 

facility information users; 2) understand user needs; 3) 

translate needs to quality attributes; 4) establish process 

controls; 5) define product controls. The procedure 

identifies the goals of owner organizations, lists their 

concerns and enables the development of a strategy for 

quality management, enabling the exchange of usable 

information. However, Ramesh’s procedure does not 

include the model’s assessment method. 

Regarding QC, the designers’ work is reported at 

project meetings and a report is prepared for project-

specific official checkpoints, describing the priority 

issues that require attention. At these checkpoints, QC 

include several steps, such as a self-check, carried-out 

by the designer, internal check, by the project manager, 

and client assessment (Kulusjärvi, 2012). 

However, the goal of the model preparation process 

is to have a lightweight federated model that complies 

with a standard format and is enriched with FM data. To 

achieve this goal, Motamedi et al. (2018) proposed a 

QC checklist, yet, it needs to be further expanded. To 

automatically assess the model, automatic model-

assessment tools are available on the market (e.g. 

Solibri, Revit Model Checker), but the applicability of 

these tools for FM purposes regarding the owners’ 

requirements must be evaluated, especially for COBie 

deliverables (Patacas et al., 2014).  

2.3 COBie 

Construction Operations Building information 

exchange (COBie) is a non-proprietary data structure 

that enables the creation and transfer of asset 

information. It is used as a data handover tool for 

transferring the data taken from the BIM models. 

However, COBie is only a platform for data capture and 

transfer and does not include specific data requirements 

for each asset type. Additionally, BEPs are generally 

imprecise regarding data requirements, delivery 

schedule, and data quality of COBie deliverables. 

2.4 Research Gaps and Research Steps 

The literature highlights a lack of comprehensive 

checklists and procedures to assess the quality of the 

BIM model for FM. There is also a need for an 

automated method for identification and correction of 

quality issues. The research proposes a comprehensive 

list of required items and information that must be 

present in the model for the operations of the facility, 

alongside a list of unnecessary items that must be 

purged from the design and construction models. The 

research proposes automated checking and purging 

methods. Model-checking tools and visual programming 

are used to develop an auditing tool useful for the 

construction firms and the Facility Managers. Moreover, 

a QA process flow to be used by owners and 

constructors regarding the requirements for FM is 

proposed. The developed tools and procedures were 

used in a real project to assess their applicability and to 

gather feedback for future improvement.  
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3 Proposed Solution 

3.1 Checklist for BIM Model Quality Control 

and Purge 

Alongside the specific data required by the owner, 

which vary from one project to another, the overall 

quality of an FM-BIM (e.g. data format, assets 

relationships, room definition) must be evaluated. Since 

this model derives from either an as-build model or a 

design-intent model, a preliminary preparation step is 

needed to ensure that all the required data are included 

in the model following a comprehensive checklist.  

Tables 1 and 2 show the extended version of the 

tables developed by Motamedi et al. (2018). They 

include items that are generic for all BIM models, 

regardless of the authoring software. Additionally, they 

include highlighted items related to a specific authoring 

tool (i.e., Autodesk Revit). Although the terminology 

used to describe the highlighted items is tool-specific, it 

can be transposed for other tools. Finally, the items 

were categorized. 

Since the as-built model contains unnecessary 

information for the purpose of O&M (e.g. structural 

elements, assembly, parts), the model should be purged. 

As a result, the model is more lightweight and, if 

possible, federated. Table 2 shows the proposed items to 

be purged from the model. Finally, once the model 

containing all the necessary information (owner’s 

requirements) attains a sufficient level of quality and all 

superfluous information has been removed, it can be 

exported in an interoperable format, such as IFC. The 

model’s data is then transferred to CMMS or CAFM 

platforms. 

Table 1. FM-BIM quality control checklist 

Cat. Item Description 

D
el

iv
er

y
 

Standalone models FM-BIM models should be 

delivered standalone with multiple 

models combined. 
Completeness Delivered models should be 

complete, including: Floor plans, 

Reflected ceiling, Mechanical 
ductwork and piping, Lighting, 

Electrical power, Electrical panel 

diagrams, Fire protection, Data 
system. 

F
il

e 
M

an
ag

em
en

t 

Compatibility 

information 

Details about the compatible 

version of the viewing and editing 
applications should be provided per 

model. 

Geolocation The model should be geolocated. 
Model alignments The architecture, structural and 

MEPF models should match and 

align. 
Folder structure Models are organized in a standard 

and consistent directory structure. 

Pinned links Links should be pinned in place. 
Nested links Reference nesting should be 

avoided. 

Link path Links should have relative paths. 

G
en

er
al

 

URL URLs must only be used when it is 
impossible to provide the content 

locally. 

Asset modeling Assets should be placed only in 
their associate models. 

Elements visibility There should not be hidden 

elements. 
Phase elements Each object should be modeled in 

the proper phase. 

Units Consistent units should be used for 
the properties of assets. 

S
p

at
ia

l 
el

em
en

t 
cr

ea
ti

o
n
 

Space completion There should not be any missing 

spaces. 
Room location Rooms should not be located on the 

roof or outside. 

Room tags Room tags should be displayed in 
the center of each room in a floor 

plan view. 

Room level hosting All rooms/spaces should be hosted 
at the level in which they contribute 

to the net and/or gross building 

square footage. 
Room and space 

definition 

Rooms and spaces should be in a 

properly enclosed region. 

Room duplication There should not be multiple 
Rooms in the same enclosed region. 

Room height Room volume should go from its 

current level to its above ceiling. 
Space height Space volume should go from 

current level up to above slab. 

S
p

at
ia

l 
el

em
en

t 
p

ro
p
er

ti
es

 

Room identification Unique name and numbering should 
be used for rooms in the building. 

Room finishes Surfaces of rooms should have 

finishes. 
Related space 

naming 

Space names should correspond to 

room. 

Definition of areas Areas are defined for grouping by 
function purpose. 

Gross area definition The calculation method should 

comply with a guideline. 
Zone definition Zones should be created. 

Zone assignment Every space should be assigned to 

at least one zone. 

R
el

at
io

n
sh

ip
s/

A
ss

ig
n

m
e

n
ts

 

MEP equipment 

location definition 

Location relationship should be 

based on the space from which the 

equipment is accessed.  
Object duplication There should not be duplicate 

objects. 

Architectural 
components location 

definition 

Architectural components should be 
associated to the room where they 

are located/from where they will be 

maintained. 

Systems 
System modeling There should not be any 

components with no system 

definition (Unassigned System). 

L
ev

el
s 

an
d
 c

ei
li

n
g

s 

Floors definition Floors should be properly defined 
and should not exist as ceilings. 

Ceilings definition Ceilings should not be cut by a 

room. 

Room bounding Ceilings should not be room-

bounded to enable correct space 

height. 
Duplicate levels There should not be multiple levels 

at the same elevation. 

Helper levels and 
floors 

Helper levels and floors should be 
removed. 

N
am

i

n
g
 

co
n

v

en
ti

o

n
 File naming Model file names should conform to 

a standard. 
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View/Sheet naming Model view and sheet names should 
be consistent and conform to a 

standard. 

Level naming Level names should be consistent 
and conform to a standard. 

System naming System names should be consistent 

and conform to a standard. 
Family naming Family names should conform to a 

standard. 

Type naming Type names should conform to a 
standard. 

Room/Space naming The names of rooms and spaces 

should be consistent and conform to 
a standard. 

Room/Space 

classification 

Rooms and spaces should be 

classified following a standard 
classification scheme. 

Equipment 

naming/identifiers 

Equipment names should be 

consistent and conform to a 

standard. 

Equipment 

classification 

Assets should be classified 

following a standard classification 
scheme. 

Annotations All annotations and title blocks 

should be consistent and conform to 
a standard. 

Table 2. Purge checklist of items to be removed from 

the FM-BIM 

Cat. Name Description 

A
n

n
o

ta
ti

v
e 

el
em

en
ts

 Annotations All unnecessary annotation should be deleted, 
specifically related to structure, installation, 

assembly or construction. 

Revisions Revisions information should be purged from 
the model. Revisions cannot be deleted, but 

they must be “un-issued”. 

Line styles All unnecessary line styles should be removed, 
specifically related to structure, installation, 

assembly or construction. 

V
ie

w
s 

Legends All unnecessary legends should be removed, 
specifically related to structure, installation, 

assembly or construction. 

Schedules All unnecessary schedules should be removed, 
specifically related to structure, installation, 

assembly or construction. 

Sheets All unnecessary sheets should be removed. 
View 

templates 

All unnecessary view templates should be 

removed, specifically related to structure, 

installation, assembly or construction. 
Scope boxes All unnecessary scope boxes should be 

removed. 

Views not on 
sheet 

All views not on any sheet should be removed 
(e.g. plan, section, elevation, detail, test, work 

in progress and drafting views). 

C
u

st
o
m

iz
at

io
n
 

Design options All unnecessary design options should be 

removed. 
Area space 

schemes 

All unnecessary area space schemes should be 

removed, specifically related to structure, 

installation, assembly or construction. 
Worksets Worksets should be discarded. 

Browser 

organization 

Keep only one browser organization for views, 

sheets and schedules (“all”) 
Visibility Turn on all model objects, all annotation 

objects, remove all filters, and turn on the 
visibility of all worksets and links. 

M
o
d

el
 

in
te

g

ri
ty

 

Generic 

models 

All unnecessary generic models should be 

removed. They should be avoided in general. 

In-place 
families 

All unnecessary in-place families should be 
removed. They should be avoided in general. 

Unused 

elements 

All unused objects should be purged and 

removed. 
Mass elements All unnecessary mass elements should be 

removed. They should be avoided in general. 

Detailed 
components 

All unnecessary detailed components should 
be removed. 

Groups All groups used to model the building must be 

ungrouped. 

F
il

e 

Purge The models must be purged multiple times 
before being shared. 

Linked files All non-transmittal linked-in files 
(CAD/Revit) should be removed from the 

model. 

Images All unnecessary images should be removed. 
Warning count Warning count should be reduced to zero. 

Merging files If possible, architectural, mechanical, 

electrical, fire protection and specialized 

equipment should be merged into one file. 

3.2 Solution for implementing the checklist 

In this research, several commercial quality control 

tools were assessed, such as schedules in Revit, Revit 

Model Review, Revit Model Checker, Solibri, and 

Dynamo. Aside from Solibri, these tools are embedded 

in Revit. However, it is possible to import an IFC file 

generated in other tools to Revit and then perform the 

quality control. As no single tool adequately supports all 

the required checks, a combination of them is required 

to achieve a sufficient level of quality control 

implementation.  

Revit Model Checker is identified as the tool in 

which a large portion of the quality control checklist 

items can be programed. Table 3 shows a sample 

model-checker script that reports the spaces where their 

names and numbers do not match the names and 

numbers of their corresponding room. Revit Model 

Review is then used to complement Model Checker for 

specific checklist items (e.g. it checks that each 

enclosed region in the model has a defined space or 

room). 

Table 3. Example of check code using Model Checker 

Check 

Name 
Check Code 

Space 

matches 

room 

(Category OST_MEPSpaces Included Code:True 
AND Type or Instance Is Element Type = 

Code:False 

AND Parameter SPACE_ASSOC_ROOM_NAME 
Does Not Match Parameter Code: ROOM_NAME) 

OR (CATEGORY OST_MEPSpaces Included Code:True 

AND Type or Instance Is Element Type = 
Code:False 

AND Parameter 

SPACE_ASSOC_ROOM_NUMBER Does Not 
Match Parameter Code: ROOM_NUMBER) 

 

For purging, Dynamo scripts are used to implement 

most of the cleanup checks in a semi-automated way. 

Most codes list all the elements corresponding to an 
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item of the checklist and allow the user to remove the 

unnecessary elements by filtering through a keyword or 

chain of characters (e.g. all view templates that contain 

“struct”). The process requires a human input to identify 

the keywords or take the final decision on the deletion 

of the data. This method is efficient for viewing a list of 

potential unnecessary similar items and removing them 

once. 

Finally, an Excel dashboard was created to keep 

track of the improvement of the model’s quality. This 

dashboard is populated by the results of the assessments 

of Model Checker, displaying figures both related to 

quality control and purgeable items. It makes it possible 

to quickly visualize the model’s quality status.  

3.3 Procedure for the Use of Developed Tools 

Figure 1 shows the proposed procedure for FM-BIM 

model preparation. The assessment of the models occurs 

at two levels: 1) the modeler carries out self-checks 

using the above-mentioned auto-evaluation tools (self-

check boxes in Figure 1); 2) at specified milestones—to 

be determined in the BEP—the project manager 

executes a control of the models using a combination of 

the developed tools. The generated report populates the 

dashboard to monitor the quality status and to determine 

any necessary improvements. After a number of 

iterations, the FM model is exported in an interoperable 

format, such as IFC, and delivered to the client. It is 

important to convert the model to the IFC format when 

it is of a sufficient quality, as the checks are carried out 

in the authoring software using the native format. 

4 Case Study 

he developed tools and procedures were assessed in 

a project of a general contractor based in Quebec. A 

building of a care center mandated by a major 

provincial owner organization was selected for the case 

study. The purpose was to assess the usability of the 

tools and the process and to gather feedback from 

stakeholders for future improvements. The project 

delivery mode was design-build and the company was 

in charge of managing the production of as-built BIM 

content and a customized COBie file.  

In the complete COBie standard worksheets, the 

client requested only the design-related sheets (i.e. 

Contacts, Facility, Floor, Space, Type, Component, 

System). The required rules defined in the COBie 

standard and some optional properties to be transferred 

to the operations database were listed in the initial 

contract. A further analysis of the standard, contractual 

documentation, and interviews were performed to 

complete the data requirements of the client.  

4.1 Utilization of developed tools 

For the purpose of assessing COBie deliverables, 

two available tools were assessed. COBie QC Reporter, 

a java-based program, is used to assess the content of 

COBie files, however, the tool is complicated to work 

with and is not capable of verifying all the fields 

required for the project. Revit Model Checker is an 

alternative tool in the BIM Interoperability Toolset. A 

functionality comparison of these tools was performed 

and is presented in Table 4. The numbers in each 

column indicate the number of assessed rules for each 

COBie sheet. The results show that none of these tools 

is capable of assessing all the rules and they need to be 

used in parallel. 

 

Figure 1. Overall workflow view of FM-BIM preparation showing checks performed at milestones 
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Table 4. Comparison of number of rules assessed by 

each COBie control tool 

COBie Sheet 
Name 

Only Model 
Checker 

Only QC 
Reporter 

Shared between 
tools 

Contact 0 20 0 

Facility 6 2 14 
Floor 1 1 10 

Space 2 1 15 

Zone 1 3 7 
Type 6 7 32 

Component 0 6 14 

System 3 3 8 

 

The Model Checker template for COBie assessment 

does not include all the required rules and fails to detect 

many existing errors. Additionally, the format of the 

values (e.g. classification parameter or picklist) cannot 

be assessed by the template. Thus, a new set of checks 

was implemented and both tools were successively run. 

Finally, the data is exported in an Excel format and the 

QC Reporter is used to assess the remaining rules (e.g. 

contact rules, or sheet cross-referencing). Additionally, 

some non-COBie related checks proposed in this 

research were run to improve the quality of the model. 

For example, the developed Dynamo code to assess the 

height compliance of rooms and spaces was used to 

ensure that each COBie component is correctly included 

in a space or room volume. 

4.2 Process design for the use of tools 

A detailed process map was proposed regarding the 

use of tools. Figure 2 shows the process flow for the 

generation of COBie data and the utilization of the 

developed QC tools. The process includes a detailed 

identification of COBie requirements (i.e. sheets, fields, 

assets, classification standard and naming conventions). 

At the beginning of this project, the process and the 

required data items and formats were not adequately 

defined, which made the process of updating the model 

very tedious. 

Once the COBie requirements definition is 

completed by the client/owner, the project manager, 

together with the designers, can set up the models of 

various disciplines accordingly by creating the 

parameters and choosing the appropriate classification 

system. The task of populating the model with the 

COBie data is to be carried out by the corresponding 

designer. Quality control is then performed by the 

project-manager, using COBie schedules embedded in 

Revit and the Model Checker. Once the model is 

complete, the COBie file can be generated and assessed 

using QC Reporter. Finally, the COBie file and the 

report are shared with to the client for evaluation. 

Since multiple iterations are likely to occur in the 

COBie generation process, a dashboard, is developed to 

monitor the progress of the quality assessment. The 

dashboard is intended to provide a better visualization 

of the result of the checks implemented in Model 

Checker, as they can be directly exported in Excel. The 

tool was validated in the project and will be used 

(together with the workflow) for upcoming projects of 

the company to improve the delivery of COBie. 

5 Conclusions and Futurework 

This research project addressed the lack of methods 

to control and improve the quality of BIM models for 

O&M by proposing checklists of necessary items to be 

included in the FM-BIM, as well as superfluous items to 

be purged from the model. Additionally, a new method 

Figure 2. Proposed workflow to deliver a high-quality COBie 
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and tools to evaluate the quality of BIM models for the 

O&M phase were proposed. They facilitate the delivery 

of complete and usable FM BIM models. The 

applicability of the tools and methods were assessed in a 

real project by applying the rules related to the quality 

of COBie data in a BIM model. 

The results of this research contribute to creating 

more useful BIM models for FM, which will eventually 

increase the quality of operation. High-quality BIM 

models help to increase the efficiency of building 

operations and to achieve major cost reductions. 

Ultimately, the effective management of buildings will 

also help to increase the comfort and quality of life of 

their inhabitants. 

Although the developed tools addressed multiple 

items of the checklist, there is still quality control items 

that their assessment can be automated. Additionally, 

the checklist can be further extended by considering 

new requirements in the industry. The developed tools 

can be further improved to automatically fix the 

problems in the model (e.g. space and room height auto 

adjustments). Moreover, changes to contract templates 

or BEPs should be proposed to precisely define quality 

assurance procedures. 
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Abstract -
This work examines the potential of process mining in

the Architecture, Engineering, Construction, and Operation
(AECO) industry, where process mining is rarely applied.
The main reason is that standardised processes are hardly
ever performed due to the complexity of projects. To address
this application gap, the software-supported cost estimation
process for a tender in a German construction company is
examined. For this purpose, data sets from three different
projects are exported from the software RIB iTWOTM and
analysed with regard to process discovery. Investigations are
carried out from the control flow, case and organisational
perspectives. A particular problem in the analysing part
is the currently inadequate quality of the data sets to be
examined. Due to data quality issues the consideration of
temporal aspects is rather not possible. Therefore, consistent
and appropriate forms of logging must be implemented in
software systems that are used to support theAECO industry.
For the present use case an automated working script was
created to process the log data to fix further quality issues
and meet process mining requirements.

The results show that it is essential to establish standard-
ised language rules that are generally valid throughout the
industry and that are subsequently referenced by all utilised
software systems. This enables comparative analyses across
projects and companies to make process mining methods
become routinely and profitably applicable in the AECO in-
dustry.

Keywords -
ProcessMining; Process Discovery; AECO Industry; Civil

Engineering; Building Construction; Cost Estimation

1 Introduction
Process mining is to be seen as a link between data

science and process science since it brings together tradi-
tional model-based process analysis and data-centric anal-
ysis techniques [1]. While several process mining ap-
plications can be mostly found in the areas of financials,
healthcare or manufacturing, the method is rarely applied
in the Architecture, Engineering, Construction, and Oper-
ation (AECO) industry [2]. In the planning phase within
the AECO industry, there are usually complex and individ-
ual projects handled [3]. Standardised processes are rarely
found. Tasks that require creativity and problem-solving
skills may lead to unstructured process flows and usually
challenge the applicability of process mining methods [1].
Nevertheless, process-supporting software is also in-

creasingly being used in the AECO industry. Countless

data is already collected in everyday business, but is hardly
ever analysed. It is necessary to verify that meaningful in-
terpretations of the collected data can be implementedwith
the help of process mining. Currently, only a few research
is conducted on the use of process mining methods in the
AECO industry. This emphasises the importance of the
scientific work highlighted in this paper, that addresses the
cost estimation process of a construction company.
In this paper, Section 2 reviews available scientific stud-

ies on process mining applications in the AECO industry
and underlines the sector specific application gap. Section
3 describes the fundamentals of process mining and the
case study from this paper. In Section 4 the investigated
use case is presented. Section 5 shows the critical con-
clusions and recommends topics to be addressed in future
work.

2 Related Work
Overall, only a few research studies are done on the use

of process mining methods in connection with the AECO
industry.
In [4] two disciplines of processmining, process discov-

ery and conformance checking, are used to analyse process
steps in modular construction through RFID tracking data.
The case study is conducted as a laboratory experiment and
can generally be assigned to a rather structured manufac-
turing process than to the classical AECO industry.
In the context of [5] three case studies in the field of

civil engineering are investigated to cover different phases
of civil engineering projects. The first case study is about
the planning phase of a civil road construction project with
data from a project management tool to find loops and bot-
tlenecks in the execution. In the second case study data
from drone images documenting construction progress
in the form of point cloud models (as-built models) are
compared with planned (as-planned) Building Informa-
tion Modeling (BIM) models. The third case study was
in the context of facility management using maintenance
(error) data.
Some more scientific work can be found in the context

of BIM with [6, 7, 8, 9, 10]. All of them treat real project
or laboratory data from the design authoring tool Autodesk
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RevitTM [11]. The in the present work investigated soft-
ware system, RIB iTWOTM, can also be used in the context
of BIM, for example to take over design authoring tool data
to perform automatically mass determination of building
elements.
Zhang et al. [6] aim to provide a productivity measure-

ment in the workflow of different BIM design authors.
Therefore, it concentrates on the most frequent patterns
(sequence of commands) within all the log data from real
life projects to assess the process duration of those pat-
terns. The work of Yarmohammadi et al. [7] addresses the
same topic but just examines patterns within real project
data with the most frequent activities without considering
time aspects. Other scientific work in the context of BIM
like [5, 9, 10] focus rather on a complete (from starting
point to ending point) process view over process instances
with respect to time aspects. The latter is more common
as an holistic process mining approach.

Two of the authors from [6] conducted another case
study in [8] on real data to discover social networks in
BIM-based collaborative design and furthermore confirm
findings through interviews with several design project
managers of the related company.

Kouhestani and Nik-Bakht [9] aim to use log data which
have arisen from staged processes to measure the perfor-
mance of the project teams with focusing on the design
authors as cases to track their individual workflow. It is
already outlined that the AECO industry has in general
a lack of log data collections due to the fact that digital
planningmethods are just recently about to be applied with
BIM methods [9]. The same authors in a later work [10]
present firstly the same case study as [9] but utilise building
elements as cases instead of the design authors to discover
and analyse the element centered processes completed by
the design team during design authoring. A second case
study considers a bigger data set from again staged pro-
cesses, and process conformance analysis is furthermore
carried out in addition to process discovery.

In [12] a case study on Engineering Change Request
(ECR) is examined to explain the importance of pre-
processing the event logs before importing them into pro-
cess mining software. The investigated data set covered
only 58 cases and thus represents a small data base. Nev-
ertheless, it is already shown too, that there can be quality
problems in the context of log data in the AECO industry,
which require extensive processing of the data.

In summary, there is only a small number of case stud-
ies that deal with process mining in the AECO industry,
most of which focus on design authoring in the context
of BIM. To address the often criticised data quality is-
sues and make the application of process mining methods
in the AECO industry more feasible, the present work
examines the software-supported cost estimation process

in a German construction company. This paper follows
the similar objectives as [12], as it mainly addresses data
pre-processing obstacles, but furthermore conducts initial
analysis and interpretation steps.

3 Fundamentals of Process Mining and
Adopted Approach

In the Process Mining Manifesto [13], written by mem-
bers and supporters of the IEEE Task Force on Process
Mining, process mining is described as follows: “The
idea of process mining is to discover, monitor and improve
real processes (i.e., not assumed processes) by extracting
knowledge from event logs readily available in today’s
(information) systems.”
Process Mining faces event data (i.e., observed behav-

ior) and processmodels (handmade or discovered automat-
ically) [1]. Mainstream data science approaches like data
mining, statistics and machine learning techniques do not
consider end-to-end process models [1]. Process mining
takes them into account. Compared to process science ap-
proaches like mainstream Business Process Management
(BPM) ones, that deal with design, execution, control,
measurement and optimization of business processes with
an emphasise on explicit process models, the focus of pro-
cess mining is not on process modelling, but on the use of
event data [1]. In general, process mining is divided into
three different types [1, 13]:

1. Process Discovery:
As-is process models are generated from event logs.

2. Process Conformance:
An existing as-planned process model is compared
with the as-is model of the same process generated
from the event log.

3. Process Enhancement:
An existing as-planned process model is extended
through continuous comparisonwith actual data from
event logs to improve the existing model.

Figure 1 shows how the three processmining typesmen-
tioned above and their relations to each other. The process
mining types communicate with the real world through
process models and interact with the software environ-
ment through event log data, which takes on supporting as
well as controlling functions towards the real-world pro-
cesses. Process models and software systems are also con-
nected through further development aspects [1]. Figure 1
also shows the tasks handled in the present case study.
The construction company provided data from the sup-
porting software system and knowledge about as-planned
processes. The received data was processed and analysed
by the authors to gain explicit knowledge about the as-is
processes.
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Figure 1. Positioning of the three main types of process mining: discovery, conformance, and enhancement.
Allocation of project affiliations. (adapted from [1])

4 Application of Process Mining Methods -
Use Case

4.1 Data Collection and Raw Data Export

The German construction company Wolff & Müller
Holding GmbH & Co. KG uses RIB iTWOTM 2019 Enter-
prise [14] to support processes concerning call for tenders,
awarding of contracts as well as accounting and billing.
For the process mining analyses in this work, the RIB
iTWOTM data from the bidding phase of a tender of three
building construction projects is exported. More precisely,
the log data dealswith the cost estimation process. Projects
1 and 2 are new construction projects and Project 3 is a
renovation project. Because tendering processeses for the
three projects were in full progress, no further general in-
formation on the projects was processed to ensure data
protection. However, for processing and analysing the log
data, the elaboration of further general project information
was not necessary.
For Project 1 there were three data sets available, each

for one individual calculation variant that was conducted
by the construction company. Table 1 shows main infor-
mation regarding the five data sets of the three different
projects (Project 1 - Variant 1,2,3; Project 2; Project 3).
The exported raw data across projects cover the time span
from 14-11-2019 to 04-02-2020. This means that, at the
maximum, data is available for a period of slightly more
than 11 weeks (Project 1 – Variant 1). In the other data
sets, this period is somewhat shorter. This has mainly two
reasons. Firstly, a final export of the log data of all projects
took place on 04-02-2020. The fact that the date of the last
event in four of the five data sets is before 04-02-2020 is
because no activities were carried out in the meantime in

these projects or project variants. Secondly, for Project 2
and 3 the recording of changes and the log data extraction
began one week later than for Project 1 because the reali-
sation of the change logging in the construction company
has been slightly delayed for those projects. Since the
case study only evaluates a short time frame the exported
data of all projects does not cover the entire process for
all cases and accordingly all calculated elements. In total,
around 100.000 log entries were recorded in all projects.
The largest data set for a particular project, namely Project
2, contained about 33.500 entries and thus 33.500 events.

Table 1. Scope of the exported project data sets
Project First Event Last Event Events

1 - Variant 1 14-11-2019
10:48:34

22-01-2020
08:17:54 14.496

1 - Variant 2 14-11-2019
10:48:34

13-01-2020
17:23:01 2.355

1 - Variant 3 14-11-2019
10:48:34

04-02-2020
09:48:26 28.628

2 21-11-2019
09:53:47

27-01-2020
17:45:10 33.495

3 21-11-2019
07:22:40

28-01-2020
17:25:06 20.962

The log entries generally contain information about the
executed activity, the user involved, a timestamp and the
ordinal number of the processed element, which at the
same time represents the case id. An extract of a CSV
file exported from RIB iTWOTM is shown in Table 2.
One row corresponds to one event. In addition there is a
fifth column containing details of the activity carried out.
However, since there were already 58 different activities
across the projects, this paper only deals with the activities
and not with their detailed specifications.
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Table 2. Extract from the CSV Log File of one of the Construction Projects (Adopted from Excel)

Timestamp

Ressource 

(user) -

anonymous

Case id Activity Activity Detail

03.12.2019 

14:35:10
ocsh 1 : 2.20. 1. 1.  90. OZ: 1 : 2.20. 1. 1.  90.  - ME geändert von "" in "lfm"

03.12.2019 

14:35:33
libl 1 : 1.14.12. OZ: 1 : 1.14.12. - Kurztext geändert

von "Aufzugsmaschinenräume/Unterfahrten Hotel ++ Siehe  Bodenbeschichtung" 

--in "Aufzugsmaschinenräume/Unterfahrten Hotel ++ Siehe  Bodenanstrich"

03.12.2019 

14:35:58
libl 1 : 2.14. 4. OZ: 1 : 2.14. 4. - OZ geändert von "" in " 4"

03.12.2019 

14:35:58
libl 1 : 2.14. Gruppenstufe  2.14. 4. in  2.14. eingefügt

03.12.2019 

14:36:47
ocsh 1 : 2.20. 1. 1. 100. OZ: 1 : 2.20. 1. 1. 100.  - Kurztext geändert von "" in "Reinigungsöffnung"

03.12.2019 

14:36:49
ocsh 1 : 2.20. 1. 1. 100. OZ: 1 : 2.20. 1. 1. 100.  - LV-Menge geändert von "0,000" in "43,000"

Table 3. Data quality issues and R script data pre-processing solution
No. Issue Solution
1 Case ids change in event logs due to different types

ofmovement of elementswithin the bill of quantities
Tracking of changes and assignment of the last or-
dinal number as unique case id to the related events.

2 Events sometimes do not receive a correct times-
tamp, as they are partly not automatically logged.

No solution for this quality issue. Further ideas for
sorting are to be developed in the future.

3 Some events that belonged to a case were assigned
to a parent group of the case within the event log.

The script assigns the entries back to the correspond-
ing case again.

4 A manual activity induces several entries in the
change logging, even for other cases.

No solution for this quality issue. The number of
events is not to be used as the sole criterion for
evaluating the cases.

5 The software logs auxiliary events automatically
while executing a virtual intermediate step.

The script eliminates these entries from the event
log.

6 After elements are deleted from the bill of quantities,
their events remain in the event log.

All events of the associated cases are eliminated by
the script.

7 Two differentmanual activities led to events with the
same activity name. It was not possible to determine
by the data which activity had taken place.

All events of the associated cases are eliminated by
the script.

8 After all the other solution steps there have been
still some events in the log data for cases that do not
appear in the bill of quantities.

All events of the associated cases are eliminated by
the script. However, this observation shows that
there are uncertainties in the event log that have not
been fully clarified until now.

4.2 Pre-processing the Data

All the five data sets had quality issues which made
immediate analysis impossible. The biggest quality is-
sue was the fact that there was no unique case id in the
log data. However, the case id and accordingly the ordi-
nal number of an element can change when elements are
moved within the bill of quantities in RIB iTWOTM. In the
data records, like this entries are assigned to different case
ids that actually belong together. This issue and others
that were detected are listed in Table 3. To address the
quality issues the exported raw data is to be processed by
a specially created script in the programming language R
[15]. It was developed with the help of the open source
integrated development environment R Studio [16]. The
automated script properly merges all entries that belong to
an element by unifying different case ids in related entries.
Where applicable, the script also covers the other quality
issues. The solutions offered by the script as well as fur-
ther conclusions from unsolved problems are presented in
Table 3. Only through necessary work steps of the script
are evaluations with process mining methods possible.

However, it must also be said that the data pre-
processing discards over 50.000 events of the original
100.000 events from the raw data. Since process min-
ing analyses depend on the availability of large data sets,
discarding such large data parts significantly worsens the
general initial situation.

4.3 Discovering the Process Models and further Fil-
tering

The commercial process mining software MinitTM [17]
was used to execute the process discovery based on the
data. However, it is possible to carry out simultaneous
analyses with other commercial tools or with open source
alternatives such asProM [18]. During this work, different
tools were tested equally, but the visual representations of
MinitTM were subjectively chosen for this paper. MinitTM
was used with an academic licence.
After pre-processing all five datasets the largest data set

is still the one from Project 2. A total of 16.216 events
are assigned to 2.918 cases in this data set. Subsequent
analyses are presented in this paper representatively based
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Figure 2. Process model of project no. 2 with 100% of the activities and 100% of the available paths. (adopted
from MinitTM)

Figure 3. Process model for a data set with four
selected activities of project no. 2 with 100% of the
activities and 100% of the available paths. (adopted
from MinitTM)

on this data set but could be done analogously to the others
as well. Firstly, the control flow perspective is considered.
The sequence of the executed activities is shown in Figure
2. It is immediately apparent that the as-is process under
study is an unstructured process. One can hardly extract
any information from this processmodel. It isworth noting
that Figure 2 accurately reflects the behavior that occurs
in the dataset.
In order to obtain a comprehensible control flow model

the analysis can be limited to selected activities. In con-
sultation with the lead of process management at the con-
struction company, four activities subjectively considered
important were selected for further analysis. Cost esti-
mators were asked for their consent to provide data but
they were not further involved in the analysis. For future
work it would be beneficial to take the calculators opinion
into account too, since they work directly within the soft-
ware system and have more in-depth operational process
knowledge.
Figure 3 shows a process model that only contains

the activities "LV-Menge geändert" (engl. "LV quantity
changed", as-planned quantity of element), "VA-Menge
geändert" (engl. "VA quantity changed", as-is quantity
of an element that can change during later stages when
project ist carried out), "Einheitspreis geändert" (engl.
"Unit price changed", unit price change of an element)
and "ME geändert" (engl. "ME changed", change of the
unit of measure for an element). After filtering the data
set of Project 2 with just the four selected activities the
filtered data set consists of 8.855 events and 2.238 cases.
The following visualisations and interpretations continue
with this filtered data set.

Figure 4. Process model for a data set with four
selected activities of project no. 2 with 80% of the
activities and 80% of the available paths. (adopted
from MinitTM)

Considering only themost frequent behaviour (e.g. 80%
of the behaviour) in the dataset results in the processmodel
in Figure 4. In Figures 2, 3 and 4, the number of cases in
which this behaviour was observed is indicated on the ac-
tivities and the path connection. For example, the activity
„LV-Menge geändert“ (change of as-planned quantity of
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Table 4. Five cases and accordingly five elements of the bill of quantities where the most activities were carried
out from a data set with four selected activities of Project 2 (Adopted fromMinitTM)

an element) was carried out for 979 cases and 843 times it
was the first activity executed within the process flow.
Even in a simplified process model, as in Figure 4,

there are two-way path connections. This means that one
cannot derive a directed process flow from this model. In
addition, the process model is so simplified that it only
reflects the real data set behaviour (see Figure 2) and thus
the real process of cost estimation to a limited extent. The
timestamps of the entries from the log data are not always
in conformity with reality due to the software specific
change logging and therefore a consideration of the time
perspective is omitted at this point. Hereafter, there will
be a view on the data records from the case perspective
and the organisational perspective presented.

Table 4 shows an exemplary data set view from the
case perspective. It is possible to sort the individual el-
ements according to the number of activities carried out
in connection with them or one can read out the respec-
tive processing start and end times. Based on this, it is
possible to draw conclusions about the effort required to
calculate an element. To this aim, however, it is absolutely
necessary to look at the individual activities carried out re-
garding the single elements as well. This is because there
are some activities that took place at the same time due to
the specific change logging of RIB iTWOTM. The absolute
number of activities does not correspond to the number
of activities carried out in reality. In addition, there are
some activities that do not correspond to any real activity.
These are activities that reflect a virtual intermediate step
that is automatically carried out by RIB iTWOTM.

Figure 5 shows an exemplary data set view from the or-
ganisational perspective. It is a so-called "social network"
[1]. Staff roles can possibly be derived from the connec-
tions shown. In Figure 5, "nrti" has the most case in-
volvements. With the exception of "namn", to which there
are reciprocal connections, other paths lead unilaterally to
"nrti". Presumably, "nrti" takes over controlling tasks in
Project 2 and coordinates themwith "namn". According to
Figure 6, the employee "dabu" carries out activities mostly
in a self-loop and there are only outgoing connections to

other employees. This can be an indication of the process-
ing of specific crafts or elements, which are then released
for further controlling. Such interpretive approaches can
be used to highlight valuable information about collabo-
ration within a project. The process manager can see if
there are unexpected handovers of tasks, unwanted loops
in handovers or missing links between staff. However, it
must be checked on the basis of actual role distributions
whether such observations correspond to reality. To this
aim, data protection-relevant preliminary considerations
must be taken into account and the consent of the partici-
pating stakeholders for personal data-related investigations
must be obtained.
Furthermore, it is possible to combine the case perspec-

tive and the organisational perspective in order to gain
interesting insights. For this purpose, individual elements
can be selected in the case perspective and their respective
social networks can be examined. From the combination
of case and organisational perspective, correlations can be
determined, for example, between cases involving higher
efforts and the number or the combination of employees
involved in the case.

5 Conclusions and Future Work
Summarising it is necessary to examine the entire cost

estimation period in order to be able to map the complete
process flow. The recording of the project data must be
continuous and linked to the project start and end dates
to document the entire project. With such a shortened
observation period, like with approximately 11 weeks in
the present case study, it is highly probable that a large
number of the cases and accordingly the elements from
the bill of quantities did not run through the entire cost
estimation process to be examined.
Within the scope of the present work, an interface was

created between the software RIB iTWOTM, that supports
the cost estimation processes in a construction company,
and common process mining software. A specially de-
veloped R script prepared non-continuous case ids which
exist in this unsuitable form from the data structure of RIB
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Figure 5. Social network with absolute number of cases and accordingly elements of the bill of quantities worked
on. Data set with four selected activities of project no. 2 with 80% of the personnel ressources and 80% of the
path connections between the personnel ressources. (adopted fromMinitTM)

iTWOTM. Only by implementing a unique identification
number it can be ensured subsequently that elements of
the bill of quantities can be traced over the entire cycle of
their existence. The case id is the key element in process
mining and is absolutely dependent on consistency. By
filtering, data with uncertainties can be removed from the
event log to enable process mining analysis. However, this
eliminates large parts of the event logs which is problem-
atic for well-founded analyses. To prevent the discarding
of data in the future, consistent case ids must already be
created for elements from the bill of quantities within the
utilised software systems.

It has to be mentioned that the generated as-is control
flow models from the present case study are on a differ-
ent and more detailed level of abstraction than the manu-
ally created as-planned process models of the construction
company which define general process flows in a compre-
hensible way. This makes process conformance checks or
enhancement approaches impossible without further ad-
justments. To enable further investigations that go beyond
process discovery, the level of abstraction from as-is and
as-planned models have to be aligned in future work.

At this point, it is advised to look at the event logs from
the case perspective, the organisational perspective or a
combination of both in order to find starting points for fur-
ther analysis. If starting points for process optimisations
are found by looking at the data from different perspec-
tives, these must be communicated to the employees, that
execute the real processes. An examination from the time
perspective was not possible with the RIB iTWOTM data
sets because the timestamps were not always in conformity
with reality.

As shown, process mining methods can be used in the
context of construction planning projects, when process
relevant log data from supporting software systems, like
RIB iTWOTM, is accessible. The investigations may pro-
vide valuable insights into complex AECO disciplines that
required particular attention during the process execution.
However, the quality of the exported data sets is decisive
for the success of the analyses to be carried out. There
is great potential for improvement here. The software
systems that are used in the AECO industry should be
equipped with appropriate documentation mechanisms to
routinely meet the process mining requirements. In order
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to enable reliable analyses, it is sufficient if the docu-
mented events of the event logs each contain a case id (for
case classification), a timestamp (for time classification)
and the executed activity or task. Seamless event logging
and taking data protection aspects into account, is a basic
requirement for the change logging in software systems
and the export and analysis of data sets.
In order to be able to carry out comparative analysis

across projects and also across companies, it is urgent to
introduce uniform semantics (e.g. for crafts, elements,
tasks, processes). For this purpose, generally applicable
language rules must be developed for the entire sector,
which are then referenced by all utilised software systems.
Building on this, it may be possible in future to use process
mining routinely and profitably in the AECO industry.
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Abstract – 

To ensure public safety, major cities in the U.S. 

have façade ordinances that require periodic façade 

inspections and reporting of façade conditions. Our 

shadowing works show that the current inspection 

processes are based on inspectors' experience rather 

than systematic inspection guidance. Besides, façade 

inspectors have different preferences to group their 

inspection findings (e.g., grouping inspection results 

based on a defect type or façade component), 

resulting in a need to provide flexibility to inspectors 

to organize façade inspection results based on their 

preferences. Building Information Modelling (BIM), 

with the ability to support storage, extraction, and 

exchange of facility information, can help with a 

systematic and comprehensive inspection of façades 

and store and exchange the façade inspection results 

with the third parties. To enable model-based 

guidance for a comprehensive inspection of any given 

building and to bring flexibility to restructuring the 

model and inspection data based on inspector 

preferences, an essential step is to define information 

requirements and develop a generic data 

representation for façade inspection. We have 

identified a generic taxonomy of façade components, 

defect types, defect attributes, and the relationships 

among the identified elements to enable 

comprehensive façade inspection guidance and 

flexible restructuring of the inspection findings. This 

paper provides the details of data exchange 

requirements and the initial ontology for a model-

based façade inspection process. The ontology builds 

on the Industry Foundation Classes (IFC) 

specification and extends it to include entities, 

attributes, and property sets required for model-

based façade inspection. This work provides the 

underlying data representation requirements for 

supporting the reasoning mechanisms that take a 

model as an input, generate a comprehensive checklist 

for inspection, and enable grouping façade elements 

flexibly based on inspector preferences for inspection 

data storage and visualization 

 

Keywords – 

Façade Inspection, Building Information 

Modelling (BIM), Industry Foundation Classes (IFC), 

Ontology 

1 Introduction 

Mandatory façade inspection programs have been 

adopted in major cities in the U.S. to ensure public safety. 

However, even with the ongoing façade inspection 

programs, accidents caused by debris falling from façade 

surfaces still occur in cities [1, 2]. Aside from the 

reported accidents, complaints are filed by citizens on 

dangerous situations to city agencies. For example, more 

than 1,000 complaints were filed each year to the New 

York City agency about façade safety during the past 

decade [3]. These point to a necessity to improve the 

current façade inspection processes. With this objective 

in mind, we identified several challenges observed in the 

current façade inspection practice in earlier work [4]. 

These challenges included (a) a lack of systematic 

guidance for inspectors to check façades 

comprehensively, (b) a lack of mechanisms to flexibly 

regroup and restructure building façade data and 

inspection findings based on inspector preferences. 

To address the identified challenges, we have been 

working on a model-based approach to streamline the 

current façade inspection practice, where customized 

checklists are generated for each given façade based on a 

genetic set of information requirements, and inspection 

data could be stored and visualized based on flexible 

regrouping of the model data. Available resources (e.g., 

practice standards, city ordinances, façade condition 

glossaries, previous researchers' findings, and historical 

façade inspection reports) have been analyzed to identify 

generic categories of information requirements for a 

comprehensive façade inspection. Historical façade 

inspection reports that have been analyzed using Natural 

Language Processing (NLP)-based approaches have 

resulted in generic vocabularies for each identified 

information requirement category and relationships 
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between major concepts [5]. This paper provides the 

details of the formal representation of the accumulated 

outcomes of this broader research agenda as an ontology 

to support model-based inspection. First, the major 

concepts and their relationships to a building façade will 

be described. Next, additional concepts and relationships 

that are needed to support the two reasoning mechanisms 

(i.e., checklist generation and flexible regrouping) will be 

presented in this paper. 

2 Motivating Case Study 

We conducted a shadowing work with an experienced 

façade inspector for three inspection projects on 

buildings with different façade types. General findings of 

this work, along with analysis of historical inspection 

reports, have resulted in two major challenges:  

Challenge 1: Lack of systematic guidance for 

inspectors to conduct a comprehensive inspection. 

During the shadowing work, we noted all the façade 

condition information that the inspectors collected in the 

inspection process and identified three major groups of 

information: the façade components, the defect types, 

and the associated defect attributes (e.g., location of the 

defect, associated deteriorations, affected area, etc.). 

Based on our follow-up interviews with the inspectors, it 

was clear that the inspection information they collect 

(e.g., defect/attributes they check) varies based on the 

inspectors' experiences and may lead to different 

inspection results for the same building. Table 1 shows 

an example of varying inspection results in two 

inspection reports done with different inspectors for the 

same brick masonry building. Such differences show a 

need for a checklist that the inspectors can follow to 

conduct an in-depth and comprehensive inspection 

regardless of their personal experience.  

Table 1. Example of different façade condition 

information collected during inspections 

Building 

componen

ts in 

building A 

Inspector 1 Inspector 2 

Parapets Presence of the 

parapet; 

Material of the 

parapet; 

Location of the 

parapet. 

Presence of the 

parapet; 

Material of the 

parapet; 

Location of the 

parapet; 

Estimation of 

height. 

Balconies Railings height; 

Structural stability. 

Material of 

railings; 

Railings height; 

Gaps between 

railings; 

Structural 

stability. 

Brick 

masonry 

walls 

Cracked 

brickwork; 

Spalled brickwork; 

Defective caulked 

coping; 

Cracked and 

spalled brickwork 

mortar joints; 

Cracked granite 

panels; 

Defective granite 

panel caulk joint. 

Cracked 

brickwork; 

Spalled 

brickwork; 

Defective caulked 

coping; 

Cracked and 

spalled brickwork 

mortar joints; 

Rusted/deteriorat

ed lintel 

Out of alignment 

parapet wall 

 

Bold and Italics: Differences identified in the inspection of the same 

building components. 

Challenge 2: Lack of mechanisms for capturing and 

storing inspection findings with respect to façade 

components. Besides the differences in what is being 

checked and what data is collected by the inspectors, we 

also identified different styles the inspectors used to 

record the façade conditions in historical façade 

inspection reports. We reviewed 40 blindly selected 

reports out of 2400 reports and examined how inspectors 

grouped the inspection findings. Initial review of the 

reports revealed at least three inspection data grouping 

styles : 1) grouping all related components and locations 

under the same defect type (Figure 1a.); 2) grouping all 

related defects under the façade component (Figure 1b); 

and 3) mixed grouping given grouping types 1 and 2 

(Figure 1c). A flexible data representation that can 

regroup the building façade information and inspection 

findings based on the inspectors' preferences is needed. 
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Figure 1. Different styles of façade conditions description: 
(a.) grouping information based on façade defects where 

condition observed is the defect type (i.e., cracked brickwork in 

this case) and all locations/components where this defect is 

observed is bundled up under this defect category in the report; 

(b.) grouping information based on façade components, where 

window frames and window sills are the components that are 

checked where all problems/defects for the same component 

type are listed; (c.) general description without grouping. 
Domain-specific ontology developed by the authors 

is able to provide a standard way to capture and exchange 

the façade data and its inspection data.  

3 Literature Review 

Ontology is defined as a conceptual model that 

supports knowledge reuse and sharing in a domain 

among different stakeholders by providing formal 

representation for "classes, relations, functions, and other 

objects" [6, 7, 8]. Ontology systems can be classified into 

terminological ontologies (e.g., glossary, taxonomy, and 

thesaurus, etc.), implementation-driven ontologies (e.g., 

conceptual schema, knowledge base), and formal 

ontologies based on the level of semantics they capture 

[9].  Research studies resulting in formal ontologies in 

civil engineering have mainly focused on domain 

knowledge representation for specific tasks; such as 

capturing and representing construction project histories 

[10], virtual collaboration in project design and 

construction modeling [11], construction and project 

management [12, 13], infrastructure management [14, 

15], risk management [16, 17], etc. The presentation of 

domain knowledge for façade inspection is missing in the 

literature. This ontology builds on the findings of the 

taxonomy, mapping relationships among the essential 

information (i.e., façade component, defect types, and 

defect attributes) to support checklist generation and 

model restructuring for storing and exchanging 

inspection findings. 

BIM supports information visualization, sharing, and 

management in different stages, from design to facility 

management. Several BIM-based approaches have been 

proposed, including bridge inspection [18], highway 

construction inspection [19], buildings defect and 

maintenance history data management [20-22], and 

infrastructure facilities inspection [23]. This study 

differentiates from earlier work by focusing on building 

façades and their inspection. To streamline the façade 

inspection practice with model-based guidance, we 

developed a façade inspection ontology here to capture 

the façade inspection entities and relationships. This 

paper provides the major concepts and relationships to 

support model-based façade inspection. 

4 Methodology and Findings 

The authors develop the ontology by first performing 

shadowing work, investigating relevant documents to 

extract the main concepts and terms for façade inspection, 

and analyze historical façade inspection reports. The 

documents include 1) façade inspection regulations (e.g., 

[24, 25], etc.); 2) international standard practice for 

periodic façade inspection (e.g., [26]); 3) façade 

condition glossaries [27-29]; 4) Autodesk BIM library; 

and 5) the available façade inspection reports. Next, the 

authors identified the taxonomies and vocabularies for 

the necessary concepts to be represented. The authors 

also investigated the classes, attributes, and relationships 

that would be needed to enable automated checklist 

generation and flexible data regrouping. The IFC schema 

has been evaluated for its capability to represent the 

identified concepts and relationships. Findings are 

presented as follows: 

 

 

Figure 2. An overview of (a.) the identified major 

façade components at Level 2 and (b.) categorized 

defect types. 

(1) Major entities: Façade components, defect 

categories, and attributes. In the shadowing work, we 
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identified three major information groups that were noted 

by inspectors: façade components on which the identified 

defects occur, defect types and defect attributes such as 

the location of defects, size of defects, patterns, and 

related conditions, etc. After investigating the related 

documents and analyzing the historical façade inspection 

reports [5], we combined a hierarchically organized 

vocabulary of façade components and decompositions, 

and defect types. The façade components and their 

hierarchy have been represented using Uniformat 

classification, including Level 4 elements (e.g., Level 2: 

Exterior Wall; Level 3: Parapet; Level 4:.Unit Masonry).  

An overview of the major categories of façade 

components is presented in Figure 2a. Each category 

identified can be extended into a detailed level to guide 

inspectors through façade condition information 

collection.  

The possible defects for different façade types are 

identified and grouped into three major categories based 

on the visual inspection evidence, namely material loss, 

deformation, and surface color/texture change (Figure 2b 

shows the subcategories for brick masonry façades). 

Material loss defect refers to the presence of defects 

where the façade material (e.g., brick unit and mortar 

joint on brick masonry façade) was lost. The most 

common defects in this category are crack, spall, surface 

abrasion, and missing components. Deformation refers to 

defects that lead to a shape change in façade components. 

The most common deformation defects identified are 

bowing, bulging, and displacement. The third category 

covers defects, such as water leakage, efflorescence, and 

corrosion, which can be identified by surface color or 

texture changes. 
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Figure 3. Part of the UML from the ontology showing the representation of façades, façade components, and 

defects.  

 

Defect attributes are essential for inspectors to assess 

the severity of identified defects and serve as a reference 

value for inspectors to propose follow-up repair plans 

after the inspection. The authors identified several 

generic defect attributes together with their 

corresponding data types. "Location," "size," "direction," 

"associated façade component," "% of the affected 

surface on the associated component" are typically 

captured data in relation to defects.  Another essential 

attribute is the presence of subsequent defects, which is 

mainly applicable to deformations 

The general composition and aggregation 

relationships between façade components have been 

augmented from Uniformat Classification for B. 

Superstructure hell. IFC schema has been utilized to 

represent buildings, floors, building elements, and 

geometrical and spatial relationships that are needed for 

façade inspection purposes (see Figure 3 for major 

concepts). Defects and associated data have been 

represented in relation to façade components in Figure 3.  

905



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

 

Figure 4. Part of the UML from the ontology 

showing major entities for checklist generation. 

(2) Necessary classes and attributes to support 

checklist generation and automated regrouping. To 

enable the model-based customized checklist generation, 

we proposed a ChecklistGenerator class (Figure 4). This 

class is needed to identify applicable defects to a given 

façade component in a list of components that belong to 

a section or a floor of a façade and is represented as a 

HaspMap of component type as an index and 

corresponding list of defects as an ArrayList.  The type 

of a façade component defines the applicable defects to 

be checked by inspectors and the defect attributes to be 

collected in the inspection process. For this purpose, a 

mapping matrix has been defined and used by the 

checklist generator.  

 

Figure 5. Mapping of façade components and 

defect types for stone/limestone façades. 

The mapping between façade components and 

applicable defects (and applicable attributes) has been 

identified by analyzing façade inspection relevant 

documents and historical inspection reports (see Figure 

5). This matrix contains information about the defects 

that are applicable to Level 4 façade components and 

constraints on the applicability of defects when the 

materials of these components are different. 

 

Figure 6. Examples of inspection forms for 

façades: (a.) vertical inspection of the façade, and 

(b.) horizontal inspection of the façade.  

Each inspection starts with a façade direction (e.g., 

North, South, East, and West). Depending on whether a 

given direction faces a street or not, inspectors decide on 

the form of inspection (e.g., vertical drop-down, 

horizontal binoculars, and horizontal boom lift). BIM has 

to be divided into sections in each direction depending on 

the form of inspection (see Figure 6 for examples). So, 

sections need to be represented to understand which 

components fall into a section during an inspection and 

will be essential for regrouping information when needed.  

With a BIM decomposed to a list of façade 

components per section, the component's material serves 

as a constraint, getApplicableDefect will loop through 

the matrix and extract the defects that need to be checked 

with that component and material type. 

getComplianceThreshold will check the related library 

for compliance checking, such as the height of parapets 

and railings. Each defect has the same generic set of 

attributes (i.e., description, possibleCause, referenceData, 

floorNumber, etc.) at the class level, and relevant defect 

types have a related DefectPropertySet that provides a list 

of defect attributes needed for façade condition 

assessment for that particular defect. Defect property sets 

have been represented using the IFC representation and 

relationships for attaching properties to building 

elements.  
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Figure 7. Part of the UML from the ontology showing 

high-level entities for flexible regrouping of inspection 

results.    

 Regarding the flexible regrouping of façade 

components to store and then retrieve using any 

predefined preference, the ontology includes a class 

called RegroupingMethod (see Figure 7), which has an 

enumeration of preferences to restructure the building 

elements either based on façade component hierarchies 

or based on the defect classification, or a mixed version 

of the two depending on an inspector defined tree 

structure.  This class has a relationship with the Building 

class, as this is defined at once for all the façades of a 

building to be inspected. RegroupingPattern is a class 

defined in the ontology to store a preset hierarchy of 

façade elements based on the regrouping preferences (i.e., 

three types) that will speed up the regrouping for data 

retrieval. RegroupingMethod selected by an inspector to 

store and visualize inspection findings will have a 

relationship to the preset patterns stored in the 

RegroupingPattern class.  

5 Conclusion 

A mandatory façade inspection program is essential to 

avoid façade debris-related accidents and incidents, but 

the current façade inspection program is experience-

based and needs guidance for inspectors to conduct in-

depth and comprehensive inspections. With the 

challenges identified from the shadowing work, we 

envisioned a 3D model-based automated checklist 

generation and flexible regrouping to guide the 

inspectors in practice. Major classes included in the 

ontology are provided in this paper. These are discussed 

in major categories to represent façades in general 

(including classes such as façade components, defect 

categories, and defect property sets and relationships 

between them), to enable generation of a checklist 

(including classes such as generator, façade sections, 

façade inspection form and its subtypes, etc.) and to 

regroup façade elements (including classes such as 

regrouping patterns that are storing preset hierarchies of 

defects or components). This paper is an outcome of 

ongoing research work. Currently, we're developing a 

functional prototype that uses the proposed ontology as 

an underlying data schema to generate customized façade 

inspection checklists for given buildings and enable 

restructuring the inspection data based on inspectors' data 

restructuring preferences. The generality and 

extensibility of the ontology will be evaluated in user and 

synthetic tests with the prototype.  The results of this 

work will be published in a journal paper.  The work 

presented in this paper lays the ground for the following 

research on the implementation of reasoning algorithms 

for comprehensive checklist generation and flexible data 

regrouping with BIM for façade inspection projects. 
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Abstract – 

Embedments (embeds) are used extensively in 
construction for the attachment of dissimilar 
construction materials, such as, concrete to steel and 
wood to concrete. Coordinating the layout, delivery, 
and placement of these embeds is a sensitive 
construction chore, one that if not done properly, can 
lead to considerable lost productivity, delayed 
schedules, and cost overruns. This coordination is 
further complicated by the fact that most embeds are 
installed in the project by one trade contractor to be 
used by an entirely different trade contractor later in 
the project. As a result, the construction manager 
undertakes routine inspections to minimize future 
complications if those embeds are missed or 
incorrectly placed. Therefore, it is crucial that the 
inspection process is as complete as possible to ensure 
a project’s success. The construction industry is also 
shifting to a digital twin approach in the management 
of the construction process whereby parametric 
models are finding more use in the inspection process. 
Coupling this technology with augmented reality (AR) 
allows inspectors to use BIMs in unique and more 
informative ways. In this paper the researchers 
examine three different inspection processes, a 
traditional 2-dimensional paper inspection, an AR + 
BIM inspection, and an AR + BIM inspection with 
interactive queues. Quantitative data were collected 
with each method along with qualitative feedback 
from the participants to gauge perceived effectiveness 
of their inspection. Among the three methods, it was 
evident that the use of AR improved through its 
development. However, from the qualitative feedback, 
it was discovered that some visuals in the AR assisted 
inspection were distracting, leading the researcher to 
conclude that visual elements in AR can affect the 
inspection outcomes. Furthermore, the researchers 
discuss recommendations for using AR + BIM for 
embed inspections in the context of using assistive 
technology for that process. 

 
Keywords – 

Augmented Reality; Productivity; Inspections; 
Construction Quality 

1 Introduction and Background 

Coordination during the construction process 
involves risk and, in many cases, the practice of routine 
inspections enables a construction manager to manage 
this risk better than its competitors. The rewards for 
effectively managing construction risk are evident with 
increased profits for the construction manager [1]. The 
inspection process, regardless of what is being inspected, 
is a welcome process that minimizes cost and schedule 
impacts to a construction project [2]. The lack of good 
inspection practices, especially when multiple trade 
contractors are involved, compounds the problem. One 
such situation concerns the construction embedment 
(embed). Embeds serve to connect dissimilar parts of the 
project together, such as steel to concrete and wood to 
masonry. Their installation often relies on predicting, 
well in advance, what other materials will be affected if 
the embeds are not properly installed. Furthermore, it is 
ideal if they can be installed when the structure is being 
assembled and not afterwards [3]. Based on conventional 
structural design methodologies, if the embeds are not 
installed along with the construction of the structure 
several problems will arise [4][5], some of which include: 

1. Drilling holes for a post-installation anchors that 
often compromises the internal structural 
reinforcing 

2. Lost time related to re-design and retrofit of the 
structure for post-installation anchors 

3. The added cost of re-design and specialized post-
installation anchors 

It is crucial that the inspection process happens, and 
that it is properly conducted. The research literature 
demonstrates that technology devices can be used as an 
assistive device for inspectors [6]. Technology devices 
using augmented reality (AR) as an assistive inspection 
tool is demonstrated in the research [7][8] and also has 
potential as an inspection tool where embeds are 
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concerned. AR expands a wearer’s view by adding a 
virtual overlay to their real-world view. In doing so, the 
wearer is provided additional details that are otherwise 
not readily available. Adding this meta-information to a 
person’s perception of the real-world view adds insights 
that are not available without the added virtual 
information [9]. Therefore, the use of AR within the 
inspection process is arguably a viable enhancement. 

2 Rationale and Research Aim 

Understanding that missing embeds directly impacts 
the cost, schedule, and quality of a project supports the 
need for better tools to improve the inspection process. 
This necessity alone is a strong reason for continuing 
research that improves the inspection process. 

The research described in this paper is a continuation 
in the development of a prototype AR inspection tool 
[10]. The tool has been designed to assist an inspection 
of embeds with comparisons to the more conventional 
methods of visual examination using two-dimensional 
(2D) paper plans. This paper documents the iterations of 
design with recommendations for future design 
improvements. 

3 Methodology 

This paper describes three independent procedures 
for inspecting embeds and analyzes the differences 
between them. The methodology for all procedures was 
the same so that analytical comparisons could be made 
that would directly inform future iterations of an assistive 
device that could be used to improve embed inspections. 
Two variables were analyzed in this study: the AR 
visualizations and the participants. While the researchers 
realize that participant variance may reduce the validity 
of the results, the researchers did attempt to solicit 
participation from the same population (undergraduate 
construction management students). The differences 
within the population will be described later. 

The study was conducted using a between-groups 
design. All groups were chosen to perform an inspection 
of demonstration embeds within a controlled 
experimental space. The inspection consisted of 
identifying if an embed was installed or missing – 
installation accuracy was not measure in this study. There 
are known accuracy errors caused by image drift and 
parallax with the Microsoft HoloLens that were defined 
in Kim & Olsen’s research [10]. Therefore, for the 
purposes of this study and comparison, only the accuracy 
in identifying if an embed was installed or missing was 
measured. The method of inspection differed between the 
groups and became the independent measured variable of 
the study. The participants of GROUP 1 were selected to 
visually observe the demonstration embeds using 2D 

paper plans. GROUP 2 was selected to use a Microsoft 
HoloLens (second generation) with AR visualizations 
developed using Trimble Connect’s integration with 
HoloLens (https://connect.trimble.com/integrations-
overview) as described in Kim & Olsen’s research [10]. 
Lastly, GROUP 3 was selected to use the same Microsoft 
HoloLens as group 2 to conduct their inspection, but the 
AR visualizations were developed using Enklu software 
(https://www.enklu.com/). The differences between the 
AR visualization software will be described later. 

3.1 Demographics 

As previously mentioned, the researchers controlled 
the convenience sampling by selecting students from the 
same population where they had similar attributes. All 
students in all groups were postsecondary students in a 
construction management program in the Southeastern 
United States. The students were asked to participate as 
a part of their regularly scheduled class time. The 
students, at this point in their academic careers have 
taken plan reading courses, have an understanding of 
building information modeling practices, and several of 
these students have had a construction-related internship. 
Table 1 describes the academic classification of the 
students that participated. 

Table 1. Participant’s academic classification 

Classification GROUP 1 GROUP 2 GROUP 3 
Freshman 
(first-year) 0 0 0 

Sophomore 
(second-year) 0 0 0 

Junior 
(third-year) 0 0 16 

Senior 
(fourth-year) 10 16 9 

Graduate 
(fifth-year +) 0 1 1 

Population 
n 

n=10 n=17 n=26 

3.2 Setting 

The experimentation was conducted in the same 
space as mentioned in Kim & Olsen’s research [10] and 
is described again here. The indoor space is 
approximately 54’-0” long (16.5 m) and 12’-6” wide (3.8 
m). The height of the room is 17’-0” (5.2 m) with no 
finished ceiling – all MEP equipment, conduit, and 
piping are exposed. On the long side of the room is a 30’-
8” x 12’-6” (9.4 m x 3.8 M) window wall, which does not 
have any window treatments and allows an abundance of 
outdoor natural light within the space. Refer to Figure 1 
for a composite layout of the experiment room. 
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Figure 1. Rendering of the experiment room 

 
The room in Figure 1 has exposed masonry walls and 

provided a setting to place demonstration embeds on the 
walls of the space. A parametric model of the room was 
created in Autodesk’s Revit and embeds were positioned 
throughout the room as shown in the closeup rendering 
of one side of the room (see Figure 2). 

 

Figure 2. Closeup within the parametric model of 
experiment room showing embed placement 

Some demonstration embeds were designed to 
simulate steel angles and others were designed to 
simulate flat plates. Upon completing the parametric 
model, the embed coordinates were loaded into a total 
station and the researchers positioned the demonstration 
embeds within the room to match their locations in the 
parametric model. 

3.3 The Demonstration Embeds 

The demonstration embeds were fabricated from rigid 
¼ inch (6.35 mm) foam board and affixed to the walls of 
the experimentation space. Attention was given to having 
some of the embeds minimally contrast with the 
surrounding wall color of the experimentation space. It is 
reasoned that embeds on an actual construction project 
site are often difficult to find because they look similar in 
color to the surrounding structure that they are affixed to. 
Figure 3 shows an embed in the experiment space that 
contrasts with its surrounding color and Figure 4 shows 
an embed that minimally contrasts with its surrounding 
color. 

 

Figure 3. (a.) Demonstration plate embed and (b.) 
actual plate embed with contrasting colors 
 

 
Figure 4. (a.) Demonstration angle embed and (b.) 
actual angle embed with minimally contrasting 
colors 

3.4 2D Embed Placement Drawings 

The parametric model used to layout the 
demonstration embeds in the experimentation space was 
created through a laser scan of the space that was later 
converted into a parametric model using Autodesk Revit. 
This model was used to create a 2D paper plan set that 
GROUP 1 used for their inspection. A partial illustration 
of the 2D paper plan is shown in Figure 5. 

 

Figure 5. Partial image of 2D embed placement 
drawings 

GROUP 1 used these 2D plans for their inspection of 
the demonstration embeds in the experimentation space.  
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3.5 AR Visualizations 

GROUP 2 and GROUP 3 used the AR headset to 
conduct their inspections. The difference between 
GROUP 2 and GROUP 3 was the AR visualization. Two 
different authoring tools were used to create the AR 
visualizations and are described in the next subsections. 

3.5.1 GROUP 2 – Trimble Connect AR 

GROUP 2’s AR environment was authored using 
Trimble Connect. With this authoring tool, the parametric 
model is uploaded to a cloud site and processed using 
Trimble Connect’s proprietary software. The model can 
then be viewed in the Microsoft HoloLens once it is 
registered to the room’s surroundings [12, p. 18]. In this 
experiment, the parametric model only included embed 
outlines and positional information so that the embeds, 
when viewed with the HoloLens would be superimposed 
over the real-world location of the demonstration embeds 
in the experimentation space. The student inspector 
would then be able to compare the AR view with the real-
world view to assess an embed’s installation state. A 
representation of the Trimble Connect’s AR visualization 
is shown in Figure 6. 

 

Figure 6. Representation of the Trimble Connect 
parametric model AR view 

3.5.2 GROUP 3 – Enklu AR 

The AR environment for GROUP 3 was authored 
using Enklu. This authoring tool makes use of the 
Microsoft HoloLens’ ability to “spatial map” 
(https://docs.microsoft.com/en-us/archive/msdn-
magazine/2017/january/hololens-introduction-to-the-
hololens-part-2-spatial-mapping) the surrounding 
experiment space. In short, it is scanning the walls, 
ceilings, and floors of the space to anchor or register [12, 
p. 18] visual elements to the real-world space. Enklu uses 
this data and presents it as a canvas upon which 
interactive AR elements can be added that the wearer of 

an AR device can use. In this study, demonstration 
embeds were added as the AR elements – they were 
positioned in the “spatial map” so that the student 
inspectors could observe and compare the planned 
demonstration embed placement with its actual 
placement in the real-world. An illustration of the Enklu 
AR visualization is shown in Figure 7. 

 

Figure 7. The Enklu AR view 

Some technical limitations prohibit an actual 
HoloLens snapshot in this paper of the Enklu AR view. 
In Figure 7, when wearing the HoloLens, the yellow and 
green walls shown in this figure are not visible – the real-
world walls are directly observed by the wearer. 

 
The difference between the authored Trimble 

Connect AR experience and the Enklu AR experience is 
in the interactivity of each environment. It is intended 
that the differences between the two AR experiences is 
the independent variable that is measured. The 
differences are enumerated as follows (these differences 
were not measured independently for this study): 

 The Trimble Connect AR visualization is static (no 
elements move). 

 The Enklu AR visualization contains a pop-up 
menu that appears over a demonstration embed 
allowing the wearer to record the observed embed’s 
installation state. 

 The Enklu AR environment includes a prompting 
queue – there is a visual glowing dot that prompts 
the wearer where to find the next embed during the 
inspection process. 

4 Data and Results 

A total of 53 students (N=53) participated as 
representative inspectors for this study. GROUP 1 
included 10 students (n=10), GROUP 2 included 17 
students (n=17), and GROUP 3 included 26 students 
(n=26). The experiment was designed so that 14 
demonstration embeds needed to be assessed by the 
students during their inspection. Each embed was 
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predetermined to have a specific installation state as 
follows: 

 INSTALLED – the embed was observed to be 
installed in the experiment space 

 NOT INSTALLED – the embed was observed to be 
missing from the experiment space 

The results of the student’s assessment were recorded 
and tabulated for errors in observing the accurate 
predetermined installation state of the embed. The error 
frequency is tabulated in Table 2 for each embed. 

Table 2. Embed error frequency for each group 

Embed 
ID 

 
State 

GR 1 
(n=10) 

GR 2 
(n=17) 

GR 3 
(n=26) 

Plate 1 Missing 10% 35.3% 11.5% 
Plate 2 No Contrast 0% 29.4% 26.9% 
Plate 3 Contrasts 10% 5.9% 3.8% 
Plate 4 Contrasts 0% 5.9% 7.7% 
Plate 5 Contrasts 10% 5.9% 15.4% 
Plate 6 Missing 10% 58.8% 15.4% 

Angle A Contrasts 0% 5.9% 3.8% 
Angle B Contrasts 0% 0% 0% 
Angle C No Contrast 0% 5.9% 3.8% 
Angle D Missing 10% 47.1% 3.8% 
Angle E Contrasts 0% 5.9% 3.8% 
Angle F Contrasts 0% 5.9% 3.8% 
Angle G Contrasts 0% 11.8% 7.7% 
Angle H Contrasts 0% 5.9% 3.8% 

Mean -- 3.6% 16.4% 8.0% 

5 Discussion and Analysis 

For the purposes of reviewing the results, the 
researchers assign GROUP 1 as the control group since 
their method of inspection closely resembles the 
traditional method of construction quality inspections 
[13]. Therefore, GROUP 2 and GROUP 3 represent the 
independent variables of the study and the topic of 
discussion in this section of the paper. 

Reviewing the error frequencies in Table 2, it is 
apparent that the control group has a lower mean error 
frequency (3.6%) – the tests groups have higher error 
frequencies (16.4% and 8.0%). This is an indication that 
if the process of inspection is to be improved by 
introducing AR, there are some improvements that need 
to be made. This experimental study describes one 
incremental step toward resolving this issue. 

The researchers conducted inspection testing with 
GROUP 2 about three months before engaging GROUP 
3 with the same experiment. The intent was to learn from 
the results found in the experiment with GROUP 2. 

5.1 Analysis of GROUP 2 

It was discovered through experimentation with 
GROUP 2 that the AR visualization often interfered with 
the inspection process – causing a larger error frequency. 
This is evident in the embeds that were missing from the 
experiment space (Plate 6 and Angle D) along with the 
embeds that had no color contrast with their surrounding 
structure (Plate 2 and Angle C). Each of these embeds 
had much higher error frequencies when the AR tool was 
used. The researchers concluded through this data and 
through anecdotal feedback during the experiment that 
the HoloLens impaired the wearers vision enough to 
make the assessment problematic for these embeds. It 
was further commented by one student that the AR 
visualization “got in the way of seeing if the embed was 
there or not”. From this feedback and through analysis of 
the data, the researchers modified the AR visualization of 
the experiment before GROUP 3’s turn to inspect. 

5.2 Analysis of GROUP 3 

The AR visualizations were re-designed using the 
Enklu platform. The researchers were attentive to the 
opacity of the embed visualizations – reducing the 
opacity enough to enable better inspection of the 
demonstration embeds. Cross comparing the error 
frequencies of GROUP 3 to the control group (GROUP 
1) it is apparent that the error frequencies are more 
similar than those between GROUP 2 and the control 
group. While the control group’s error frequency is still 
lower, the gap has tightened and GROUP 3’s error 
frequency in most cases has dropped by half. The only 
exception to this is Plate 2 where the error frequency to 
that of GROUP 2 is nearly identical. In short, it appears 
that it is difficult to make an accurate assessment when 
the color of the embed matches its surrounding 
structure’s color. 

5.3 Limitations and Future Work 

While the researchers sought to minimize the 
conditions that could affect the result of this study, it 
became apparent that some elements of the experiment 
should be considered if the study were to be repeated. 

5.3.1 Lighting 

The researchers acknowledge that lighting is a 
significant issue with AR [14]. In this study this element 
was not controlled. Although lighting (luminance) data 
was collected, it was inconclusive about how this may 
have affected the research results. 

5.3.2 The Subject of Inspection 

This study was intentionally limited in its scope; 
choosing only to analyze installation state of the embeds. 
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It is recognized by the researchers that installation 
accuracy is also a significant quality issue when embeds 
are concerned. However, as explained earlier there is an 
inherent limitation with the Microsoft HoloLens 
concerning image drift that makes a comparison of using 
AR for this type of inspection problematic. In the future, 
analysis of accuracy should be considered and added to 
the comparison once hardware improvements are made. 

5.3.3 The Inspectors (Students) 

This study used a convenience sample of students that 
were marginally experienced in the inspection of embeds. 
For the purposes of the methodology, students were 
consistently used throughout the three different studies to 
control for “experience” bias. Future iterations of this 
research should be conducted with willing and “seasoned” 
inspection practitioners. 

5.3.4 Headset Design 

The findings in this research lead to the conclusion 
that the AR visualizations interfere with the inspection 
process. This was discovered for both GROUP 2 and 
GROUP 3. The Microsoft HoloLens (second generation) 
has a flip visor that allows the wearer to remove the AR 
visualization by flipping the lens up allowing the viewer 
to see the real-world view unobstructed, see Figure 8. 

 

Figure 8. (a.) HoloLens with visor down and (b.) 
HoloLens with visor up 

Conditions in a future study should include this as an 
option for the student inspectors where a simple removal 
of the AR visualization could resolve the interference 
present in this study. 

6 Conclusions 

This is a continuing study that has evolved as newer 
iterations of AR technology, both hardware and software, 
have allowed for improved results when using AR as and 

assistive technology. Aside from the limitations 
discussed in the previous section of the paper, the authors 
contend that a broader experimentation including revised 
hardware, the inspection and measurement of embed 
placement accuracy, and the timing of the accuracy (i.e. 
inspection before the embed is cast in-situ or afterwards) 
are all variables to be measured. The motivation to 
undertake this study emerged from the necessity to 
improved quality and productivity in an industry that is 
often viewed as failing in both [15]. It has been reasoned 
that one of the root causes for poor construction quality 
is the lack of proper inspections [1][3][4] and the authors 
contend that early inspections can help minimize or 
eliminate retrofit work that disrupts productivity. 

During the experimentation the researchers observed 
that some of the student inspectors were overly distracted 
by the “new” technology. The authors contend that that 
distraction was a good thing and once the normalcy of 
AR technology takes root in the construction industry, we 
may see more innovative ways in which the technology 
can improve the industry’s reputation. 
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Abstract – 

Construction projects are often suffered from 

time delay and cost overrun, unavoidably leading to 

underperformance and low productivity of the 

construction industry. Inadequate monitoring of 

construction progress is one of the key factors 

behind this scenario that has a detrimental effect on 

subsequent construction activities. Recent 

development in 3D Building Information Modelling 

(BIM) and laser scanning technology has made it 

possible to actively monitor construction progress. 

This paper aims to obtain timely and accurate 

progress information of construction activities 

through integrating mobile mapping techniques with 

as-built BIM. A novel method of construction 

progress monitoring to measure progress of work in 

terms of percentages, is presented. Having updated 

as-designed BIM model as well as construction site 

scan data, Hausdorff distance is introduced to filter 

out the noise and extract elements of interests from 

the site scan data.  The extracted elements are then 

converted to as-built BIM model and compared with 

as-planned BIM model. Python script and Dynamo 

programming are used for color codes to indicate 

status of activities and obtain related progress 

percentages. A case study was conducted in the 

Engineering building at the University of New South 

Wales (UNSW) to obtain real site scan data. The 

result shows that the method has achieved an 

average of 95.9% accuracy in estimating progress 

percentages. In addition, the take-off quantities from 

the as-built BIM model could be used for several 

purposes, such as construction schedule update and 

procurement management. 

 

Keywords – 

Construction progress monitoring; Laser 

scanning; SLAM; Scan-to-BIM; Hausdorff distance. 

1 Introduction 

Construction industry is a major contributor to the 

global economy, accounting for around to 10% and 25% 

of Gross Domestic Product (GDP) in both developed 

and developing countries respectively  [1]. In Australia, 

the industry contributes about 9% to GDP, producing 

annual revenue of $360 billion [2]. However, the 

industry’s low productivity rate compared to other 

industries has remained a challenge for construction 

practitioners and researchers [3, 4].  

One of the areas that has a major impact on low 

productivity rate is construction progress monitoring. 

Because the traditional construction progress 

monitoring, which is a manual observation and data 

collection process, is time-consuming, costly, error-

prone, infrequent, and unsafe resulting in time and cost 

overrun in construction projects [5, 6]. A timely and 

accurate progress monitoring system not only 

contributes to successful completion of a project, but 

also helps to increase productivity and enhance safety 

performance of a project. For instance, using advanced 

reality capture technology contributes to workers at 

construction site exposed to COVID-19 hazards [6]. 

Therefore, measuring construction progress in a timely 

and reliable manner by implementing new techniques 

and technologies are vital in addressing the challenges 

in traditional system [7, 8].  

The aim of this study is to use Simultaneous 

Localization and Mapping (SLAM) and scan-to-BIM 

techniques to obtain timely and accurately progress 

percentages of construction activities, which is used in 

schedule update. The study’s key contributions are 

using mobile scanners, which improve usability while 

also minimizing noise; introducing Hausdorff distance 

to extract objects of interest from scan data while also 

filtering out the noises; and calculating work progress in 

percentages. A case study was conducted in engineering 

building at University of New South Wales (UNSW) 

and produced successful results.  

The rest of the paper is organized as follows. A 

review of previous studies is discussed in section 2 

followed by research methodology and the case study. 

Finally, the discussions and conclusions of the study are 

reviewed.  
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2 Literature Review 

Automated progress monitoring using various 

methods and technologies has been widely studied in 

recent years to overcome the problems with traditional 

approach. This part of the paper provides information 

about available reality capture techniques, as-built BIM, 

and data-driven progress monitoring in previous works. 

2.1 Reality capture techniques 

Technology development recently resulted in several 

types of reality capture techniques using in data 

acquisition from construction sites. For example, 

imaged-based or photogrammetry, Laser Scanning (LS), 

Radio Frequency Identification (RFI), Ultra-Wideband 

(UWB), Global Positioning System (GPS), Wireless 

Sensor Network (WSN), and Unmanned Aerial Vehicle 

(UAV) [9]–[11]. The RFI, UWB, and GPS are found to 

be impractical for progress measurement of cast-in-

place activities [10]. Laser scanning, photogrammetry, 

and RFI are preferred for progress monitoring [11]. 

The photogrammetry technique has widely used in 

progress monitoring but still there are associated 

problems: all photos and videos are affected by severe 

weather conditions, lighting and shadow [12, 13]. In 

addition, it is not capable of covering entire project and 

due to complexity of indoor environment limited studies 

have been conducted pertinent to indoor progress 

monitoring [14, 15].  

The 3D laser scanning technique is comprehensive 

and accurate approach. However, errors in calibration, 

environmental factors’ impact such as sun and wind on 

instrument movement and thermal expansion, surface 

reflection and dynamic field settings are certain 

drawbacks [16]. Additionally, several scanners are 

required to cover entire area [13, 15] and improvements 

are also needed to accelerate registration of multiple 

scans [17].  

To overcome the problems of photogrammetry and 

static laser scanning approaches, numerous studies have 

been conducted using simultaneous localization and 

mapping (SLAM) technique in construction domain. 

For example, Kim et al. [18] introduced object 

recognition and navigation method based on SLAM that 

implemented and tested on a mobile network platform 

for 3D real-time data acquired from a construction site. 

Shang and Shen [19] studied integration of SLAM with 

UAV as pilot study for construction site real-time 

mapping. Asadi et al. [15] used SLAM technique in 

unmanned ground vehicle (UGV) for real-time image 

localization to automatically register site images to as-

planed BIM model. Therefore, the SLAM could be used 

in progress monitoring to mitigate problems in static 

laser scanning and photogrammetry approaches such as 

time spent in registration of scans as well as available 

noise in scan data [13]. 

2.2 As-built BIM 

Building Information Modelling (BIM) provides an 

outstanding opportunity to the construction industry 

since almost all data acquisition technologies are 

integrated with BIM which provides a better platform 

for construction sites particularly for progress 

monitoring [16, 20]. 

Scanning data with BIM can be used in two different 

ways: scan-to-BIM and scan-vs-BIM. In the scan-to-

BIM approach scan data from a construction site is first 

converted to a BIM model manually or semi-

automatically before performing additional analysis [21]. 

This approach is often used for existing structures 

including historical buildings and could be applied in 

various phases of a construction projects as well [22].  

In the scan-vs-BIM approach a scan data is aligned 

into coordinate system of a CAD model and further 

analysis is performed [23]. This approach has been 

widely used by scholars for the experiments to compare 

as-built with as-planned data [5]. The comparison of 

visualized as-built and as-planned construction data 

through BIM results in enhanced identification, 

communication, and analysis of discrepancies in 

progress [24].  In this study a scan-to-BIM approach is 

used to create as-built BIM model.   

2.3 Data-driven Progress Monitoring 

In recent years photogrammetric and laser scanning 

point clouds with BIM have been used to measure 

progress of construction works. For example, Bosche et 

al. [25] investigated the potential of laser scanned data 

for progress control by merging time-stamped 3D laser 

scan data with a 3D CAD model, which was later 

improved by Bosche et al. [26] as well. Similarly, 

Turkan et al. [27] used a 3D CAD model with 4D BIM 

to update project schedule automatically. Turkan et al. 

[28] used a 4D BIM model and laser scanned data to 

track progress of work. The result indicated reasonable 

and automated estimation of project progress for 

structural erection in terms of earned value. Golparvar-

Fard et al. [29] used point cloud created from images in 

which progress was color coded. Martens [30] also 

indicated progress of work in color codes using 

Hausdorff distance in the method.  

Pucko and Rebolj [31] and Pucko et al. [5] 

conducted studies with multiple scanners mounted in 

labors’ helmets. Continuous modifications were 

captured with scanners and the as-built model compared 

with 4D BIM model for progress monitoring. Kim et al. 

[32] also used laser scanners to acquire data and 

compare the incomplete 3D data with 4D BIM model to 

propose a fully automated method for progress 
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measurement. Zhang and Arditi [17] conducted 

experiments in laboratory environments using point 

cloud to evaluate automatic progress control. There are 

several other studies used point clouds and BIM models 

for progress measurement. This study also uses SLAM-

based approach utilizing point clouds and BIM model 

with below research methodology for progress 

monitoring. SLAM-based approach reduces noise and 

the time spent in registration of scans.  

3 Research Methodology 

The designed and selected research methodology for 

current study is divided into three phases: 1) digital twin 

in which as-designed, as-built and as-planned models 

are provided, 2) progress analysis that includes a model-

to-model comparison and quantification of progress 

percentages, 3) schedule updates using obtained 

progress percentages from phase two. The entire 

research methodology diagram has shown in Figure 1. 

The study covers phase one and phase two while phase 

three will be studied in the future. These two phases are 

further described in below sub-section. 

3.1 Data Filtration and As-built BIM 

There are two steps that are used in data filtration: 

first, coarse and fine registration are carried out between 

construction site and benchmarking point clouds. 

Secondly, Hausdorff distance is introduced to extract 

object of interest from registered point clouds. 

The benchmarking point cloud is a virtual point 

cloud created from as-design BIM model for 

construction elements that are under construction on 

jobsite. This point cloud is noise free and includes only 

objects of interest that will be extracted from scan data. 

Hausdorff distance is used to quantifying the similarity 

between two arbitrary point sets without necessity to 

establish the one-to-one correspondence between the 

point clouds. In mathematics, the Hausdorff distance 

measures how far two subsets of a metric space are from 

each other, or it shows the maximum deviation between 

two models. Given two nonempty point sets as below:  

 
 1 2 nA x ,x ,...,x=

       
 1 2 nB y ,y ,..., y=

 

the Hausdorff distance between A and B defines as H 

(A, B).  Which H (A, B) = max(h(A,B),(h(B,A)) 

Where: 

x Ay B
h(B,A) max min y x



 
= −  

 
y Bx A

h(A,B) max min x y


 
 = −
 
   

h (A, B) and h (B, A) are one-sided value from A to B 

and from B to A, respectively. In most engineering 

applications, the number of point sets obtained by 3D 

model is not identical, and it is difficult to establish one-

to-one correspondence between the point clouds. Hence, 

the Hausdorff distance is suitable for measuring 

similarity between 3D models in engineering practices 

[30, 33].  

The Hausdorff distance is used to filter the as-

built point cloud against a benchmarking point cloud in 

this study as well. Following the Hausdorff distance, the 

RANSAAC shape detection algorithm is also applied to 

remove unnecessary points remained in the result of 

Hausdorff distance. Finally, the cleaned point cloud as a 

result of RANSAAC algorithm is converted to a BIM 

model called as-built BIM. The as-built BIM is later 

used in comparison with as-planned BIM model to 

indicate the status of activities and obtain progress 

percentages.  

3.2 Progress Monitoring 

Work progress is also monitored in two stages: 

determining the status of activities and calculating 

progress percentages based on take-off quantities. 

The as-built and as-planned models are registered in 

same coordinate system using Autodesk Revit’s shared 

coordinate system to determine status of activities in 

terms of ahead of schedule, behind of schedule or on 

schedule. Three different colors are used for color 

coding as below: red color is used to indicate behind of 

the schedule activities. Blue Color is used to indicate on 

schedule activities. No color or white color is used to 

indicate ahead of schedule activities. Python scripting 

and Dynamo visual programming were used to perform 

the task. 

Following determining the status of activities, 

Dynamo visual programming is used to obtain volumes 

of the as-built elements and transferred it to Excel 

 
Figure 1. Proposed research methodology.  
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spread sheet. The obtained volumes are used in 

comparison with as-planned BIM model volumes to 

calculated progress percentages. A unique element ID is 

assigned to each element which contributes to both 

Python and Dynamo programming as well as 

calculating progress percentages. 

4 Case Study 

This case study was carried out in Civil 

Engineering Building (H20) at the University of New 

South Wales (UNSW). The study included two rooms, 

meeting room and its associated kitchen, each with an 

area of 58.78 m2 and 21.56 m2 respectively. The 

primary goal of performing the research in an existing 

structure is to validate the methodology. The as-

designed model, which is a complete 3D BIM model of 

the building as shown in Figure 2, was produced in 

Autodesk Revit 2020 using correct room dimensions 

measured by hand with a tape measure. Site scan data 

were collected by Geo-SLAM ZEB-REVO laser 

scanner as shown in Figure 3. 

 
Figure 2. Two different views of as-designed BIM 

model of building H20, room 402 at UNSW. 

 
Figure 3. Point cloud data produced by the mobile 

handheld scanner for room 402 building H20 at UNSW. 

The Geo-SLAM ZEB-REVO laser scanner is handheld, 

lightweight, and easy to use scanner that can perform a 

fully automatic scan. This laser scanner has maximum 

range of 30m, scan rate of 43200 points/s and relative 

accuracy of 1-3 cm. The SLAM condition is also shown 

in color scale from blue to red as good to poor 

respectively [34]. The color was not considered in 

process of point cloud in this case study. The scan data 

were collected in less 10 minutes for the case study.  

The progress of the work is measured by comparing 

the as-built and as-planned BIM models. The as-planned 

model is a subset of the as-designed BIM model that is 

intended for construction within a certain time frame. 

The as-built model is developed using scan data to show 

the construction site’s status. It is assumed that an 

accurate as-designed BIM model exists, which is 

modified on a regular basis with change orders and 

contract modifications.  

The study’s focus is limited to the progress of the 

walls. Hence, the scan data was manipulated into four 

different cases to measure progress in different time 

periods. These four cases are: 1) not started with no 

progress; 2) partly completed with progress until the 

floor of larger windows on the south side of the building; 

3) work progress until the floor of small windows on the 

west side of the building and 4) completed with 100% 

progress. Scan data for second and third cases shown in 

Figure 4.  

 
Figure 4. Simulated point cloud data: (a) second case: 

work progress until the floor of windows on the south 

side of the building; and (b) third case: work progress 

until the floor of windows on the west side of the 

building. 

4.1 Filtration and As-built BIM 

A benchmark point cloud of walls was generated 

from as-design BIM model in Cloud Compare followed 

by coarse and fine registration with side scan data as 

shown in Figure 5 (a). Hausdorff distance was 

implemented in MeshLab to filter out noise and 

additional construction elements in the scan data such as 

columns, floor, ceiling, and furniture. Figure 5Figure 5 

(b) depicts the result of Hausdorff distance. 
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RANSAAC shape detection algorithm from Cloud 

Compare was also applied to eliminate residual noise 

from the result of Hausdorff distance.  Figure 5 (c) 

shows the RANSAAC detected planes for both 

interested objects and residual noise. The residual noise 

in the shape of planes is removed and required planes 

are kept only. The product of the RANSAAC 

application is a cleaned point cloud that is ready to be 

converted to as-built model as shown in Figure 5 (d). 

Parts (e) and (f) display the results of RANSAAC 

algorithm applied to the remaining other two partially 

completed cases. The as-built BIM models for the three 

separate cases were produced manually in Autodesk 

Revit 2020 considering the worst cases as shown in 

[Figure 5. (g, h, i)] respectively. 

 

4.2 Status of Activities and Progress 

Percentages 

The status of activities related to the construction 

schedule is determined by comparing as-built and as-

planned BIM models. Since the research was performed 

on an existing structure, the following two assumptions 

were considered in the case study: 1) two as-built BIM 

model walls were approved as not yet completed or 

behind schedule, and 2) two as-built BIM model walls 

were accepted ahead of schedule. As-built and as-

planned BIM models were registered in same coordinate 

system using Autodesk Revit shared coordinate system. 

Color codes were produced using Python script and 

Dynamo, as shown in Figure 6. Red elements indicate 

activities that are behind schedule, blue walls indicate 

activities that are on schedule, and no color or white 

color indicates activities that are ahead of schedule.  

All the elements were assigned a unique ID starting 

at 100. The ID aids in comparison, data transfer to 

another environment, and schedule updates. To measure 

the progress percentages, the volumes of elements were 

transferred and compared to as-planned volumes, as 

shown in Table 1. A simple proportion was caried out 

considering as-planned values 100% complete in 

comparison. Activities 100,200,700 and 800, which are 

behind of schedule (B.S) and ahead of schedule (A.S) 

cannot be used in comparison. Hence, the progress is 

calculated for ongoing activities in different cases only. 

Ahead of schedule (A.S) activities could be used if the 

comparison is performed with as-designed model, 

which will be considered in future improvement. 

 
Figure 5. Procedures of data processing: (a) Point clouds registration: red is benchmarking point cloud and 

RGB is site scan; (b) Result of Hausdorff distance; (c) Planes detection using RANSAAC algorithm; (d) 

Fourth case: result of RANSAAC algorithm; (e) Second case: result of RANSAAC algorithm; (f) Third case: 

result of RANSAAC algorithm; (g) Second case: as-built BIM; (h) Third case: as-built BIM; and (i) Fourth 

case: as-built BIM. 
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Figure 6.  Status of activities in the fourth case. 

The total accuracy of the work is calculated by 

calculating the errors in each wall in all cases. In 

calculating progress percentages, the errors are either 

increment or decrement. It is worth noting that the 

scanning device’s accuracy is not covered in this case 

study. Because of the increase or decrease in values, the 

absolute values of errors are taken.  Subsequently, the 

average and total average values for all the errors are 

determined. Finally, as shown in Table 1., the total 

accuracy is calculated. 

 

5 Discussion 

The case study revealed that the new method of 

progress monitoring using Hausdorff distance and as-

built BIM can be used for completed and partially 

completed activities. This approach used a handheld 

scanner to collect data, which reduced the amount of 

noise as well as the time spent in registering multiple 

scans. The use of a mobile scanner and as-built BIM in 

progress monitoring, according to this report, not only 

improves measurement precision, but also contributes to 

resuming postponed projects, COVID-safe working, 

procurement preparation and a variety of other benefits. 

The novel approach used in this study, which 

combined algorithms and modern technology, can 

provide the following advantages. These advantages 

include quickly extracting objects of interest, showing 

activity status, and obtaining progress percentages that 

assist project managers not only in assessing job 

progress but also in other phases of the project life cycle. 

In addition, using mobile scanner minimizes the 

drawbacks of photogrammetry and static laser scanning 

approaches. 

The study like other research works, has some 

limitations. Some parts of the study such as registration, 

creating as-built BIM models in Autodesk Revit, and 

registering as-built and as-planned models in the same 

coordinate system, are still done manually. In addition, 

since Autodesk Revit does not allow to overriding color 

on a link model, the activities that are ahead of schedule 

are not colored as shown in Figure 6. 

Table 1. Progress percentages and accuracy calculation 

Accuracy calculation 

Activity Description 
As-planned Model Volumes 

(m3) 
As-built Model Volume (m3) Work Progress (%) 

Activity  

ID 

Activity 

Name 

Case 

1 

Case 

2 

Case 

3 

Case 

4 

Case 

1 

Case 

2 

Case 

3 

Case 

4 

Case 

1 

Case 

2 

Case 

3 

Case 

4 

100 Wall 35 cm 0 1.86 1.89 1.96 B.S B.S B.S B.S 0 B.S B.S B.S 

200 Wall 35 cm 0 1.42 1.92 3.26 B.S B.S B.S B.S 0 B.S B.S B.S 

300 Wall 35 cm 0 1.90 2.59 5.52 0 1.88 2.79 5.4 0 98.97 
107.7

2 
97.82 

400 Wall 35 cm 0 1.65 2.22 3.96 0 1.76 2.3 3.75 0 
106.8

8 

103.7

6 
94.70 

500 Wall 10 cm 0 0.23 0.31 0.66 0 0.23 0.31 0.62 0 
100.4

9 

100.0

5 
93.94 

600 Wall 35 cm 0 1.86 1.89 1.96 0 1.93 2.02 2.05 0 
103.7

9 
106.8

8 
104.6 

700 Wall 35 cm A.S A.S A.S A.S 0 3.75 5.22 9.68 A.S A.S A.S A.S 

800 Wall 35 cm A.S A.S A.S A.S 0 1.97 2.81 5.45 A.S A.S A.S A.S 

Activity Description 
Errors in Each Case (100-

progess of case) 
Errors Absolute Value 

Average 

Absolute 

Values 

Total 

Aver

age 

Total 

Accu

racy 

Activity 

ID 

Activity 

name 

Case 

1 

Case 

2 

Case 

3 

Case 

4 

Case 

1 

Case 

2 

Case 

3 

Case 

4 
   

100 Wall 35 cm 0 B.S B.S B.S 0 B.S B.S B.S B.S 

4.1 95.9 

200 Wall 35 cm 0 B.S B.S B.S 0 B.S B.S B.S B.S 

300 Wall 35 cm 0 1.03 -7.72 2.18 0 1.03 7.72 2.18 3.64 

400 Wall 35 cm 0 -6.88 -3.76 5.3 0 6.88 3.76 5.3 5.31 

500 Wall 10 cm 0 -0.49 -0.05 6.06 0 0.49 0.05 6.06 2.20 

600 Wall 35 cm 0 -3.79 -6.88 -4.6 0 3.79 6.88 4.6 5.1 

700 Wall 35 cm A.S A.S A.S A.S A.S A.S A.S A.S A.S 

800 Wall 35 cm A.S A.S A.S A.S A.S A.S A.S A.S A.S 
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6 Conclusions 

Construction progress is still measured manually, 

which is biased and error prone and has negative impact 

on project success in terms of time, cost, quality, and 

safety. This research work with a novel method 

addresses this problem to obtain the accurate and 

reliable progress of work in terms of percentages. 

The method was evaluated on real scan data in a 

case study, with various elements such as floors, 

columns, furniture, and kitchen items assumed as noises, 

yielding the following advantages. 

Utilizing Geo-SLAM mobile scanner in progress 

monitoring system helps to gather data in different 

environments, reduces number of allocated resources, 

time and costs, and contributes to resuming projects and 

safe working environment. In addition, integrating 

Hausdorff distance and benchmarking point cloud 

makes it simple to remove noises and redundant 

elements from scan data to obtain objects of interest. 

Project stakeholders could also see the status of the 

activities in visual format, and reliably calculate work 

progress in percentages, which is challenging task in 

traditional approach. The obtained progress percentages 

could also be used for automatic schedule updates, 

procurement management, contract dispute resolution, 

and project resumption after a breach of contract.  

In future work, shortening filtration process, 

overriding a color to ahead of schedule activities, and 

application of the methodology in other tasks will be 

studied.   
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Abstract – 

Three-dimensional (3D) printing is a branch of 

additive manufacturing (AM) that works by slicing a 

3D computer-aided design (CAD) model into 2D 

layers and sequentially printing each layer additively 

until the entire object is obtained. There has been a 

growing interest in 3D printing in the architecture, 

engineering, and construction (AEC) industry 

because of its ability to lower costs, reduce waste, and 

simplify the supply chain. Due to the inherent nature 

of this technology, it requires a synergistic effort 

among experts in different disciplines such as 

architecture, material science, structural design, and 

robotics, to name a few. Previous studies have focused 

on developing, exploring, and investigating the 

architectural, materials, and structural aspects. 

However, the robotic technology aspect received 

relatively less attention. Thus, the objective of this 

study is to critically review the existing 3D printing 

robotic systems in the AEC industry and explicitly 

categorize them. At first, the literature related to 3D 

printing robotic systems in the AEC industry was 

studied, and the subjects which have not been 

discussed extensively were identified.  Then, the gaps 

in the existing state of the art were identified, and 

lastly, a classification method was developed and 

discussed. To obtain the classification of the existing 

construction 3D printing robotic systems, five 

parameters were highlighted, namely fabrication 

place, fabrication type, materials used, 3D printer 

type, and 3D printing technology. In addition, the 

obtained classification was based on exploring the 

combinations of these parameters and their 

variations for existing applications in the AEC 

industry. By selecting the material that will be used, 

the application type, and other structural details, the 

printer details will be provided based on the 

developed classifications. The resulting classification 

could greatly assist and guide stakeholders’ efforts to 

better understand and adopt 3D printing in current 

and future projects. 

Keywords – 

3D printer; robotics; classification; AEC industry. 

1 Introduction 

Three-dimensional (3D) printing is a method that has 

been highlighted in various fields and industries. From 

biology to engineering, 3D printing helps provide an 

automated method to build complex geometric shapes 

with the least amount of human intervention.  

In the AEC industry, the adaptation of additive 

manufacturing started in 1998 by Khoshnevis [1]. Since 

then, creating and testing new materials, configurations 

of 3D printers, unique structural systems, and new 

application solutions were the new focus areas in the era 

of 3D printing [2]. 

Recently, the construction of 3D printing has evolved 

from an architect’s modeling tool to produce a large-scale 

structure, especially after constructing the world’s first 

3D printing house (Canal House) in Amsterdam in March 

2014 [3]. This is also evident from the spike in research 

related to 3D printing in the last few years [4,5]. The 

observed spike is potentially because 3D printing 

provides many advantages compared to conventional 

methods, including fewer chances of human errors, time 

and cost-saving and less wasted material in the whole 

building process [6].  Furthermore, 3D printing can also 

provide a reduction in work-related injuries as well [4]. 

As much as 3D printing showed many promising 

improvements to the current state of construction 

globally, more research is needed to improve the quality 

and the capability of the already existing systems. 

Due to the variety of materials used in 3D printing, 

the scale of printing, and the purpose, different types of 

3D printing robotic systems were developed. There are 

several parameters that distinguish one robotic system 

from another. The most important ones are fabrication 

place, fabrication type, materials used, 3D printer type, 

3D printing technology, and 3D printing method. To 

select the appropriate 3D printing robotic systems, the 

right parameters should be selected. To assist 3D printing 

users in selecting the appropriate system for their 

application, this study provides a classification of 3D 

printing robotic systems based on existing applications in 

the AEC industry. 
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2 Literature review 

Although conventional construction methods have 

remained relatively unchanged for decades, the new 

technology, 3D printing, guaranteed the capability of 

being an effective way to increase the project efficiency 

and profitability and having positive environmental 

impacts [6]. For those reasons and the increasing number 

of applications, 3D printing is receiving attention from 

researchers and practitioners in the last few years. 

Many studies have focused on creating different 

structures, especially large-scale ones, enhancing their 

properties, and studying their printability and structural 

capacity. The study by Pessoa et al. [7] presented a 

review of the 3D printing application in the construction 

industry. The study concluded that 3D printing is still in 

an initial stage in the AEC industry. As mentioned in 

their study, a collaboration between the private sector and 

research groups counted as an essential step for 

developing full-scale solutions for 3D printing. Some of 

the examples in their study included that kind of close 

collaboration across the world. Another study developed 

by El-Sayegh et al. [4] provided a systematic review of 

3D printing in the construction industry. Their research 

discussed and evaluated the different 3D printing 

techniques. It was focused on the 3D printing benefits, 

challenges, and risks and concluded that before 

confirming that 3D printing can become a viable solution 

in the construction industry, several challenges still need 

to be addressed.  

Some review studies focused on a certain type of 

material, such as Mohan et al. [8], which focused on 

reviewing the material behavior spanning from the early 

age to long-term performance for extrusion-based 

concrete 3D printing. The study presented and discussed 

the printability and the structural capacity of the 

Extrusion-based 3D printing with concrete material. 

Another review paper by Ma et al. [9] focused on 

reviewing the existing 3D printing technologies of 

cementitious materials currently used. The three latest 

development of largescale 3D printing systems were 

summarized, and their relationships and limiting factors 

were identified. The study was concentrated on the 

printability and the structural capacity of each technology. 

On the other hand, Zhou et al. [10] focused on the 3D 

printing of polymer materials and reviewed the 

printability of this type of material. The study 

investigated the limitations of using polymer materials in 

construction 3D printing. In addition, Buchanan and 

Gardner [11] reviewed metal 3D printing techniques in 

construction. The printability and the structural capacity 

were discussed in detail. Their research was focused on 

the methods, the application, the challenges, and the 

opportunities of metal 3D printing.  

In 2018, Ozturk [12] provided a review of different 

applications of 3D printing technology in industries other 

than the construction industry to examine their attempts 

in the construction industry and provided an outlook on 

possible future application areas.  

This resulted in the identification and classification of 

the state-of-the-art 3D printing technological 

developments for various industries and made 

projections on the possible adaptation areas in the 

construction industry.  

Kidwell [6] analyzed progressive 3D printing 

companies that have effectively employed 3D printing 

technology on a full scale. This research aimed to 

examine the current uses of 3D printing technologies in 

construction and then highlight the best practices and 

applications while considering the technology’s existing 

limitations and creating an outline for these applications. 

The study was focused on the type of materials, 

printability, and structural capacity. Duballet et al. [13] 

conducted a study on building systems related to concrete 

extrusion-based 3D printing techniques. The study 

highlighted specific parameters such as concerning scale, 

environment, support, and assembly strategies and 

proposed a notation system to classifying building 

systems depending on concrete 3D printing. 

In 2016, Rogers et al. [14] Provided a research agenda 

for future studies on the impact of 3D printing services 

on supply chains by identifying types of 3D printing 

services available today and identifying the potential 

impacts of these services. However, this study did not 

provide any details regarding printability and structural 

capacity. Perkins and Skitmore [3] investigated the state 

of the art construction 3D printing practices and their 

future potential based on the review of relevant literature. 

In addition, the technology could be applied to construct 

buildings far more quickly and at a much lower cost. 

Their research described in detail the three main 3D 

printing methods used for cementitious materials: 

contour crafting, concrete printing, and D-shape. It 

concluded that approximately 30% of waste could be 

reduced by 3D printing, which makes it a very attractive 

proposition for construction. 

The literature review thus confirms that as 3D 

printing is still in its infancy in the AEC industry, 

research is still focused on the materials used, printability, 

and structural capabilities. The research gaps found after 

reviewing the literature are: 

1. Most of the studies were developed to review 3D

printing based on the materials used and printer

methods, the studies that review general 3D printing

in construction are very few.

2. Most of the studies provide a 3D printing

classification for a certain technology or technique;

none of the studies provided a general 3D printing

classification.
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3 Research aim and objectives 

This study will provide a classification of the existing 

3D printing robotic systems in the ACE industry, 

focusing on the 3D printer’s details and different 

applications. The following objectives will lead to 

achieving the mentioned aim of this study:  

1. To explore the existing 3D printing robotic systems 

in the ACE industry. 

2. To identify different applications of the analyzed 

3D robotic systems.  

3. To develop a classification of the 3D printing 

robotic systems. 

The proposed classification will assist the building 

designers, and construction professionals choose the 

appropriate 3D printing robotic system(s) for their 

particular context and application. 

4 Methodology 

To achieve the abovementioned objectives, the 

following methodology is employed. First, a systematic 

literature review was done to collect the 3D printing 

robotic systems’ details and their different applications. 

The literature was reviewed to collect the details of 

different 3D printing robotic systems used in 

construction. The collection process focused on the 

methods used in 3D printing and other parameters such 

as the material used, the area of the structure printed, 

fabrication place, fabrication type, and 3D printing 

technology. Second, application details were collected to 

show the 3D printing robotic system’s capability. Lastly, 

based on the collected data, a classification was 

developed. The above mentioned methodology is shown 

in the form of a flowchart in Figure 1. 

4.1 Data Collection and Preparation 

There are a variety of 3D printing robotic systems, 

methods, and types used in the construction industry. It 

is very important to understand every aspect of these 

systems, methods, and types before choosing the right 

system for their context or application. Lack of such an 

understanding will not only lead to choosing the wrong 

method, system or type but also might have time, cost, 

and resource implications on projects. Therefore, to 

comprehensively understand and map these, this research 

was focused on collecting different parameters that may 

affect the selection of the proper robotic system, such as 

the materials used, fabrication place, fabrication type, 3D 

printing technology, and 3D printing method. Although 

this is not an exhaustive list of parameters, these are some 

of the most significant factors impacting the selection of 

the right 3D printing robotic system(s) as per the authors’  

 

Figure 1: Steps involved in the proposed research 

methodology to develop a construction 3D 

printing robotic systems classification 

and industry professionals’ experience. 

After collecting the existing 3D printing robotic 

systems in the AEC industry and their different 

applications, the following are the details of each 

parameter. 

• Material used: 

The existing materials used for 3D printing in the 

AEC industry are polymer, cementitious, and metal 

materials.  

• Fabrication place: 

According to the literature, it was found that the 3D 

printing structure can be fabricated either on-site or off-

site where the most application was constructed. 

• Fabrication type: 

 Based on different applications, it was found that 

there are two different fabrication types used in 3D 

printing, Additive Fabrication (AF), where the object or 

element is built by layering materials on top of each other, 

and Formative Fabrication (FF), where heat and pressure 

are used to form the material into the desired shape.  

• 3D printing technology 

To meet the requirements of different materials used 

in 3D printing, various technologies have been developed. 

Based on [11] and according to ASTM Standard F2792, 

seven printing technologies have been developed for 3D 

printing until now [16]. The first technology is the 

Powder Bed Fusion (PBF), which is melting and fusing 

the powder material using a laser or electron beam. All 

PBF processes require that the powder material should be 
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spread over previous layers. The second technology is 

Vat Photopolymerization, in which a vat of liquid 

photopolymer resin is used to construct the model layer 

by layer. In addition, it uses liquid to form objects. Unlike 

the PBF technology, during the build phase, there is no 

structural support from the material itself, where the 

support is given from the unbound material. The third 

technology is Material Jetting, in which the material is 

jetted into the platform, then it solidifies. In this process, 

layer-by-layer, the material is extruded through a nozzle 

that moves horizontally across a platform to deposit 

material where needed. The fourth one is Material 

Extrusion which is the most commonly used technique. 

In this technology, by depositing the material through a 

nozzle layer by layer, in some methods, such as in the 

Fused Deposition Modeling (FDM) method, the material 

is heated. The nozzle moves horizontally, and after 

depositing a new layer, the platform moves vertically. 

The fifth technology is called Binder Jetting, which uses 

two materials to build the desired structure, namely a 

powder-based material and a binder. Typically, the 

binder, which acts as an adhesive between powder layers, 

is liquid, while the build material is powder. In a 

horizontal motion, a print head alternately deposits layers 

of build materials and binding materials, and when a 

layer of an object is printed, it will be lowered on its build 

platform. The sixth is Energy Deposition. In this 

technology, a nozzle is installed on a robotic arm with 

several axes, where melted material is deposited on the 

desired surface, where it solidifies. Although material 

extrusion is similar in principle to this process, in this 

technology, the nozzle can move in more than one 

direction. The seventh and last technology is Sheet 

lamination. This technology uses metal ribbons or sheets 

welded together with ultrasonic energy. During the 

welding process, computer numerical control (CNC) 

machining and removal of unbound metal are required. 

Metals such as aluminum, copper, stainless steel, and 

titanium are used in this technology [29].  

• 3D printing method

Since the technology can be implemented in different

techniques, different printing methods were developed 

for each technology. Based on existing applications for 

polymer materials, four different methods are used: 

Fused Deposition Modeling (FDM), Digital Projection 

Lithography (DLP), Paste Dispenser, and FreeFAB. For 

cementitious materials, there are five different methods: 

Contour Crafting, Concrete printing, D-Shape, Fused 

Deposition Modeling (FDM), and Fused material powder. 

Lastly, for metal materials, three different methods exist. 

These methods are Selective Laser Melting (SLM), 

Ultrasonic Additive Manufacturing (UAM), and Direct 

Energy Deposition (DED) [10]. 

This study focused on collecting the existing printing 

methods for each application and the details of each 

parameter to demonstrate the ability of each printer. After 

collecting all these details, the classification was 

developed and summarized in the next section. 

4.2 Classification Development 

The classification with nine different levels was 

developed based on the collected data. Since the 

objective was to develop a classification for an AEC 

professional (or user) with minimal to no prior expertise 

in construction 3D printing, the classification levels were 

broken down into two parts: user selection and 3D printer 

details (Figure 2). Since the entire classification was too 

big, to better visualize it, it is segregated based on the 

type of material. Each of the different levels in the 

classification for each of the materials is shown in 

Figures 3 and 4. Each of the levels and components 

involved in the classification was already described in the 

methodology. To make the classification crisp and easy 

to view, abbreviations were used for different levels and 

components. 

In order to select the appropriate 3D printing robotic 

system based on the developed classification, the user 

should select the type of material that they intend to use, 

decide if just an element or the whole structure will be 

built, the area of the structure, and similar application of 

what he/she wants to build. Based on their selection, the 

printer details (i.e., the printing method orienting 

technology, fabrication type, printer type, and fabrication 

place) are provided in the lower levels of the 

classification. It was mentioned before that the 

classification was built based on the previous application. 

The resulting classification for each material is presented 

in Figure 3 (for cementitious) and Figure 4 (for polymers 

and metals).  

Figure 2: Classification levels (created using 

biorender.com) 
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5 Results and discussion  

In the resulting classification, 16 existing applications 

were collected for cementitious materials, while only five 

and four applications were collected for polymers and 

metals, respectively. Therefore, the most popular 

material used in 3D printing in the AEC industry is 

cementitious material.  The use of polymer and metal 

materials is limited, especially on large-scale structures. 

However, polymer additive manufacturing is the 

most common method because of its low cost and 

widespread equipment availability. Moreover, the 

developed classification showed that most 3D printed 

structures were printed off-site, and the most popular 

printer type is the arm-based. In addition, all the onsite 

implementations are arm-based using cementitious 

materials. 

The presented classification was developed using the 

existing applications with full details of the nine levels. 

Some of the collected methods and applications were 

excluded because of the limited information (e.g., no 

application was found for the Selective Laser Sintering 

(SLS) method used for polymer materials, so this method 

was excluded. Also, the polymeric structures in [19] were 

excluded because it has no structural details). The 

developed classification can and should be updated when 

new applications surface.  

Most of the studies proved that the AEC industry is 

trying to Investigate new ways for improving project 

efficiency, and using 3D printing can reduce time and 

cost and improve quality and labor safety. The developed 

classification can support the decision-making process to 

select the appropriate 3D printing systems in future 

projects.  

 

6 Summary and Conclusions 

This research developed a classification of the 

existing 3D printing robotic systems in the AEC industry. 

The literature was reviewed to demonstrate the current 

status of real-world implementation in the AEC industry. 

It was found that 3D printing is still in an early stage in 

the AEC industry. After reviewing the literature, data of 

different 3D printing robotic systems were collected. 

Then, different existing applications for each system 

were collected with providing its details to determine the 

capability of the system. The collection procedure 

focused on data from different 3D printing robotic 

systems based on parameters such as the materials used, 

fabrication place, fabrication type, 3D printing 

technology, and 3D printing method. There were three 

types of materials used in 3D printing in constructions, 

namely Polymer, Cementitious, and Metal. The 

fabrication place can be either on-site or off-site. There 

were two different fabrication types used in 3D printing: 

Additive Fabrication and Formative Fabrication. In 

addition, there were seven different printing technologies: 

Powder Bed Fusion, Vat Photopolymerization, Material 

Jetting, Material Extrusion Binder Jetting, Energy 

Deposition, and Sheet lamination. After collecting all the 

needed data, a classification was developed, and the use 

of the classification was discussed. Due to the big size of 

the classification, it has been divided into smaller clusters 

based on the type of material. For each material, the 

classification represents the existing 3D printing robotic 

system's details. When new applications emerge, the 

classification should be updated. The developed 

classifications showed that the most used material in 3D 

printing in the AEC industry is cementitious. Although 

polymers are the most common material used in 3D 

printing in different industries, it is limited in AEC 

industry. The right parameters should be selected in order 

to determine the appropriate 3D printing robotic systems. 

In this instance, the developed classification is used. 

Based on selecting the material, the similar application, 

and other details from the first four classification levels, 

the 3D printing robotic system’s details are obtained. The 

resulting classification could greatly assist and guide 

stakeholders’ efforts to better understand and adopt 3D 

printing in current and future AEC projects.  
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Abstract –  

The Jade University of Applied Sciences organised 

the digital business game "PING PONG", a BIM 

Game, to teach students the networked and digital 

planning methodology BIM. Building Information 

Modelling (BIM) should be the planning standard for 

construction projects and thus a fixed component of 

university education. For this purpose, an innovative 

and motivating teaching format was developed with 

the course PING PONG, which brings about an 

increase in the quality of teaching and the success of 

studies. Based on the Erasmus+ project "BIM Game" 

[1][2], this article describes in detail how a realistic 

BIM business game can be designed to test the most 

common BIM key technologies in a scientific 

environment and to anchor the processes of 

collaborative working more firmly in the brain. 

Furthermore, the didactic means and a work portal 

that were used to evaluate the decentralised project 

work and to pace the game are presented to shorten 

the complex, interdisciplinary and time-consuming 

planning processes through simultaneous project 

work. 

 

Keywords – 

BIM Game; Building Information Modeling; BIM; 

HOAI; game design elements; business game; 

integrated planning; decision-oriented planning 

1 Introduction 

Playful learning is the most intuitive form of learning 

that people know. Even at a very young age, new skills 

are learned through play and adaptation [3] [4]. The 

Building Information Modeling (BIM) Game makes use 

of this natural play instinct and thus provides a higher 

motivation to deal with the topic of BIM. This is the 

initial idea and motivation of the European-funded 

research project “BIM Game” organized and developed 

in cooperation with various universities, colleges, 

training centres, and software companies from five 

European countries. Results were reported in the ISARC 

proceedings 2020 [1]. The BIM Game is developing 

further and is now incorporated into a regular lecturer at 

the Jade University of applied science, where the authors 

organized the digital planning game PING PONG. It was 

a three-day event to teach architecture students about 

BIM digital design methodology, but also to test new 

measures and tools to take the BIM game to a higher level. 

2 The basic framework  

The complex task of construction planning requires 

methodical knowledge, knowledge of general processes 

and structures as well as information about framework 

conditions such as laws, ordinances, guidelines, technical 

rules and specific information about the task. [5] The 

complexity of the planning and construction process has 

increased significantly in recent years, due to structural 

change in the construction industry and increasing 

competitive pressure. Factors such as increasing project 

sizes, more complex building geometry, hardly realisable 

time schedules and numerous requirements for the 

energy and resource efficiency of buildings lead to a 

growing number of actors involved in the project and 

thus different interests and process requirements. [6] This 

wide range of services cannot be offered completely by 

any one company, which is why construction projects are 

almost exclusively realised in cross-company 

cooperation. [7] 

 

Decentralised planning becomes necessary as soon 

as a planning organisation divides the responsibility for 

planning tasks across its corporate hierarchy among 

several planners. (cf. [8] [9)] 

 

With increasing complexity, topics such as the 

integration of the actors involved in the project or the 

creation of a consistent and compatible data environment 

are becoming increasingly important. Especially in the 
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context of increasingly decentralised project cooperation, 

the aspect of cross-disciplinary and cross-application 

interaction and integration is becoming a central factor 

for the success of project-related cooperation and thus for 

the success of the project. Against this background, the 

question of integrated planning and the application of 

BIM has gained importance in recent years. [6] 

Problem-solving in construction planning is 

predominantly done by methodologies without 

algorithms. Classical optimisation strategies cannot be 

applied due to mathematical non-scriptability and a lack 

of information [10]. In Germany, complexity is 

classically reduced by dividing construction planning 

tasks into the various service profiles according to the 

Fee Regulations for Architects and Engineers (HOAI). 

[11] The HOAI distinguishes between activities and 

results (cf. HOAI § 15 Para. 2). Listed are those activities 

which, in connection as a bundle of activities, produce a 

result as a prerequisite for decision-making (decision-

oriented planning). [5] The decision itself is not part of 

the service profile of a particular institution, since as a 

rule the decision-maker and the institutions preparing the 

decisions are not identical or should not be identical 

(independent planning), i.e. the contractor will bring the 

respective result of a service phase into the decision-

making process with the client. [5] The designation of the 

results of the individual service phases is the same for all 

service profiles of the specialist planners involved in the 

object planning so that the individual activities of all 

participants can be integrated into specific phases in each 

case (integrated planning). [5] The activities described 

in the HOAI do not change as a result of new 

methodological approaches such as BIM, as the activity 

descriptions of the HOAI continue to be existential for 

construction planning. However, the service phases can 

mix or overlap or be carried out simultaneously instead 

of sequentially. The following figure (Fig. 1) shows this 

partially simultaneous arrangement in the familiar bar 

representation of a network plan.  

 

 

Fig. 1: Semi-simultaneous phase arrangement [7] 

Simultaneous processing (Simultaneous Engineering) 

and the diverse networking and feedback of problem-

solving cycles lead to a phase overlap in planning. In 

addition to positive effects on the quality of planning, this 

also opens up great potential for shortening planning 

periods. [7] The time-saving potential can be used, for 

example, to compress interdisciplinary subject areas that 

are traditionally only dealt with sequentially (one after 

the other) due to mutual dependencies.  

These more complex subject areas, whose problems 

are to be solved primarily through iterative interactions 

with various subject experts go beyond the "normal" 

lecture content in the academic training of architects. 

However, a digital business game offers ideal conditions 

to train interdisciplinary and parallel collaboration on the 

project. For this playful way of learning, in addition to 

the usual assessment criteria for results, further 

assessment criteria e.g. ideas, activities, decisions and 

interactions need to be created to specifically guide and 

assess the students in a short time frame (Fig. 2).   

 

 
Fig. 2: Required evaluation criteria for digital business 

games in construction planning 

3 PING PONG – a digital business game 

The first decentralised and at the same time international 

business game was held at the Jade University of Applied 

Sciences over three days: 18 architecture students learned 

about the design and planning tools of the BIM 

methodology. Under almost real competition conditions 

four groups of up to five people planned a campus café 

for the university with the possibility of playing PING 

PONG; time limitation: 55 hours. In each group, 

responsibilities were divided and players took over 

different roles to learn and understand integrated 

planning processes. Cooperation within the group was 

decentralized, all students worked from home, planning 

took place directly on the 3D model. One of the 

motivating aspects of the game was the competition 

character of the event. Each group was in direct 

competition with the other groups, intermediate results 

from other groups were published partially to increase the 

pressure on the participants. The instructors came into 

play as coaches and trainers, helping the groups to 

overcome problems and difficulties, motivating and 

pushing them to new achievements. In the role of the 

client, the teachers invited the groups to have interim 

discussions and requested performance levels. Hereby 

aspects of independent planning could be trained.  

The clock was ticking: Results had to be delivered 

precisely and, above all, on time. This was ensured by a 
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work portal that controlled the entire game, structured 

process steps and requested efficient and decision-

oriented planning. Time flew by, the conference rooms 

were open around the clock for discussions and meetings, 

and finally, after three exhausting working days full of 

activities, decisions and interactions exciting designs 

(like shown in Fig. 3) were presented and awarded.  

The playful competitive atmosphere motivated all 

participants. It lowered the fear of using new technology, 

trained digital communication and provided insights into 

the benefits and performance of various digital planning 

tools. 

 

 

Fig. 3: Final Design presented by: Melissa El Haddad, 

Anna-Lena Laube, Lisa-Marie Schlott, Christine Büch 

3.1 Learning objectives 

The primary learning objective of the PING PONG 

game is to understand and apply the digital planning 

methodology BIM. In a realistic simulation of a planning 

competition, this knowledge must be derived and 

evaluated on the students’ design. In direct collaboration 

with group members and exchange with the client, the 

students plan and develop their ideas and use the 

appropriate digital tools. 

3.2 Structure and boundary conditions 

A total of 18 students from the architecture program 

took part in the course. Based on a self-assessment to be 

submitted in advance, they were divided into four teams 

of approximately equal strength. The boundary 

conditions were shaped by corona-related limitations: 

Participants worked from home. Various 

videoconference rooms were available during the game. 

In addition to a computer with webcam and microphone, 

the following software applications were part of the 

players' basic equipment:  

 

1. Modelling and visualisation software  

2. Web-based data management / cloud / CDE 

3. Cost estimation software  

4. Collision detection software 

5. IFC Viewer 

6. BCF application 

 

The game was initiated by two introductory meetings 

that started three weeks before the workshop. This 

introduction was used to explain the process and 

organization of the game and to provide an overview of 

the software applications used in the game. For this 

purpose, video tutorials on how to use and install them 

were made available. The project description, 

competition overview, design manual, and modelling 

guidelines were also uploaded for review. Three days 

before the start of the game, the teachers conducted a 

software check of all players to ensure that all 

installations were completed successfully and that the 

technical requirements for participation were met. The 

total playing time was 55 hours. During this time, virtual 

meeting rooms within a Zoom conference were available 

to participants. The final submission of results was 

scheduled for the third day followed by presentations of 

the results and an award ceremony. A few days later the 

event was concluded with a final debriefing session in 

which the participants reflected on what they had learned. 

4 Didactic means 

The PING PONG course was characterized by a clear 

game structure, its rules and a process landscape that 

automatically demanded results. This gave the event 

transparency and orientation. The clear time constraints 

and the compact workshop format helped to create an 

intensive working atmosphere. At the same time, the 

event was directly related to practice, because the BIM 

Game was a true-to-life simulation of a restricted 

interdisciplinary planning competition, organized 

according to RPW 2013 [12], to show the students 

realistic conditions.  

This was achieved within the game through a 

coordinated diversity of methods and tools. Different 

digital applications had to be used to solve the tasks. 

Conversations, group work, activating questions as well 

as client meetings (shown in Fig. 4) were different 

formats in which students had to use their knowledge, 

repeat and adapt it to the respective situation, thus 

cognitively consolidating information. In addition, the 

game structure included the possibility to improve 

already submitted performances afterwards. This 

repetition option served to reflect on one's performance 

and was used by all groups. 

The participants received feedback through the 

regularly held client meetings. Here, the teachers were 

able to give feedback, check learning objectives, request 

additional services if necessary and make demands on the 

planners. Outside of the client meetings, the teachers 

were "coaches" and looked over the shoulders of the 

students. In this role, they gave help and tips, motivated 
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and listened. This division led to a clear understanding of 

the roles in the cooperation with the students to 

distinguish the different forms of pedagogical support in 

terms of content and concepts. 

The game was didactically condensed in very 

different ways. Above all, the format of a time-limited 

compact workshop led to the development of a very 

intensive working atmosphere. The competitive spirit of 

the participants was awakened and a team-building effect 

was created that motivated each individual - including the 

teachers - and thus produced excellent results. 

 

 

Fig. 4: Corrections to the model in the client meeting 

via screen sharing of the conference system  

4.1 Didactic structure 

The PING PONG game was developed through the 

application of Constructive Alignment. This learning 

goal-oriented didactics goes back to John Biggs [13]. 

Biggs suggests aligning learning objectives, assessment 

form and teaching and learning activities. In this respect, 

the learning objective was defined first (see 3.1 Learning 

Objectives).  

In the following step, formats had to be found that 

could make learning progress visible. The idea was to 

integrate the examination in the form of a project 

presentation within a competition process. In this way, it 

was possible to measure the teaching and learning 

success and thus obtain feedback on the achievement of 

the objectives. The playfully structured presentation 

within an architectural competition made the participants 

forget the exam situation and achieved good results.   

In the third step, the teaching and learning activities 

were placed in the game setting. Instructions for action, 

modelling guidelines, short tutorials, coaching talks, 

presentations, but also a mutual helping of the students, 

i.e. a variety of coordinated methods, were used for this.  

The preliminary introduction to the game was an 

important tool for initiating the game. To reflect on what 

was learned, a debriefing was held one week after the end 

of the game, according to Hattie rank 1 for successful 

learning [14]. 

4.2 Learning processes 

Sustained learning only takes place when several 

channels are simultaneously absorbed during information 

intake, if active information intake is repeated at a later 

time and if students feel exposed to a moderate stress 

situation in a safe environment.  

 

The work portal described below is based on the 

following findings: 

 

• Support of verbal and written knowledge exchange 

with students  

• Repetition effect: Voluntary repetition in the active 

absorption of information 

• Establishment of a moderate stress situation in a 

safe environment 

 

 

"If you want to explain something to someone else, 

you have to understand it yourself beforehand, e.g. you 

have read or heard it. Anyone who tries something out 

or applies it already associates the entire sequence of 

events with the actual information, which is why the 

result is more firmly anchored in the brain than if they 

had merely observed the same result with someone 

else." [15] 

 

 

"The more often managers can practice dealing with 

stress in a safe environment, the more confidently they 

will later apply what they have learned in their 

professional lives." [16] 

 

 

5 Work portal  

The Business Process Management System (BPMS) 

Bizagi steered the business game phases, from modelling 

to executing and evaluating processes. Key elements 

provided within this BPMS are a process engine where 

the process models are executed and a web-based work 

portal for user's interaction providing means to manage a 

worklist, taking and completing tasks, among other 

functionalities. [17]  

5.1 General concept 

For the integration of the work portal into the runtime 

system of a .NET framework, the "Bizagi Suite" offers 

three packages (Modeler, Studio and Automation). The 

Bizagi-Modeler supports the modelling of processes 

based on “Business Process Modeling Notation 2.0” 

(BPMN2.0) to visually document, simulate and optimise 

business processes. Bizagi-Studio includes low-code 
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software for automating business processes and Bizagi-

Automation transfers business logic to a digital (working) 

platform on which technical and human activities are 

executed and orchestrated. Furthermore, the Bizagi-

Automation package implements the business processes 

on different information technology (IT) systems, such as 

desktop computers or mobile systems. For a better 

understanding, the differences between BPM and 

BPMN2.0 are briefly explained below. 

5.1.1 BPM 

"Business Process Management (BPM) is a 

systematic approach to capture, design, execute, 

document, measure, monitor and control both automated 

and non-automated processes to sustainably achieve 

objectives aligned with business strategy. BPM involves 

the deliberate and increasingly IT-enabled determination, 

improvement, innovation and maintenance of end-to-end 

processes." [18] Here, "end-to-end process" always 

stands for the holistic process view, i.e. from the start to 

the end of a work sequence. [19] 

5.1.2 BPMN2.0 

If the overarching view is reduced to pure process 

modelling, the meaning of the acronym BPM changes to 

"Business Process Modeling". In addition to process 

logic, this involves the technically correct representation 

of "lived" work sequences. "Business Process Model and 

Notation” (BPMN) is a standard for visually representing 

process logic. BPMN is used to communicate a variety of 

information to a variety of audiences. Through multiple 

diagrams, BPMN covers different types of modelling and 

thus enables the modelling of end-to-end processes. [20] 

Originally, BPMN was developed only to be read by 

humans. With BPMN 2.0, mapping to the execution 

language WSBPEL (Web Services Business Process 

Execution Language) was established to make the 

existing process semantics also machine-readable. [20]. 

BPMN 2.0 thus offers a standardised process language 

that can be read and interpreted by humans and machines. 

[19] (Further information of the BPMN2.0 process 

semantics see [21] [22].) 

5.2 Implementation into the game 

Bziagi's process engine ran the BPMN2.0 process 

model locally. The work portal was accessible via HTTP 

(Hypertext Transfer Protocol) and guided the participants 

(shown as groups in Fig. 5) and the contest organizers 

(shown as the client in Fig. 5) transparently and 

sequentially through the game, which is structured as 

follows: 

 

• Phase-0: Project initiation   

(Target working time (twt): 1 hour). 

 

• Phase-1: Concept   

(twt: 5 hours, through simultaneous processing) 

• Phase-2: Design   

(twt: 5 hours, through simultaneous processing) 

• Phase-3: Evaluation   

(twt: parallel to the further course of the game) 

• Phase-4: Feedback   

(twt: 1 hour) 

• Phase-5: Presentation   

(twt: max. 5 hours) 

 
 

Fig. 5: The technical BPMN2.0 process model on which 

the work portal is based and the processing progress 

visible to all groups (green markings) 

After completing phases 1 and 2, the results of all 

groups were displayed in the work portal. The 

competitors could then decide to either go to a well-

deserved end of work, start working directly on the 

following phase or improve their results (cf. Fig. 6). 

Improving the results inevitably led to an increased 

workload (outside the target working hours) or reduction 

of the target working hours of the subsequent phase. All 

groups chose improvement (a voluntary repetition of 

previous performance), through an increased workload. 

 
Fig. 6: Extract from the technical process model; 

competitors' decision to voluntarily improve results 

Overall, all groups had to complete the same tasks in 

the same target work time. Task distribution and result 

retrieval were done automatically and successively 

through the work portal. Only those who had uploaded 

all the required results could close the current activity and 

start a new one. There was no "back button" so that only 

the final results to be assessed had to be uploaded. As 

soon as an activity was completed, the results were saved 
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in the work portal and the competition progress was 

displayed to all competitors in real-time (cf. 

Fig. 5 the green markings). 

Thus, participants were guided through the game, 

driven to precise performance formulation and on-time 

submission. However, due to a large number of tasks and 

mandatory deadlines, students were forced to reduce 

target achievement criteria, either in design quality, 

detailing of construction, cost calculations, or 

sustainability information. There was not enough time to 

meet all criteria. This led to an unusual stress situation 

for the students and they had to practice dealing with this 

dilemma by setting priorities and also accepting cutbacks 

in the project. 

5.3 Framework conditions and targets 

There were clear targets for the architectural design, 

called in and checked by the work portal: regarding the 

costs, an upper limit of a maximum of 500.000 EURO 

was set, for the planning of the design a deadline of 3 

days. In addition to the modelling guidelines, the design 

manual and the spatial pilot, the quality objectives in 

terms of functionality, sustainability and design qualities 

of the building were defined by an exposé distributed at 

the beginning of the game with the following weighting:  

 

• Functionality (factor 5) 

• Design quality (factor 3) 

• Economic sustainability  

o Costs according to DIN276 [23] (factor 4) 

o Collision-free planning (factor 1) 

• Ecological sustainability 

o Energy efficiency (factor 2) 

o Proportion of renewable raw materials (factor 2) 

 

The BIM process focused on the creation, handling 

and overlay of IFC (Industry Foundation Classes) models 

as well as model-based clash detection and 

documentation via BCF (BIM Collaboration Format). 

The logic of the functional BIM process is shown in Fig. 

7. The points in it are briefly explained below:  

1. Employer's Information Requirements (EIR) 

2. BIM execution planning (BEP) 

3. Create IFC models 

3.1. Architecture 

3.2. Structural engineering 

4. Overlay IFC models (coordination model) 

5. Collision Detection 

6. Documentation of collisions via BCF 

Iterative planning processes and under consideration 

of different interests, the design was developed in such a 

way that as many of the required goals as possible were 

achieved. Regular discussions with clients were steered 

by the work portal, enforcing client participation and thus 

forcing decision-oriented planning. With the quality 

objectives, the game was given clear evaluation 

benchmarks that both provided orientation in the 

decision-making process during the entire game and 

regulated the comparative evaluation of the results at the 

end. 

 

Fig. 7: The functional BIM process logic of the business 

game 

5.4 Evaluation 

The assessment of the competition performance was 

divided into two parts. Firstly by assessing the group 

results as soft facts and secondly by assessing the hard 

facts taking the content of the uploaded files in the work 

portal into account.  

 

Evaluation criteria for the soft facts: 

The IFC models were presented as the final group 

result by the respective competitors. The evaluation was 

made subjectively by the clients, based on the functional 

and design quality of the building as follows: 

 

• Functionality:   

Fulfilment of the spatial programme, utilisation 

concept/utilisation offer, spatial formation, 

orientability and traffic organisation in the interior, 

accessibility from the outside, structuring of open 

space quality. 

• Design quality:   

Quality of the urban planning and building design 

concept, building quality, design of the building 

structure and the individual areas, quality of the 

open space. 

 

Evaluation criteria for the hard facts: 

• BCF files as a result for economic sustainability 
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and as evidence for the model-based interactions 

as well as the decisions during group processing 

• Building costs as a result of economic 

sustainability and as evidence of cost activities  

• A/V-value as a result of the evaluation of 

energetics and as evidence of Computer-Aided 

Design (CAD) activities  

• Sustainability index as a result for the evaluation 

of the share of renewable raw materials of the 

building shell and the proof of CAD activities  

• IFC models of the architecture and the structure as 

a concept idea in phase 1 

6 Conclusion 

As Building Information Modeling is set to become 

the design standard for construction projects, academic 

training must teach digital design methodology. However, 

it is important not to limit training to the simple 

application of the individual tools, but to understand that 

the introduction of the methodology creates new work 

methods and processes that need to be mapped. The 

business game PING PONG described aims to test the 

most common key BIM technologies in a scientific 

environment so that users can experience the most 

common digital technologies individually. By solving 

technical problems independently, the procedures of the 

model-based coordination process can be anchored more 

firmly in the brain. This refers especially to the 

cooperative, interdisciplinary and parallel way of 

planning, decision-oriented and integrated. These new 

challenges must be experienced and tried out rather than 

described in theoretical treatises. Because experience 

shows that the advantages of BIM can simple be read, but 

not simply applied. That is why the business game PING 

PONG is an excellent way to gain initial experience 

playfully, in protected laboratory conditions. The student 

evaluation confirms this assumption: 100% of the 

evaluators think that the practical relevance of the course 

has become clear, and it is also unanimously certified that 

the theoretical content was better understood through the 

exercises. 83.3% think that they have learned something 

new.  

7 Suggestion on further research 

With the second business game "JADE WORK", the 

BIM game was held for the second time and was opened 

to students of the Department of Civil Engineering and 

external participants. By including students from other 

faculties and players from the private sector, the real-life 

conditions of the game could be intensified. The high 

level of interdisciplinarity in the groups led to new, 

detailed impulses through additional expertise, while the 

external participants in turn benefited from the digital 

competence of the students. It should be noted that the 

BIM Game is an experimental field that can be 

continuously supplemented and enriched with further 

aspects. Be it through the integration of life cycle 

assessment (LCA) to take greater account of 

sustainability aspects in the design, or the remuneration 

of services through the billing of fees to focus more 

strongly on aspects of construction management. The 

chosen innovations are strongly subject to the respective 

thematic focus of the game and are of course also 

dependent on the game duration. This business game 

could, for example, be conducted internationally in one 

day due to the different time zones. The great success of 

the business game motivates to develop it further, to 

continue the event and to make it a permanent part of the 

teaching. Extending this to a whole semester is also one 

of the plans of the authors.  

 

 

Fig. 8: Draft Group 1: Stella Meyer, Gizem Toraman, 

Sharzad Sadatieh, Frederick Denzinger, Kurda Karim 

Mohammed 

 

Fig. 9a: Draft Group 4 - Youssef Diyar, Lara 

Kretschmann, Cosima Plett, Gülhat Kaska; Fig. 9b: 

Draft Group 2 - Eva Wittich, Navrattan Singh, Tami 

Hamel, Pauline Buske; Fig. 9c: Draft Group 1 (s.a.) 

Further information on the project can be found on 

https://forschungsnotizen.ihjo.de/bim-im-planspiel-

lernen/. 
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Abstract – 

Circular economy (CE) strategies have been 

considered to help reduce global sustainability 

pressures in different sectors; however, there is a gap 

about how they could be used to contribute to the 

Architectural, Engineering and Construction (AEC) 

domain. Past research used lifecycle assessment (LCA) 

methods or experts’ opinions to partially identify the 

benefits and drawbacks of specific CE strategies or 

approaches adopted in construction projects. This 

study presents a systematic literature review to 
identify the scope of key approaches to construction 

circularity. From a rigorous selection and review of 

40 journal articles, this study identifies 15 key 

approaches that emerged from the state-of-the-art. 

These approaches represent the efforts of using 

digital technologies, comprehensive mapping and 

assessment methods, and material experiments to 

allow construction circularity from 5 different 

perspectives: material design, building design, 

construction and facility management, urban 

sustainability development, and system precondition, 

which emphasize the communication between project 

stakeholders concerning what, how and when the 

materials should be used within the estimated number 

of life cycles. Findings reveal the importance of 

integrating the stakeholders, service centers and 

recycling plants, transportation networks, and local 
authorities to work together to deliver construction 

circularity at micro, meso, and macro levels. The legal, 

risk, financial (funding and taxes), and contractual 

frameworks need to be further studied to fully explore 

the different opportunities of circular strategies and 

approaches in the AEC domain. 

Keywords – 

Circular economy; Construction circularity; 

Sustainability; Digital enablers; Reuse and recycle 

1 Introduction 

The AEC industry is one of the most resource-

intensive ones. It is responsible for 35 % of all solid waste 

and 42% of primary energy demand in Europe [1]. The 

concept of circular economy (CE) (slowing, narrowing, 

and closing resource flows) [2] and associated strategies 

help stakeholders redefine the workflows in the industry 

towards sustainable projects in terms of reduced 

greenhouse gas emissions and minimized resource use. 
Understanding the CE strategies used in the AEC domain 

is not easy, especially considering construction projects’ 

high complexity and uncertainty nature. However, the 

term “circular buildings” or “construction circularity” 

received increasing attention in recent years [3]. There 

has been no standardized way of defining and evaluating 

construction circularity as circularity encompasses every 

possible interaction and process related to a given 

material from material extraction to project demolition in 

the AEC context. Summarizing the existing guides to 

circular cities, such as the CE guidance for construction 

clients by UK Green Building Council [4] and ISO/TC 

323 standard by International Organization for 

Standardization [5], construction circularity could be 

understood as the goal of designing out wastes and 

pollution and keeping construction materials in use 

through strategies including reuse, repair, recover, 
restore, refurbish, remanufacture and recycling to reduce 

environmental impact, emissions and improve 

sustainability. Despite the great potentials of CE 

strategies, past research focused on investigating the 

lifecycle assessment (LCA) methods or experts’ opinions 

to partially identify the benefits and drawbacks of the 
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specific CE approach adopted in construction projects. 

An overview of exactly what and how the different 

available approaches could contribute to CE remains 
missing from the existing body of knowledge but requires 

systematic investigations.  

To address this gap, this study adopts a systematic 

literature review method to find a total scope of key 

approaches to CE. The remainder of this paper is 

structured as follows. Section 2 describes the review 

methodology, followed by the detailed findings of key 

approaches in Section 3. Section 4 concludes the study 

together with a discussion of the findings and future work.  

2 Methodology 

This study adopted the systematic literature review 

method for the identification of key approaches to CE. As 

theoretically defined by Wolfswinkel et al. (2013) [6], a 

systematic literature review method is used to 

comprehensively search the relevant body of literature in 

the easily accessible publication databases with 

comprehensible search rules or search criteria. Therefore, 

the method is considered suitable in this study for 
assessing the details of the scientific publications related 

to the CE. The publication database of the Web of 

Science Core Collection was scanned for the retrieval of 

the literature across publication years ranging from 2011 

to 2021. The search rules were used to ensure the 

relevance of the selected literature to the detailed topics 

of CE (presented in Table 1). To be specific, the 

dimensions of “How”, “Where”, and “When” CE could 

be achieved were investigated in parallel using the 

connecting logic operator “AND”. Within each 

dimension, the keywords, such as “Reuse” and “Recycle” 

concerning “How” CE could be achieved, were 

connected using the logic operator “OR”. Using the 

search rules, the initial search returned 146 journal 

articles. This number was reduced to 45 by filtering to 

specific fields in Web of Science. The selected fields 

were civil engineering, construction building technology, 
and architecture. Fields such as navy engineering and 

agricultural engineering were excluded. Next, the first 

author read the full contents of the 45 articles in-depth 

and examined whether the contents were aligned with the 

key approaches to CE. Articles that only provided 

literature review analysis were excluded. In the end, a 

total of 40 articles were selected.  

From the in-depth review of the 40 articles identified, 

the authors first derived five categories to which the 

emerging key approaches would belong. Then the 40 

articles were coded to link main research findings with 

specific key approaches in each category. The coding 

processes were set up for iterative modifications and 

i
The supplementary file can be accessed via: https://bit.ly/3o6ZNO2 

enlargements to reduce personal bias as much as possible. 

Throughout the content review analysis stage, various 

thematic codes were inductively derived and led to 5 
categories: 1) material design, 2) building design, 3) 

construction and facility management, 4) urban 

sustainability development, and 5) system precondition. 

Each category contains a conceptual grouping of the key 

approaches to CE. For the convenience of coding and 

easy understanding of the key approaches, each article 

was exclusively assigned to one category based on its 

most significant circularity concepts. A description of the 

key approaches is provided in the following section. 

Table 1. Search rules used in Web of Science 

How (OR) 

A
N

D
 

Where (OR) 

A
N

D
 

When (OR) 

Reuse Building Design 
Recycle Housing Production 

Reduce Infrastructure Manufacturing 

Refurbish Installation 

Recover Construction 
Restore Maintenance 

Regenerate Operation 

Circular End-of-life 

Deconstruction 
Demolition 

3 Findings 

Five categories and fifteen key approaches to 

realizing CE resulted from the coding process during the 

systematic review. The probabilistic distributions of the 

articles by regions, journals, and years are presented in 
the supplementary file [i]. The list of these approaches is 

shown in Table 2. 

3.1 Material design 

In this broad category, the emerging material design 

solutions for CE include LCA-based design for reuse and 

design through waste recycling, focusing on 

investigating CE strategies on a building material or a 

relatively micro level.  

(1) LCA-based design for reuse

Unlike conventional LCA applications that focus on

evaluating the environmental impact of building 

materials from existing use, the LCA-based design for 

reuse emphasizes the impact when the materials 

originated from prior buildings will be reused again in 

future buildings. New equations for the allocations of 

impacts of a building component over the building use 

cycles have been recently proposed to account for the 

material reuse potential, which could be adapted based 

on the existing LCA guides and norms (e.g., Product 

Environmental Footprint Category Rules Guidance [7]). 
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For example, De Wolf et al. (2020) [1] proposed a 

distribution allocation method that distributed the 

impacts of production and end-of-life stages in 
proportion to the number of life cycles of reused building 

components and tested it for the loading bearing 

components of an office building project (Kopfbau Halle 

118 in Switzerland). Their LCA calculation results 

incentivized design with upstream reuse and downstream 

reuse [1]. Oh et al. (2016) [8] and Saint et al. (2019) [9] 

conducted similar LCA analyses for the optimal 

sustainable design of the concrete-filled steel tube 

columns and the solar water heater, respectively. Their 

findings indicate that the LCA-based design could reduce 

the energy payback period, greenhouse gas emissions, 
and building maintenance and operational costs. These 

studies manifested the importance and usefulness of new 

material design methods based on LCA and reuse 

concepts; however, the primary challenge behind using 

LCA-based design for reuse is the difficulty of estimating 

and predicting the number of life cycles that building 

components can be reused. 

Table 2. List of key approaches identified from the reviewed literature 

Category Key approach Supporting literature 

Material design 

(micro level) 

LCA-based design for reuse [1], [8], [9] 

Design through waste recycling [10], [11], [12], [13], [14], [15], 

[16], [17], [18], [19], [20], [21] 

Building design 

(meso level) 

Design with reuse [22], [23], [24] 

Design for deconstruction [25], [26], [27] 

Circularity evaluation  [28], [29], [30] 

Construction and facility 

management  

(project management level) 

Lean construction [31] 

Service life prediction [32] 

Digital coordination platform [33], [34], [35] 

Urban sustainability 

development 

(macro level) 

User-centered community design [36] 

Sustainable requalification [37], [38] 

Urban circularity mapping via open data [39], [40] 
Nature-based design [41], [42] 

System precondition 

(system boundary level) 

Product-service business model [3], [43] 

Closed-loop supply chain network [44] 

New role definition [45] 

(2) Design through waste recycling

Unlike most dominating design practices that favor

using new materials, design through the waste recycling 

approach focused on discovering the methods and 

benefits of using recycled materials. An intense claim has 

been around the quality of construction material wastes 

following the local building codes, which could lead to 

the instability of final recycled products to affect the 

physical and mechanical properties of buildings. 

However, recent studies have revealed the satisfactory 

mechanical performance of construction materials 

recycled from wastes that meet design intents. Examples 

include recycling wood wastes in cement composite 

materials for a newly designed wood wool cement board 
[10], recycling aggregates from crushed ultra-high 

durability concrete as a substitute for the natural 

aggregate to deliver high performance concrete under 

extremely aggressive exposure conditions [11], 

embedding granulated recycled particulate material 

additives into 3-D printer materials, concrete and 

pavement [12], incorporating fine recycled aggregates 

from demolition waste in rendering mortars [13], 

developing building bricks using steel industry electric 

arc furnace dust as admixture into standard clayey raw 

materials [14], recycling carbon-fibre and glass-fibre 

reinforced thermoplastic composite laminate waste into 

high-performance sheet materials [15], recycling the 

industrial by-product in the stabilised rammed earth 

materials [16], recycling the limestone, siliceous concrete 

fines and shatterproof building glass from demolition 

waste in new blended cements [17], designing exterior 

cladding using recycled textiles and drinking water 

treatment wastes [18], recycling rammed earth from 

heritage building for future building purposes [19], 

recycling wood and biopolymer for particleboards to 

replace the conventional panels made of synthetic 

polymers and virgin wood particles [20], and recycling 
glass waste in preparation of the gypsum composites for 

construction [21]. These studies were primarily 

conducted through rigorous and comparative lab 

experiments combined with environmental impact 

analysis, ensuring the proper characterization (e.g., 

thermal conductivity, surface roughness, loading 

capacities) of recycled materials for building needs. 

Besides, these materials have been demonstrated as 

environmentally benign alternatives to reduce up to 95% 
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of environmental impacts compared to conventional 

material design and usage scenarios.  

3.2 Building design 

In this broad category, the emerging building design 

solutions for CE include Design with reuse, design for 

deconstruction, and circularity evaluation, focusing on 
investigating CE strategies on a building system or a 

relatively meso level. 

(1) Design with reuse

Unlike the conventional design of building systems

and structures that focuses on assessing the structural 

properties of newly manufactured building elements, the 

design with the reuse approach highlights the reuse of a 

stock of reclaimed elements to ensure optimal structural 

geometry and topology. This approach is slightly similar 

to the LCA-based design for reuse approach, both of 

which need to rely on accurate estimation of reuse cycles; 

however, the latter one does not extend to the reuse of the 

entire modules or assemblies without much reprocessing 

for future projects [22, 23, 24]. Brütting et al. (2019) [22] 

innovated a train station roof structure of complex layout 

by reusing the disassembled electric pylons from a power 

transmission line in Switzerland, which reduced an up to 
63% environmental impact when compared with a same 

weight-optimized conventional design. With the same 

idea of such large-scale reuse applications, Chen et al. 

(2020) [23] and Nijgh et al. (2020) [24] designed brick-

lined railway tunnels and a steel-concrete demountable 

car park building, respectively, which enabled great 

adaptability of large-scale building systems by reusing 

the disassembled elements.   

(2) Design for deconstruction

Design for deconstruction is a design approach to

extend the service life of the different elements of a 

project (e.g., building components), which is different 

from the design with reuse approach that usually sources 

reused elements from other deconstructed or demolished 

projects. The essential idea behind the design is the 

consideration of deconstruction, which is a process of 

reclaiming building materials and elements “as-is” (e.g., 
windows, doors) [25], but it is always challenging to 

perform. Eberhardt et al. (2018) [26] have found that the 

material composition significantly influences the 

deconstruction performance. Besides, different 

technological tools have been developed to facilitate the 

design for deconstruction. For example, Sanchez et al. 

(2019) [27] proposed a semi-automated selective 

deconstruction programming approach to optimize the 

disassembly sequences, which was based on 4D BIM that 

collected the appropriate level of details of deconstructed 

building information (e.g., the exact location of nails in 

wood framing). These semi- or fully- automated 

technical methods could increase the efficiency of 

deconstruction planning and design for deconstruction; 

however, they have not been widely studied, and case 

studies have been lacking in the existing literature.  

(3) Circularity evaluation
Circular evaluation is the approach to ensure the

technologies, processes, and materials are appropriate to 

meet circularity needs. A few circularity evaluation 

frameworks and taxonomy of circular indicators have 

been established based on best practices of using general 

CE concepts; however, they do not comprehensively 

inform the specific design and technical requirements of 

buildings. Finch et al. (2021) [28] developed twenty 

circular performance criteria for the external functional 

layers of New Zealand light timber platform framing, 

which covered a wide range of characteristics (e.g., 

thermal resistance, waterproofing) of recycled and reused 

materials. Besides, there are individual circularity 

indicators used for different circularity aspects. For 

example, the embodied greenhouse gas emissions 

indicator was investigated to map the circularity 

performance of four Danish projects [29]. For wastes and 
demolition, the indicator of waste diversion rate was 

calculated to assess the effectiveness of waste 

management in the residential construction sector in 

Australia [30]. The results from these evaluations helped 

project owners determine economic benefits from reuse 

and recycling and helped local government and 

regulatory bodies benchmark and develop circular 

construction programs and policies for sustainable urban 

development.  

3.3 Construction and facility management 

In this broad category, the emerging construction and 

facility management solutions for CE include lean 

construction, service life prediction, and digital 

coordination platform focusing on investigating CE 

strategies on a project management level.  

(1) Lean construction

Lean construction principles and methods are not new

in the construction domain, including pull planning / 

reverse engineering, takt planning, and the Last Planner® 

System. However, the interaction between lean 
construction and CE has not received much attention 

until recent time. Benachio et al. (2021) [31] suggested 

incorporating reversible building design processes into 

the design for deconstruction processes in which a design 

could consider all life cycles of building elements and 

guarantee their high reuse potential in future projects. 

From the selected literature, only one article discussed 

lean construction to achieve circularity [31]; therefore, 

the lean construction methods seem to receive much less 

attention when compared to the other key approaches.  

(2) Service life prediction

Service life prediction is an inevitable part of life

cycle assessment and is aligned with life cycle costing. 

The building lifespan has significant effects on the 
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overall environmental performance of a building. For 

example, the longer the lifespan and more reuse cycles, 

the less embodied environmental impacts [32]. Therefore, 
an accurate prediction of the life span of building 

elements and the number of life cycles is considered 

essential to allow a reliable planning process for CE. 

Detailed mathematical prediction models were not seen 

from the selected articles, but it is likely they were 

excluded earlier during the literature search. However, 

many LCA-related case studies in the selected literature 

referred to norms and standards (e.g., ISO 15686 Part 2 

and Part 8 [32]) to predict the service life of building 

elements.  

(3) Digital coordination platform

A digital coordination platform approach is required

not only for a Construction 4.0 context but also for a 

circular construction one, centered around applying BIM 

technologies to enhance the information exchange and 

decision-making processes with quick information 

updates in circular projects. The practical 
implementation of a digital coordination platform can be 

carried out using different software solutions and plugin 

functions. Eray et al. (2019) [33] and Fargnoli et al. (2019) 

[34] developed BIM-based solutions to connect the 3D

information of building elements with the building

facility management needs and the adaptive reuse plans, 

which gave more certainties to stakeholder

communication and established clear agreements.

Besides, blockchain technology (i.e., a distributed ledger

system) has become an emerging topic in circular

construction. For example, Kouhizadeh et al. (2019) [35]

analyzed multiple case studies of blockchain adoption for

circularity purposes. They found that leveraging

blockchain with RFID, QR codes, and other sensors

could prevent data falsification among stakeholders and

increase traceability of reused and recycled materials.

They also found that a particular form of blockchain-
based contractual system, the Ethereum-based smart

contract, could trigger automatic payments and

automatically store protocols with material contractors in

the construction supply chain. Compared to the other key

approaches, the development of BIM-based or

blockchain-based digital coordination platforms to

realize CE was not seen extensively in the existing

literature.

3.4 Urban sustainability development 

In this broad category, the emerging urban 

sustainability development solutions for CE include user-

centered community design, sustainable requalification, 

urban circularity mapping via open data, and nature-

based design, focusing on investigating CE strategies on 

a macro level, e.g., urban, city, and country level.  

(1) User-centered community design

A user-centered community design approach is an

opportunity to drive design in response to user needs and 

improve circularity and sustainability. The engagement 

with inhabitants and users is important from the early 
project planning phase. Lucchi and Delera (2020) [36] 

enhanced the historic public social housing community 

in Milan by involving inhabitants to provide knowledge 

of the local social-economic conditions for selecting 

appropriate sustainable retrofit solutions. The findings 

indicate that participatory actions are also important for 

empowering the environmentally responsible design for 

public housing neighborhoods. 

(2) Sustainable requalification

A sustainable requalification approach focuses on the

requalification of services and physical spaces to 

improve social aggregation for a new suburb and urban 

metabolism. Mamì (2014) [37] suggested making 

communities (in Italy) independent from the view of 

waste disposal and instead promoting the self-sufficiency 

principle (e.g., smaller and cheaper transportation service 

networks and plants work together to enable waste cycle 
management that transforms wastes into useful 

resources). Considering the same principle, Serena and 

Altamura (2018) [38] prepared a harvest map in the area 

between Como and Milan to identify, within the network 

of local companies, waste materials that could be used in 

the recovery of a historical Villa on the Lake Como 

constructed with load-bearing stone masonry and 

wooden floors. The requalification of services and 

physical spaces enhanced the service and space 

integration for circularity, but the distance between plants 

and the quality of transportation infrastructure becomes 

fundamental to affect the environmental and economic 

outcome of using the approach. 

(3) Urban circularity mapping via open data

Urban circularity mapping via open data is an

approach that spatially models the building blocks in an 

urban area and quantifies their environmental 
requirements or impacts. Following this idea, Marcellus-

Zamora et al. (2020) [39] used geo-referenced data on 

reused construction and demolition wastes in LEED 

databases to quantify the waste material flow (e.g., how 

many materials have been recycled or reused) in the city 

of Philadelphia. Their findings, which showed that 77% 

of the sampled buildings had materials with recycled 

contents, have incentivized future data collection for 

tracking the material recycle and reuse. Using a slightly 

different quantification approach that is based on BIM 

and GIS, Stephan and Athanassiadis (2017) [40] 

developed a high-resolution model to map out the 

embodied energy intensity of the city of Melbourne 

considering the typology, geometry, and age of each 

building in the municipal’s open database. However, the 

urban circularity mapping is quite challenging in many 

places due to the lack of a local open database and the 
lack of the computational power to complete the 
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quantification process for all building stocks. 

Nevertheless, it provides a great opportunity to inform 

city and urban planners to rebuild cities and communities 
towards sustainability by looking at the environmental 

performance of each building.   

(4) Nature-based design

At the urban level, the nature-based design approach

concerns using nature-based solutions to reorganize the 

relationship between the built environment and the 

ecological environment. For example, Mussinelli et al. 

(2018) [41] advocated the integration of trees, water 

bodies, and other natural green areas with the urban 

infrastructure to support urban regeneration. A more 

specific application of this approach was illustrated in the 

study of Sierra-Pérez et al. (2018) [42], where they 

introduced the cork insulation boards as a natural 

material solution for retrofit building design in the 

Barcelona metropolitan area to reduce environmental 

impact and retrofitting cost, considering that cork is a 

very interesting forest-based material for many industrial 
sectors as a natural and renewable material. The nature-

based design provides a great opportunity for one sector 

(e.g., the cork oak forest sector) to diversify its market 

and produce materials that fit into another sector (e.g., the 

housing sector). This potential synergy is also highly 

relevant to the sustainable requalification approach as the 

interaction of sectors and companies should not be 

neglected.   

3.5 System precondition 

In this broad category, the emerging solutions for 

establishing critical system preconditions for 

construction circularity include product-service business 

model, closed-loop supply chain network, and new role 

definition, focusing on investigating CE strategies under 

particular system boundaries. 

(1) Product-service business model

A product-service business model has become an

important precondition for smooth implementation of 

circularity approaches because of the redefined material 

value proposition (e.g., leasing and sharing), new ways 
of building, and the change in the ownership of materials. 

Based on structured interviews, Kanters (2020) [3] found 

that the product-service business model is required by the 

circular material providers to offer a service with long-

term responsibility. It also means that the building 

owners and tenants do not need to own building materials 

if they do not want to own them. For the business model 

to succeed, the challenge is that the providers have to 

ensure the services are well-designed to meet clients’ 

needs [43] and preferably have a long lifespan.  

(2) Closed-loop supply chain network

A Closed-loop supply chain network is required to

support the circular material flows that optimally locates 

the industrial facilities and plants to manufacture and 

distribute products and collect and recycle end-of-life 

products. Using the mixed-integer linear programming 

(MILP) model, Accorsi et al. (2015) [44] optimized the 
geographic location of raw material suppliers, 

manufacturing plants, distribution centers, collection 

nodes for wastes, landfills, and recycling centers together 

with the optimization of the allocation of transportation 

flows. The supply chain network coupled with the 

transport geography is a fundamental precursor to 

realizing construction circularity.  

(3) New role definition

A new role definition is necessary when defining the

supply chain network towards circularity and project 

stakeholder collaboration processes [45]. As new rules 

and procedures are adapted for circular strategies, new 

roles must be established and defined accordingly. Based 

on the analysis of multiple case studies concerning the 

coordination of reuse of building materials, van den Berg 

et al. (2020) [45] found that new roles of “separator” 

demolish subcontractors were created for demounting, 
selecting and delivering reused materials for other project 

sites. How effective the coordination activities and 

construction circularity should depend on whether the 

new roles are aligned with the circularity approaches and 

contractual terms. 

4 Conclusions and future work 

This study takes a systematic literature review to find 

an overall scope of key approaches to construction 

circularity. From the 40 selected publications, five broad 

categories representing different levels of circularity 

implementation: 1) material design, 2) building design, 3) 

construction and facility management, 4) urban 

sustainability development, and 5) system precondition, 

were identified. Those categories were further 

decomposed into 15 key approaches to realizing CE. 

The current body of knowledge concerning 

construction circularity emphasized the new experiments 

and LCA analysis heavily to validate the potential of 
recycled and reused materials regarding their 

environmental performance and mechanical properties. 

However, this review finds that the other emerging but 

less studied topics (i.e., reflected in less than two articles), 

such as the lean construction methods, the digital 

coordination platform, and the urban circularity mapping 

via open data approach, etc., are worth considering to 

realize construction circularity. This review finds that 

BIM-based and blockchain-based platforms could 

increase the traceability of reused and recycled materials, 

which in turn facilitates the communication between 

project stakeholders concerning what, how, and when the 

materials should be used within the estimated number of 

life cycles. At the urban level, industrial symbiosis 

through nature-based design and sustainable 
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requalification is needed for connecting the demolition 

sites, recycling plants, and construction project sites to 

allow efficient use of resources. New business models 
and new role definitions are also required to support the 

implementation of circularity in construction. 

Besides the identified mainstream key approaches 

from the selected literature, researchers mentioned the 

importance of establishing revised legal and contractual 

frameworks and renewed material certification systems 

for reusing and recycling materials. For example, the 

Australian draft standard for recycled structural timber 

does require further treatment; however, treatments 

typically have a specified effective lifespan, which could 

impose a high legal risk for local builders. Besides, local 

government funds and tax policies lacked discussion in 

the literature, but they are considered important drivers. 

However, these legal, risk, financial and contractual 

topics have not been systematically investigated and 

require more expert knowledge and future research work. 

Although different approaches to construction 
circularity seem to have their respective potentials, it 

remains difficult to devise a complete circular 

construction approach that treats all aspects fairly. 

Overall, this review shows the necessity to integrate 

stakeholders, service centers and plants, transportation 

networks, and local authorities to realize construction 

circularity at the micro, meso, and macro levels. 
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Abstract –  

Offsite construction (OSC) has demonstrated 

various benefits, but its wide adoption is constrained 

by complex and dynamic supply chains. It is vital to 

establish a comprehensive performance measurement 

system for OSC supply chains, which however has 

seldom been explored in detail. This paper aims to 

identify the key performance indicators (KPIs) of 

OSC supply chains through a systematic review of the 

literature published from December 2000 to March 

2021. A total of 65 KPIs were extracted from 84 

articles, including 35 economic, 19 social, and 11 

environmental KPIs. A consistent KPI framework 

was initially proposed to describe how the KPIs 

jointly assess OSC supply chains. The results indicate 

that previous research mainly focused on the 

economic aspect of OSC supply chains while social 

and environmental performance were largely 

overlooked. Under each aspect, several indicators 

were ascertained as frequently cited KPIs, while some 

others received relatively little attention. This paper 

contributes to a better understanding of OSC supply 

chain performance by investigating current 

measurement efforts from a multidimensional 

perspective. To practically develop a quantifiable 

assessment method, further research should build on 

the framework and pay more attention to the overall 

or total performance and the neglected KPIs, 

particularly in social and environmental aspects.  

 

Keywords – 

Offsite Construction; Supply Chain; Key 

Performance Indicators; Performance Measurement  

1 Introduction 

Offsite construction (OSC) transfers onsite activities 

into a controlled manufacturing environment [1], with 

many benefits such as shortened construction time, 

improved productivity, better quality and enhanced 

sustainability [2]. However, a wider take-up of OSC is 

constrained by its complex and dynamic supply chains 

that feature complicated and interdependent processes, 

including design, manufacturing, transportation, storage, 

and assembly of building components, elements or 

modules [3, 4]. Regarding OSC, the lack of a 

comprehensive supply chain performance measurement 

could result in sceptical attitudes of stakeholders towards 

this innovative construction method without a clear 

vision of its superiority. Performance measurement for 

OSC supply chains is therefore growing important, which 

helps determine how successful organisations attain their 

objectives and highlight improvement opportunities [5].  

Previous research proposed diverse performance 

metrics ranging from fundamental ones including cost, 

time and quality [6, 7] to more sophisticated ones 

including stakeholder satisfaction, technology transfer, 

partnering, and carbon emissions [8-10]. These studies 

focused on specific segments of OSC supply chains and 

partly evaluated the economic, social and environmental 

performance. However, fragmentation in using these 

indicators may not achieve satisfactory results, as 

different stakeholders often emphasise their individual 

performance rather than the whole supply chain. Scholars 

stressed the importance of simultaneously rather than 

separately considering the three pillars above to enhance 

OSC supply chain systematically [5, 11]. As such, there 

is an urgent need to develop a holistic framework based 

on KPIs to evaluate the overall performance efficiently. 

This paper aims to identify existing KPIs of OSC 

supply chains through a systematic literature review. The 

remainder is structured as follows. Section 2 describes 

the research methodology and procedure. Section 3 

synthesises published literature and demonstrates the 

extracted KPIs in economic, social and environmental 

aspects. The findings and discussion are presented in 

Section 4. Finally, Section 5 concludes the research 

implications and recommends future directions. 

2 Methods of Review 

The performance measurement is suggested to use 

composite indicators, and frameworks with a systematic 

perspective are recommended to guide the analysis. Ahi 

and Searcy [12] extracted 2555 unique performance 

metrics of supply chains through a structured content 
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analysis, the majority of which fall into the groups of 

economic, environmental social focuses. Pan, Zhang, Xie 

and Ping [13] developed a set of KPIs from the economic, 

social and environmental perspectives to benchmark 

modular integrated construction projects. The Triple 

Bottom Line (TBL), which systematically examines the 

social, environmental and economic impacts, is therefore 

recognised as a sound starting point for developing 

comprehensive performance metrics [14, 15]. This 

research adopted TBL and identified KPIs of OSC supply 

chains drawing on a comprehensive review of related 

articles. A three-stage review following the systematic 

literature review method was proposed (Figure 1) [16].  

 

Figure 1. Main stages of research procedure 

In Stage 1, a comprehensive paper search was 

conducted using Web of Science and Scopus. The search 

strings combined OSC related keywords like “offsite 

construction”, “prefab*”, “industriali* construction”, and 

“modular construction” (see Pan, Zhang [17]); supply 

chain related ones like “supply chain*” and “value 

chain*”; and KPI related ones like “key performance 

indicator*”, “performance metric*”, “performance 

measurement”, “performance evaluation”, “performance 

assessment”, “driver*”, and “critical success factor*”. 

265 papers were retrieved and screened to collect articles 

that: (1) were published in peer-reviewed journals or 

conference proceedings; (ii) were in engineering and 

construction management field; and (iii) were written in 

English. For comprehensive coverage, a snowballing 

search was conducted to collect relevant articles outside 

the scope of the predefined search strings [18]. Finally, 

84 articles were considered eligible, including 74 from 

the initial screening and 10 from the snowball search. 

In Stage 2, a preliminary analysis was performed to 

classify the selected papers according to year, location, 

source and research method. These results clarified the 

previous research process and expedited to assess the 

main issues in supply chain performance measurement. 

In Stage 3, KPIs were extracted through content 

analysis and organised based on the concept matrix 

according to Webster and Watson [16]. The initial 

indicators were catalogued against the citing sources, and 

those with similar meanings were merged. Then, the 

KPIs were classified based on TBL and further clustered 

into different performance fields. For prioritisation, the 

KPIs were ranked based on the frequency of occurrence.  

3 Review analysis and findings 

3.1 Profiles of publications  

The included articles were first analysed in terms of 

year, location, journal, and research methods. Figure 2 

illustrates the annual distribution of the 84 included 

articles from 2000 to 2021. The number of publications 

remained low for 14 years, with a sharp and progressive 

increase since 2014. Figure 3 shows the geographical 

distribution of the articles based on the author affiliation. 

Hong Kong SAR (21 articles; 25%) accounted for the 

largest number of publications, followed by Australia (15, 

17.8%) and Mainland China (11, 13.1%). As for 

publication sources (Figure 4), Journal of Construction 

Engineering and Management, Journal of Clean 

Production, and Construction Engineering and 

Economics were the leading sources of research in 

performance measurement for OSC supply chains. 

Figure 5 indicates that most of the included articles (39) 

adopted hybrid research methods, followed by case study 

and literature review. Interview was also widely adopted 

(36) but commonly together with other research methods. 

 

Figure 2. Years of publications 

 

Figure 3. Geospatial distribution of publications  
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Figure 4. Source of retrieved publications 

 

Figure 5. Research methods 

3.2 KPIs of OSC supply chains  

This study aims to identify KPIs that are indicative of 

the performance of OSC supply chains in terms of a 

certain activity or as a whole. Results indicate that limited 

publications have provided a comprehensive list of KPIs. 

Most articles (86.9%) mentioned economic KPIs, while 

56.0% and 31.0% of articles considered social and 

environmental KPIs, respectively, as illustrated in 

Figures 6-8 and described below. 

3.2.1 Economic KPIs 

 o indicate OSC supply chains’ economic success, 

KPIs were found related to ten performance fields: 

namely, cost, time, quality, productivity, flexibility, 

efficiency, predictability, reliability, leanness, and 

utilisation (Figure 6). 

Cost performance was pointed out as the most 

significant performance field in the economic aspect. The 

most frequently mentioned KPI in this field was lifecycle 

cost (e.g., [19]), which can be further measured by the 

associated cost across the entire supply chain. The 

breakdown of lifecycle cost, accounting for a large 

portion of cost performance, were described as process-

based costs, including assembly cost (mentioned in 16 

articles), transportation cost (14), inventory-related cost 

(13), production cost (7), and overheads (7) that support 

the processes of creating a product or service (e.g., [20]). 

Instead, other researchers used resource-related cost, 

including KPIs of labour cost, capital cost, and material 

cost (e.g., [9]). The remaining KPIs included cost 

variance (18), return on investment (12), and financial 

strength (6). Cost variance that ranked third according to 

the frequency of occurrence in the retrieved papers 

presents deviations of actual cost against planned budget 

or benchmark (e.g., [8]). Since the promotion of OSC 

supply chains can only be realised when stakeholders 

earn benefits [21], return on investment measuring the 

value-added benefits has attracted great attention (e.g., 

[22]). Last but not least, financial strength mentioned in 

six papers was significant to the success of OSC 

deliveries, due to the high initial investment and financial 

pressure faced by suppliers (e.g., [23]). There is overlap 

between various cost performance indicators, and 

different stakeholders should deliberate on the selection 

of KPIs according to their business goals. 

Time performance accounted for the second large 

portion of economic performance. Literature in the 

supply chain field identified time-based competition as a 

management area to evaluate OSC supply chains’ 

responsiveness, representing less process time and a 

shorter order fulfilment cycle [24]. Time-related KPIs of 

OSC supply chains are listed in reverse order based on 

the frequency of occurrence: time variance, cycle time, 

assembly time, delivery time, ontime delivery rate, and 

manufactory time (e.g., [25-27]). To ensure the ontime 

delivery, stakeholders can use these KPIs in combination 

to measure time performance of each stage against cycle 

time or planned schedule, thus helping them develop 

appropriate responsiveness interventions. 

The third performance field was productivity. It 

measures the quantity of products and services obtained 

through unit resource expenditure, such as labour 

productivity, equipment productivity, and material and 

energy productivity (e.g., [28, 29]).  

Flexibility, the ability to meet varied customer 

requirements and frequent order changes, ranked as the 

fourth performance field. On the one hand, flexibility is 

manifested in responding to varied customer 

requirements, indicating the balance between 

customisation and standardisation (e.g., [9, 23]). 

Standardisation may ensure efficiency but might sacrifice 

customisation, while customisation can be challenging to 

scale. On the other hand, flexibility is the possibility to 

address short term changes and external disruptions. As 

such, the importance of supplier and material alternatives, 

inventory buffer, and other performance regarding 

responsiveness to changes were emphasised in 19 articles 

(e.g., [30, 31]). 

Quality ranking the fifth place consists of two aspects: 

the major one being defects and rework, and the other 

being compliance with building specifications. The terms 

extracted from the selected publications, such as quality-

reduced defects, cost of rework, changeover cost, and 
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quality cost, were listed under the group of defects and 

rework (e.g., [9, 29, 30]). In case of product defects, extra 

money and time need to be spent, affecting the operations 

of downstream activities. Besides, quality was also 

described as compliance with codes and standards, 

though rarely mentioned [29].  

 

 

Figure 6. KPIs of OSC supply chains in the 

economic aspect 

The following field was efficiency, measuring how 

companies and processes harness resources to achieve 

the highest output with the least inputs. The efficiency-

related KPIs focus on resources optimisation for specific 

operations across supply chains. According to the results, 

researchers paid particular attention to the efficiency of 

site layout (13), purchasing procedures (12), and design 

approval (7), as listed in descending order [9, 32, 33]. 

The final four were less-mentioned performance 

fields. Predictability mentioned in 17 articles is critical to 

stable delivery by forecasting and planning time, cost, 

and demand of OSC supply chains [30]. Reliability was 

discussed to reflect the accurate and stable delivery of 

suppliers’ products and service. Terms like accurate, 

reliable and timely time and material flows were 

identified as conducive to business continuity [25]. 

Accurate documents, such as accurate delivery notes, 

stock records and working instructions, was seen as a 

contributor to delivery accuracy [34]. The penultimate 

performance field was leanness, reflecting the item-level 

management and automation level in OSC supply chains 

[35]. In the last performance field, worker, energy and 

material, equipment utilisation were identified as major 

KPIs, which could be calculated as the rates of utilised 

resource against the total available time/volume of 

resources for a project [26]. 

3.2.2 Social KPIs  

Concerns about the social performance of OSC 

supply chains have been increasing in recent years. The 

extracted social KPIs were clustered into the following 

five performance fields: impact on project, impact on 

industry, information flow, employee concerns, and 

impact on community (see Figure 7). 

One of the most significant social performance fields 

was the impact on project. The social KPI, collaboration 

and coordination, was most frequently mentioned in the 

retrieved papers. Enhanced by advanced technology, it 

has provided an innovative way that stakeholders could 

pool their resources and knowledge together and work 

towards the overall goals of the entire process rather than 

their own goals [7]. The second KPI was trust and long-

term relationship. Trust between various participants was 

proved helpful in smoothing the construction process, 

thereby increasing supply efficiency and allowing 

flexibility when facing uncertainty [36]. In addition, long 

term bonding between suppliers and contractors leads to 

greater synergy, transparency, openness, sharing and 

trust [37]. Researchers increasingly valued the 

partnership and meanwhile concerned about conflicts and 

disputes that damage the cooperative relationships. 

Therefore, the ability to solve conflicts and disputes was 

regarded as the third KPI in the performance field [38]. 

Following that, stakeholders’ satisfaction that reflects 

their level of satisfaction with the finished product or 

services, ranked as the fourth KPI. The least mentioned 

KPI in this performance field was about accident, which 

together with conflicts and disputes were considered to 

damage the stakeholders’ satisfaction and may have 

severe social impact [36].  

Social performance regarding the impact on industry 

was viewed equally important as they affect the 

industry’s decision on the OSC adoption. KPIs in this 

field focused on technology and innovations application 

(32), which stimulates the development of OSC by 

improving productivity [26]. In the following KPIs, the 

second KPI of government support and the fourth one of 

regulation and standards development, are also 

significant incentives to promote OSC [36]. 

Competitiveness and leadership mentioned in 7 articles 

ranked the third place, as products competitiveness and 

enterprises’ leadership are a necessary piece of 

organisational success [9]. Next two KPIs (i.e., research 

and development, intellectual property protection) 

indicate the stakeholders’ attitudes towards and 

investment in technological upgrading of OSC supply 
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chains [39, 40].  

Information flow was analysed as a performance field 

closely bound to information technology. It included 

information sharing and communication [36], 

information visibility and traceability [35], information 

security [41] and information transparency [42]. 

Especially information sharing and communication, the 

KPI representing the exchange of data between various 

organisations and professionals is a significant indicator 

of the cooperation level and further contribute to the 

success of OSC supply chains.  

Next performance field was employees’ concerns, 

including health and safety and job satisfaction [37]. As 

labour shortage has become severe in the construction 

industry of many developed economies, the improvement 

of work conditions is crucial to establishing OSC supply 

chains [36]. Companies that take measures to increase 

their job satisfaction by improving workers’ welfare and 

career development will in return have a positive impact 

on the corporate image and project profits [36]. 

Impact on the local community received relatively 

less attention. Projects which rely heavily on local areas’ 

infrastructure should serve the local community [43]. 

Corporate responsibility measures stakeholders’ 

commitments to supporting local general welfare 

undertakings and complying with laws and regulations 

[37], while impacts on local economy measures how a 

project influences the fiscal revenue and employment in 

the region [44]. 

 

 

Figure 7. KPIs of OSC supply chains in the social 

aspect 

3.2.3 Environmental KPIs 

The environmental KPIs involved four performance 

fields: waste and pollution, resource use and recycling, 

environmental commitment and greenhouse gas 

emissions (Figure 8). 

First, the major environmental concern was waste and 

pollution generated in the whole supply chain, as it could 

reduce the industry’s and community’s willin ness to 

uptake the OSC approach. As such, it is essential to take 

waste-related KPIs (i.e., waste disposal, waste reused and 

recycled) [45] and pollution-related KPIs (i.e., water 

pollution, air pollution, and noise pollution) into 

environmental consideration when establishing OSC 

supply chains [43]. 

Resource consumption accounted for the second large 

portion of environmental performance. The extraction 

and processing of building material may result in soil 

degradation, water shortages, and global warming. The 

reduction in the consumption of water, energy and other 

natural resources is a measure of the environmental 

capability of resource saving and recycling [36]. 

Environmental commitment was another important 

performance field, including environmental statutory 

compliance and environmental targets and activities. The 

former one refers to compliance with environmental 

legislation, policies and standards, helping avoid adverse 

environmental impacts [46]. The latter one is to measure 

impacts on the achievement of environmental goals [36]. 

Companies throughout OSC supply chains are the 

mainstays to improve environmental performance and 

are responsible for publishing their environmental goals. 

The last performance field about greenhouse gas 

emissions was regarded as one of the commonly tracked 

environmental impacts in the construction industry. 

Greenhouse gas emissions are usually converted into 

carbon accounting for measurement. The primary step to 

keeping them at an acceptable level is estimating carbon 

accounting throughout the whole supply chain [47]. 

 

 

Figure 8. KPIs of OSC supply chains in the 

environmental aspect 
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4 Discussion 

This study identified a holistic list of KPIs for OSC 

supply chains through a systematic literature review. All 

the identified KPIs covering economic, social, and 

environmental aspects can be structured as illustrated in 

Figure 9: (1) the radial direction indicating the 

hierarchical relationships between a particular indicator 

and higher-level performance; (2) the circular direction 

describing the clusters of KPIs that assess a specific 

performance field and aspect. Figure 9, taking the 

environmental KPIs as an example, shows that the 

environmental aspect (inside layer) is comprised of four 

performance fields (middle layer), under which there are 

a total of 11 environmental KPIs (outermost layer). 

Similarly, economic and social KPIs are also distributed 

accordingly, and the specific KPIs of the outermost layer 

are described in the sections above.  

The KPIs are intended to be broadly applicable, but 

there are some overlaps and limitations. For example, 

lifecycle cost can be regarded as the sum of each 

process’s expenditure [20]. Whether to use lifecycle cost 

or some specific process costs depends on different 

stakeholders and segments of OSC supply chains [43]. 

Besides, previous research mainly focused on the 

economic performance of OSC supply chains rather than 

social and environmental aspects, which underscores the 

deficiency in these two core areas of current 

measurement efforts. With the occurrence count of each 

KPI, this study not only identified common KPIs, but 

also found that several KPIs received relatively little 

attention in the past. In addition, modular construction 

representing the highest level of OSC is the main trend. 

Research on supply chain performance measurement for 

modular construction should build on that of OSC supply 

chains and deliberate on the differences with component, 

element and system delivery. 

The proposed KPIs derived from various publications 

enhance the knowledge base of OSC supply chains. 

However, the presented work is only a fundamental step 

to establishing a bespoke performance measurement 

toolkit or method. Several improvements for future 

research have been identified as follow. First, researchers 

should consider the entire spectrum of supply chains and 

the overall performance, particularly in social and 

environmental aspects [11]. Second, as these KPIs are 

only derived from literature and lack practical 

verification, it requires triangulation of multiple forms of 

evidence subject to validity testing, such as interviews 

and questionnaire surveys [7]. Third, a quantitative 

analysis should be conducted to evaluate the interaction 

and relative importance of the proposed KPIs [33]. It is 

meaningful but challenging to explore how to balance the 

KPIs to attain the best sustainability performance. Finally, 

empirical research is required to validate the proposed 

framework.  

 

Figure 9. The framework of OSC supply chain 

KPIs (take environmental KPIs as an example) 

5 Conclusions  

This research attempts to provide a systematic review 

of existing publications on KPIs of OSC supply chain and 

suggest future research. An initial performance 

measurement framework, consisting of 35 economic, 19 

social and 11 environmental KPIs, was developed to 

demonstrate how they jointly measure the performance 

of OSC supply chains. Although the framework is 

intended to be broadly applicable, organisations should 

select the most appropriate KPIs to evaluate whether their 

performance is in line with goals. In addition, more 

attention should be paid to the neglected KPIs, especially 

in social (e.g., job satisfaction and impact on local 

economy) and environmental (e.g., pollutions and 

greenhouse gas emissions) aspects, to support the 

enhancement of OSC supply chains in a systematic and 

sustainable manner.  

This review contributes insights into the strategic 

considerations of performance measurement but is still 

far from meeting requirements for practice. Consistent 

performance measurement based on the initial 

framework should be further refined to support the 

industry’s and community’s decision makin  on OSC 

supply chain selection and evaluation. As discussed, 

future research focusing on modular construction will 

validate and transform the selected KPIs into a total 

factor or a multidimensional assessment method, with 

quantifiable or qualitative descriptions of the indicators 

and the weighting system. The proposed measurement 

will be verified using real-world cases to demonstrate 

how OSC supply chains could benefit the construction 

industry, local community and ecological environment. 

   s of OSC

supply chains

 adial

Circular
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Abstract –  

Typical construction project management and 

production management courses teach the critical 

path method, in which only the precedence 

constraint is considered while scheduling activities. 

By contrast, the tri-constraint method is an object-

based scheduling method that considers activity 

precedence, resource constraints, and spatial 

availability. However, the tri-constraint method is 

only taught at few universities to date. This paper 

outlines the creation of a new curriculum to teach 

the theory and application of the tri-constraint 

method. The paper describes a proposed five-lesson, 

flipped-classroom curriculum for teaching the tri-

constraint method. In class one, we introduce 

students to the limitations of the critical path method. 

In class two, we teach the fundamental algorithm 

behind the tri-constraint method. In classes three to 

five, we demonstrate how the tri-constraint method 

can be scaled using a BIM-based smart scheduler, in 

partnership with the software company ALICE 

Technologies Inc. During this period, students learn 

how to model constraints, generate millions of 

schedules, and explore tradeoffs and interventions 

for further schedule optimization. The paper 

concludes by describing how the curriculum was 

implemented in Autumn Semester 2020, 

summarizing preliminary qualitative feedback from 

the students, and reflecting on future improvements. 

The proposed curriculum is now available for usage 

or adaptation by the broader construction 

informatics research community to be integrated 

into construction project and production 

management courses. 

 

Keywords –  

Education; Generative construction scheduling; 

Tri-constraint method; Critical path method; 

Automation 

1 Introduction 

Creating a schedule is one of the most important 

steps in the planning phase of a construction project: in 

the planning phase it shows the scope of the work, 

enables coordination of all project participants and is the 

basis for estimating costs and the duration of the project; 

in the execution phase it provides information on when, 

by whom and by when the work must be carried out, but 

also enables monitoring of the projects’ progress. 

Moreover, it is often used for contractual matters, for 

example as a basis for claiming liquidated damages in 

case of delays.  

To develop these schedules, most construction 

management programs teach students the critical path 

method (CPM). CPM was developed in the 1950s [1], 

[2] and has been widely accepted due to its applications 

in planning, scheduling, and control [3]. Scholars found 

that by the early 2000’s, CPM was used to produce 80% 

of all construction schedules [4]. It is the most common 

scheduling approach in the United States [5] and the 

United Kingdom [6] for planning and controlling 

construction projects [7]. In a survey of Engineering 

News Record Top 400 Contractors, 98.5% of the 

participating companies used CPM in their projects [8] 

However, scholars increasingly note the limitations 

of CPM for production management in construction. 

Today, schedules are developed without considering the 

resources systematically while scheduling. Afterwards, 

a resource levelling process is performed to prevent an 

over-allocation of resources. The new distribution in 

turn affects the previous schedule, which must then be 

adjusted again, making the process of creating a reliable 

schedule an iterative task. Furthermore, CPM often does 

not take advantage of digital technologies such as 

Building Information Modelling. For example, 4D BIM 

does not automatically generate the sequence of 

production but instead acts as a visualization or check of 

the proposed CPM sequences. The four most relevant 

limitations can be summarized as 1) initial reliance on 

assumption of unlimited resources, 2) no consideration 

of spatial or location-based constraints, 3) lack of 

automation, and 4) lack of dynamic change process (i.e. 

changes require many laborious steps). Due to space 

limitations, we refer readers to Dallasega et al. [3] for a 

comprehensive summary of CPM limitations.   
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One emerging alternative to CPM is the Tri-

Constraint Method (TCM) [9], [10]. In TCM, 

precedence, resource availability and spatial constraints 

are operationalized into the following formal scheduling 

constraints: precedence, discrete resource capacity and 

disjunctive constraints. This allows TCM to 

systematically consider precedence, resource and spatial 

constraints when scheduling activities. As a result, 

scheduling no longer requires an iterative process to 

consider resources. By combining the mechanisms that 

resolve the constraints with mechanisms that vary the 

feasible sequences of activities, TCM is able to loop 

through a predefined algorithm and create multiple 

feasible schedules. In doing so, it allows the selection of 

the most optimal of all feasible schedules for a given 

project [9]. The systematic consideration of resources 

right from the start makes the scheduling process more 

structured and transparent and facilitates automation. 

With powerful computers, numerous reliable schedules 

can now be created and compared in less time.  

One application to apply the TCM is already on the 

market. ALICE, a cloud-based scheduling software, 

uses TCM for the generation of schedules. When 

uploading a BIM model, the software automatically 

determines the precedence relationship between the 

elements. Then, each element can be assigned a recipe 

that describes the sequence of activities to create the 

element. Each activity can then be assigned resources 

(labor, material, equipment) and productivity rates or 

durations. The software then automatically generates 

multiple schedules that can be compared and analyzed. 

By parameterizing using production rates and the BIM 

model, changes to schedules or resources can be quickly 

incorporated into a new schedule.  

However, a corresponding change in how 

construction management (CM) programs teach 

construction scheduling has not followed. CM classes 

can be reluctant to integrate these new approaches into 

their curricula for various reasons. First, new methods 

such as TCM and new software such as ALICE may 

have only recently attracted the interest of industry and 

the academic world lacks broad expertise in these areas 

[11]. There may be fear of teaching a new method that 

might not ultimately be successful. Finally, and most 

importantly, CM programs often are not able to make 

room for new content in existing curricula because they 

already have a tight timetable and also do not have 

sufficient time and resources to create a new curriculum 

[12]. 

It is important that CM programs do not fall behind 

industry implementations. CM curricula has an 

important role to play in researching these new methods 

and technologies, demonstrating their applicability and 

their benefits for industry, and thus supporting and 

motivating industry to apply new methods. University 

education is also a good starting point to provide 

students, future employees of the industry, academic 

foundations and technical knowledge about different 

innovative approaches that may support or shape their 

future careers. Software companies can offer guides, 

tutorials, training materials and seminars on how to use 

their tools that are tailored for companies. However, 

these cannot be directly integrated into existing 

university curricula, as they focus on the practical 

application of their tools in the industry and can remain 

a “black box” to practitioners. There is need for 

teaching of the fundamental principles and theoretical 

knowledge behind such algorithms, alongside some 

practical introduction to software applications.    

Based on the above, this paper proposes a 5-week 

curriculum for teaching the TCM within an existing CM 

course on construction scheduling. We created and 

implemented a 5-week curriculum that teaches the 

fundamentals and limitations of the CPM, the 

theoretical foundations of the TCM, and an introduction 

to the software ALICE for further exploration of how 

such theoretical foundations can be operationalized in 

practice. The objective of this paper is to share the basic 

learning objectives and course structure of the proposed 

curriculum, along with preliminary feedback from the 

first implementation of the curriculum in Autumn 2020. 

The long-term goal of this work is to share the 

curriculum for use and adaptation from the broader CM 

educational community. All course lessons, teaching 

notes, exercises and presentation templates are freely 

available online [13]. 

2 Departure and Approach 

The Tri-Constraint Method (TCM) is a new 

generative planning method that is specially adapted to 

the conditions of BIM-based construction planning. It is 

applied in the form of an automated event simulator, 

using three fundamental constraints in the execution of a 

construction project to determine the sequence of 

activities and their start and end dates [9]. These 

constraints are mechanisms that prevent the execution 

of an activity at a given time [9]. The basic unit of work 

within the TCM are referred to as operations. An 

operation describes the work of a crew on a component 

of an element [9]. The three fundamental construction 

constraints of TCM are: 

• Precedence constraints - relationships used to 

define logical links between activities, analogous 

to the traditional planning approach. They are not 

dependent on the current moment or current 

constraints and can be displayed using a graphical 

representation such as a network diagram [9]. An 

example of such a precedence constraint is the 

condition that foundations must be built before the 
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overlying columns can be placed. If this restriction 

is violated during planning, physically unfeasible 

schedules will be created. 

• Discrete resource capacity constraints - depend on 

the current point in time. They take into account 

the availability of discrete resources and therefore 

cannot be represented in a network diagram [9]. 

Discrete means in this case that these resources 

can be available in integer quantities greater than 

or equal to 1 [9]. Examples of such resources can 

be workers, tools or materials. If this restriction is 

violated during planning, resources may be over-

allocated and operations may not take place as 

planned. 

• Disjunctive spatial constraints - prevent operations 

from taking place at the same time and place. 

Disjunctive means that either one option or 

another option is chosen, but never both at the 

same time. To take this restriction into account in 

planning, TCM considers the available space as a 

unary resource. It therefore takes values between 0 

(entire space occupied) and 1 (entire space not 

occupied) [9]. This restriction is therefore also 

dependent on the current time and cannot be 

represented using a network diagram. Examples 

are two otherwise independent activities taking 

place in the same place. If this restriction is 

violated, their workspaces will overlap. On the 

construction site, this could reduce the 

productivity and increase the probability of onsite 

accidents. 

Based on these constraints, the actual schedule of the 

project is generated using a generative algorithm that 

can generate millions of scheduling sequences. This is 

based on the event simulator of Waugh, where 

operations are moved from a TODO list, via a CANDO 

and a DOING list to a DONE list by iterating over time. 

Due to space limitations, readers are referred to the 

work of Morkos [9] and Waugh [14] for detailed 

description and further discussion about the 

automated/generative scheduling algorithm. 

To the knowledge of the authors and in conversation 

with ALICE technologies, the TCM is currently only 

taught at two universities – ETH Zurich and Stanford 

University. The first author had previously attempted to 

teach the TCM in 2018 and 2019 courses at ETH Zurich. 

Feedback was that these specific lessons were 

interesting and showed promise, but the unstructured 

nature of the assignments was difficult and hard to 

implement. Furthermore, the lead author wanted to go 

deeper into the theoretical exploration of how the TCM 

works instead of only practical applications. Due to 

practical constraints, the course only had a limited 

period of time to teach the TCM. Any proposed 

curriculum needed to be streamlined so that it could be 

effectively taught in a 5-week timeline. Furthermore, 

the course should engage with latest trends in pedagogy 

including the use of a flipped classroom for active and 

problem-based learning. 

The overall approach to this work can be 

summarized as the development of a scalable project-

based curriculum for CM courses that teaches the theory 

behind TCM and highlights its advantages over 

traditional planning methods. The aim is to ensure that a 

long-term learning effect is achieved among students. In 

addition to this theoretical perspective, the application 

in practice shall also be addressed. This is important in 

order to enable them to apply TCM in their upcoming 

professional life with the appropriate tools such as the 

ALICE software and thus to plan projects more 

successfully. The curriculum should be embedded in an 

existing management course in order to introduce 

students to the TCM method and its application with 

ALICE within a few weeks.  

3 Proposed Curriculum 

The developed curriculum has a total length of five 

lecture weeks with two lectures of 45 minutes each per 

week. On the one hand, this ensures that, from the 

perspective of the lecturers, there is sufficient time for 

teaching the contents. On the other hand, there is 

enough time for a spaced repetition of individual topics, 

and to review the topics in the context of assignments. 

Since the curriculum is closed in itself and only lasts 

about one third of the usual 14 weeks of lectures during 

a semester, it can easily be integrated into already 

existing courses at other universities. 

The flipped classroom approach is used for the 

individual lessons. Therefore, each topic is introduced 

and deepened over three sessions: Pre-Class Homework, 

Lecture, Post-Class Homework. In the first Pre-Class 

Homework session, the new content is delivered 

through papers and videos. Afterwards, obligatory 

multiple choice and text questions ensure that the 

students have done their homework and come to the 

lecture with the basic understanding of the topic. The 

acquired knowledge is then deepened in class by 

repeating and discussing the new content and by doing 

in-class activities. Following the lecture, students work 

in groups on the Post-Class Assignments, where they 

are asked to solve more complex problems. The 

repetition of each new topic three times over a two-

week period through different approaches is designed to 

ensure a long-term learning effect. 

3.1 Lecture Plan and Learning Objectives 

Table 1 gives an overview of the contents of the five 

lessons. These are divided into two blocks: Lectures 1 

and 2 serve to impart theoretical knowledge. In the first 
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lecture, the traditional planning method will be 

presented and in the second lecture TCM will be 

introduced. Lectures 3 to 5 focus on the practical 

application of TCM with ALICE. In these, both 

interactive demonstrations of ALICE by the teaching 

staff are given and the students work independently with 

the software. For the In-class activities, a simpler LEO 1 

model is used to demonstrate features of ALICE and for 

the Post-class activities, a more complex LEO 2 model 

is used to show a more extensive and more relevant use 

of the software later in practice (see Figure 1). 

Table 1. Summary of course structure and learning 

objectives. 

No. Lecture Title Learning Objectives 

1 Traditional 

Project 

Scheduling 

• Understand the theory 

behind traditional 

scheduling 

• Apply traditional 

scheduling to a simple 

example  

• Describe the limitations of 

traditional scheduling  

2 Tri-

constraint 

Method 

• Differentiate between 

planning and scheduling  

• Comprehend the effects of 

the 3 constraints on 

scheduling  

• Understand and apply the 

scheduling algorithm of 

TCM  

• Analyze benefits and 

drawbacks of TCM  

3 Introduction 

to ALICE 
• Implement basic features of 

ALICE (Plans, Models, 

Supports, Recipes, etc.) 

• Identify the association 

between ALICE and CPM 

• Create independently a 

non-resource-constrained 

schedule using ALICE 

4 Modelling 

Constraints 

in ALICE 

• Develop an ALICE model 

with consideration of the 

tri-constraints 

• Understand factors that 

influence the creation of 

schedules with TCM 

• Create feasible schedules 

with realistic activity 

durations. 

• Analyze and compare 

multiple schedules using 

ALICE 

5 Optimization 

in ALICE 
• Learn how to influence 

schedules and optimize 

them for a specific goal 

• Describe the advantages of 

parameterization and 

automation of scheduling 

using a tool such as 

ALICE.  

 

In Lesson 1 (Traditional Project Scheduling), the 

objective is for students to understand and 

independently apply traditional planning methods in 

combination with CPM. This helps to ensure that all 

students have the same level of knowledge about 

planning methods currently used in practice, while 

independent application enables them to recognize and 

discuss the limitations of these methods. 

In Lesson 2 (Tri Constraint Method), the students 

are introduced to the TCM without any advanced 

visualization technology (e.g. no BIM interface). 

Students are introduced to the influence of the three 

fundamental constraints on the schedule, the 

significance of the distinction between planning and 

scheduling, and the exact mechanisms of the scheduling 

algorithm. The advantages of TCM compared to the 

traditional methods are discussed.  

In Lesson 3 (Introduction to ALICE), the students 

are introduced to the ALICE software. Here the students 

should learn the basics of the ALICE software, before 

the consideration of resources or the optimization of 

schedules is dealt with. The objective is therefore to 

explain how ALICE works and to enable students to 

enter required inputs themselves in order to create a 

basic schedule. The students are asked to build a simple 

schedule using the recipe function in the LEO I BIM. 

To achieve this simplification, this first schedule is 

based on priority relationships only (similar to how the 

CPM works) with no consideration of resources.  
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In Lesson 4 (Modelling Constraints in ALICE), 

students begin to explore more advanced possibilities to 

create schedules using ALICE software. Specifically, 

resource constraints are introduced when creating 

schedules with ALICE. Furthermore, students learn how 

to specify the duration of single activities parametrically 

using productivity rates and other element properties 

(e.g. volume, lateral surface) in ALICE. As a result, the 

students created a more constrained (and likely longer) 

schedule for the LEO 1 model according to TCM during 

this lecture. The reasons for the longer scheduling time 

are discussed with the class. 

In Lesson 5 (Optimization in ALICE), the students 

begin to explore factors that have large influence on 

schedule duration. By adjusting the input parameters in 

ALICE, the students begin to develop intuition on how 

to optimize schedules in terms of duration, costs or use 

of resources. Especially the larger Post-Class model 

LEO II enables a thorough exploration of how 

optimization changes the overall schedule outputs. 

4 Implementation and Assessment 

Once the proposed curriculum was designed, the 

authors sought pre-implementation feedback to assess 

the quality of the curriculum. For pre-implementation 

assessment, the authors presented the curriculum in a 

video conference with three employees of ALICE 

Technologies Inc., including Dr. Rene Morkos the 

inventor of TCM and founder of the company. During 

the discussion, the general structure of the curriculum 

and the most important lecture contents were presented. 

The feedback positively emphasized that first a 

theoretical introduction should be given and then the 

software should be used first (M. Faloughi, personal 

communication, May 20, 2020). It had been a recurring 

problem with the ALICE training that some users had 

not internalized the theory behind TCM. With regard to 

the theoretical contents, almost everything important is 

included in the curriculum and the quantity is 

appropriate for the planned 5 weeks (R. Morkos, 

personal communication, May 20, 2020). One key 

feedback was that the limitation of sequencing with 

traditional methods should be dealt with more clearly (R. 

Morkos, personal communication, May 20, 2020). This 

was then included in the full course implementation. 

The authors implemented the curriculum as part of 

the larger course Lean, Integrated and Digital Project 

Delivery at ETH Zurich in Autumn Semester of 2020. 

This is a 4-credit course (corresponds to 120 hours of 

workload for the total course) for graduate students that 

introduces students to newly emerging trends in the 

construction industry, such as Lean Principles, BIM, 

parametric scheduling and Integrated Project Delivery. 

Due to COVID-19 restrictions, the first lesson was 

presented in person while the following four lessons 

were presented via Zoom.  

During implementation, the teaching team collected 

student feedback in order to conduct a post-assessment 

of retained learning. Three surveys were conducted 

before, during, and after teaching the curriculum to 

assess learning. Data from these surveys are currently 

under statistical analysis with the expectation they will 

be included in a future full-length journal paper. To 

further assess the student experience in learning the 

curriculum, the teaching team reviewed qualitative 

feedback obtained from the yearly course evaluation. 

These are summarized below:  

• “The organization surrounding ALICE and the 

TCM was done pretty good” 

• “For some tasks with ALICE more time would be 

nice during the lecture to better understand the 

tasks. It was sometimes a little of a rush” 

• “The frequent guest presentations bring this course 

very close to the industry which I thought was also 

very good as most other courses in civil 

Figure 1. The LEO 1 (above) and LEO 2 

(below) models used in the curriculum. 

960



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

 

engineering are too theoretical to really be able to 

see it in the perspective of the industry itself. For 

example, I really liked the use of ALICE as this is 

a software that is also used on construction sites 

and not just a tool used to instruct students.” 

• “I think explaining ALICE and the short exercises 

in class was really great and should be unchanged.” 

In addition, the general experience for students in 

the course was positive. For example, the evaluation 

question “how satisfied were you in general with the 

course unit?” received an average response of 4.7 (n = 

28), where 5.0 is the highest possible score and 

represents that a student is “very satisfied” with the 

course. However, the curriculum for TCM only 

represented 5 out of 13 lectures in the overall course, so 

it is not possible to say if TCM is a primary cause of the 

strong student evaluations. 

5 Discussion and Conclusion 

Reflecting on the first implementation of the 

proposed curriculum, the following limitations were 

noted. The curriculum places high demands on the 

teacher to incorporate a flipped classroom approach into 

their teaching. Additionally, the hiring of teaching 

assistants will be necessary to support the classroom 

activities. The teaching staff has to prepare for the 

implementation of the curriculum, such as contacting 

ALICE, preparing the models, arranging the groups for 

group work, adapting the documents etc. Additional 

time and effort are required as ALICE is a software that 

is constantly evolving. Furthermore, the curriculum 

demands a collaboration with ALICE, so if a 

collaboration for any reason is not possible anymore, 

the curriculum cannot be successfully implemented 

without major modifications. However, ALICE 

Technologies Inc. has expressed a willingness to partner 

with universities in order to facilitate students learning 

about their generative construction scheduling approach.  

A further structural limitation of the curriculum is 

that it is very precisely structured, as a lot of content has 

to be taught in a very short time span. As a result, 

students do not have much freedom to explore the 

application on their own. If the number of students is 

small and the necessary resources (time and teaching 

assistants) are available, it is recommended not to use 

the prepared models for each lesson, but to provide the 

students with an unprocessed model that they can work 

on throughout the curriculum.  

Beside the mentioned limitations and possible 

implication difficulties, we expect that this curriculum 

will motivate CM programs to include TCM into their 

courses and foster the spread of TCM and/or other novel 

scheduling methods.  This in turn can enable students as 

future project managers to question the traditional 

scheduling method and seek more efficient approaches. 

Future planned research will include a statistical 

analysis of pre- and post- learning retention regarding 

the TCM and automated or generative scheduling 

techniques.  

Overall, the proposed curriculum can give the 

students a solid knowledge of the theory behind TCM 

and its automated application with ALICE. In addition, 

the flipped classroom approach allows an efficient use 

of the lecture and enables to dive deeper into the topic 

and reflect critically on the acquired knowledge. This is 

enhanced by the basic structure of the curriculum that 

additionally encourages students to make connections 

between the taught topics. Further, by teaching each 

new topic over a period of three weeks and thus 

ensuring spaced repetition, there is potential for the 

achievement of a long-term learning effect; however, 

more research is needed to confirm this. With the 

above-mentioned aspects, we believe this curriculum 

enables a high-quality teaching of a novel scheduling 

approach. Future research will quantitatively assess 

student learning from this first implementation.  
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Abstract –  

The increased complexity of construction projects 

coupled with the increase in customer expectations 

has fueled electrical contractors' interest in 

innovation as a source of competitive advantage. 

Emerging technologies such as Augmented Reality 

and Digital Twins have recently gained momentum in 

the electrical construction industry. While these 

emerging technologies provide a novice approach to 

visualizing construction work, most of their use-cases 

are based on Building Information Modelling (BIM). 

Therefore, to unlock the full potential of emerging 

technologies, it is important to properly allocate and 

leverage BIM resources on a construction project. 

Therefore, this research aims to provide electrical 

contractors with a set of tools to understand and 

leverage their BIM resources before and during 

construction. To achieve the research objective, a 

survey was developed, and 23 complete responses 

were collected to identify factors that impact the 

actual percentage of electrical contractors’ BIM 

Efforts. The survey results were augmented with 

follow-up structured interviews with subject matter 

experts having electrical and BIM experience. BIM 

practices collected from the interviews were grouped 

into three categories: people, process, and technology. 

The study aims to provide electrical contractors with 

a set of tools to leverage their BIM resources before 

and during construction. This study also highlights 

some of the ongoing challenges faced by electrical 

contractors when managing BIM changes during 

project execution.  

 

Keywords – 

Building Information Modeling; Electrical 

Contractors; BIM Effort Factors; Best Practices 

1 Introduction 

Building Information Modeling (BIM) is a 

construction industry evolution that transformed the use 

of analog drawings into digital electronic BIM. It is 

defined by the National BIM Standard-United States 

(NBIMS) as “a digital representation of physical and 

functional characteristics of a facility. As such it serves 

as a shared knowledge resource for information about a 

facility forming a reliable basis for decisions during its 

lifecycle from inception onward” [1]. Autodesk defines 

BIM as “an intelligent 3D model-based process that gives 

architecture, engineering, and construction (AEC) 

professionals the insight and tools to more efficiently 

plan, design, construct, and manage buildings and 

infrastructure” [2].  

BIM can benefit all parties and stakeholders of any 

construction project, and subcontractors are no exception. 

BIM process can provide subcontractors with more 

control over their project, especially on cash-flows, 

service levels, resources, and change orders [3]. The 3D 

model-based BIM process helps MEP professionals in 

designing, detailing, and documenting building systems, 

all of which leads to improved accuracy, reduction in 

clashes, optimization of building system designs, 

improved collaboration and data sharing, and an increase 

in the transition from design to construction [4]. 

For mechanical and plumbing, BIM and 3D models 

did become the new norm; however, for electrical 

contractors, the use of BIM is still expanding [3]. Major 

reasons for this delay include the lack of standards, 

specifications, and software for rendering an intelligent 

electric design model in BIM [5], in addition to the size 

of electrical elements where modeling larger elements 

such as duct systems and air handlers are approachable 

options, while smaller elements such as electrical 

switches and outlets might prove more challenging [6]. 

This generated extensive industry effort to further 

promote BIM with electrical contractors, develop 

appropriate software and add-ons, identify industry 

practices, and provide BIM-friendly data beyond 

dimensions for elements like switch gears, pumps, and 

motors [4] [7].  

[8] developed a survey targeting electrical contractors 

who are members of the National Electrical Contractors 

Association Construction (NECA) to study the state of 

practice of BIM adoption in 2009. Results showed that 

most companies using BIM are medium or large sized 

and they mostly use BIM on healthcare and commercial 
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projects. Electrical contractors preferred to model rigid 

components such as branch and feeder conduits and 

valued clash detection the most.  

[9] conducted another research to study the state of 

practice of BIM with electrical contractors in 2014 

through a survey distributed to members of the National 

Electrical Contractors Association (NECA), ELECTRI 

International, and Federated Electrical Contractors 

(FEC). This study showed an increase in the adoption of 

BIM in the electrical construction industry and an 

increase in BIM knowledge. Forty-one percent of study 

participants reported that MEP specialty trades lead the 

modelling coordination effort, 35% said general 

contractor, 14% mentioned electrical consultants. The 

study also suggested that it is safe to assume that the 

majority of staffing for BIM implementation is three or 

fewer. 

BIM can result in major gains for electrical 

contractors.  However, to create the 3D models, electrical 

contractors need to spend more time and resources on 3D 

modelling than traditional 2D drawings [3]. Different 

factors exist that affect the time and effort needed by 

electrical contractors to implement BIM and conduct 3D 

modelling. Such factors are not always internal, but they 

go beyond the company. This makes it impossible to 

isolate external factors and variables that affect the use of 

BIM for electrical contractors [10] [11]. Most recently, 

[6] investigated the impact of design and scope changes 

on the modelling performance of elerical contractors. 

Buidling on the existing work performed in the area of 

BIM modelling for electrical contfractors, this research, 

sponsored by the National Electrical Contractors 

Association, aims to provide electrical contractors with a 

set of tools to leverage their BIM resources before and 

during construction. 

2 Research Method  

The methodology employed to achieve the research 

objective consists of five tasks. The first task consisted of 

synthesizing existing work on BIM. The review of 

literature allowed for the identification of key variables 

for allocating BIM efforts and a survey, acting as a 

foundation for the data collection efforts of this research, 

was designed to gather qualitative data from electrical 

contractors. The survey consisted of four phases: 1) 

contractor data, 2) project information, 3) parties’ 

relationships, and 4) BIM. The first section included 

company-specific questions and the three remaining 

sections asked project-specific questions. Once the 

survey was developed, a pilot version was distributed to 

the Task Force supporting this research effort. Seven 

experts reviewed the survey and made a valuable 

contribution to the research effort. The survey was then 

polished and fine-tuned before mass distribution. The 

survey was transcribed into Qualtrics, a digital survey 

platform, and into an excel spreadsheet for ease of use. 

The Task Force supported the researchers in their data 

collection effort and distributed the survey to member 

companies of the National Electrical Contractors 

Association (NECA) and companies in their network 

soliciting their participation in the study. Once data was 

collected, statistical analysis was performed in the third 

task to identify factors that can impact electrical 

contractors’ BIM effort.  

The outcomes of the survey informed two questions 

on BIM best practices and BIM challenges which were 

further pursued in the fourth task with follow-up online 

meetings and interviews with industry practitioners and 

subject matter experts who have electrical and BIM 

experience. Structured interviews were conducted 

through NECA with nine electrical contractors and 14 

subject matter experts having, on average, 20 years of 

electrical experience and 10 years of BIM experience. 

The interview data was then analyzed as the last task and 

recommendations on best practices and areas of 

improvement were formulated.  

3 Survey Results and Analysis  

A total of 23 complete responses were collected 

throughout the survey.  

3.1 Characteristics of Electrical Contractors 

Surveyed 

The annual electrical and low voltage systems 

revenue of the 23 electrical contractors who took the 

survey was uniformly distributed across the four revenue 

categories: 30% of respondents selected less than $50 

million, 22% between $50 and $100 million, 26% 

between $100 and $250 million, and the remaining 22% 

of responses came from contractors with revenue over 

$250 million. This distribution expresses a general view 

of the use of BIM in the electrical construction industry. 

Compared to the 2014 study, the results of this survey 

indicate a balanced representation of companies of 

various sizes, highlighting the growth of BIM in the 

electrical construction industry.  

Despite the equal distribution of companies in size, 

the annual revenue of projects using BIM varied within 

the industry. Of those who responded to the survey, 22% 

said that the annual revenue of projects using BIM within 

their company is less than $100 million, 13% selected 

between $10 and $25 million, 13% between $25 and $50 

million, 30% between $50 and $100 million, 13% 

between $100 and $250 million, and 9% over $250 

million. This unequal distribution shows that the 

frequency and types of projects on which BIM is used 

vary within the electrical construction industry.  
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At the portfolio level, the bulk of the 23 electrical 

contractors (61%) indicated that they develop all their 

BIM models in-house and very few electrical contractors 

(9%) outsource BIM. Respondents were asked about the 

breakdown of their BIM efforts between detailing and 

coordination across their project portfolio. On average, 

the majority of the 23 electrical contractors who 

participated in the survey reported that they spend more 

time on the BIM detailing efforts than the BIM 

coordination efforts. 

Respondents were asked to report the number of full-

time BIM modelers employed within their company. To 

get a better understanding of this variable, the number of 

full-time BIM modelers was plotted with respect to the 

size of the company Figure 1. The gray circles in Figure 

1 represent individual responses and the green circles 

represent the average per category of size. Compared to 

the 2014 study [9] the data displayed in Figure 1 indicates 

that electrical contractors have been investing more in 

BIM as the number of BIM modelers has. The graph 

shows that larger companies hire more full-time BIM 

models with the average number of Full-time modelers 

ranging between 2 for small companies and 15 for larger 

companies according to the survey results. This 

observation was tested statistically using a correlation 

test and a positive correlation was detected between the 

two variables.  

3.2 Characteristics of Collected Projects 

Main features of the data collected from the three 

remaining survey sections are presented here where 

respondents were asked to provide information on one 

complete construction project. Data collected from 23 

construction projects is described in the following 

sections. It is worth noting that respondents have selected 

an exemplary project to use for the survey. Thus, the 

results displayed in this paper represent data collected 

from good projects. 

3.2.1 Relationships with Stakeholders 

An example of the data collected here is presented for the 

relationship between electrical contractors and project 

owners. This section of the survey asked respondents to 

select a particular project for which they were asked if 

they had previously worked with the same owner before 

and 78% of respondents said yes. This 78% of the 

respondents were then asked to assess their past 

relationship with the owners using a five-point Liker 

scale of poor (1), fair (2), good (3), very good ($), and 

excellent (5). On average, these respondents reported that 

they had a very good relationship. Then all survey 

respondents were asked to evaluate their relationship 

with the owner of the project they have selected for the 

survey and on average, respondents said that they had a 

very good relationship with the owner.  

The same type of questions was asked to assess the 

relationships of electrical contractors with the 

Architect/Engineer (A/E), general contractor (GC), and 

other trade partners on the project. 

 

 
Figure 1. Number of full-time BIM modelers vs size of 

electrical contractors 

3.2.2 Electrical Contractors’ Perspective on 

Design  

Respondents were asked about the design quality of 

the project they selected for the survey. Their perspective 

was measured on a five-point Liker scale of very poor (1), 

poor (2), average (3), good (4), and very good (5). The 

aggregated data indicated that the quality of the design is 

perceived as average by electrical contractors. It is 

important here to note that the projects respondents 

selected for the survey were exemplary projects. 

Respondents were also provided with five design 

issues and were asked to indicate if they have 

experienced any on the project they selected for the 

survey. The results of this data show that 87% of the 

projects experienced design coordination, 83% additions, 

74% deletions, 52% design errors and 43% reworks.  

3.2.3 Electrical Contractors’ Use of BIM  

Respondents were asked to specify how BIM was 

used on the selected project Figure 2. The majority of 

respondents indicated that they have used BIM for 3D 

coordination and clash detection, MEP coordination, As-

built drawing model, and drawings derived from the 

models. 

3.2.4 Actual Percentage of Electrical Contractors’ 

BIM Efforts 

Respondents were asked to indicate the total actual 

project hours and the total actual hours spent on BIM.  

From these two variables, the actual percentage of 

electrical contractors’ BIM efforts was calculated as 

follows: The actual percentage of electrical contractors’ 

BIM efforts equals the actual hours spent on BIM divided 

by the total actual project hours (for electrical 
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contractors). The collected data shows that the percent 

effort of BIM ranges between 0.15% and 6.71% with an 

average of 2.94%. The actual percentage of electrical 

contractors’ BIM Efforts is a key variable in this study 

and is used (as shown later) to identify the factors that 

can impact electrical contractors’ BIM efforts. 

 
Figure 2. Electrical Contractors’ use of BIM 

3.2.5 Distribution of BIM Resources on 

Construction Projects 

Respondents were asked to specify the number of 

full-time and part-time BIM modelers used on the project 

used for the survey. Each set of a circle and cross 

corresponds to a project. Figure 3 shows that the data can 

be split into two groups. The first group highlighted here 

has an average project size of 12.8 million dollars, an 

average of two full-time BIM modelers and 1 part-time 

BIM modeler per project. The average percent BIM 

effort of this group is 2.83%. The second group 

highlighted to the left includes two projects with an 

average size of 190 million dollars, 13 Full-time BIM 

modelers on average and 4 part-time. The average 

percent of BIM effort for this group of large projects is 

4.06%. 

3.3 Statistical Analysis  

The survey data was analyzed using three statistical 

tests: correlation test, Mann-Whitney-Wilcoxon (MWW) 

test (the non-parametric version of t-test), and Kruskal-

Wallis test (the non-parametric version of ANOVA). All 

key findings are presented below, and significance for all 

three tests is reported at the 95% confidence level.  

3.3.1 Impact of Company Profile on BIM Efforts 

• There exists a positive correlation (0.48) between the 

annual electrical and low voltage systems revenue 

and the percentage of in-house BIM models. On 

average, larger electrical contractors tend to develop 

BIM models in-house. 

• There exists a strong positive correlation (0.81) 

between the annual electrical and low voltage 

systems revenue and the annual revenue of projects 

using BIM. On average, larger electrical contractors 

tend to use BIM more than smaller electrical 

contractors. 

• There exists a strong positive correlation (0.68) 

between the annual electrical and low voltage 

systems revenue and the number of full-time BIM 

modelers. On average, larger electrical contractors 

tend to fire more full-time BIM modelers 

• There exists a strong positive correlation (0.84) 

between the annual revenue of projects using BIM 

and the number of full-time BIM modelers. On 

average, electrical contractors with a higher revenue 

generated from projects suing BIM tend to hire more 

full-time BIM modelers. 

• The percentage of BIM models created in-house by 

electrical contractors is, on average, significantly 

higher than the percentage of outsourced models. 

• Considering the portfolio of construction projects, 

the percent effort spent by electrical contractors on 

detailing is significantly higher than the percent 

spent on coordination. 

• On average, there exists a strong positive correlation 

between the annual electrical and low voltage 

systems revenue (size) of electrical contractors and 

the actual percentage of electrical contractors’ BIM 

efforts. Larger electrical contractors spend more time 

on BIM on their construction projects. 

 

3.3.2 Impact of Electrical Contractors’ 

Relationships with Project Stakeholders on 

BIM Efforts 

• There exists an inverse correlation (-0.39) between 

the actual percentage of electrical contractors’ BIM 

efforts and their past relationships with A/E. The 

better the relationship with A/E on previous projects, 

the lower the percent BIM effort spent by electrical 

contractors on future projects with the same A/E. 

• There exists an inverse correlation (-0.47) between 

the actual percentage of electrical contractors’ BIM 

efforts and their current relationship with A/E on the 

project. The better the relationship with A/E on the 

ongoing project, the lower the percent BIM effort 

spent by electrical contractors. 

There exists an inverse correlation (-0.31) between 

the actual percentage of electrical contractors’ BIM 

efforts and their past relationships with GC. The 

better the relationship with GC on previous projects, 

the lower the percent BIM effort spent by electrical 

contractors on future projects with the same GC. 
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Figure 3. Overview of the allocation of electrical contractors’ BIM resources on construction projects  

 

• There exists an inverse correlation (-0.42) between 

the actual percentage of electrical contractors’ BIM 

efforts and their current relationship with GC on the 

project. The better the relationship with GC on the 

ongoing project, the lower the percent BIM effort 

spent by electrical contractors. 

• There exists an inverse correlation (-0.42) between 

the actual percentage of electrical contractors’ BIM 

efforts and their current relationship with the other 

trade partners on the project. The better the 

relationship with the trade partners on the ongoing 

project, the lower the percent BIM effort spent by 

electrical contractors. 

3.3.3 Impact of Design on BIM Efforts 

• There exists an inverse correlation (-0.42) between 

the actual percentage of electrical contractors’ BIM 

efforts and the quality of design. The better the 

quality of design, the lower the percent of BIM effort 

spent by electrical contractors. 

• The more design issues experienced on the project, 

the higher the percent of effort needed from 

electrical contractors to manage the BIM models. 

• There is a significant relationship between the actual 

percentage of electrical contractors’ BIM efforts and 

design coordination issues experienced on the 

project. Projects that experience design coordination 

issues result, on average, in a need for electrical 

contractors for a higher percent of BIM effort needed 

to manage the project. 

3.3.4 Impact of BIM applications on BIM Efforts 

• The more BIM applications used by electrical 

contractors on the project, the higher the percent of 

effort needed from electrical contractors to manage 

the BIM models. 

• There is a significant relationship between the actual 

percentage of electrical contractors’ BIM efforts and 

the following BIM applications. 

o MEP Coordination 

o Understanding Constructability 

o Digital Fabrication/Pre-fabrication 

o Design Collaboration 

o Visualization 

o Handover of Model to Contractor 

Projects that use the above-listed BIM applications 

result, on average, in a need for electrical contractors for 

a higher percent of BIM effort needed to manage the 

project. 

3.3.5 Impact of Updating BIM during Execution 

on BIM Efforts 

There is a significant relationship between the actual 

percentage of electrical contractors’ BIM efforts and the 

following reasons for electrical contractors to update 

BIM models during execution: 

• Design Changes 

• Incomplete information in the model by other trades 

• Owner’s request 

• Incomplete information in the model by the 

electrical contractor 

Projects that experience any of the above-listed 

reasons for updating BIM models result, on average, in a 

need for electrical contractors for a higher percent of 

BIM effort needed to manage their BIM effort. 

4 BIM Best Practices for Electrical 

Contractors 

Electrical and BIM subject matter experts were asked 

during the interviews to share practices they have found 

to be successful in managing the BIM effort during 

project executions. The feedback collected from the 9 
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interviews was consolidated into three major themes: 

People, Process, and Technology (Figure 1). The 

following sections synthesize the best practices and 

lessons learned shared by the interviewees and provide 

electrical contractors with an overview of current BIM 

practices that can guide their implementation. The 

outlined practices also assist the electrical contractor in 

mitigating the impact of the project variables that have a 

significant impact on the percent effort spent managing 

BIM during execution. 

4.1 People  

The people-related practices that assist electrical 

contractors in managing their BIM effort during 

execution are summarized in this paper. The analysis of 

interview data showed that five best practices were 

collected at two levels: 1) internal to the electrical 

contractor and 2) at the interface between the electrical 

contractor and other project stakeholders. Practices are 

discussed in the subsequent sections. 

4.1.1 Maintain Strong Relationships within the 

Electrical Team 

Establishing and maintaining a solid working 

relationship between the project management team, BIM 

team, and field operations team is key to managing BIM 

efforts. Trust must be built between these three teams 

internally. The BIM modelers should be the link that 

connects the field to the office and need to communicate 

with the electrical team regularly (weekly conversations, 

daily huddles, etc.) to ensure alignment among the team 

members. Project managers also play a critical role in 

supporting the electrical team and enhacing its 

performance but establishing parameters for modelers to 

use consistently during the duration of the project, and 

thus, reducing errors, mistakes, and potential rework.  

4.1.2 Hire the Right BIM Modelers  

Developing and maintaining a good BIM model is not 

a simple task and the knowledge, attitude, and expertise 

of BIM modelers has a significant impact on the success 

of the construction projects. Interviewees noted that BIM 

modelers need to be able to get buy-in from the field 

operations team.They need to be detail-oriented with  

electrical background and field experience either directly 

or vicariously by working closely with the field workers. 

BIM modelers have to collaborate with the foreman and 

the people who are boots on the ground installing the 

electrical work. This collaboration brings invaluable 

knowledge and feedback for a modeler because it 

captures constructability knowledge and streamlines the 

as-built phase. 

4.1.3 Empower Field Workers 

Interviewees noted that electrical contractors need to 

empower field workers to be accountable. If workers see 

discrepancies between the model they are using in the 

field and actual conditions of other trades, they can send 

the electrical contractor an image of what is in the field 

along with an image of the model. The electrical 

contractor will then follow up with the GC. 

4.1.4 Build Strong Relationship among 

Stakeholders 

In addition to establishing and maintaining strong 

relationships internally, the relationship at the interface 

between electrical contractors and other project players 

is paramount. Having the right players who are updating 

models regularly is critical. Moreover, communication 

between project participants is essential especially when 

new changes are to be made in the model. Interviewees 

stated that receiving a notice of an upcoming change 

from the A/E, GC, or trade partner would help electrical 

contractors be prepared to fit the changes within their 

schedule and communicate the changes to the field. 

4.1.5 Have the Right Entity Lead the BIM 

Coordination Effort 

The project person/entity leading the multi-trade BIM 

coordination effort and setting the expectations plays a 

key role in the successful management of BIM. The 

leading entity should hold project team members 

accountable and leverage the available tools. 

4.2 Process 

People-related practices shared by the 14 

interviewees are outlined in the next sections.  

4.2.1 Start Right: Invest in Project Setup 

Standards 

When embarking on a new construction project, the 

electrical contractor needs to start right. The following 

practices were consolidated from the interviews to assist 

electrical contractors in laying the right foundation to 

start the BIM process: 

1. Ensure that control is set for the site and facility. 

• Get the control points on site before any layout. 

Ensure control points are in a location that will not 

be disturbed throughout the construction of the 

project. This process is time consuming, but if done 

properly it can be very rewarding. 

• All teams need to agree to the same three points of 

column line intersection point offsets. 

• Make sure all layout teams check in on every level 

of the project and have the same coordinates on their 

machines. Documents these check-ins. 

• Place the control points in the model. 

• When control is set properly for the project, all subs 

will take control from the same points to start. 

968



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

2. Use an object to verify the placement of the 

structural and architectural models in the Navis 

Model respective to the column lines and elevations. 

This should be done against a corner just on top of 

the floor. When all trades align, then you should be 

good to start modeling. 

 

4.2.2 Implement BIM Resolution Workflows 

Electrical contractors are encouraged to implement a 

BIM issue resolution workflow where they document the 

issues, who is responsible to resolve them, and how they 

were resolved. This process is similar to maintaining an 

updated constraint logs for BIM issues encountered 

during project execution. To maximize the value of these 

practices, it should be applied to everyone on the project 

including the owner, A/E, GC, and trade partners.  

4.2.3 Develop Standard Operating Procedures 

Developing standardized processes plays a major role 

in enabling continuous improvement and sharing 

knowledge. Among the process-related practices 

discussed is the development and use of BIM Standard 

Operating Procedures (SOP). Interviewees highlighted 

the need to standardize processes internally especially as 

the team grows, streamline documents into a centralized 

reference, and set up modeling templates for the project 

(use the same families and annotations for example). 

4.2.4 Establish Modeling Guidelines 

Establishing modeling guidelines and rules at the 

front end of the project for all participants who need to 

develop, use, access, or update the BIM models is 

important to build standardization, transparency, 

traceability, and accountability into the project. Some 

suggested modeling practices shared by the interviewees 

included: 

• Hold an internal kick-off at the beginning of every 

project to establish the modeling guideline for the 

project. 

• Provide NWC files that include model parameters to 

field workers to give them all the information they 

need to do the installation.  

• Isolate modelers from working on top of each other. 

4.2.5 Manage Data 

To create a reliable BIM dataset, it was recommended 

that electrical contractors keep a rework log to track BIM 

time that is out the expectancy of the electrical contractor 

(time that wouldn’t have been budgeted to begin with).  

4.2.6 Provide Training 

Interviewees encouraged electrical contractors to 

provide training videos to ensure the cohesion of the BIM 

team. 

4.2.7 Keep Yourself In Check 

Interviewees emphasized that trades need to run clash 

detection between themselves and other trades and 

resolve any clashes prior to uploading the models and 

before the coordination meeting. Coordination meetings 

are to handle difficult challenges that need the team to 

solve them. 

4.3 Leverage the Use of Technology 

The technology-related practices fall into two major 

categories: leverage cloud-based technology and utilize 

new technologies.  

Regarding cloud-based technology, interviewees 

shared the following practices: 

• Cloud-based software such as BIM360 and Procore 

enable models to be centrally located, enhance 

documentation sharing, and allow access to the most 

current information instantly. 

• Leverage cloud-based workflows for more 

streamlined processes and allows multi-regional 

teams to work together. 

• Use cloud-models internally. 

• Interviewees also noted the the benefits of using new 

technology to help manage an up-to-date and 

accurate model such as productivity applications and 

360 photographs/video and laser scanners to help 

confirm the install 

5 BIM Challenges for Electrical 

Contractors 

Interviewees also shared the following major 

challenges faced by electrical contractors when 

managing BIM changes during project execution: 

• Trades using a different technology (i.e., 2D vs 3D) 

and different file formats being shared. 

• How frequently do trades update their models (i.e., 

every few hours or every week for instance). 

• Base model does not get updated after contract 

execution. 

• Agreement of model ownership. 

• Lack of accuracy of the trades. 

• Sign-off dates can be aggressive. 

• BIM coordination process begins on an incomplete 

design. 

• Design changes need to cascade to the prefab team 

and the field before installation. 

• Receiving feedback from the foremen is as good as 

the information provided to them. 

• Scope creep. 

• What is contractually required by the GC and what 

is required or requested by the electrical operation 

team needs to be clearly defined. 
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• The actual set-up of the model.

• Time commitment and investment into developing

the BIM model before execution.

6 Conclusions 

This research aimed to help electrical contractors 

understand the factors that impact the level of effort 

needed to develop BIM models and to provide the 

electrical contracting community with best practices to 

efficiently manage and update BIM models during 

execution. Following a literature review, a holistic survey 

was developed and a total of 23 completed responses 

were collected. The statical analysis of the collected data 

showed that the following project variables have a 

significant impact on the actual percentage of electrical 

contractors’ BIM efforts: past and current relationships 

with project A/E and GC, current relationships with 

project trade partners, design quality, design coordination, 

MEP coordination, and the use of BIM for visualization, 

design collaboration, digital fabrication and prefab, 

handover of the model to the contractor, and 

understanding constructability. Follow-up interviews 

were conducted to collect further details from electrical 

contractors on their uses and perceptions of using and 

managing BIM during construction. Shared BIM 

practices were grouped into people, process, and 

technology practices. Ongoing BIM challenges were also 

shared by the interviewees, highlighting areas in need of 

improvement.  

It is important to recognize that BIM practices vary 

across electrical contractors and given the uniqueness of 

every company, future work could focus on studying a 

company’s BIM database to develop accurate models to 

help the company better estimate its BIM efforts. 

Addiotnally, while data was collected for the Level of 

Development (LOD) of BIM, the responses collected for 

each level did not enable the analysis of this variable. A 

trend was however detected showing that projects with 

LOD greater than 350 result in greater efforts. Future 

research can analyze the LOD for major electrical assets 

and their impact on the overall electrical BIM efforts. 
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Abstract 

 Lean construction and Construction 4.0 are two 

prominent concepts challenging traditional practices 

in the construction industry. The continuous increase 

in competition and the demand for more efficient 

project delivery with less waste is pressuring 

construction companies to adopt these concepts. Body 

of literature have discussed the benefits of each 

separately, however, very few have discussed the 

interaction effect between them. Therefore, using 

literature, this paper investigates the impact of 

Construction 4.0 technologies on the eight types of 

Lean Construction waste. To achieve the research 

objective, the eight types of waste and the seven 

Construction 4.0 technologies were first defined. 

Then, A two-dimensional matrix was generated using 

54 research articles to visually represent how each of 

the seven Construction 4.0 technologies can eliminate 

certain types of waste. While the impact of 

Construction 4.0 on waste elimination varies among 

the technologies, it can be concluded that 

Construction 4.0 supports Lean waste elimination. 

Future research should investigate the relationship at 

different phases of the project including design, and 

operation. Also, it should investigate additional 

technologies. 

Keywords – 

Lean construction; Construction 4.0; Industry 4.0; 

Construction Waste; Construction Technologies 

1 Introduction 

The traditional construction management system is 

characterized by a high level of waste resulting in low 

productivity, cost overruns, and delays [1]. As a legacy 

industry, researchers and practitioners started a journey 

to change the status quo and find a better management 

system to improve the construction industry. Inspired 

innovations in manufacturing, Lean Construction 

emerged as a new paradigm that challenges the 

traditional approach to construction. According to [2] 

“Lean is a way to design production systems to minimize 

waste of materials, time, and effort to generate the 

maximum possible amount of value ”. 

The Lean philosophy started to be adopted by the 

construction sector in the mid-1990s as a new approach 

to improve productivity and eliminate activities that do 

not add value for the customer, thus reducing and 

eliminating waste[3]. [4] defined waste as the inefficient 

use of equipment, material, and labor that results in the 

overutilization of resources needed to construct a facility. 

[5] offered a generic definition stating that waste is what

can be eliminated, including activities, resources, and

rules, without reducing customer value.

According to [6], 68% of the time is wasted on non-

value adding activities, resulting in poor construction 

project performance. [1] added that 90% of onsite tasks 

fall under two types of activities: non-value adding and 

non-value adding but required activities. [7] showcased 

that the non-value adding activities consume 9.4% of the 

project budget, leading to budget overruns. Researchers 

have well documented that waste, in all of its forms 

hinders, project workflow, lowers productivity, and 

increases overall project cost  [8]. Therefore, it is crucial 

that practitioners and researchers identify where 

improvements are needed in the construction processes 

in order to minimize the sources of waste, and thus, 

eliminate waste. 

Taiichi Ohno, chief engineer at Toyota, identified the 

following seven types of waste in production in 1988: 

defects/rework, overproduction, waiting, transportation, 

inventory, movement/motion, and over processing [9]. A 

few years later, Womack and Jones added the eighth type 

of waste, non-utilized workers talent [5]. Researches 

noted that identifying and defining different types of 

waste in construction  is a strategy to eliminate them [9]. 

As Lean continued to gain momentum in the 

construction industry, manufacturing was undergoing 

another major transformation through the fourth 

industrial revolution (Industry 4.0). [10] defined Industry 

4.0 as “a new technological age for manufacturing that 

uses cyber-physical systems, Internet of Things, Data and 

Services to connect production technologies with smart 

production processes”. The core of this revolution is 

based on connectivity and interaction between machines 

and humans through different technologies: Robotics, 

Augmented Reality, Simulations, The Cloud, Big Data, 

Internet of Things, Cybersecurity, Additive 

Manufacturing, horizontal and vertical system 

integration [11]. 

Building on the gains of Industry 4.0, construction 

researchers began to investigate the potential of Industry 

4.0 in construction, and as a result, the concept of 
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“Construction 4.0” emerged to encompass emerging 

technologies [12].  

While various research efforts have discussed how 

Industry 4.0 technologies can increase and support Lean 

manufacturing effectiveness by eliminating waste [13], 

research has not yet explored the connections between 

Construction 4.0 and Lean construction and how it can 

be leveraged to eliminate waste. Therefore, this paper 

investigates how the Construction 4.0 technologies can 

help eliminate construction waste. To achieve the 

research objective, a comprehensive literature review 

was performed using 65 papers that discusses the eight 

types of wastes in Lean Construction and the different 

Construction 4.0 technologies. Next, a matrix was 

developed based on the research corpus to map the 

interactions between the two variables and showcase how 

each of the Construction 4.0 technologies assists in 

reducing wastes at the construction phase.  

2 Literature Review 

2.1 Eight Types of Waste 

The eight-waste taxonomy was identified by [5][14] 

for manufacturing, and then later, was adopted by other 

industries including healthcare, financial, IT, and 

services [9].  

Various studies attempted to expand Ohno’s list of 

waste. For instance, [15] identified information waste as 

the loss of talent, capabilities, and behavioral waste. The 

authors also considered the “failure to speak and listen” 

as the greatest waste of construction. [16] suggested 

another type of waste known as “making do” which 

occurs when a task has started without its predecessors 

being ready. The author also noted that “making do” is 

the most critical type of the construction industry. 

Given that Ohno’s seven types of waste and Womack 

and Jones’s eighth waste are the most discussed in the 

body of knowledge, the matrix presented in this paper is 

based on Ohno’s taxonomy while taking into 

consideration the peculiarities of construction.  

Construction waste as derived from literature are 

known as (DOWNTIME): 

• Defects/rework: it refers to the incorrect work that

needs to be repaired, reworked, or replaced. This

type of waste covers a major spectrum of

construction problems including repair work, work

defects, and retesting tasks [17].

• Overproduction: it is the process of fabricating

material too early, ordering extra material, or

delivering activities too early, thus, creating idle

periods [17].

• Waiting: it occurs when crews wait for long-lead

items to arrive, or due to unrealistic schedules, or

when prerequisites are not ready [9][18]. 

• Non-Utilized/Unused talent: it refers to non-

utilized employee talent and skills [5].

• Transportation: it refers to the unnecessary

transportation of people, tools, equipment, or

products. It involves unnecessary transportation

from the site to the material laydown area [18].

• Inventory: it refers to the excess storage of material

on-site or at the fabrication yard, work in progress,

and unused tools.

• Movement/Motion: it refers to unnecessary

movement of workers within construction site [19].

• Extra/Over-processing/Unnecessary work: it

refers to doing things that need not be done, or

excessively performed, for example, excessive

training time, excessive use of equipment, long

approval process which will not add a value to a

process [17].

2.2 Value and Waste 

[20] thoroughly discussed the concept of value and

waste in construction and highlighted the importance of 

identifying customer(s) value before proceeding with any 

efforts to minimize waste. In addition, the author 

explained waste elimination cycle and how the efforts to 

focus on waste elimination alone could lead to the 

creation of additional waste and not necessarily lead to 

delivery of customer value. On the other hand, [21] 

highlighted the challenges in identifying and delivering 

value since it is dependent on the type of customer(s), 

which in many cases could lead to conflicts to identify 

which is more valuable such as choosing between 

comfort and cost. 

2.3 Construction 4.0 

Inspired by Industry 4.0, the term “Construction 4.0” 

emerged in the 21st century construction research corpus 

[12]. Current research highlighted the lack of a consensus 

on a single formal definition for Construction 4.0 

[12][22][23]. However, various authors and 

organizations attempted to define it. For instance, the 

European Industry Construction Federation (FIEC) 

defined Construction 4.0 as the counterpart of Industry 

4.0 in the Architecture, Engineering & Construction 

(AEC) industry and it refers to the digitalization of the 

construction industry [24][25]. While the definition of 

Construction 4.0 varies among different researchers and 

organizations, there is agreement that the adoption of 

Construction 4.0 will shift the construction process, 

organizations and project structures from a fragmented to 

an integrated state [25].  
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2.4 Construction 4.0 Technologies 

A review of the literature identified a wide set of 

Construction 4.0 technologies. This paper focuses on 

seven of the most frequently discussed Construction 4.0 

technologies [23], namely: Integrated Building 

Information Modeling (iBIM), 3D printing (3DP), 

Artificial Intelligence (AI), Augmented Reality (AR), 

Virtual Reality (VR), , Drones, and Robotics.  

To understand the impact of Construction 4.0 

technologies on different types of construction wastes, it 

is important to first understand and define the 

technologies. Therefore, a brief introduction to these 

technologies is provided. 

• Integrated Building Information Modeling 

(iBIM) is considered the higher level of traditional 

BIM that is integrated and fed by information from 

different technologies via the cloud [26]. 

• 3D Printing (EDP) is the process of creating a 

complex, physical 3D object from a CAD model. 

This technology is being used in different industries 

including healthcare, automobile, as well as the 

construction industry on mainly small and medium-

sized scales [27][28]. 

• Artificial Intelligence (AI) is the simulation of 

human intelligence processes by machines [29]. 

Machine learning is considered one of the 

components of AI where a machine learns from a 

set of data using statistical methods.  

• Augmented Reality (AR) is a data publishing 

platform that allows the user to display information, 

engage and interact with the published content, and 

collaborate with others in real-time from remote 

locations [30]. 

• Virtual Reality (VR) is a computer-generated 

simulation in which a person can interact with 

artificial 3D objects with the aid of a 360-degree 

visions headset [31].  

• Robotics are machines that can perform or replicate 

human actions. Currently, they are being used in in 

the vertical construction sector [32]. 

• Drones are unpiloted small sized aircrafts that are 

remotely controlled. In recent years, their use in 

construction has been on the rise for various 

applications such as surveying and progress 

monitoring [33]. 

It is important to note that while each of these 

technologies has its own attributes, iBIM is considered 

central to the digitization of the construction industry and 

in achieving Construction 4.0 integration [34]. Although 

this paper investigates how each Construction 4.0 can 

eliminate construction waste, the authors recognize that 

Construction 4.0 is not about an individual technology, 

but rather the integration of various technologies. . While 

the matrix presented next is two-dimensional, the 

connectivity between Construction 4.0 needs to be 

considered to get a full read of the impact of Construction 

4.0 and construction waste.  

3 Methodology 

To achieve the research objective, a literature review was 

performed using Google Scholar to identify papers that 

showcase the implementation of Construction 4.0 

technologies mainly in the construction phase of the 

construction project. The reviewed documents included 

articles, company reports, and conference proceedings. 

Moreover, the search looked for words in the title, 

abstract, and keywords of the articles, such as 

“technology”, “iBIM construction”, “Drones 

Construction”. Furthermore, the results were restricted to 

English language, limited to 2021-2017 with some 

exceptions to highly cited papers. 

4 Construction 4.0 and Construction 

Wastes Interaction Matrix 

The search resulted in a total of 54 research papers 

related to Construction 4.0 technologies  that were 

reviewed, analyzed, and mapped onto a matrix as shown 

in Figure 1. The top row represents the eight types of 

waste and the first column lists the different seven 

Construction 4.0 technologies. Examples of the 

interactions presented in the matrix are briefly discussed 

in the next sections. 

4.1 Integrated Building Information 

Modeling (iBIM) 

iBIM is considered the core for Construction 4.0 

implementation and it plays an essential role in providing 

a medium of communication between different 

technologies supported by Internet of Things and Big 

data [12][22][23][34]. Although the term “BIM” is 

mentioned in the selected papers, the applications 

reviewed and discussed in this work refer to iBIM 

because they showcase the implementation of an 

advanced form of BIM which communicates with 

different types of technologies via active cloud links. For 

instance, [35] showcased an iBIM and RFID workflow 

use-case which improves material flow processes where 

the aggregated collected information helped in creating 

short-term look-ahead plans that assisted in minimizing 

inventory, improving construction workflow, and 

minimizing waiting, defects, and material transportation. 

Having a proper material management and tracking 

system benefits the overall construction process, and 

minimizes overproduction and over processing.  [36] 

presented how iBIM can be used to implement a digital 
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Lean construction management system. As a result of this 

implementation, the construction team were able to 

utilize the potential of digital pull planning and the model 

data, to perform accurate resource planning, and make 

decisions on site based on the performance data collected 

via different handheld tools. This study showed how 

iBIM plays an important role in minimizing 

overproduction, over processing, inventory, 

transportation, movement, and waiting. Additionally, the 

implemented tool helped enhancing the construction 

team decision making skills.

Figure 1- Construction 4.0 technologies and Waste Interaction matrix 

4.2 3D Printing (3DP) 

Different research papers have showed the positive 

effects of using 3DP in construction either through 

simulation or Value Stream Mapping [28][37] or by 

showcasing real projects physically [27][38][39]. 3DP 

helps in minimizing unnecessary movement, waiting, 

transportation, and inventory, by using less material 

inventory and workers [27][39]. In addition, the 

technology minimizes traditional concrete defects like 

honeycombing because it doesn’t require the use of 

frameworks. Moreover, defects that may occur while 

printing can be easily spotted and treated before printing 

another layer [37][38]. Furthermore, 3DP reduces 

overproduction and over processing because the speed of 

printing can be controlled [40][41]. Furthermore, 3DP is 

help to build more talent among workers because it 

pushes them to learn new technical digital skills [27][39]. 

4.3 Artificial Intelligence (AI) 

AI is considered one of the core technologies for 

Construction 4.0 [22][23]. The current application 

derived from literature mainly focused on safety 

improvement and inspection [42][43][44][45]. When 

spotting unsafe workers behavior, AI could alert 

operation center which allows to prevent injury and as a 

result prevent defects, and waiting [45]. In addition it can 

be used for various inspection applications which will 

help to detect defects and the proper intervention required 

which will help in minimizing transportation, over 

processing, and movement [43][44]. Also [46] 

showcased how AI can be used to minimize inventory 

and  highlight long lead items that needs attention, in 

addition to detecting any potential future risks, whether 

environmental, legal, or financial by analyzing the 

material suppliers’ data. Finally, [47] showcased how AI 

can minimize over production by optimizing project 

duration and properly levelling the project resources. 

4.4 Augmented Reality (AR) 

[48] showcased how AR can be used with BIM for

on-site safety management to help workers visualize 

danger spots and proactively avoid potential accidents, 

thus, eliminating possible defects that might occur due to 

accidents, waiting, and unnecessary movement. The 

author added that the technology can be used to fetch 

model data and superimpose it on the real-world 

environment to inform better decisions that can help in 

quality inspection and lower approval times, and 

eventually reduce over processing. [49] demonstrated the 

use of AR to provide construction personnel all the 

information needed to perform the work (drawings, 

974



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

material type and availability) which leads to reduction 

in overproduction, inventory, and unnecessary 

transportation of materials and equipment on site. It is 

worth mentioning that in all the reviewed papers, there 

was a consensus that AR enhances workers skills, 

decision making, and safety [48][50][51]  

4.5 Virtual Reality (VR) 

[50] demonstrated the use of VR to train workers on 

operating various construction equipment such as cranes 

and excavators. The training allows workers to safely test 

different scenarios before performing the work on site, 

thus, enhancing workers talent and judgment. 

Understanding the risks and limitations in training also 

assists in minimizing other types of waste during 

construction such as unnecessary movement, over 

processing, transportation, and defects. Similarly, [72] 

presented how VR can be used to train young wood 

carpenters. The results of this study suggested that VR 

training is more efficient than traditional video training 

and helps trainees to better understand the process and its 

perquisites, which results in reductions in defects, 

waiting, over production, and over processing. 

4.6 Drones 

[78] presented various applications for drones in 

construction such as surveying and structural inspection, 

progress monitoring. The authors also discussed the 

integration of drones with AR to create real virtual scenes 

that can enable construction managers and teams to plan 

material and worker flow on site, in addition to 

identifying any potential risks, thus, minimizing rework, 

overproduction, over processing, waiting, movement, 

and transportation. Furthermore, [74] demonstrated how 

drones can be utilized to improve construction workflow 

and safety which will help to minimize over processing, 

over production, waiting, transportation, movement, and 

defects. 

4.7 Robotics 

[83] presented painting robotic applications in 

construction that aim to improve the construction process 

and its productivity, reduce site congestion, and lower 

operation time, all while delivering better quality. The 

technology is also perceived to reduce safety risks 

associated with work near edges or at high places. It can 

be thus concluded from this work that robotics can reduce 

waste such as defects, overproduction, over processing, 

waiting, transportation, and movement. Additionally, [87] 

demonstrated how robotics and AI can be integrated to 

perform earthworks in a dam project to accurately detect 

the compaction quality of the rockfill materials in real-

time and asses the compaction quality of the entire work 

area to provide feedback on the poorly compacted areas 

in order to help crews to make corrective actions. This 

application highlights the potential of robotics to 

minimize defects, overproduction, over processing, 

waiting, transportation, and movement.  

5 Discussion and Limitations 

Based on the literature and the resulting matrix, it can 

be concluded that the implementation of Construction 4.0 

technologies helps in minimizing the eight types of waste 

in construction. The analysis also showed that some 

technologies have more potential to reduce waste than 

others. For instance, iBIM was shown to minimize all 

types of waste, while Robotics which does not have 

interactions with all eight wastes, specifically it doesn’t 

impact inventory non-utilized talent. While the level of 

interaction between Construction 4.0 and waste varied, in 

general, different technologies had an impact on at least 

six types of waste.  

The matrix proposed in this paper is theoretical and is 

based on the 54 reviewed papers and only seven 

Construction 4.0 technologies. Moreover, as noted earlier, 

the two-dimensional matrix does not clearly show the 

connectivity between the various Construction 4.0 

technologies. Research limitation can be summed up by 

the number of papers which represent a sample of the 

current research related to implementation of 

Construction 4.0 technologies. Additionally, the waste 

discussed in this paper are mainly wastes encountered on 

the jobsite during the construction phase. Other phases of 

the project life-cycle such as design and operation have 

not been discussed.  

6 Conclusions  

This research aimed to study the relationship between 

Construction 4.0 and Lean Construction by investigating 

the impact of Construction 4.0 technologies on reducing 

construction waste. Implications of seven Construction 

4.0 technologies on eight types of waste were identified 

through a thorough review of 54 articles. A two-

dimensional matrix was generated to visually represent 

how each of the seven Construction 4.0 technologies can 

eliminate certain types of waste. While the impact of 

Construction 4.0 on waste elimination varies among the 

technologies, it can be concluded that Construction 4.0 

supports Lean Construction and waste elimination. 

Future research can address the limitations of this work 

by analyzing other Construction 4.0 technologies and 

their connectivity, considering other phases of the 

construction lifecycle such as design and facility 

management, and conducting prototypes or applications 

that specifically showcase the implications of 

Construction 4.0 on waste.  
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Abstract – 

Digital twin technologies have been widely used 

among different industries, for which different 

conceptual models and system architectures have 

been proposed. However, the processes are required 

to establish a digital twin for intended use cases have 

not been fully studied. This study adopts a systematic 

literature review analysis focusing on case studies on 

digital twin models, highlighting the practical steps in 

developing a digital twin and the challenges faced by 

various researchers in this field. After a rigorous 

selection of relevant literature, a total of 23 scientific 

publications were systematically reviewed. The 

literature focused on recent publications (2016-2021) 

to convey updated information regarding the 

developments of digital twins in the construction 

domain. The findings synthesized the main processes 

of establishing and using digital twin technologies in 

the AEC industry, including the data acquisition 

processes, data transmission processes, data modeling 

processes, data integration processes, and the 

servicing processes. Although digital twin models 

could improve the stakeholders’ decision-making 

processes, several challenges regarding data 

integration and data security still exist in the current 

applications. The digital twin models require people 

with the right skills to construct them, a large amount 

of funds, and the latest technologies with higher 

computational power to successfully develop them. 

Keywords – 

Digital twin technologies; Use cases; Information 

integration; Stakeholder collaboration; Sustainability 

1 Introduction 

The advancements of BIM applications have changed 

how the information could be generated, stored, and 

exchanged amongst the various stakeholders in the 

construction industry. However, digital technologies are 

evolving with the advent of the Internet of things (IoT) 

and Artificial Intelligence (AI) agents such as Machine 

Learning, Deep Learning, Data Analytics, etc. The 

evolution of BIM should be carefully considered in 

conjunction with these emerging technologies [1]. 

Artificial intelligence improves the sharing of 

information, helping to reduce the cost to the consumers 

and lesser impacts on the environment, adding 10% to the 

United Kingdom (UK) economy by 2030 [2]. According 

to Sacks et al. (2020) [3], the digital twin models, 

Automated Project Performance Control (APPC), 

Construction 4.0, automated data acquisition 

technologies have been emerging areas of research in the 

AEC industry.  

National Aeronautics and Space Administration 

(NASA) has been using digital twin models from earth to 

control and run simulations of their spacecraft for 

accurate mapping [4]. The digital twin models in the 

aviation industry are used to twin models of aircraft and 

airport models, in the latter to facilitate the tracking and 

efficient control of luggage. The manufacturing industry 

creates digital twin models for small components and 

large factories. These digital twin models are also used 

for safety and logistics maintenance while maximizing 

the efficiency of the products [5]. For example, in the 

automotive industry, Tesla uses this technology to 

transmit the performance data from its vehicle to the 

‘mothership’. The automotive industry has already 

established synchronous data transmission between their 

cars and factory to improve the efficiency of products [6]. 

Digital twin models in the health and well-being industry 

have been used for planning and performing surgeries, 

detecting stress levels and emotional changes, tracking 

fitness, predicting the occurrence of illness, and 
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customizing recommendations for an individual [7], [8]. 

The digital twin models also have been used for 

transportation management, energy usage optimization, 

asset anomaly detection, resource and logistics planning, 

safety monitoring, event prediction, and running 

simulations [9]. These emerging use cases generate a 

large amount of data from multiple sources, which needs 

to be stored and shared while ensuring safety and security 

[2]. The digital twin models could be used within a smart 

city, which facilitates connectivity using IoT devices. 

This helps to enhance the services, utilities, and 

infrastructure by testing various transportation scenarios 

[10], [11]. 

The current activities related to developing the digital 

twin models in the construction industry are at an early 

stage. There have been contributions from the academic 

community to exploit digital technologies and BIM in 

recent years. This has further led to the development of 

conceptual frameworks for the digital twin. The 

developments heavily rely on the performance of BIM 

and integrated IoT technologies. The application of 

digital twin models would help to address many of the 

construction-related problems. 

Fuller et al. (2020) [10] reviewed the developments 

made across various industries on digital twin models 

using the emerging technologies and the challenges 

encountered by them. Boje et al. (2020) [12] summarized 

BIM applications and how they could pave the way for 

the concept of semantic digital twin models in the 

construction industry. Lu et al. (2020) [13] illustrated a 

clear road map for digital twin developments in the UK, 

which promoted the implementation of digital twin 

models at the city level. Compared to these studies, this 

paper adopts the systematic literature review analysis to 

summarize the practical steps to develop a digital twin 

and identify the challenges various researchers face in 

this field. This study highlights both the potential and the 

challenges of using digital twin technologies in the 

construction industry. The various digital models, data 

sources, and transmitting networks required to create a 

digital twin are demonstrated. The findings from this 

systematic review would provide insights into the future 

implementation of the National Digital Twin Program 

and Gemini Principles in the UK. 

This study is not limited to the concepts and 

terminologies on digital twin models but emphasizes the 

important processes required to develop digital twin 

models within the construction industry. This further 

helps in understanding the benefits and challenges faced 

by the various researcher. 

Section 2 provides a comprehensive summary of the 

definitions of digital twin from various industries. 

Section 3 describes the methodology of the systematic 

review. The detailed findings from the review analysis 

are included in Section 4, followed by the conclusions 

and future research in Section 5. 

2 Understanding digital twins 

2.1 Definitions of digital twin 

NASA provided the first definition of digital twin in 

2012. Though the exact definition of a digital twin has 

not been unified in the current literature, researchers 

could still refer to the definitions from various domains 

and industries to find the commonalities. A list of the 

definitions is summarized as follows: 

(1) Aerospace domain: A digital twin is a multiscale,

multi-physics and probabilistic simulation of an

asset integrated using the sensors and physical

models to duplicate its corresponding flying twin

[4].

(2) Infrastructure service domain: A digital twin is a

dynamic representation of an asset or a process

in a digital form representing all the features in

the built environment [14].

(3) Manufacturing domain: A digital twin is a digital

representation of a component or an asset that

helps to optimize the manufacturing process by

predicting the performance of the machine [15].

(4) Healthcare domain: A digital twin is a virtual

replica helping to monitor and evaluate in real-

time without being in close proximity to the

physical object [16]

(5) Construction domain: A digital twin is a realistic

digital representation of physical assets,

distinguishing itself from other digital models

due to its connection to the physical twin [3].

By summarizing these definitions, the main 

components for generating digital twin models include 1) 

the physical elements/assets, 2) the linked data, and 3) the 

virtual models. The digital twin models in various 

industries more or less have the same features and 

purposes of applications, providing dynamic and real-

time information for the planning and control processes. 

Sensor devices such as RFID and laser scanner 

equipment are integrated with the digital model to act as 

a constant source of communication with the real world. 

By adding artificial intelligence or big analytics, the 

digital twin applications could further expand the 

potential to enable autonomous decision-making.  

2.2 Resolving the misconceptions of digital 

twin and BIM  

The digital twin technologies have been widely used 

among different industries, for which different 

conceptual models and system architectures have been 

proposed. However, this gradually led to some 

misconceptions and misunderstandings within a specific 
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industry [10]. The very basic idea of using the digital 

twin technologies in the construction industry starts with 

using the BIM-based platforms and collaborative models 

to improve construction and design methods. The 

construction documents, specifications, and 3D design 

models are federated in BIMs instead of using 

spreadsheets and 2D CAD drawings [12]. To show the 

actual reflection of the physical assets at any given time 

as in line with the digital twin modeling concepts, the 

BIMs need to be continuously updated using the 

information collected from the sensors or ubiquitous IoT 

devices. However, there has been a lack of efforts to 

connect BIMs to digital twin models. The associated 

large amounts of BIMs and sensor data could be stored 

in the cloud or in relational databases to be further used 

for data analytics and machine learning applications to 

support decision-making, e.g., predictive maintenance of 

the HVAC systems [13]. The comparison between the 

use of BIM and digital twin modeling is illustrated in 

Table 1.  

Table 1. The comparison of BIM and digital twin 

Building 

Information 

Modelling 

Digital Twin 

Modelling 

Purpose Used to enhance 

efficiency during 

design, 

construction, and 

throughout 

building lifecycle 

[17][18]. 

Used to enhance 

operational 

efficiency by 

predictive 

maintenance and 

monitoring assets 

[19]. 

Feature Real-time data 

flow not 

necessarily 

required [20] 

Real-time data 

flow required for 

simulations [21]. 

Data 

exchange 

standard 

IFC, COBie, etc., 

to support design 

information 

exchange [22]. 

Standards to 

support wireless 

sensor network 

transmission of 

information [23]. 

Main 

users 

Architects, 

engineers, 

developers, and 

facility managers 

[24]. 

Facility managers 

and equipment 

engineers [25]. 

3 Methodology 

This study takes a systematic literature review 

method to synthesize the potential and challenges of 

using digital twin technologies in construction projects. 

The literature for this research was acquired through the 

academic search engine database (i.e., Web of Science 

used in this study) and focused on the last 5 years 

(publication year ranging from 2016 to 2021). The 

database has the feature of customizing the search 

preferences. The search keywords were “digital twin in 

construction” or “semantic web” or “artificial 

intelligence” or “construction 4.0” or “BIM” or “building 

information modelling” to rectify the new advancements 

about the scope of research. It is also worth noting that 

this study considered the terms “cyber-physical model 

and system”, “virtual twin”, and “smart cities” as a digital 

twin application when used in a similar context. The 

initial search found that 6980 articles were published in 

the field of digital twin applications, out of which 4490 

were published since 2019. Although many articles have 

been published on this topic, the authors further refined 

the search to journal and conference articles only in the 

“civil engineering domain” by the Web of Science search 

engine. Besides, with an in-depth review of the abstract 

of the articles from the refined search, 23 articles were 

left for the systematic review analysis. In addition, 

reports from government and non-government 

organizations were used as a reference to support the 

triangulation of the literature. This study also included 

recent publications on digital twin use cases from other 

industries as a reference to help the authors verify and 

validate the terminologies and concepts. 

It is noted that the literature review did not intend to 

include all the work published on the digital twin 

applications in the construction industry as this is not an 

exhaustive review. Also, this review focused on articles 

published very recently (2016-2021.June) to convey the 

most up-to-date information concerning digital twins.  

4 Findings 

The systematic review identified and synthesized the 

main processes of establishing and using digital twin 

technologies in the AEC industry (Table 2), including the 

data acquisition processes (Section 4.1), data 

transmission processes (Section 4.2), data modeling 

processes (Section 4.3), data integration processes 

(Section 4.4) and the servicing processes (Section 4.5). 

The potential and challenges of implementing digital 

twin technologies were discussed in Section 4.6.  

4.1 Data acquisition processes 

The data acquisitions processes aim to collect the data 

from various sources in different types and available in 

distinctive formats. The data can be the geometric 

information, environmental conditions, scheduling 

parameters, and functional capabilities [26]. The data can 

be collected using radio-frequency identification (RFID), 

sensor systems, images and videos, quick response codes 

(QR), and related IoT devices [27]. The data collected 

from various sources need to be processed to ensure 

systematic data mapping. The data can be processed 
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using data fusion, blockchain, and edge computing 

algorithms to be converted into a readable format such as 

Extensible Markup Language (XML) and My Structured 

Query Language (MySQL) [28]. For example, for the 

digital twin of the West Cambridge site, which has assets 

in quite a large number, the data regarding the 

environment and the physical elements were acquired 

from sensors deployed on the site.  The other information 

was acquired using MySQL from the space management 

system (SMS), asset management system (AMS), and 

building management system (BMS) at the Cambridge 

University [13]. 

Table 2. Establishing and using digital technologies 

Data acquisition Data 

transmission 

Digital 

modeling 

Data/model 

integration 

Service/objective Reference 

QR codes, RFID, 

IPC, sensors 

WAN, LAN, 

Internet 

3D geometric 

model, 

kinematic model 

Virtual 

environment 

platform 

Simulation and 

optimizing model 

[21], [23], 

[29]–[32] 

GIS, Sensing 

images, sensors, 

BMS data 

Internet BIMs, CIMs Cloud 

computing 

Monitoring and 

controlling of the 

physical city 

[12], [13], 

[19], [25] 

Real-time sensors, 

QR codes, 

Building 

management 

system, space 

management 

system, etc. 

Internet, 

WLAN 

BIMs Machine 

learning, data 

analysis, and 

simulation 

engines 

Anomaly detection 

for built asset 

monitoring in 

operation and 

maintenance 

[11], [14], 

[24], [28], 

[33] 

Geospatial 

datasets, 

demographic and 

climatic 

conditions 

Internet BIMs Cloud 

computing, big 

data 

Running Simulations 

for urban planners 

[34]–[37] 

Thermal imaging 

camera, data sets, 

IoT sensor 

devices, AI 

Internet CIMs, BIMs, 

thermography 

map 

Machine 

learning 

algorithms 

Energy planning 

renovations, 

simulation models 

[38]–[41] 

4.2 Data transmission processes 

After data are systematically acquired, they need to 

be transmitted for modeling. The transmission of data 

from the real-world physical asset to the digital replica 

and vice-versa is the most critical part of developing a 

digital twin model. This phase provides insights into the 

physical element and helps to automate the system 

wherever applicable. A two-way mapping (i.e., a 

transmission) layer is required between the physical asset 

and the virtual model. 

The transmission of the data could be done using 

short-range technologies such as Wireless Fidelity (Wi-

Fi), Near Field Communication (NFC), Bluetooth, etc., 

and for wider ranges, the third-generation (3G), fourth-

generation (4G), Wide Area Network (WAN), Long 

Term Evolution (LTE) wireless telecommunication 

technology could be used [20]. Wireless Local Area 

Network (WLAN) is the most widely used technology, 

but it has security issues. According to Silva et al. (2018) 

[42], Light Fidelity (Li-Fi) and Low Power Wide Area 

Network (LPWAN) are good alternatives due to their 

transmission efficiency. Moreover, the IoT devices help 

exchange data from the physical assets to the virtual 

models, and in turn, the virtual models are updated 

according to the data input from IoT devices [9]. 

Lu et al. (2020) [13] developed a Wireless Sensor 

Network (WSN), which was supported by IoT devices 

along with QR codes for managing the network of asset 

information for the transmission phase. The IoT devices 

used in this study were Monnit wireless sensors with a 1-

min heartbeat. These sensors were used to capture data 

regarding the temperature, humidity, and motion at 

different locations. The data were uploaded to the 

gateway nodes using radio frequency, which were 

eventually sent to the Sensor Manager through the 

internet from the gateway nodes. QR codes were scanned 

by the maintenance personnel using the App Redbite 

Solutions [13] to update the information and transfer it to 

the asset management platform. The data from the asset 
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manager and sensor manager were eventually collected 

and updated to the AWS DynamoDB for communicating 

with the digital models.  

4.3 Data modeling processes 

The data modeling processes consist of developing 

3D or nD models in Building Information Models (BIMs) 

or higher-level city information models (CIMs) 

representing the physical elements in the real world. The 

digital replica of a physical asset for the digital twin 

needs a definition. The definitions for digital replica can 

be composed of data from BIMs, Geographic 

Information System (GIS), IoT sensors, asset 

management systems, weather data systems, 

cost/scheduling/safety management platforms. However, 

the data should be aligned to the intended use of the 

digital twin. 

The digital models could be done using 

photogrammetry, drones, vehicle-based scanning devices, 

laser scanners, and digital cameras for generating highly 

detailed models. Besides, the digital design models of the 

proposed site, Mechanical, Electrical and Plumbing 

(MEP) components, and BIMs could be created using 

Autodesk Revit and other BIM authoring software. 

4.4 Data integration processes 

Once the modeling processes are completed, all the 

associated data are stored, analyzed, processed, and 

updated as changes occur. Since a large amount of 

heterogeneous data are generated and used, it is essential 

to have appropriate storage and integration. It is evident 

from various literature that researchers have used 

different platforms to ensure an effective and secured 

data management system. Cloud storage has been 

considered an effective option. The dynamic linking of 

different knowledge engines (KEs) to the physical 

elements helps gather the information continuously. The 

KEs are driven by the target domain knowledge, and the 

information is stored under them. The KEs are dependent 

upon the intended use of the digital twin.  

The digital models created in BIM software could be 

exported to Industry Foundation Class (IFC) files. The 

IFC files could be integrated with the data stored in the 

DynamoDB, which translates data at a semantic level; a 

relationship between the data in DynamoDB using a set 

ID and the objects from the BIMs based on the globally 

unique identifier (GUID) was established to do so. 

4.5 Providing services via the digital twin 

When data are integrated and stored properly, the 

knowledge from the KEs is interpreted, enabling the 

exchange of information between the physical assets and 

the model. End-users and FM professionals play an 

important role in the decision-making processes. 

Moreover, regular feedback should be fed into the KEs 

from the people and professionals to enhance the FM 

functions.  

In the following case study, the digital twin models 

were used for various servicing scenarios: 

(1) Monitoring the ambient temperature and

humidity of the working spaces.

(2) Maintenance planning optimization by using

data from the building management systems and

failure/maintenance logs.

(3) Allocating resources by prioritization of the

maintenance tasks.

(4) Energy planning at an urban level for achieving

low carbon output.

Similar applications on future projects having 

identical attributes could be done to contribute to the 

initiative of the National Digital Twin. These servicing 

use cases assisted the stakeholders’ decision-making 

processes and enhanced the relationship between the end-

users and buildings. After reviewing multiple case 

studies, it was found that the data acquisition, data 

transmission, modeling, data integration, and servicing 

processes compose the whole picture of digital twin 

modeling. However, the specific methods to conduct 

each process differ and depend upon the intended use of 

the digital twin models.  

4.6 Evaluating digital twin applications 

4.6.1 Potential of the applications 

The data collected from digital twin models can be 

used for emergency and crisis planning and managing 

assets [26]. The data updates from the digital twin models 

help to portray the issues and constraints to various 

stakeholders, such as predicting the conditions of a 

physical asset, predicting energy consumption while 

maintaining the environmental codes, monitoring the 

structural health of the infrastructure assets, predicting 

structural life. When combining the data with AI 

algorithms and data analytics, these digital twin models 

are useful for forecasting or back-casting. In those cases, 

the future state of an asset can be determined and 

compared against a desirable planned state.  

Besides the predictions, the digital twin models help 

stakeholders choose the right design solutions for a 

structure with low carbon emission and clean energy. 

Specifically, the iterated possible design solutions could 

be quickly produced to facilitate the generative design 

when simultaneously considering the environmental, 

cost, and schedule benefits. 

The data updates are also helpful in monitoring the 

construction workforce in real-time, which continuously 

provide feedback about the construction workforce when 

exposed to risks related to the body segments. 
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Particularly in dangerous sites such as nuclear power 

plants, a constant real-time update about the installation 

work is necessary to protect workers from hazards and 

minimize human interventions.  

The digital twin models allow the involvement of the 

wider audience in assisting urban planning and designing 

practices by utilizing the data such as the preference of 

citizens and material usage prioritizes. Since the data are 

collected from the citizens or the end-users, the digital 

twin models could efficiently bridge the gap between the 

people and buildings/cities. This would provide the 

required agility and customization whenever needed. At 

the city and urban level in general, digital twin models 

link the various buildings and citizens together to 

generate a unified federated model to ease the 

convenience of managing the city developments.  

4.6.2 Challenges of the applications 

Across the literature, it is noted that the basis for 

developing digital twin models for specific use cases is 

the data, and data integration is critical for a successful 

implementation of the digital twin while being linked to 

the physical assets. However, the major challenge 

remains the integration of data from multiple technology 

sources in different formats. 

The data required for the digital twin models are 

stored in disparate systems, and at times, it is challenging 

to determine whether the data from one machine is the 

same as on the other. The data sources are usually 

heterogeneous. Furthermore, there could be a difference 

in the nomenclature of the database from system to 

system. The synchronization of data to ensure continuous 

feedback loops is also a challenging task. Since the 

digital twin models monitor the assets in real-time, it is 

necessary to have a continuous stream of information 

without any breakdowns. The quality of data collected 

should meet the requirements of the intended use. The 

quality of data can deteriorate while extracting it from the 

source or while transforming it. 

The digital twin requires data to be transmitted from 

the physical asset to the digital replica in real-time, which 

involves a significant amount of cost and time. These 

economic aspects have not been justified. Many studies 

have linked the IoT with the digital twin as the devices 

are getting cheaper and their applications more user-

friendly. Nevertheless, the problems of linking the IoT 

data with the digital models persist. The formats of BIMs 

and the semantic web data of the IoT devices still need to 

be further standardized and developed to integrate the 

data. However, in terms of data standards, the 

manufacturing, aerospace, and healthcare industries have 

made more significant progress in this field. 

Digital twin models are exposed to cyber threats; thus, 

data protection and privacy are key priorities [43]. Since 

the data is sensitive, it needs to be protected; otherwise, 

it could lead to trust issues. The digital twin models 

should be used following a common data transmission 

and exchange standard.  

Installation and maintenance of the sensors on a 

construction site is a concern to a few. There are always 

chances of sensors getting damaged or stolen from 

construction sites. Moreover, these devices generate a 

large amount of data that needs to be stored, filtered, and 

matched with the BIM models. Besides, the physical 

assets in the construction industry need to last for decades, 

making the lifecycle maintenance a critical task. 

The construction industry is complex and involves 

multiple stakeholders; therefore, all the project members 

must work collaboratively. Furthermore, the involvement 

of multiple stakeholders might lead to a longer time to 

construct the physical asset and digital twin models. The 

digital twin models require people with the right skills to 

construct them, a large amount of funds, and the latest 

technologies with higher computational power to 

successfully develop them. 

5 Conclusions and future work 

Digital twin-related topics have recently gained great 

attention in the AEC industry to improve data processing 

productivity. This study conducted a systematic literature 

review to understand the practical steps to develop a 

digital twin application to enhance construction 

integration and the challenges faced by various 

researchers in this field. Firstly, a comprehensive 

summary of the definition of digital twin from various 

industries was provided. Secondly, the method for 

systematic review was presented, and 23 articles were 

narrowed down for detailed analysis. The results 

presented the main processes of establishing and using 

digital twin technologies in the AEC industry, including 

the data acquisition processes, data transmission 

processes, data modeling processes, data integration 

processes, and the servicing processes. In the end, the 

digital twin application potentials and challenges were 

summarized. In the future, the digital twin applications 

should consider the collaborations among different 

stakeholders to ensure the proper time for model 

development. The ACE industry should focus on the 

training and development of skilled professionals 

specifically for digital twin applications. The related 

parties should also pay enough attention to the budget 

planning during decision makings.  
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Abstract 

Unlike what South Korea have accomplished in 

the Architecture, Engineering and Construction 

(AEC) industry, current situation of Building 

Information Modeling (BIM) adoption in South 

Korea is still challenging. To identify the impact of 

government-driven manners on BIM adoption, this 

study presented the status of BIM application in 

South Korea. First, BIM adoption plans from 2010 

to 2020 is described in chronological order. Second, 

statistical data of public projects from 2010 to 2020 

regarding BIM application is presented and analysis 

based on the relationship between BIM adoption 

plans and statistical data was carried out to identify 

drawbacks and required improvements of BIM 

adoption plans. Third, two cases of Incheon 

International Airport and Godeok Bridge were 

introduced to represent the actual level of BIM 

application in South Korea. It can be identified that 

1) mandatory BIM adoption is not effective for the 

expansion of BIM implementation, 2) current 

adoption plans exclude private projects which have 

greater amount than public projects and 3) 

stakeholders in South Korea have competent 

capacities of BIM despite challenging circumstances. 

Lastly, implications to improve government-driven 

BIM adoption were addressed. 

 

Keywords – 

BIM, BIM Adoption/Implementation, South 

Korea 

1 Introduction 

Architectural, Engineering and Construction (AEC) 

industry in South Korea has achieved a significant 

growth since the late 1960s, when South Korea’s 

industrialization began. According to the 2020 

Engineering News Record (ENR) report [1], there are 

12 South Korean contractors ranked in the top 250 in 

global rankings and their total revenue is $24,595.5 

million, which accounts for 5.2% of international 

revenue of the top 250 contractors (Table 1). 

Table 1. Global Market Share of the Top International 

Contractors in 2019 

Contractor 

Nationality 

No. of 

Firms 

Int'l Revenue 

$ mil. % 

European 45    236,218.9  49.9 

Chinese 74    120,005.7  25.4 

American 35      24,648.5  5.2 

South Korean 12      24,595.5  5.2 

Turkish 44      21,639.2  4.6 

Japanese 13      19,433.6  4.1 

Australian 5        8,703.4  1.8 

Indian 5        6,786.0  1.4 

All Others 17      11,037.4 2.4 

All 250 Firms 250    473,068.1  100.0 

 

However, when it comes to Building Information 

Modeling (BIM) adoption, South Korean AEC industry 

is behind despite the formal, government driven BIM 

adoption plan [2][3]. South Korean government has 

launched BIM adoption plans for the public sector AEC 

projects in 2010 and demanded full BIM 

implementation for all public projects by 2016 [4]-[6]. 

Unfortunately, this plan was not as successful due to a 

variety of reasons including the readiness of the AEC 

industry in South Korea. Accordingly, the government 

revised their BIM implementation plan in 2020, which 

will be discussed further in the next section. 

This paper examines the current level of BIM 

adoption in South Korea as it has features of both 

government-driven efforts and challenges faced by the 

AEC industry and by analyzing this circumstance, it 

may be possible to better understand and possibly 

improve the success of government led BIM adoption 

programs. Accordingly, this study analyzes the current 

level of BIM adoption in South Korea to identify the 

impact of government-driven plans on implementing 

BIM. In sections 2 and 3, the BIM adoption plans in 

South Korea are described in chronological order and 

statistical data from South Korean BIM projects are 
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analyzed to identify the impact of government-driven 

BIM adoption plans. Section 4 describes two projects 

that implemented BIM, namely, Incheon International 

Airport and Godeok bridge projects, to showcase the 

level of BIM adoption for different types of projects in 

South Korea. Finally, the government-driven BIM 

adoption plans and possible ways to improve such plans 

are discussed and conclusions are drawn. 

In 2012, Lee et al. published the results of their 

survey presenting the status and future expectations of 

implementing BIM in South Korean AEC industry [7]. 

The research identified that South Korean AEC industry 

has high level of competency to utilize BIM and 

positive perception of BIM adoption. However, 

throughout the years between 2012 and 2020, BIM 

adoption in South Korea has failed to yield successful 

results, therefore follow-up research to analyse the 

overall BIM adoption in South Korea is needed. In 

addition, South Korean government conducted a study 

to review their previous BIM adoption plan while 

establishing a new BIM adoption plan [2]. However, the 

research mainly focused on the articles from the BIM 

adoption plan in terms of their weakness and areas for 

improvement, thus, it does not provide a comprehensive 

analysis such as the effectiveness of the BIM adoption 

plan. Therefore, by reviewing the government driven 

BIM adoption plans in South Korea and the associated 

statistical data published since 2011, this study provides 

not only the recent status of BIM adoption in South 

Korea but also a look into government-driven BIM 

adoption plans. 

2 BIM Adoption Plan in South Korea 

In South Korea, the Ministry of Land, Infrastructure 

and Transport oversees and regulates all construction 

and civil engineering projects and most of the public 

construction and civil engineering projects are 

controlled by the Public Procurement Service, a 

department in South Korean government. The Ministry 

of Land, Infrastructure and Transport establishes the 

masterplan for BIM adoption and the Public 

Procurement Service provides detailed plans and 

guidelines to accomplish the masterplan. 

The first BIM implementation plan in South Korea 

was established in 2010 [5][6]. The Public Procurement 

Service published the BIM adoption plan and guidelines 

for public projects based on the Ministry of Land, 

Infrastructure and Transport’s masterplan. Starting with 

public turn-key projects over 50 billion KRW 

(approximately 50 million USD), the Public 

Procurement Service had planned to mandate BIM for 

all public projects regardless of their cost. Also, this 

plan proposed the expansion of BIM adoption to all 

stages of a project including bidding, planning, design, 

construction, and management. Details regarding the 

2010 BIM adoption plan are presented in Table 2. 

Table 2. BIM Adoption Plan in 2010 

Year 2011-2012 2013-2015 2016- 

Target 
Public 

turn-key 
Public project 

Cost Over 50 billion KRW All projects 

Application 

stage 
Design stage All stages 

 

Unfortunately, the 2010 BIM adoption plan was not 

as successful due to several reasons. First, the plan was 

set for 5 years, a relatively short time period, and the 

stakeholders in South Korean AEC industry was not 

ready to immediately start utilizing BIM [2][8]. As a 

result, the plans for updating and expanding the 2010 

adoption plan in 2016 did not proceed. To overcome 

these shortcomings and improve the level of BIM 

adoption in South Korea, in 2018, both academic 

institutions and the South Korean AEC industry 

invested into research to supplement the plan. The 

government, both the Ministry of Land, Infrastructure 

and Transport and the Public Procurement Service, 

established a renewed, ten-year roadmap plan for BIM 

adoption in 2020 [2][9]. The main objective of the 2020 

plan is to supplement the progress achieved with the 

previous plan to enable continuous expansion of BIM 

implementation throughout the whole lifecycle of 

infrastructure projects. A more gradual transition was 

pursued by adding additional details to the previous plan, 

which is expected to serve as a buffer prior to full BIM 

adoption. Under this new plan, public projects over 30 

billion KRW are mandated to utilize BIM in the design 

stage and projects under 30 billion KRW are mandated 

to partially utilize BIM targeting architectural and 

structural design or during the schematic design phase. 

BIM adoption plans regarding public projects from the 

Korea Land & Housing Corporation (LH), a public 

enterprise for the development and management of 

public housing, were also established. Furthermore, 

BIM implementation plans for the private sector have 

been added to expand BIM utilization to private sector 

projects. The details of the 2020 BIM adoption plan are 

presented in Table 3. 
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Table 3. BIM Adoption Plan in 2020 

Year 2021-2023 2024-2026 2027-2030 

Public 

project 

1) over 30 billion KRW 

Design stage / All construction works 

2) 20 billion~30 billion KRW 

Design stage / Architecture and Structure 

3) 10 billion~20 billion KRW 

Schematic design / Architecture 

LH 

project 

50% of 

new projects 

(25% in 2021) 

100% of 

new projects 

*Private 

project 
No Plans 

**Total floor 

area over 

10,000m2 

***Total floor 

area over 

2,000m2 

(500m2 in 

2030) 

*Not mandatory 

**Officially referred to as a project of cooperation with 

relevant specialized engineers 

***Officially referred to as a project with resident 

supervisor 

3 Status of BIM Projects in South Korea 

In this section, the status of BIM implementation in 

South Korea is analyzed using statistical data from 2011 

to 2020. The data for this study is limited to the annual 

statistical source published by the Public Procurement 

Service [10]. During the period from 2011 to 2020, right 

after the 2010 BIM adoption plan was activated, the 

public projects which were mandated to use BIM is 

relatively scarce [9] except for the projects executed by 

the Public Procurement Service. The statistical data for 

this study present the total number of Public 

Procurement Service’s projects and their net cost as well 

as the projects that applied BIM and their net cost. 

Following the 2010 BIM adoption plan, the projects that 

used BIM in 2011 and 2012 are public turn-key projects 

over 50 billion KRW. Likewise, the projects that used 

BIM from 2013 to 2020 are all public projects over 50 

billion KRW as the target cost in the 2010 plan have 

remained the same after 2015. The statistical data are 

presented in Table 4. 

Based on the data presented in Table 4, Figure 1 

represents an aggregated timeline from 2011 to 2020, 

which includes both internal and external issues related 

to the BIM adoption plan and the AEC industry in South 

Korea. Figure 1 indicates that there has not been a 

significant change in net cost or the number of projects 

using BIM. For instance, focusing on the 2014 to 2020 

period, net cost of the projects that used BIM has 

slightly decreased (from 5,192 billion KRW to 5,061 

billion KRW) while the number of projects using BIM 

have also decreased from 53 to 40. This result aligns 

with the characteristics of government-driven public 

projects. In general, public projects based on 

government plans maintain a constant proportion each 

year without drastic changes. So, although BIM has 

been mandated and utilized in public projects, it is 

difficult to achieve gradual increase in BIM adoption 

since public projects hold their proportion each year. 

Table 4. Cost and Numbers of BIM-applied Projects 

Class 

Total Project BIM-applied Project 

Net Cost 

(KRW bil.) 

No. of 

Projects 

Net Cost 

(KRW bil.) 

No. of 

Projects 

2011 15,033 1,250 
2,270 

(15.10%) 

14 

(1.12%) 

2012 14,009 1,151 
308 

(2.20%) 

5 

(0.01%) 

2013 15,089 1,433 
3,759 

(24.91%) 

32 

(2.23%) 

2014 10,579 1,255 
5,192 

(49.08%) 

53 

(4.22%) 

2015 11,435 1,483 
4,871 

(42.60%) 

46 

(3.10%) 

2016 10,428 1,651 
4,307 

(41.30%) 

40 

(2.42%) 

2017 11,218 1,891 
5,238 

(46.69%) 

46 

(2.43%) 

2018 10,736 1,801 
4,746 

(44.21%) 

38 

(2.11%) 

2019 12,438 1,799 
3,968 

(31.90%) 

29 

(1.61%) 

2020 12,686 1,593 
5,061 

(39.89%) 

40 

(2.51%) 

Average 12,365 1,531 
3,972 

(32.12%) 

34 

(2.22%) 

In addition, in the 2010 BIM adoption plan, the 

project cost, which was over 50 billion KRW, was 

overestimated. There are limited number of stakeholders 

who have the capacity to manage projects over 50 

billion KRW and if this condition remained the same, 

only those stakeholders would have utilized BIM in 

their projects. Moreover, the target cost translates into a 

small number of target projects, 2.22% of all public 

projects. In the 2020 plan, the project cost target has 

been adjusted, increasing the percentage of target 

projects compared the total number of projects to 4.56% 

(for projects that are 30 billion KRW) and 12.64% (for 

project that are 10 billion KRW). Thus, the new 2020 

BIM adoption plan is expected to provide improved 

results compared to the previous adoption plan. 
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4 Case Studies 

This section introduces two BIM-applied projects in 

South Korea as case studies, Incheon International 

Airport project and Godeok Bridge prjoect [11]-[13]. 

These projects were the grand prize winners of Korea 

BIM Awards in 2019 and 2017, respectively, hosted by 

buildingSMART Korea. Through this section, details 

regarding the BIM application for each project are 

presented. 

4.1 Incheon International Airport 

Incheon International Airport project, which was 

planned in 5 stages, launched in 1996 and the first stage, 

construction of Terminal 1 and related facilities, was 

completed in 2001. After the first stage, Stage 2 

proceeded from 2002 to 2008 and focused on the 

construction of the Concourse (Auxiliary Terminal) and 

related facilities to cope with the increased demand. 

During this stage, BIM was partially applied for the first 

time and mainly used for quality management and 

coordination of complex structures and Mechanical, 

Electrical and Plumbing (MEP) components. In terms of 

BIM application, Stage 2 was mainly planned as a 

testbed to evaluate the feasibility of using BIM, and 

based on this experience, BIM was actively applied 

starting in Stage 3.  

 

Figure 2. Incheon International Airport 

 

Stage 3, construction of Terminal 2 and related 

facilities, was carried out from 2009 to 2017. The main 

objective regarding BIM application was to utilize BIM 

actively throughout the project. Accordingly, BIM was 

used for design and the scope of the design included not 

only the Terminal 2 but also every road, railway and 

other transportation facility on the site. As in Stage 2, 

overall management of design, construction and quality 

was achieved using BIM. Moreover, Stage 3 utilized as-

built BIM in Level of Development (LOD) 300 and 

LOD 350 for managing construction procedure and 

schedule. Throughout Stages 2 and 3, BIM was utilized 

in 20 activities (17.86%) out of a total of 112 activities 

and it is estimated that it produced cost savings of 11.7 

billion KRW, 0.15% of the total cost.  

Figure 1. Timeline of BIM adoption in South Korea 
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Stage 4, the expansion of Terminal 2, is scheduled to 

proceed from 2018 to 2024 and this stage has been 

planned to utilize BIM only during design by excluding 

all traditional 2D documents. Stage 4 also utilizes as-

built BIM in LOD 300 and LOD 350 for overall 

management. Furthermore, Stage 4 has its objective for 

being a testbed for the-state-of-the-art technologies for 

BIM such as using Virtual Reality (VR) and Augmented 

Reality (AR), and mobile data management systems that 

are accessible via smartphones and tablets. During Stage 

4, the goal is to utilize BIM in 62 activities (57.94%) 

out of total 107 activities and it is expected to result in 

48.4 billion KRW in cost savings, 1% of the total 

project cost. The details regarding Stages 2, 3, and 4 are 

provided in Table 5. 

Table 5. BIM Implementation for Incheon International 

Airport (Incheon International Airport Corporation 2019) 

Stage 
Stage 2 

(2002-2008) 

Stage 3 

(2009-2017) 

Stage 4 

(2018-2024) 

Target Concourse Terminal 2 
Terminal 2 

Expansion 

Objective 
Testbed 

of BIM 
Active BIM 

Full BIM 

design 

Testbed of 

add-ons 

Content 

- Partially 

applied BIM 
 

- Quality 

management 

of complex 

structure, 

MEP 

- BIM-based 

design 
 

- Quality 

management 

of complex 

structure, 

MEP 
 

- As-built 

BIM for 

process and 

schedule 

management 

- Full BIM 

design 
 

- As-built 

BIM for 

process and 

schedule 

management 
 

- VR/AR for 

virtual 

completion 
 

- Mobile 

management 

BIM 

Activity 

20 activities (17.86%) 

achieved 

62 activities 

(57.94%) 

expected 

Cost 

Saving 

11.7 billion KRW (0.15%) 

achieved 

48.4 bil. KRW 

(1.00%) 

expected 

 

 

The case of Incheon International Airport indicates 

that the level of BIM implementation in South Korea is 

advanced for larger projects. Contents of the case study, 

from traditional BIM applications (e.g., quality 

management of complex features and schedule 

management using as-built BIM) to adoption of new 

technologies (e.g., virtual completion with VR/AR and 

mobile management with portable devices) give a hint 

about the level of BIM adoption in South Korea. 

However, since this project is regarded as the flagship 

BIM project in South Korea, another project which 

represents an average case is discussed next.  

 

4.2 Godeok Bridge (Tentative Title) 

Godeok Bridge is a reinforced concrete, cable-stayed 

bridge and planned to cross the east of the Han River, 

Seoul. This six-lanes bridge has the maximum width of 

30.6 meters and the total length of 1,725 meters, with 

1,000 meters of the main bridge, 725 meters of two 

connection bridges and additional 1,645 meters of two 

interchanges. Godeok Bridge project, which is the 

fourteenth sector of the Sejong-Pocheon Highway, 

started in December 2016 and is estimated to finish in 

December 2022.  

 

Figure 3. Godeok Bridge 

Godeok Bridge project utilized BIM in the design 

stage. The original design of two pylons of the bridge 

became an issue in terms of the constructability. The 

lower part of the pylon had a multi curved surface, 

which could cause poor quality at intersections between 

the deck and the pylon. Therefore, BIM was used to 

review the alternative designs of pylons considering 

structure stability, economic feasibility, and design 

aesthetics. Also, reinforcing bars on these intersections 

were coordinated using Nemetschek’s Allplan 

Engineering 2017, a class coordination software.  

In addition, a 4D as-planned BIM was applied to 

perform the construction simulation of this project. The 

simulation focused not only on the overall process but 
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also the connection between the main bridge, two 

connection bridges and two interchanges. The result 

from this simulation provided the base line for 

developing the actual construction schedule. 

Lastly, with Bentley’s LumenRT 2017, Godeok 

Bridge project established the BIM-based VR 

environment for the design review and evaluation. This 

approach enabled every stakeholder to have access the 

as-planned bridge design easily enabling them to have a 

better understanding on this project. Moreover, the VR 

environment was utilized for safety briefings and 

education for the workers enabling them to experience 

their workplace and activities virtually. 

Although the case of Godeok Bridge is a good 

example for BIM-applied civil infrastructure projects, it 

represents an average BIM adoption level in South 

Korea. Like most other projects implementing BIM, 

BIM use is limited to the design stage and the most 

common BIM applications such as constructability 

review and clash detection are utilized.  

5 Implications 

This study identified the impact of government-

driven BIM adoption in South Korea. Although 

mandatory BIM adoption plans for public projects may 

accelerate BIM adoption, it is not effective in terms of 

the expansion of BIM use across the AEC industry since 

the portion of public projects is not expected to increase. 

In addition, the target project cost in BIM adoption 

plans have a huge impact on the results as a high ceiling 

would result in a smaller number of target projects and 

stakeholders as there are limited stakeholders with 

adequate capacities for utilizing BIM. Furthermore, 

since there is a close relationship between public 

projects and government policies, the continuity or 

success of BIM implementation based on public 

projects is not guaranteed due to frequent changes in 

government. 

Second, current BIM adoption plans exclude private 

projects which make up a significant portion of all 

construction projects. In South Korea, net cost of private 

projects is 200% to 300% greater than that of public 

projects. Private projects are more flexible than public 

projects regarding progress during the project and 

clients often ask for more benefits (e.g., cost saving, 

schedule reduction, quality increase). Consequently, 

private projects have great potential for BIM application, 

and excluding private projects in the BIM adoption plan 

would negatively impact the widespread adoption of 

BIM across the AEC industry. 

Lastly, it can be concluded that South Korean AEC 

industry has sufficient capacity to utilize BIM despite 

the challenging circumstances. From both cases in 

Section 4, successful adoptions of traditional BIM 

applications in the design stage can be identified. 

Furthermore, there are possibilities for the advanced 

BIM adoption such as BIM application in the 

construction stage and adoption of BIM-based advanced 

technologies. To sum up, current insufficiency of BIM 

adoption in South Korean AEC industry results from 

inappropriate BIM adoption plans from the government 

as AEC stakeholders in South Korea have competent 

abilities to implement BIM. So, efforts to utilize the 

capacities of BIM stakeholders in effective ways are 

needed to improve existing government-driven BIM 

adoption. 

In order to overcome the drawbacks summarized 

above and improve the current government-driven BIM 

adoption plans, a robust, long-term masterplan which is 

authorized by the government could be a potential 

solution. This masterplan would need to be consistently 

operated without being affected by changes in the 

government or other policies. Also, continuous 

expansion of the scope of BIM applications and 

motivation for active stakeholder engagement should be 

considered. 

One example that can be added to the BIM adoption 

masterplan is a method of reward based on the 

performance of BIM applications for both public and 

private projects, such as direct rewards of subsidy or 

indirect incentives of tax benefits or bidding advantages. 

Especially, direct/indirect financial assistance for 

stakeholders could help avoid poor profitability of BIM 

application for them especially for the first few projects, 

which is one of the main obstacles for implementing 

BIM. In the meantime, to leverage rewarding contents 

properly, a reasonable amount of subsidy and incentive 

has to be set [14]. Also, equitable evaluation criteria 

under precise analysis to distribute rewards effectively 

are needed. These criteria have to consider both 

quantitative features such as cost savings, coverage ratio 

and qualitative features such as performance against 

capacity and client satisfaction. 

6 Conclusions 

The AEC industry in South Korea has made 

remarkable achievements as 5.2% of the total revenue 

of the global construction industry belong to South 

Korean contractors. However, compared to those 

achievements, the current level of BIM adoption is 

behind. BIM adoption in South Korea is relatively new, 

and the first government led BIM adoption plan put in 

place in 2010. Accordingly, this study analyzed the 

current status of BIM adoption in South Korea to 

identify the impact of government-driven plans on 

implementing BIM.  

The BIM adoption plans in South Korea from 2011 

to 2020 were presented and compared. The first BIM 
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adoption plan in 2010 set out for the full BIM adoption 

starting in 2016, by expanding on the types of target 

projects and project cost. However, from 2010 to 2015, 

the first plan failed to provide the expected results due 

to its short period and low BIM capacities of the South 

Korean AEC market at that time. The 2020 BIM 

adoption plan was established to improve the previous 

plan by gradually expanding the types and sizes of 

projects over the years. Next, the status of BIM projects 

in South Korea was analyzed using the statistical data 

from 2011 to 2020. The data pointed out that the BIM 

adoption plan did not have much effect as there has not 

been significant changes in net cost or the number of 

BIM-applied projects. Reasons for this result are related 

to the characteristics of public projects. The government 

controls the number of public projects. It is impossible 

to expand BIM adoption if only public projects are 

mandated to use BIM. Additionally, mandating only the 

very high-cost projects use BIM have resulted in limited 

number of target projects and stakeholders to participate 

in. Finally, Incheon International Airport was presented 

as a case study as it represents the best BIM application 

case in South Korea. The case study implies that BIM 

capacities of South Korean AEC industry are sufficient 

despite the challenging circumstances and methods to 

leverage their competent BIM abilities in effective ways, 

which could help improve government-driven BIM 

adoption. 

This study suggests a robust, long-term masterplan, 

which covers both public and private projects, to 

overcome the shortcomings from government-driven 

BIM adoption. This masterplan needs to guarantee a 

consistent operation without being affected by 

internal/external issues. Also, continuous expansion of 

BIM adoption and motivating stakeholders with various 

incentives should be considered. Specifically, 

direct/indirect financial assistance based on the BIM 

application performance, such as direct rewards of 

subsidy or indirect incentives of tax benefits or bidding 

advantages, can be added. To leverage the contents of 

rewarding, details such as the amount of subsidy and 

incentive, evaluation criteria to distribute rewards have 

to be considered.  

This study analyzed the impact of government-

driven BIM adoption. In addition, implications to 

improve BIM adoption can be specified further by 

future studies. Meanwhile, this study has insufficient 

considerations of qualitative features of BIM application 

among BIM-applied projects, such as level and 

performance of application, in order to supplement 

qualitative considerations, surveys on the details of 

BIM-applied projects should be conducted. 
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Abstract –  
   The development of new visualization technologies, such 

as Mixed Reality (MR) and Augmented Reality (AR), has 

enabled many applications to improve our daily life. For 

example, AR has been used in landscape assessment by 

overlaying virtual objects on a real-world scene to enhance 

the user’s experience. For many advanced visualization 

scenarios, the virtual removal of objects is done to prevent 

their intermingling with the existing objects, which could 

lead to inaccurate visualizations. Diminished Reality (DR) 

is the technique of virtually removing and seeing through 

undesired objects in an environment in real-time. The main 

objective of this paper is to review recent studies to provide 

an overview of the main procedures, techniques, and 

applications of DR. In this regard, this paper investigates 

definitions of DR, its enabling technologies, and its potential 

applications. It also discusses the current challenges of 

using DR systems in the Architecture, Engineering, and 

Construction (AEC) industry. 
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   Diminished reality, Augmented reality, Construction 

Visualization, See-through vision, AEC industry, interior 
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1 Introduction 

     Many new computer devices and software products 

have been introduced to the consumer market with the 

development of extended reality (XR) in recent years. 

XR refers to the environment that is generated by 

computer graphics and wearables to blur the line between 

a virtual environment and the real-world using human-

machine interactions [1]. It consists of all the different 

forms of computer-altered reality, such as Virtual Reality 

(VR), Augmented Reality (AR), and Mixed Reality 

(MR). 

VR can be defined as a 3D computer generated 

environment, with which a user can connect and interact 

through various input and output devices in real time [2]. 

VR systems require the use of a Head-Mounted Display 

(HMD) device, such as Oculus [3], HTC Vive [4], 

and Google Cardboard [5] or an immersive combination 

of projection screens such as CAVE (Cave Automatic 

Virtual Environment [6]) to generate realistic sensations, 

such as images and sounds. AR generally refers to a 

technology that can display virtual objects onto the 

physical world in the form of an overlay to provide an 

enhanced experience[7]. AR adds more depth of 

relationship with the real environment, which VR 

systems lack, by adding computer-generated content to 

the real world. However, the fact that in AR scenarios the 

real and virtual worlds are separated decreases the level 

of user immersion. MR overcomes this challenge by 

merging the real and virtual worlds. In MR, the user can 

execute practical scenarios and experience interactions 

between virtual and real objects [8]. There are many 

practical applications of XR, and it has been 

implemented in various fields, namely Architecture, 

Engineering, and Construction (AEC) [9], retail industry 

[10], manufacturing training [1], marketing [11], 

entertainment [12], and medical science [13].  

DR is a technique to visually diminish or see-through an 

object by recovering the background images of the area 

that is occupied by the object [14]. To date, various 

studies have explored the development of DR technology 

and its potential applications. The motivation for this 

research came from the lack of attention paid to DR 

applications and challenges. The main contribution of 

this paper is to provide a review of DR technology and 

the extent to which it has already influenced various 

applications, and the existing challenges to be addressed 

in the AEC industry. 

2 Review Methodology 

This research is the initial stage of a comprehensive 

research project to develop a framework to 

implement a DR technology in the AEC industry. 

A "mixed methods systematic review" was implemented 

as the strategy to discover the knowledge gaps in this 

domain by summarizing and evaluating the evidence 

[15]. 

 The overall process of review consists of four stages 

i.e., identification, screening, eligibility, and inclusion. In 

this research snowballing technique is used in 
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combination with the systematic literature 

review method to ensure all key articles were covered. 

By using the mixed methods of review strategy, 65 key 

articles were filtered for the review of the DR 

techniques, in different applications. As shown in Figure 

1, 11% of studies are conducted for the application of 

AEC industry. This paper will review the DR technique, 

challenges, and opportunities in the AEC industry. 

 

 

Figure 1. Number and percentage of the DR 

applications in 65 papers. 

3 An Overview of Diminished Reality 

Techniques 

    To eliminate an object from a scene, the background 

information must be acquired from the scene using 

sensors such as cameras. Diminished reality techniques 

are classified according to the background recovery 

techniques used to fill in the space, namely inpainting-

based diminished reality (IB-DR) and observation-based 

diminished reality (OB-DR). The inpainting-based 

diminished reality (IB-DR) technique fills the Region of 

Interest (ROI) with a plausible texture estimated from 

pixels surrounding the region or image patches around 

the ROI [16]. IB-DR approaches are basically based on 

computer vision and image processing techniques for 

object removal and reconstruction [17].   

In observation-based diminished reality (OB-DR), the 

concealed view is recovered using the background 

observation results. Existing OB-DR approaches use 

multi-view-based procedures to get information about the 

occluded background. These methods give more 

convincing results than IB-DR methods, since they use 

the real scene behind the occluded objects. OB-DR can 

be classified into two categories depending on the 

background observation methods used: pre-observation-

based diminished reality (POB-DR), real-time 

observation-based diminished reality (ROB-DR).   

In POB-DR methods, the background is observed 

beforehand that is without the presence of the objects to 

be diminished. For example, Kido et al. [18] used a 3D 

model of the hidden background, which was generated in 

the pre-processing step to rebuild the DR background.  

 In this category, the model of the environment is 

reconstructed before the real-time procedure. Therefore, 

a high-quality DR result is expected. However, the time 

interval between the pre-observation stage and the DR 

processing stages may cause photometric and geometric 

differences between the physical and virtual scene [19].  

 In the case of ROB-DR, the background is observed in 

real-time using additional cameras. For 

example,  Kameda et al. [20] used several surveillance 

cameras in the scene for seeing through the walls in real-

time. This paper will review OB-DR methods including 

ROB-DR and POB-DR methods.  

 

This paper will review OB-DR methods including ROB-

DR and POB-DR methods. According to Mori et al. [14], 

the general approach for implementing a DR system is 

divided into four steps: scene tracking, object detection, 

background generation, and composition. (See Figure 2). 

 
 

Figure 2. Overview of the general process of the DR 

system. 
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3.1 Scene tracking 

In each DR system, to achieve the 3D recovery of a scene, 

the geometry of all the cameras is required, including the 

main camera and the background observer camera. Scene 

tracking can be classified into a fixed viewpoint and free 

viewpoint, depending on the camera movement. Six 

degrees of freedom (6 DoF) camera pose estimation 

including three elements for the position and three 

elements for the orientation of the camera relative to the 

object is performed. Scene-tracking methods can be 

classified into marker-based tracking and marker-less 

tracking approaches.  

Marker-based tracking relies on explicit image patterns 

placed in the scene to estimate the camera pose. While 

these methods are fast, robust, and low-cost, they suffer 

from limitations, such as requiring uniform lighting 

conditions and recognizable markers that contrast 

strongly with the environment [21].  

To avoid using such markers, several studies have 

focused on developing efficient marker-less tracking 

methods. Marker-less methods can be divided into 

sensor-based and vision-based methods. In sensor-based 

methods, positioning methods and sensors are employed 

to estimate the camera pose [22]. As for vision-based 

approaches, computer vision and image-processing 

techniques are used for camera pose estimation and 

tracking. While vision-based methods are more accurate 

and reliable than sensor-based methods, they are 

currently more complicated to implement and require a 

3D model of the environment.  

3.2 Object detection 

The detection of the object to be diminished have become 

challenging procedures in DR [23]. Some studies used 

the manual detection of objects. In these methods, the 

ROI is determined by users to find their desired object. 

Manual detection of ROIs can be applied in the static 

environments where the target objects and cameras are 

not moving [14]. Some other studies tried to use 

automatic or semi-automatic methods for the object or 

ROI detection. In these methods, various features have 

been used for object detection, such as Haar-like features 

[24], histograms of oriented gradients [25], and CNN-

based (Convolutional Neural Network) object detection 

algorithms [26]. Deep learning-based object detection is 

capable of detecting ROIs in dynamic scenes. For 

example, Kido et al. [18] utilized deep learning methods 

such as MobileNetSSD to determine ROIs of moving 

objects. There is also another category in DR studies that 

recovers the background without determining the ROI in 

the image. In this category, background images are 

overlaid on the user’s perspective view. Even though this 

method decreases the computing cost of determining 

ROIs, it may result in unexpected artefacts surrounding 

the objects to be diminished [14]. 

3.3 Background generation 

The background information must be registered to the 

user’s viewpoint in a 3D scene. The information for the 

background generation can be sourced from surveillance 

cameras [28,29], a panorama image [29], depth camera 

on the HMD [30],  handheld RGB cameras [18], RGB 

cameras mounted on a drone [31], and 3D laser scanners 

[32].  

There are two approaches for background generation 

including: (1) 3D modelling and rendering, and (2) 

Image-based rendering (IBR). The former approach is a 

traditional way for the real scene simulation. In this 

approach, the geometric and illumination information of 

the scene is recovered in the modelling section using 

common methods such as Structure from Motion (SfM) 

and texture mapping. Then, the new viewpoint image is 

generated using the reconstructed scene from the 

modelling process. While the 3D modelling and 

rendering method is capable of completely displaying the 

scene’s geometric information, it is extremely 

complicated, and requires high processing time and 

computational cost. Otherwise, 3D modelling and 

rendering methods result in non-photorealistic outputs 

with low computational cost. 

On the other hand, IBR methods can directly generate the 

scene using acquired images. In these methods, new 

views are generated from a set of input images by 

transferring pixel values of the input images to their 

positions in the new views [33]. Rendering results in IBR 

methods are photorealistic because they are produced 

directly through input images. However, despite the 

traditional 3D modelling and rendering methods that 

enabled the users to see the background scene from any 

random viewpoint, IBR methods cannot continuously 

achieve random viewpoints because of the limitation in 

the input image viewpoints.  Most common techniques in 

the IBR methods are light field rendering [34], 

unstructured lumigraph rendering (ULR [35]), and view-

dependent texture mapping (VDTM [36]). 

3.4 Composition 

Composition is a post-processing step that is required to 

improve the DR result and decrease inaccuracies that 

may occur between the projected ROI in the current 

frame and the recovered background model. This process 

is also called seamless cloning in some studies [37]. In 

this procedure, the local differences are corrected in the 

boundary of the ROI and interpolated inside the ROI. The 

result is then added to the recovered background model 

to compute the corrected values. Composition process 

improves the DR results by reducing the visible seams in 
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the stitched frames and adjusting the light mismatches. In 

this regard, alpha-blending processing [38] is more 

commonly used in DR studies. It produces new blended 

pixels by combining weighted background and 

foreground pixels. The results in DR studies indicate that 

alpha blending is computationally inexpensive and 

produces efficient solutions in dynamic scenes [39].  

4 DR and Displaying Devices 

Devices in DR studies can be used to display the main 

view, in which a user can see the results of the DR 

system, and the background view that observes the 

hidden background view. For the main view, research on 

diminished reality uses different display devices, such as 

head-mounted display (HMD) devices, hand-held 

display devices, and web cameras. 

In several studies, HMD devices were used to implement 

and display DR effects. DR systems involved with Video 

See-Through-HMDs (VST-HMDs) devices provide 

users with immersive displays. On the other hand, 

Optical See-Through HMDs (OST-HMDs) are 

physically not applicable in a diminished reality system 

since pixels cover the real world in a semi-transparent 

manner [40]. Although this feature of OST-HMD devices 

was beneficial in the applications that aim at removing 

undesired objects semi-transparently (e.g. in [30]). 

HMDs are not the only devices that are used in DR 

applications. Kameda et al. [20] proposed a new 

visualization method with a handheld mixed reality (MR) 

device that is a camera attached to a handy subnotebook 

PC (HPC). Handheld MR devices are more useful for 

realizing see-through vision in outdoor environments. 

For background observation in DR studies, imaging 

sensors, namely fixed or moving RGB cameras and 

RGB-D cameras are more commonly used. However, the 

use of a 3D laser scanner to measure point cloud data of 

the background scene has also been emphasised [32].

5 DR Applications in AEC 

DR is applied to simulations of various scales ranging 

from small-scale interior design applications to large-

scale landscape assessments. 

5.1 Interior Design Simulation 

DR can improve the communication efficiency of 

design participants during the design process. DR 

function is used to display indoor renovation plans in a 

single-user MR system by Zhu et al. [41]. They 

later used a collaborative design system that allows 

multiple people to participate in the same MR 

environment simultaneously during the early design 

stage [30]. This study used a combination of the point 

clouds as a large-scale mesh of environment and BIM 

data as a 3D modelling of the complex objects for the 

background reconstruction. The BIM model production 

and modification for the DR background creation is time 

consuming and requires more resources than other 

methods such as point cloud. However, it is suitable for 

complex physical objects. 

5.2 Landscape Simulation 

DR momentum is also observed in urban design in the 

case of building, removing, or replacing a new 

construction. In an attempt to retain a good landscape, 

stakeholders must use simulation to plan potential 

landscapes with the innovative designs. By overlaying a 

3D design model onto the physical world, AR can be 

applied to evaluate the potential landscape on a vast 

scale. DR, on the other hand, can be used to visually 

remove the structures during development. Inoue et al. 

[42] used DR for building and vegetation designs

simulation. Kido et al. [18] presented a DR system to

remove moving objects and immobile exterior structures

in real-time for onsite landscape simulation. Yabuki et al.

[32] developed a point cloud-based DR system to remove

the outdoor buildings in real-time and facilitate landscape

simulation. Fukuda et al. [43] developed an AR/DR

system, in which the green view index is measured

simultaneously with the DR simulation in an urban and

planting design application.

6 DR Challenges in AEC 

Determining efficient approaches at each stage of the 

DR processing, such as scene tracking and background 

recovery, is important due to the diversity of applications 

in this domain. 

6.1 Registration and Alignment Issue 

     An accurate registration and alignment of the camera's 

position and orientation is an important challenge in 

implementing AR and DR techniques in outdoor 

environments. In many studies, special equipment or 

artificial indicators are utilized to estimate the camera 

pose. For example, Yabuki et al. [32] used feature points 

on video images and known points in point cloud data 

measured by a 3D laser scanner to get an accurate 

registration for DR simulation in urban areas. 

Calibration markers are also useful in camera pose 

estimation. Kameda et al. [20] used distinguishable 

structures of buildings, so called landmarks, as 

calibration markers. Texture of these markers is required 

to be updated to deal with the illumination changes in the 

outdoor environment. Surveillance cameras embedded in 
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the environment are useful to update these texture 

changes in the landmarks.   

     Stable tracking is difficult in an outdoor environment 

due to the illumination inconsistencies in the image and 

the existence of various sources of noise. Therefore, 

maintaining stable tracking over an extensive period can 

be a critical problem to improve the user experience of 

outdoor AR/DR systems [42].  

    An efficient method of background reconstruction is 

very important for diminished reality in the AEC industry 

applications. Discontinuity will appear at the boundaries 

of the reconstructed background and the rest of the 

reference view without a proper reconstruction. Multi-

camera approaches are advantageous by allowing real-

time updates of the background. However, they require 

additional cameras, are less flexible than single-camera 

techniques, and require a more elaborate setup [44]. In 

addition, existing multi-view geometry-based DR 

techniques used depth searching in overlapping areas of 

each image, making it impossible to see the image from 

different angles. These methods are computationally 

expensive because of using several cameras. 

6.2 Illumination Consistency 

    Illumination consistency between the run-time 

processing and 3D virtual model of the background 

environment is another challenge in DR systems. To 

solve this issue, Fukuda et al.  [45] used deep learning 

algorithms during the DR simulation to achieve this 

illumination consistency. Liu et al. [46] solved the 

problem of illumination consistency in AR and MR using 

surrounding light estimation in the real 

environment. Most POB-DR systems managed only 

static scenes under consistent illumination conditions 

since they assumed that the object elimination is done 

instantly after background observation or is performed in 

indoor environments. IBR methods can help solve these 

practical problems in POB-DR [39].  

Inconstant illumination and noises are also affecting the 

stable object tracking in the outdoor environment. Inoue 

et al.[42] used perspective n-points (PnP) problems to 

estimate camera motion in an outdoor environment. PnP 

is a problem of estimating the camera pose from n 3D-to-

2D point correspondences. In this method, the n 3D 

points are in advance defined as tracking reference points 

and their corresponding 2D points are traced by 

estimating the optical flow. Liu and Chen [40] applied a 

fast colour correction at high frame rates to compensate 

for the lighting changes that may occur between scanning 

and run-time.  

6.3 Heavy Data  

In outdoor environmental applications, utilizing 

effective strategies to overcome the challenges of treating 

vast amounts of data and considering a wide field of view 

is essential. For instance, in architectural and urban 

applications, loading a 3D city model is heavy and time-

consuming on mobile devices and tablet computers, 

which makes these devices less applicable than a laptop 

PC in DR simulations for architectural and urban design 

applications. Therefore, a distributed computing system 

available over the internet, such as cloud computing 

would be a good option for these applications [18].  

 

To summarize, existing DR approaches generally rely 

on one or more of the following assumptions: multiple 

viewpoints, planar surfaces, limited camera movement, 

markers for pose estimation, simple backgrounds, 

or existence of a pre-scanned models without objects to 

be removed. However, several studies attempted to solve 

the aforementioned challenges.  

7 Conclusion 

This study reviewed previously published articles 

found in the literature to propose a three-part overview of 

the various DR applications. The first part focused on the 

definition and influences of DR, the second categorized 

the enabling technologies in DR, and the final part 

introduced applications of DR in the AEC industry and 

existing challenges. This study has found that there are 

numerous applications for DR, for instance, AEC 

industry, autonomous cars, entertainment, and visuo-

haptic systems. DR presents many challenges, such as 

difficulties of processing a large 

amount of data for large-scale environments, registration 

and alignment problems, and illumination consistency. 

Nevertheless, several studies attempt to solve these 

challenges. In general, this research extends our 

knowledge on the relevance of DR in various 

applications and presents a general workflow for 

implementing a DR solution.  
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Abstract – 

Adoption of digital fabrication (dfab) in AEC 

promises great advantages in productivity, 

sustainability, and new design and delivery 

opportunities. Companies are interested in adopting 

dfab, but lack an overview of emerging dfab 

technologies and their use potential, as well as tools to 

evaluate their match with the own needs and business 

interests. Based on a qualitative analysis of five 

emerging dfab technologies, we developed an easy-to-

use scoreboard to guide firms’ decision-making when 

adopting dfab technologies towards industrial 

implementation. 
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1 Introduction 

Adoption of computationally driven manufacturing in 

the AEC industry, commonly called digital fabrication 

(dfab), promises great advantages in productivity, 

sustainability, and new design and delivery opportunities. 

Dfab is defined as a fabrication or building process 

relying on a seamless conversion of design and 

engineering data into digital code to control 

manufacturing devices [1]. Particular attention is given to 

dfab technologies for additive manufacturing using 

concrete, the world’s most-used building material by 

volume and a major contributor to global CO2 emissions. 

Many such dfab technologies are currently developed 

worldwide in research centers but these are often in pre-

commercial development stages (e.g. in demonstrators or 

exploratory pilot projects). Overall adoption of advanced 

dfab technologies by industry is lagging due to 

challenges with technology transfer from research to 

industry.  

For firms in search of innovative technologies to 

bring to market, the diversity of potential solutions 

presents a challenge. Companies with interest in adopting 

dfab lack an overview of emerging dfab technologies and 

their use potential, as well as tools to evaluate their match 

with the own needs and business interests.  

In this study, we seek to understand the relevant key 

parameters of interest for such an evaluation tool, 

particularly in the case of additive concrete dfab 

technologies. Our assessment is based on researcher and 

industry interviews at the Swiss National Center of 

Competence in Research (NCCR) dfab, a leading dfab 

research center. We synthesized our findings in an 

evaluation framework to create a comparative overview 

of dfab technologies and assess the prospective users' 

needs. Based on this framework, we developed an easy-

to-use scoreboard to guide firms’ investment decisions in 

further R&D aiming at adopting dfab technologies 

towards industrial implementation. 

2 Point of departure 

In many industries, the shift toward digitalization and 

automation has fueled the development of new processes, 

new products, and an increase in productivity. By 

contrast, the AEC sector has lagged in automation and 

digitization in the past decades [2]. With the shift of the 

AEC sector towards industry 4.0 now accelerating, dfab 

technologies are on the rise in construction [3]. Dfab can 

contribute to increasing productivity and sustainability in 

AEC by its potential to improve construction quality and 

speed, workplace safety, waste reduction, and resource 

efficiency [4]–[6]. After roughly two decades of 

experimental research in construction-scale dfab, a 

variety of dfab technologies are now approaching 

maturity levels sufficient for industry implementation. 

Evidence of this can be seen in an increasing range of 

additive production methods developed by several 

research centers and companies worldwide, 

encompassing a multitude of materials and processes [7], 

[8]. However, industry uptake of advanced dfab 

technologies is still slow, despite their many potential 

advantages. Adoption is lagging due to challenges with 

technology transfer from research to industry [9], [10]. 
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This transfer challenge has multiple reasons, but we 

found the following two of particular importance in the 

context of the NCCR dfab. First, for firms in search of 

innovative technologies to bring to market, the diversity 

of potential solutions presents a challenge. Second, firms 

lack an overview of the application potential of emerging 

dfab technologies, and tools to evaluate their match with 

the own needs and business interests. 

Little research has looked into how to overcome these 

challenges by systematically matching industry needs 

and technology properties. In order to address this, we 

ask the following questions: 

• What are properties of dfab technologies that matter 

for industry? 

• How can these properties be generally described in 

a manner so that firms can evaluate and compare 

dfab technologies? 

3 Research method 

3.1 Methodology 

Dfab in AEC is a nascent research area where 

quantifiable data is lacking. Therefore, we chose a 

qualitative research approach. Grounded Theory (GT) is 

a common qualitative method well suited to investigate 

our stated research aims [11]. GT is based on the analysis 

and categorization of qualitative data, such as interviews, 

notes, and observations. The qualitative data is analyzed 

in an inductive “open coding” process in which relevant 

categories are developed directly from the content of the 

data rather than from pre-existing theory or hypotheses. 

Theoretical sampling, i.e. the targeted collection of 

additional data as the theory develops, allows the 

researcher to focus the inquiry on data that has relevance 

in the area of study. The focus of the method is on 

developing a system of categories in order to develop 

theory from qualitative case [12]. 

3.2 Data collection 

We conducted a total of ten semi-structured 

interviews. First, through our network, we identified five 

technologies of interest and initial contact persons for 

each technology. Then, in a first round, five interviews 

were led with six researchers leading dfab technology 

developments (one interview per technology). Interview 

questions aimed at understanding the technologies, the 

processes and the properties of their results, along with 

implementation limitations and opportunities. In a 

second round, five additional interviews were led (two 

additional researcher interviews, one industry partner, 

one external technology consultant, one industry expert 

not directly related to the technology research). The 

second set of interviews served to better understand more 

specific technical aspects, industry needs, and future 

development potential towards industrial processes. The 

interviews were recorded and transcribed with the 

interviewees’ permission. 

Relying on more than one data source is important to 

ensure the validity in qualitative research [13]. For this 

reason, the interviews were complemented by direct 

observation of processes and analysis of images and 

video recordings of experiments (due to Covid-19 

restrictions, some direct observations had to be cancelled 

and were replaced by the analysis of video material). In 

addition, the review of scientific publications on the 

technologies contributed to a more complete 

understanding. 

3.3 Data Analysis 

The collected data was analyzed to distill relevant 

evaluation criteria to assess and compare the different 

dfab technologies. In a first step, we investigated the data 

for different recurring topics of importance. Out of this, 

we identified a first set of categories with which we 

sorted the dataset. In a next step, the information was 

compared, discussed and interpreted. This inductive 

process led to a first comparative overview of parameters 

relevant to the dfab processes and/or the resulting 

products. Through further iterative consolidation and 

refinement of the parameters, a set of eleven key 

parameters emerged that reflected the important aspects 

of the dfab technologies found in the data. These key 

parameters were summarized and classified in the 

presented evaluation framework. To make the framework 

applicable for industry, we developed a scoreboard to 

help industry rate their own needs and compare these 

needs to the characteristics of available dfab technologies.  

Preliminary validity checks were performed with 

industry partners and the involved research teams of the 

assessed dfab technologies to see whether the proposed 

framework and scoreboard can accurately reflect their 

point of view. 

4 Evaluated dfab technologies 

4.1 Overview 

This study evaluates five experimental manufacturing 

technologies currently under development at ETH Zurich. 

Albeit these technologies have certain similarities (e.g. 

they are all forms of additive manufacturing with 

concrete), there is a great variance in their processes and 

properties. As such, they can be classified as following 

under three categories: direct extrusion, 3D-printed 

formwork and slip-forming. To understand, compare and 

develop generalizable evaluation criteria, the respective 

technologies will be explained in the following chapters.  
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4.2 Description of technologies 

4.2.1 Example 1: Direct Extrusion of Concrete 

Concrete 3D-printing is directly layering small-

aggregate concrete or mortar. The resulting layer 

thickness is usually in the range of a few centimeters. 

Here, a special concrete mix is needed: malleable enough 

to be extruded and adhere to the previous layer, yet firm 

enough to be able to support its own weight as well as the 

weight of the subsequent layers. To achieve this, 

accelerators are typically added at the extrusion point 

(nozzle) when printing the concrete to precisely control 

the setting behavior. Adding reinforcement in the layered 

is a challenge not yet fully resolved. One approach to 

achieving structural performance is to print cavities to 

place reinforcement and cast conventional concrete, 

using the printed concrete shell as lost formwork. 
 

 
 

     

Figure 1. Concrete extrusion printing, process 

map and production images (credit: digital 

building technologies, ETH Zurich) 

4.2.2 Example 2: FDM 3D-printed formwork 

In this example, FDM technology is used to produce 

concrete formwork for complex shapes from 

thermoplastic material. After printing, the formwork is 

placed in a container filled with either sand or water 

simultaneously while pouring the concrete to overcome 

hydrostatic pressure. Self-compacting concrete is used to 

avoid possible damage of the thin formwork due to 

vibration. For stabilizing the formwork, printed support 

structures can be used. Generally, the formwork is 

destroyed during removal. Depending on the filament 

used, the material can be recycled and re-used for 

formwork printing. For more complex or fragile shapes, 

a dissolvable formwork material can be used, such as 

Polyvinyl Alcohol (PVA), a water dissolvable and 

biodegradable material [14].  
 

 
 

     

Figure 2. FDM formwork process map and results 

(credit: digital building technologies, ETH Zurich) 

4.2.3 Example 3: Simultaneous FDM 3D-printed 

formwork 

A system named “Eggshell” combines 3D-printing of 

thermoplastics (FDM) for formwork but pouring 

concrete simultaneously. By using set-on-demand 

concrete, hydration is controlled precisely during 

construction, reducing the volume of poured concrete in 

its fluid state at any given time. This minimizes the 

hydrostatic pressure, allowing for the use of thin-walled, 

material-saving formwork. Once the concrete is hardened, 

the formwork is removed and recycled [15]. The system 

allows standard reinforcement to be placed before or after 

casting and the use of post-tensioning in a post-

production step. 
 

 
 

     

Figure 3. “Eggshell” process map and production 

(credit: Gramazio Kohler Research, ETH Zurich) 

4.2.4 Example 4: Binder jet 3D-printed formwork 

In this example, the process of binder jetting layers 

powder material (often sand) over a workable area and 

selectively bonds it using particular agents. Repeating 

this process several times leads to creating a 3D structure 

with sub-millimeter resolution. During printing, the 

powder bed acts as a support structure, allowing for 

overhangs and internal voids. Through the process of 

selectively binding, binder jetting has the great advantage 
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of not demanding an auxiliary support structure. At the 

end, the unbound material is removed and can be re-used 

[16]. The printed form acts as a stay-in-place or 

removable formwork which can be filled with a self-

compacting concrete or shotcrete and reinforced 

conventionally and/or with the use of fibers. 
 

 
 

 

Figure 4. Process map and result of binder-jet 

printed formwork (credit: digital building 

technologies, ETH Zurich) 

 

4.2.5 Example 5: Concrete slip-forming 

Smart Dynamic Casting (SDC) is a small-scale concrete 

slip-forming process allowing for changing cross-section 

during the forming process by means of a flexible or 

movable formwork [17]. SDC uses a computational 

interface to integrate slip speed, material feed and cross-

section change. A set-on-demand concrete mix is used to 

control material setting at an exact and predictable point 

in time. SDC allows for the waste-free fabrication of 

bespoke concrete columns and reinforcement is placed 

prior to slipping. The technology was demonstrated to 

fabricate 15 bespoke mullions for DFAB HOUSE [18]. 
 

 
 

     

Figure 5. SDC process map and production (credit: 

Gramazio Kohler Research, ETH Zurich) 

5 Results 

5.1 Evaluation framework 

We identified eleven parameters relevant to evaluate 

the match of a given dfab technology with a prospective 

user’s needs. We also found three clearly distinguishable 

top categories under which to group these parameters: 

resources required by the process, the final product 

properties, and manufacturing at the interface between 

the product and processes (Fig. 6). The following 

subsections detail the categories and key parameters. 

 

 

Figure 6. Evaluation Framework 

5.1.1 Properties 

Product properties strongly influence the application 

potential of dfab technologies. We identified four 

parameters pertaining to the finished product properties. 

 

Freedom of Design – Dfab technologies can achieve 

a higher flexibility in design compared to traditional 

means of construction, where non-standard, 

geometrically complex design elements are typically 

material-, time- and cost-intensive. Typical design 

examples are undercuts, internal voids or cantilevers. 

Still, dfab technologies vary in the degrees of freedom 

they allow. Therefore, freedom of design can strongly 

determine the possible uses of a dfab technology. 

 

Surface Quality – Surface quality affects durability 

for exterior elements, dimensional imprecisions can 

preclude use of the technology where tight tolerances are 

required, and the visual surface quality can be decisive 

for architectural applications. In the investigated dfab 

technologies, surface quality differs largely, displaying a 

rough, layered appearance, a microstructure from 3D 

printed formwork, a smooth extruded or a customized 
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finish. Surface quality is specific to each dfab process and 

affects both performance and market acceptance. 

 

Multifunctionality – Dfab allows the construction of 

multi-functional building elements that combine varying 

functions such as structural stability, insulation, electrical 

or HVAC integration, and acoustics and daylighting. 

Examples are an anti-slip surface on a concrete stair, or 

the use of internal voids for the integration of building 

systems in a slab to reduce build-up height. 

Multifunctionality depends on the properties of the dfab 

application and can be a significant value-add. 

 

Structural Properties – Dfab allows optimizing 

geometry precisely for specific load cases. This can 

increase structural efficiency and reduce material 

consumption. However, structural properties of concrete 

products are also highly affected by the type of 

reinforcement, which can be challenging to integrate in 

an additive concrete dfab. Options include ductile (e.g. 

fiber-reinforced) printing material, pre-placed rebar, 

post-tensioning, or adding reinforced concrete in pre-

printed voids. Concrete dfab products vary in structural 

performance and therefore in their potential application. 

5.1.2 Resources 

A quantitative understanding of construction speed 

and cost is an important decision-making factor for early 

adopters when comparing dfab technologies and 

conventional construction processes. This is generally 

described by productivity, which measures output for a 

given input [19]. The input is mostly denoted in either 

time or total costs, which in itself usually contains 

workforce, material, and equipment costs. In addition, to 

estimate and optimize resource requirements more 

precisely, a qualitative understanding of the dfab process 

and its individual steps is important. 

 

Time – Labor productivity is one of the most 

frequently used productivity measures in construction, 

since labor is usually the driving cost factor [20]. 

Accordingly, output per unit of time is an important 

factor for the industry adoption potential of a future 

industrial dfab process. However, additional factors need 

to be considered, since processes are a combination of 

automated and manual tasks [6]. E.g., for the analyzed 

additive processes, total production time consists of the 

processing speed dictated by the technology, equipment 

preparation (set-up and calibration), material preparation 

(formwork, concrete or reinforcement), manual tasks 

(formwork assembly, placing of reinforcement or casting 

of concrete), and concrete curing time. 

 

Workforce – Dfab offers potential to increase process 

automation and reduce process supervision requirements, 

impacting both labor costs and the required skillset of the 

workforce [21]. Therefore, despite uncertainties due to 

the early technology development stage, workforce is a 

key parameter for dfab adoption. 

 

Material – Dfab technologies tend to be highly 

dependent on material properties. In the additive dfab 

technologies, the primary mortar or concrete material 

used is highly specific to each technology, with 

processing steps strictly coordinated based on the 

material properties. In addition, formwork print materials 

require equal consideration. Overall, material properties 

affect production speed, cost, and sustainability. 

 

Equipment – Dfab technologies require specific 

production equipment, varying widely in complexity and 

ease of use. The investigated types of dfab exemplify this: 

direct extrusion requires a feed system and a mortar 

extrusion nozzle attached to a robot; printing formwork 

requires a filament or binder jet printer; slip forming uses 

a movable formwork and automated feed system. 

Furthermore, systems require differing degrees of 

integration between the individual parts controlled by 

integrated software, e.g. between the formwork printer 

and casting system, or the reinforcement and production 

system. Equipment is a central agent of dfab and a major 

cost-driver relevant for adoption decisions. 

5.1.3 Manufacturing 

The Manufacturing category subsumes key 

parameters of the manufacturing technology itself, 

pertaining to both the process and the resulting product.  

 

Production Procedure – The production procedure is 

determined by the complexity of the manufacturing 

technology. Factors this complexity include the set-up of 

the production site, the number of required production 

steps, and the number of independent suppliers. Some 

technologies offer alternative sequences, such as pre-

printing vs. simultaneous printing of a formwork or 

different reinforcement options. Understanding the 

production procedure is relevant for assessing the ease of 

adopting a technology and integrating it into established 

workflows and existing supply chains. 

 

Scalability – Understanding scalability is a key 

parameter in technology adoption decisions. It describes 

whether a technology can be scaled in physical size, 

production volume, and product range for industrial 

production. Upscaling typically requires changes to the 

manufacturing set-up, e.g. to handle large material 

quantities, ensure robustness, and enable variation. As a 

result, the full-scale production process may differ 

substantially from earlier developments. Factors inherent 

in each dfab technology can hinder or enable upscaling.  
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Versatility – Versatility measures the potential of a 

dfab technology to produce different results and process 

different materials. Typically, early-stage dfab 

technologies are first implemented in exemplary 

prototypes or proof-of-concept applications. By default, 

these implementations do not cover all future capabilities 

of an emerging technology. Since some technologies 

offer a wider set of future applications, the number of 

manufacturing options a dfab technology affords could 

strongly affect the adoption potential. 

5.2 Technology positioning scoreboard 

 
Figure 7. Radar chart showing comparison of 

several technologies and industry need 

Based on the evaluation framework, we designed a 

scoreboard to easily assess prospective dfab adopters’ 

needs and market demands for a specific use case, and to 

evaluate them against a range of potential technology 

solutions for further development towards successful 

industrial application. We developed a detailed four-

point rating scale for each of the eleven key parameters 

to provide a balanced evaluation of both potential product 

properties (what is the quality and function of the product) 

and process factors (how does the process work and what 

resources are required). The tool creates an easily 

readable radar chart to compare the user’s own demands 

with potential new technology solutions, or to compare 

several technologies to each other (Fig. 7). The complete 

table of scoring categories for each key parameter is 

shown in the Appendix. 

In a subsequent step, the scoreboard was tested by the 

researchers developing the five technologies by rating 

their own technology using the scoreboard. For 

comparison, one industry partner not directly related to 

the research was asked to rate their process independently. 

Fig. 6 illustrated the result of the scoreboard testing. The 

industry rating (continuous line) represents the industry 

needs perspective, while the technology self-assessment 

by technology developers (dashed lines) opposes the 

range of available technologies. Therefore, the chart can 

support the industry participants in choosing one or 

several technologies for further consideration. 

6 Discussion 

6.1 Contribution and relevance 

The contribution of this paper is a high-level, 

qualitative tool that serves to identify 1) industry needs, 

and 2) technology capabilities in the context of early-

stage development of dfab for construction. The 

proposed framework and scoreboard are an attempt to 

provide technology providers and prospective adopters 

with the simplest possible way to understand and 

compare complex and developing technologies. The 

eleven categories should enable them to assess the 

complete picture and respective trade-offs between 

different dfab alternatives versus traditional construction 

processes. Albeit informed by the analysis of a limited 

range of examples, the framework is intended to be 

applicable also more generally across emerging 

technologies, materials and processes. 

While the current tool allows a qualitative rating of 

all categories, the parameters relating to resources could 

be quantified. This has been done for early-stage dfab, 

e.g. in the productivity assessment by Garcia de Soto et 

al. [6]. However, quantifying the productivity of early-

stage technologies necessarily leaves out qualitative 

factors that may bear potential to improve the future 

productivity of a technology regardless of current 

inefficiencies. There is great potential for future research 

to unify the qualitative and quantitative perspectives. 

Future development scenarios of the scoreboard 

include an open-access online tool available to both 

industry and technology developers for self-assessment. 

In the longer term, the rating tool could be combined with 

a database of recorded technology and needs ratings. 

6.2 Limitations 

This is a purely qualitative study. In this early research 

phase, we only evaluated five exemplary technologies in 

one research center, and we studied only one class of dfab 

technologies, additive concrete manufacturing methods. 

While the variance in the technologies and processes 

allowed for some preliminary conclusions, a more 

diverse sample of technologies should be analyzed going 

forward. A quantification of some of the categories (e.g. 
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productivity measures) would further strengthen the 

research going forward and allow users of the framework 

a more informed decision making process. In addition, 

we see the need to expand the rating system to include 

more explicit sustainability parameters to reflect the 

increasing significance of this topic in technology 

investment decisions. 

7 Conclusion 

This research presents a preliminary industry 

evaluation tool for advanced dfab technologies to guide 

their investment decisions. We developed the framework 

with eleven evaluation categories by analyzing five 

different additive concrete dfab technologies using 

grounded research methodology. We then condensed this 

in a simple evaluation scoreboard to help industry 

compare their own needs with potential dfab 

technologies to meet them. While the tool with its 

categories is intended to work in a generalized way for 

various dfab technologies, this needs further verification 

through more research.  
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Appendix: Key parameter scoring categories 

Freedom of Design 1 low - 1 type of geometry, no 

degrees of freedom 

only one type of geometry can be produced with limited variations 

2 moderate - 2 degrees of 

freedom 

only one type of geometry can be produced but more than 1 degree of freedom can 

be adapted (e.g. height and diameter) 

3 high - multiple degrees of 

freedom 

customizable geometry (e.g. cross-section, height, custom angles, etc.) 

4 very high - all geometries 

possible 

multiple types of geometry can be produced with multiple degrees of freedom, e.g. 

free-form, one-off geometries 

Quality 1 low - high geometrical 

variations 

very low quality (e.g. very high variations in geometry relative to model >10%, low 

surface quality (underground)) 

2 moderate - moderate 

geometrical variations 

moderate quality (e.g. variations in geometry relative to model <5%, low surface 

quality) 

3 high quality and tolerances of high quality, e.g. architectural finish 

4 very high - no variations very small dimensional variations relative to model, better surface quality than 
feasible with state-of-the art technologies 

Multifunctionality 1 no function integration no additional function 

2 partial function integration little/peripheral additional functions, surface patterns 

3 high functional integration integration of a central/substantial function 

4 fully  integrated system fully integrated system (e.g. plumbing, electricity, …), multiple functions 

Structural 

properties 

1 low - e.g. underground low structural performance, additional reinforcement required to provide load 

bearing capabilities 

2 moderate - e.g. partition 

wall 

moderate structural performance, e.g. load-bearing wall for single-story structure or 

non-loadbearing wall 

3 high - e.g. column, load-

bearing wall 

good structural performance , e.g. load-bearing column, walls or shear walls 

4 very high - highly optimized 

structures  

High-performing structure with optimized properties according to loading scenario; 

e.g. graded assemblies, material-optimized structures 

Scalability 1 low  not scalable in geometry and mass 

2 moderate scalable in either geometry or mass 

3 high scalable to multiple components / a family of products 

4 very high  scalable to almost any product 

Versatility 1 low only one specific application possible 

2 moderate one specific application with variations possible 

3 high different applications possible (e.g. columns, walls, façade panels) 

4 very high almost any application possible (fully versatile tool that can process multiple 

materials) 

Production 
procedure 

1 complex lots of steps and support structures required, multiple independent 
suppliers/contractors 

2 moderate moderate number of steps and support structures required, some specialized 

materials/sources 

3 simple simple process with small number of production steps, little additional support 
structures required 

4 very simple very few production steps, no additional support structures, fully integrated supply 

chain 

Equipment 1 highly complex highly complex equipment required (e.g. high investment costs, highly skilled labor 
required, frequent maintenance) 

2 complex complex equipment required (e.g. moderate investment cost, substantial training of 

workers required, maintenance) 

3 moderately complex specialized equipment required; can be operated by workers with little additional 
instruction or training, moderate maintenance costs 

4 not complex no complex equipment required; no additional training required, no specialized 

skills required to operate 

Material  1 very expensive very high material costs (e.g. unique superplasticizer required) 

2 expensive  high material costs (e.g. multiple additives required) 

3 moderate moderate material costs (e.g. special concrete mix) 

4 cheap low material costs (e.g. no special mixes, recycled materials can be used) 

Workforce 1 very high highly labor intensive 

2 high requires manual tasks and/or permanent supervision 

3 moderate low/occasional manual tasks, moderate supervision 

4 low fully automated with minimal supervision 

Time 1 very high fabrication time substantially higher than usual 

2 high fabrication time higher than usual 

3 moderate/neutral fabrication time slightly higher or equal than usual 

4 low fabrication time lower than usual 
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Abstract -
Freedom of shape enabled by 3D concrete printing

(3Dcp) is often mentioned alongside productivity, technol-
ogy progress, material optimization, and other benefits of
the technology. When doing so, printed structures are de-
scribed using qualitative terms such as “complex”, “double-
curved,” and “geometric freedom”. However, such descrip-
tions depend on the aesthetics and the observers’ interpre-
tation, which renders an objective comparison between con-
crete objects difficult. To alleviate the ambiguities with such
qualitative comparisons, this study proposes a quantitative
metric consisting of two complexity coefficients – Intrinsic
Complexity Coefficient (ICC) and Fabrication Specific Com-
plexity Coefficient (FSCC). The ICC considers the concrete
elements’ geometry using shape coefficient and mean curva-
ture, whilst the FSCCdefines the elements’ complexitywithin
the context of 3Dcp (ease of printing, resolution). Thus,
the ICC can be used to compare printed elements and the
FSCC to determine which element is easier to print. Within
this study, 10 pillars with varying complexity were designed
and then graded according to the two complexity coefficients.
Further, this evaluation was employed to adjust the construc-
tion duration consumed when calculating the productivity of
elements produced using 3Dcp and traditional construction
techniques. In such a way, the coefficients allowed to incorpo-
rate geometric complexity when comparing the productivity
of various construction techniques, illustrating just one of
many applications for ICC and FSCC.

Keywords -
3D Concrete Printing, Digital Fabrication, Freedom of

Shape, Quantification of Geometric Complexity

1 Introduction
One of the most significant advantages of 3Dcp is its

ability to create concrete elements of great geometric free-
dom. This is particularly relevant as traditional construc-
tion techniques fail to do so because of difficulties in man-
ufacturing complex formwork, which is conventionally
made from plywood, steel, or aluminum. On top of that,
formwork sizes are standardized, which further limits the
variety of shapes that can be manufactured. This is done
to maximize their reuse, thus, minimizing the formwork
cost per element. Nevertheless, even with simple shapes,
formwork costs are significant and may account for 35-
54% of the total construction cost and consume 50-75%
of the total construction time [1].
Further, concrete is a convenient material to use with

various formwork shapes due to its ability to flow into place
before curing. However, this free-flowing ability is often
not used to its full potential with conventional rectilinear

and cylindrical formwork. This opportunity seems wasted
even more since 3D parametric modeling tools provide
architects and structural engineers with enhanced design
flexibility.
At this moment, concrete elements of conventional

shapes can still be produced more productively using in-
situ or precast methods when only the construction phases
are considered [2]. More comprehensive studies have
shown that alternative methods, such as the Mesh Mould
[3], become more feasible when the complexity increases
[4]. This leads to believe that rather than perceiving
3Dcp as a replacement for conventional construction tech-
niques in normal ambient conditions, it should currently
be perceived as an alternative for specific jobs that, for
instance, require the ability to build geometrically more
complex shapes. However, due to difficulties in quan-
tifying the complexity of such shapes, printed elements
that differ from conventional forms, such as a straight
wall, are described only using qualitative terms like “com-
plex”, “double-curved” and “geometric freedom”. Such
descriptions are greatly dependent on the aesthetics and
the observers’ interpretation of the complexity of a given
element. Therefore, any analysis of how complex the re-
spective elements are, is highly subjective. On top of
that, it is difficult to provide a fair comparison between
3Dcp and traditional methods of production as it is not
always possible to capture the added benefit of printing
complex geometries. Thus, this study proposes two coef-
ficients aimed to quantify complexity and allow the above-
mentioned comparisons.
Of course, 3Dcp offers other benefits asides from creat-

ing more geometrically complex elements. Nevertheless,
exploring these benefits is outside of the scope of this
paper.

2 Methodology
This study proposes two coefficients for evaluating the

geometric shape complexity of a concrete element. First,
the Intrinsic Complexity Coefficient (ICC) captures the
geometric complexity of the element itself while the Fab-
rication Specific Complexity Coefficient (FSCC) relates to
how difficult the element is to print. This section describes
how the two coefficients are derived and how they can be
applied to a productivity analysis using an example of 10
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pillars designed within this study.

2.1 Designing 10 Pillars with Varying Geometric
Complexity

10 pillars were designed as part of this study using
Rhino 6, a 3D computer aided design software, and its
in-built plug-in Grasshopper, a visual programming en-
vironment [5]. These pillars, shown in Figure 1, display
varying levels of geometric complexity that can be created
using 3Dcp. All of the pillar designs stem from the same
parametric Grasshopper script [6], in which multiple pa-
rameters such as the degree of the NURBS curves, radius
of cross sections at different heights, and number of side
ornaments were varied to create 10 different pillars. The
pillars are not designed to carry any axial, shear, bend-
ing or torsional loads and are intended for architectural
purposes only. Design was limited so that that overhangs
could not be printed at angles greater than 10.6◦ due to
printing and material constrains. All pillars are 200 cm
tall, with a varying diameter from 25 to 44 cm.

Figure 1. 10 pillars of varying geometric complexity

2.2 Intrinsic Complexity Coefficient

To counter the ambiguity that stems from describing
concrete shapes using qualitative terms, we introduce a
quantitative geometry-specific Intrinsic Complexity Coef-
ficient (ICC). We suggest that the ICC is dependent on the
local geometries that make up the elements. More specif-
ically, we classify the local geometries using the Shape
Index (SI) and the mean curvature of the local geome-
tries. The reasons for choosing these parameters and how
they are combined are described in the following sections.
The conceptual make-up of the coefficient can be seen in
Figure 2.

By employing the ICC, a more systematic method of
comparing different concrete elements can be introduced.
This is relevant, for example, for comparing the levels of
development of 3Dcp technology over time, which can

Figure 2. Components of the Intrinsic Complexity
Coefficient (ICC)

be done by noting the range in ICC of elements that the
technology is able to manufacture.

2.2.1 ICC: Shape Index, SI

The Shape Index (SI) is a non-dimensional and scale-
invariant coefficient in the range [-1, 1] [7]. The lower end
of the range (-1) represents a spherical cup (concave) while
the higher (1) a spherical cap (convex). The shapes with
an SI in between the two limit values vary, representing
shapes such as a rut, saddle, ridge, dome etc. The index
describes the shape of a local geometry using the principal
curvatures of the locality (Equation 1) [7]. Instead of using
several values to describe a local geometry, SI provides a
single encompassing index that reflects the shape of the
local geometry independent of its size.

(� =
2
c
arctan( :2 + :1

:2 − :1
) (1)

where :1 > :2 and :1 and :2 describe principal curva-
tures.

For the ICC,we calculated the SI of each pillar at equally
spaced points on the pillars’ surfaces. In this study, we
used 5050 points as the computing power did not allow for
more. However, in the future, a specific number of points
per surface area should be chosen formore consistent com-
parisons. The SI was used to map the variation in local
geometries for each pillar by obtaining ranges of the SI.
The ranges with at least 1% of the total points were used
for further calculations thus discarding local geometries
that appeared in insignificant amounts. For each range
the mean curvature was calculated and the percentage of
points in a certain range was used to obtain the weight
factor. This is explained in detail in section 2.2.3.

2.2.2 ICC: Mean Curvature, MC

To understand why curvature can serve as a relevant
metric in determining the complexity of an element, we
first define what constitutes a simple shape. In this regard,
straight lines and flat planes intuitively seem like the most
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simplistic shapes in 2D and 3D spaces, respectively. More
complex shapes are achieved fromaltering a line or a plane,
which can be observed in the increase in difficulty in the
mathematical expressions of such elements. Based on this,
a parameter like the curvature, which describes the extent
of which a shape differs from a flat object (i.e., line or
plane), can be used to describe the complexity of a shape.
Two types of curvatures are defined in differential calculus:
intrinsic and extrinsic [8]. Intrinsic curvature relies solely
on the algebraic properties of the surface itself and does
not require any knowledge of how it is embedded in the
surrounding space. A type of this curvature is theGaussian
Curvature. In simple terms, it describes whether an object
could be transformed into a flat planewithout stretching the
surface of the respective object. If the Gaussian Curvature
is zero, one of the principal curvatures must have been
0 and the surface can be rolled out into a flat plane. To
demonstrate, we can imagine a sheet of paper rolled to
form a cylinder. Although the cylinder is curved, the paper
can easily be laid flat, thus, the Gaussian Curvature equals
zero. Within the context of this study, we would consider
a cylinder to have a higher curvature than a plane, thus,
the extrinsic curvature is more appropriate than intrinsic
when considering the local geometries.
The extrinsic curvature can be described using the mean

curvature, which is the average of the two principal curva-
tures (Equation 2). It describes the curvature of an element
based on its surface properties and the fashion in which it
is embedded in space.

"� =
:1 + :2
2

(2)

where :1 and :2 are the principle curvatures.

2.2.3 ICC: Weighing and forming the coefficient

As some of the local geometries are more ubiquitous in
the concrete element than others, we introduce a weight
factor, W, that is dependent on the number of respective
local geometries in the element (= ;>20; 64><4CA H ;). It is
defined as the natural logarithmof the percentage of shapes
that are within the respective SI range squared (Equation
4). To not skew the results by local geometries that appear
only a small fraction of times, only the ranges with at
least 1% of the total measured local geometry count are
included. For a similar reason, the natural logarithm is
squared to make sure that the coefficient scales over a
greater range and gives greater weight to local geometries
that are more present within the element.

#; =
= ;>20; 64><4CA H ;

= 0;; ;>20; 64><4CA H

∗ 100% (3)

where #; > 1. #; is the percentage of local geometries
representing a specific local geometry l and n represents
number of local geometries.

,; = ;=(#;)2 (4)

where ,; represents the weight of the local geometry
shape l.
In addition, the average mean curvature for every SI

range is calculated by summing all the mean curvature
values for every local geometry within a range and then
dividing by the number of local geometries within the
same range (Equation 5).

"�; =

∑#;

8=1 "�8

#;
(5)

Once the average mean curvature value for points in an
SI range is obtained, we multiply the value with the weight
for the respective range. These multiplication values for
all SI ranges are then added together to find the ICC. The
code for obtaining the values for calculating the ICC can
be located in [6].

��� =

!∑
;=1
("�; ∗,;) (6)

2.3 Fabrication Specific Complexity Coefficient

While the ICC can assist in comparing produced el-
ements, it cannot be used to determine which design is
easier to fabricate using 3Dcp. Therefore, we suggest
a Fabrication Specific Complexity Coefficient (FSCC) to
measure how complex the printing process of a concrete
element is.
To better illustrate the need for such a coefficient, we

can imagine a cone-like concrete element. The ICCwould
be the same regardless of whether the cone is placed stand-
ing on its larger base or on its smaller base. However, if
the cone had to be printed standing on its smaller base,
gradually increasing in size as the element is printed, it
would be more difficult to fabricate than if the cone was
placed on its larger base. This demonstrates the need for
FSCC. Using both coefficients in junction can be useful
when comparing existing 3Dcp technologies - their capa-
bility of creating an object of a certain ICC by using effort
described by FSCC.
FSCC is suggested to be a function of how easy the

element can be printed (i.e., ease of printing) and how
well the final element will reflect the parametric model
(i.e., resolution). The breakdown of the FSCC is shown in
Figure 3.
These properties were obtained by performing simula-

tions in Grasshopper. They are described in greater detail
in the following sections.
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Table 1. Properties used in the simulation to quantify the ease of printing, where t is curing time in minutes[9]
Property Quantity

Element Geometry Object Height 2<
Object Diameter 25 − 442<

Printer Properties Layer Height 12<
Printer Speed 0.5<</B

Material Properties

Specific Weight 20.2:#/<3
Young’s Modulus 0.0781 + 0.0012 ∗ C MPa
Shear Modulus 0.0781+0.0012∗C

2.6 MPa
Yield Strength 5.984 + 0.147 ∗ C KPa

Coef. of Thermal Expansion 0.00001◦�−1

Figure 3. Fabrication-Specific Complexity Coeffi-
cient, FSCC

2.3.1 Ease of printing, B

The ease of printing is dependent on a multitude of
variables such as the:

• material properties (yield strength, Young’smodulus,
stiffness and the rate of change of these properties
over time while the material solidifies),

• printer properties (rate of extrusion and printed layer
dimensions),

• geometry of the element (size and curvature).

To account for all of them, we used a simulation script
in Grasshopper created by Witteveen+Bos, Karamba3D,
Nanyang Technological University, and used in studies at
the Eindhoven University of Technology (TU/e) [9]. It
analyzes when a printed element would buckle during the
printing process and accounts for the variables mentioned
above. In this study we focused on the height of the el-
ement that can be printed before it buckles as the output
of this simulation. The original authors of the simula-
tion empirically found that when using their materials and
technologies an element would buckle when the displace-
ment exceeds 1 cm. For simplicity, all the properties used
in the simulations in this study are the same as origi-
nally assigned by the authors of the simulations. The only
exception is the printing speed, which was decreased to
exemplify the difference in the height that can be printed
before an element buckles. These parameters are shown
in Table 1.

These properties can be adjusted based on the materials
and technologies used. Similarly, the 1 cm limit for buck-
ling varies based on different properties. Because of this
variability, the same concrete element can have a different
ease of printing and, thus, a different FSCC if the ele-
ments are manufactured at different facilities, unlike the
ICC, which remains the same.

2.3.2 Resolution, R

Similar to how a picture’s resolution determines how
well details are visible in a photo, the dimensions of the
printed layers determine howwell the final printed element
will resemble the parametric model. It is important to
account for this, as the height of the printed concrete layers
can restrict how geometrically intricate a printed concrete
element can be. Thus, we suggest considering the volumes
of the parts of the printed element which differ from the
parametric model. This idea is demonstrated in Figure
4, which shows pillar 10 if it would be printed with a
layer height of 4 cm. The green color indicates the excess
printed concrete and red color shows the concrete missed
in relation to the parametric model.

Figure 4. Extra concrete printed (green) and concrete
missed (red) for pillar 10 if it would be printed with
a layer height of 4 cm
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To achieve a measure of resolution, we created a
Grasshopper script [6] which identifies these parts (of ex-
tra concrete and omitted concrete) and adds their volumes.
In this script, it is assumed that no sagging of concrete oc-
curs. The percentage difference of concrete volume in the
parametric model and the printed element is used as the
final value.

2.3.3 FSCC: Combination of the parameters

Both the ease of printing (B) and the resolution (R) are
expressed as percentages before they are used to calculate
the FSCC. In the former case, the height at failure is used
to calculate the height left until the top of the element.
This difference is then used to measure what percentage
of the pillar was left until completion as shown in Equation
7.

� =
ℎC>C0; − ℎ 5 08;DA4

ℎC>C0;
∗ 100% (7)

where ℎC>C0; is the height of the pillar and ℎ 5 08;DA4 is
the height at which the pillar will collapse (obtained from
the simulation [9]).
Similarly, to account for the resolution, the volume of

the concrete that is printed and/or omitted with respect to
the parametric model is expressed as a percentage fraction
of the total concrete pillar volume (Equation 8).

' =
+4GCA0 ++><8CC43

+C>C0;
∗ 100% (8)

In both cases, the larger the value, the greater the com-
plexity of the element that the parameter is describing.
Finally, the FSCC is obtained by multiplying both results
as shown in Equation 9.

�(�� = � ∗ ' (9)

A larger FSCC indicates greater complexity in 3D print-
ing an element.

2.4 Productivity Analysis

An example of the use of the ICC is within productivity
analysis. Productivity data can be adjusted using the ICC
to provide a fairer comparison between different produc-
tion techniques. When producing more complex elements
(or elements with a higher ICC), the process is more pro-
ductive as, in this time, a more complex design is achieved
than that of a simpler one (e.g., circular column). Thus, a
scaling factor is introduced to reduce the time to account
for the added complexity in the productivity comparison.
The scaling factor, f, is obtained as shown in Equation 10.

5 = ��� + 1 (10)

The adjusted time is not meant to be a reflection of real-
life production duration, but a measure used for comparing
productivity. It is calculated as shown in Equation 11.

)03 9 =
)

5
(11)

where )03 9 is the adjusted time, ) is the real-life dura-
tion of production and 5 is the scaling factor.

3 Results
Pillars of varying geometric complexity were designed

with Rhino 6 and Grasshopper [5]. The following sections
show the complexity analysis of these pillars as outlined
in the Methodology, as well as the implementation of ICC
in productivity analysis.

3.1 ICC – Results

The shape index was obtained by following the process
outlined in Section 2. Although variance of SI was not
directly used in obtaining the ICC, the weight factor is in-
fluenced by how varied local geometries are. The ICCwill
be increased in value when there is a larger variety in the
shapes of local geometries in the object. This is confirmed
in Figure 5 where the relationship between variance of the
shape index and pillar number is illustrated. A general
trend can be noticed, where, with the exception of pillars 5
and 6, the variance of the shape index (SI) increases with
the pillar number, similar to how the ICC increases with
the pillar number (Figure 7).

Pillar Number
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Figure 5. Variance of Shape Index for Pillars 1-10

The mean curvature was obtained in Grasshopper and
is shown for each pillar in Figure 6.
The results for the shape index as well as the mean cur-

vature were weighed and combined to give the values of
the Intrinsic Complexity Coefficient (Figure 7). It can be
seen that although shape index variance was very low for
pillars 5 and 6, the mean curvature is the highest for these
pillars, resulting in comparable values for their ICC. This
shows the trade off between variation in local geometries
and mean curvature that we had during the design of the
10 pillars. This is because printing an object with many
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Table 2. Pillar parameters required for the FSCC

Pillar # Volume difference (%) Height at failure (cm) Percentage of total height FSCC Rank(Layer h = 1 cm), R not reached (%), B
1 0.10 192 0.04 0.00 1
2 0.10 168 0.16 0.02 2
3 0.18 168 0.16 0.03 3
4 0.60 172 0.14 0.08 4
5 0.45 156 0.22 0.10 5
6 0.84 152 0.24 0.20 7
7 0.79 144 0.28 0.22 8
8 1.07 144 0.28 0.30 10
9 0.55 140 0.30 0.17 6
10 1.27 156 0.22 0.28 9
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Figure 6. Mean Curvature for Pillars 1-10

different local geometries that would also have large mean
curvatures was not a viable design option due to the re-
strictions on maximum printing angle for the 3D printer at
the Besix3D facility [10].
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Figure 7. ICC and FSCC of each pillar

Pillars 9 and 10 obtained the highest values for the ICC,
as they incorporated both varied local geometries and large
mean curvature. Pillars 1 and 2 had the lowest ICC values
as expected due to their simple design (circular pillar and
rectangular pillar with rounded corners).

3.2 FSCC – Results

The parameters for each pillar required for obtaining the
FSCC are listed in Table 2. By multiplying the percent
volume difference with the percentage of total height left

to print, we can obtain the FSCC. Similarly, we display
these coefficients in Figure 7 to visualize the differences
in the fabrication complexity between the different pillars.
As expected, the FSCC for the first two pillars is the low-

est. These pillars could also be constructed using in-situ
and precast construction techniques with no foreseeable
difficulties. Pillar 8, is the most difficult to construct as
per the FSCC.
The results show that the ICC and FSCC have an '2

value of 0.60, meaning that 60% of the FSCC data can be
explained by the ICC.

3.3 Productivity Analysis

Data from a productivity study that compared the pro-
ductivity of constructing a column with 3Dcp, precast and
in-situ techniques [2] was employed. The data was ad-
justed using the scaling factor obtained from the ICC. By
implementing this scaling factor, the increased complex-
ity - the increased ICC value - for the 3Dcp columns was
taken into account, acknowledging the added benefit of
the design for the 3Dcp columns, thus, providing a fairer
comparison between the three production techniques. Al-
though the elements in this study are of a different design
than in the productivity study, the production time for
3Dcp is more dependent on the printing speed and volume
of material used. As the dimensions are comparable be-
tween the 10 columns designed as part of this study and the
Concrete Choreography columns used in the productivity
study [2] [11], the duration can be assumed to be the same
for this analysis. Results can be seen in Table 3.
The time (T) is taken from the productivity study [2],

the ICC for the in-situ and precast columns is assumed to
be 0.105, which is the same as the ICC for pillar number
1, as all of these are circular columns of relatively similar
size. The factor f and )03 9DBC43 are calculated as outlined
in the previous section.
It can be seen that after scaling, 3Dcp becomes the more

productive production method for some of the columns.
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Table 3. Scaled time of production
Method T(h) ICC f )03 9DBC43(h)
In-situ 54.2 0.105 1.11 49.05
Precast 50.7 0.105 1.11 45.88

3Dcp 59.0

0.105 1.11 53.39
0.140 1.14 51.75
0.258 1.26 46.90
0.267 1.27 46.57
0.385 1.39 42.60
0.404 1.40 42.02
0.645 1.65 35.87
0.668 1.67 35.37
0.965 1.97 30.03
1.071 2.07 28.49

Productivity of in-situ is exceeded for pillars with ICC
0.258 and higher and productivity of precast is exceeded
for pillars with ICC 0.385 and higher.

4 Limitations
There are several limitations to this study. First, the

coefficients were created empirically by considering the
factors that influence complexity and describe a 3D shape.
All of the decisions made in the creation of the coefficients
had logical reasoning as well as were generally backed by
mathematical theory. However, this approach could have
resulted in a biased and partial selection or omission of
elements that make up the ICC and FSCC, as well as the
way the coefficients are weighed.
Second, the ICC is made to evaluate curved designs. If

a design would include sharp edges and straight planes, the
ICC would be significantly lower. This is because in this
study we define the opposite of complexity to be a straight
line or plane. Thus, for future studies, another element in
the ICC should be introduced to consider a design with
straight edges to also be of a certain complexity.
Third, only 10 elements are evaluated raising concerns

of a lack of statistical relevance. Although the obtained
results follow expectations and work well with the designs
in this study, the coefficients should be tested on more
elements of different dimensions and designs to verify
their functionality or find ways to improve them.
Last, in the productivity analysis several values were

approximated or assumed based on similarity, such as the
ICC values of the in-situ and precast columns or the print-
ing time for the 3Dcp pillars. Nevertheless, these are
reasonable and the printing time for the 10 pillars is more
likely overestimated than underestimated due to the Con-
crete Choreography columns [2][11] being larger. Thus,
in reality the 3Dcp pillars’ values for )03 9DBC43 would
likely be lower than what they are in this study, resulting

in 3Dcp still proving to bemore productive than traditional
methods for pillars with higher ICC.

5 Discussion
This study offers two coefficients - ICC and FSCC - the

former to quantify the complexity of concrete elements
and the latter to quantify the effort in producing them us-
ing 3Dcp. Within the scope of this study, the coefficients
proved effective, providing results that aligned with expec-
tations and could be employed for productivity analysis.
The relationship between the ICC and FSCC was ex-

plored. For the 10 pillars used in this study, it was found
that ICC and FSCC had an '2 value of 0.60. The coef-
ficients are not strongly correlated, yet show a generally
similar trend where 60% of the variation in the ICC can
be explained by the FSCC values. This supports the idea
that for 3D printing concrete elements, the shape/design
of the element (as long as it fits within the constraints
of the printer, such as overhangs and maximum angles)
does not directly impact the difficulty of printing. This
contrasts with traditional methods, where generally, an in-
crease in shape complexity results in increased difficulty
in production, leading to additional costs.
The FSCC results also align with our expectations, as

they generally increase with the ICC of the pillar. It is
important to note that the coefficient does not only depend
on the design but also the materials used and the printer’s
parameters, such as speed of extrusion, as they are signif-
icant factors in the buckling simulation. Thus, FSCC can
be considered a good representation of the difficulty of
the exact manufacturing process planned - specific to the
facility, technology, and materials chosen. This enables
to use FSCC for choosing the printing process for a spe-
cific object, including the choice of material and printing
settings. Furthermore, FSCC can be used to compare 3D
printing technologies and their development by looking
at how FSCC would decrease for the same concrete ele-
ment when printed with improved materials/printers. In
future studies, FSCC could be created for various tech-
niques (e.g., in-situ, precast) to allow direct comparison
and aid in choosing a production method.
The coefficients were only tried on the 10 designed pil-

lars, but they can also be applied to other construction
elements. The transferability was not explored in this
study, but we expect no significant difference of the ICC
and FSCC’s applicability for different elements. The only
issue that may arise is that the coefficients are not nor-
malised, thus, elements might be difficult to compare if
the objects are of very different dimensions.
Lastly, productivity analysis was carried out for the 10

pillars as well as columns constructed with in-situ and
precast methods. The results showed that, after scaling,
3Dcp does, in fact, become more productive than in-situ

1016



38 Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2021)

and precast methods for pillars with higher ICC values.
This aligns well with expectations, as pillars with the two
lower ICC values could be produced using traditional con-
struction techniques and would likely be less costly and
time-consuming than if produced with 3Dcp. However,
the pillars with higher ICC values would be extremely dif-
ficult, if not impossible, to produce with the traditional
methods. Thus, the analysis supports the notion that for
more complex designs (higher ICC) 3Dcp is more produc-
tive than traditional construction methods. It needs to be
taken into account that many values used in this analysis
were approximated. To obtain the exact values, the pillars
would need to be printed, and the process for calculating
the ICC would have to be carried out for the circular col-
umn of the exact dimensions as used in the productivity
study [2]. The example was shown as a preliminary at-
tempt at considering complexity within productivity, with
the hope to aid in the implementation of such creative and
original designs in construction projects.

6 Conclusions and Outlook
Overall, the two complexity coefficients - ICC and

FSCC - are a good start in quantifying the complexity of
concrete elements, yet require further testing and perhaps
alterations. With parametric design as well as different
manufacturingmethods being developed and implemented
in industry, it is important to perform not only a qualita-
tive but also a quantitative comparison between designs
and production methods. An example of how ICC could
be employed in productivity analysis was shown, provid-
ing results that aligned with expectations. The adjusted
time showed that after scaling, for pillars with higher ICC
values, 3Dcp is the more productive method of construc-
tion when compared to precast and in-situ.

In future studies, the coefficients could be improved by
changing the way the weights of the variables are dis-
tributed, as well as by altering the variables that were
included in the coefficients. Nevertheless, for the scope
of this study, the ICC and FSCC can be considered an
appropriate representation of the complexity of a concrete
element and the ease of manufacturing it using 3Dcp.
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Abstract 

A significant advancement has been 

contributed by the break-through technologies like 

smart contracts and blockchain in banking 

industry, healthcare industry, and construction 

industry (Zhang 2020). Blockchain can be defined 

as the distributed public ledger that records all 

data transaction that is exchanged and shared 

between the parties within the systems (CEMEX 

Ventures 2020). The blockchain offers various 

opportunities and advantages for all the involved 

parties within an enterprise (Penzes 2018). A 

synchronized and secure record of transactions are 

provided to the involved parties. The confirmation 

of all participants within the system is required in 

order to finalize the data transaction (Nicosia 

2019). Every sequence of transaction is recorded by 

the blockchain ledger, from beginning to end, in 

certain irreversible and verifiable records of all 

transactions which are ever made. There are 

abundant areas of application of blockchain 

technology. Smart contract has an important role 

in the digitalization of conventional paper 

contracts and provides grounds for the application 

of blockchain technology (Strategy 2019).  

This research intends to evaluate the use 

and application of smart contract, via blockchain 

technology, in the construction and infrastructure 

industry of the COVID-19 pandemic. Current 

COVID-19 pandemic condition has resulted in 

wider range of negative impacts on the 

construction sector in UAE, thereby affecting large 

parts of UAE economy (Gupta et al., 2020). There 

has been identified significant need of development 

and implementation of effective digital tools for 

data management that require least resources. In 

doing so, the concept of blockchain technology has 

emerged and investigated by the scholars in 

construction sector (Salama & Salama 2018). By 

employing the concepts of smart contracts under 

blockchain technology, the construction sector in 

UAE can be improved (Constructible 2020). This 

may also result in alleviating the negative impacts 

of COVID-19 in construction sector of UAE. The 

research findings will be important for the 

professionals in construction sector of UAE and in 

delivering the concept of blockchain technology for 

construction industry.  

Keywords –

Smart Contract; Blockchain technology; COVID-

19; Civil Transaction Code 

1     Introduction 

A smart contract can be defined as the 

computerized transaction protocol that is run on 

blockchain public network and seeks to replicate 

legally binding contracts through a code (Level X 

Supply 2020). Instructions and clauses could be coded 

in the program (Dubai 2016). When the coded 

contractual conditions are met, the program is 

executed which pertain that the smart contracts are 

self-enforcement (Duy et al., 2018). Smart contracts 

enable automatic data transfer and embedding of 

payment amounts, allowing digital transaction 

information exchange among the contract parties after 

the instructions are reached. Due to their binary logic, 

smart contracts are decisive and the contract 

conditions function depends on coded scope 

satisfaction (Chamola et al., 2020).  

Construction sector in UAE has been 

constantly advancing and revolutionizing and with the 

involvement of digitalization, the prospects in 

construction sector has become significantly efficient 

(Salama & Salama 2018). Further inclusion of 

information technology and other digitalization 

aspects in the construction sector have been focused 

after the global pandemic situation due to COVID-19. 

Blockchain technology has resulted in bringing the 

smart technology back to the business sectors and 

construction industry has been efficiently advantaged 

through this technology (Nicosia 2019). Smart 

contract is also defined as the digital contract which 

serves its purpose when the predefined conditions are 

met. According to Penzes (2018), Ethereum platform 

was one of the first blockchain related application 

which possessed the potential to execute computer 

scripts and codes on the blockchain. The code was 

secured on the blockchain and the input conditions 
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came from the blockchain as immutable data. 

Blockchain technology, implemented in the 

construction sector of UAE, is predicted to save over 

$ 3 Billion USD, as forecasted by the whitepaper of 

the Dubai Future Foundation (DFF), Center for the 

Fourth Industrial Revolution UAE (C4IR UAE), and 

World Economic Forum (WEF) (Anderson 2018). The 

amount forecasted is another noteworthy figure for the 

construction of another skyscraper project. The 

integration of blockchain technology has also been 

predicted to eliminate 77 million work hours per year 

and 398 million printed documents – thereby saving 

money, time and resources. In UAE, more than 100 

stakeholders from 60 governmental and non-

governmental entities have been exploring the 

implementation prospects of blockchain technology 

(Dubai 2016).  

In the face of COVID-19 pandemic, 

governments around the world have efficiently 

introduced measures to protect the economies, 

businesses and citizens. In UAE, numerous measures 

have been undertaken that are vita to the construction 

sector of UAE (Bishr 2019). The construction industry 

is vital for the economy of UAE and COVID-19 has 

significantly impacted the construction sector UAE, 

thereby negatively influencing the economy. Various 

negative impacts on the construction sector in UAE 

have been highlighted which include disruption events 

and traditional delays contributed by the breach of 

contract by one of the parties (AlTaei et al., 2018). 

Moreover, suspension claims are another emerging 

issue contributed by COVID-19 in the construction 

sector of UAE. Some developers may look to suspend 

their contracts due to the uncertainty of COVID-19 

pandemic (Hargaden et al., 2019).  

2  Methodology 

2.1     Research Design and Approach 

Primary research design has been selected for 

this research with a qualitative approach. Justification 

for the use of primary research design in this research 

can be attributed to the requirement of analysis of 

perspectives and views of professionals in the 

construction sector regarding the implications of use 

of smart contracts under blockchain technology. 

Expected implications of this technological approach 

in the construction sector can be perceived positive 

since various negative influences have been identified 

on data storage, exchange and management which has 

resulted in delays in construction projects and 

suspension claims.  

Qualitative approach has been identified 

effective for the researches conducted under 

exploratory paradigms (Thomas & Magilvy 2011). 

Qualitative approach facilitates an in-depth analysis of 

research problem being addressed and also facilitates 

the researcher to integrate their own perspectives and 

views (Tesch 2013). There are various advantages of 

qualitative approach such as presence of large amount 

of data, it provides a detailed and in-depth analysis of 

the qualitative data, and also encourage the 

participants of the study to expand their responses 

(Silverman 2016). These advantages of qualitative 

approach are the major justification for selection of 

qualitative approach for this research.  

2.2     Sampling and Participants 

Random sampling strategy has been applied 

in this research and the population targeted for 

interviews included professionals working in the 

finance and information technology department of the 

UAE organization. Simple random sampling approach 

provides the equal opportunity to each of the 

participant from the target population (Thomas & 

Magilvy 2011). Randomly chosen sample from the 

target population represent the total population in an 

unbiased fashion. Before the selection of sample 

participants, it was ensured from the participants that 

their construction company has been using blockchain 

technology for smart contracts. Selection of random 

sampling strategy for this research can be attributed to 

the unbiased representation of total population by the 

selected sample. Sample of two participants was 

selected for the interviews. Before conducting the 

interviews, informed consent as approved was taken 

from each of the participant to ensure complete ethical 

compliance.  

2.3     Data Collection and Instrument 

Researcher selected telephonic semi-

structured interviews as the instrument for data 

collection and participants were interviewed for 10 

minutes. Telephonic interviews were recorded and 

transcripts were generated from the recorded data. 

Primary data has been therefore collected in this 

research which ensured that each participant’s views 

and perceptions, associated with the use of blockchain 

technology, have been reviewed and their experiences 

and behavior has been reviewed. This resulted in-

depth evaluation of responses of participants to the 

questions. There are various advantages of semi-

structured interviews which is why researcher has 

selected this approach of primary data collection. It 

allows the interviewees to respond efficiently to each 

of the questions of researcher. Moreover, it encourages 

two-way communication between the participants and 

interviewer which enables demonstration of various 

aspects related with the research problem being 

explored. Semi-structured also allow the respondents 
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to open up to the sensitive information that has been 

investigated however, no significant sensitive 

questions have been involved in the interviews. Semi-

structured interviews enable efficient collection 

qualitative data and enable comparison of this data 

with the past researches. Primary qualitative 

interviews enabled collection of sufficient data as 

required for this study which was later analyzed by 

application of qualitative data analysis technique.  

3    Data Analysis 

Primary data collected through semi-

structured interviews has been analyzed through 

application thematic analysis technique. Application 

of thematic analysis technique in this research can be 

justified with the reason that it enables familiarization 

of the data collected through interviews as well as 

allows researcher’s own perceptions and opinions 

during the interpretation stage (Guest et al., 2011). For 

the analysis of qualitative data, thematic analysis 

technique is widely applied in the researches, 

particularly in case of data collected through 

interviews and discussion (Braun & Clarke 2012). 

Thematic analysis technique enabled thorough review 

of interview transcripts multiple time and 

familiarization with the collected data, which 

eventually results in extraction of potential themes 

which have been presented in the findings section.  

4    Ethics 

Research ethics are the codes and norms that 

a researcher is required to follow at each stage of the 

research to ensure integrity and quality of the research 

(Thomas & Magilvy 2011). Since the research was 

primary in nature, ethical compliance was followed in 

terms of beneficence, informed consent, 

confidentiality, and anonymity. Under the 

confidentiality ethics, participants’ as well as 

organization’s private data was protected and secured. 

Moreover, pseudonyms were assigned to each of the 

participant. Approved written informed consent was 

received from each of the participant as well as the 

research institute for the execution of this research 

project. During the interviews, no sensitive question 

was investigated from any of the participant.  

5     Limitation  

Research encountered certain limitations 

which narrowed down the scope of the research to 

significant extent. The major limitation was the global 

pandemic situation caused by COVID-19 which 

restricted the activities of researcher such as selection 

of interview setting that was convenient for the 

participants. Moreover, time constraints resulted in 

conduction of only 10-minute interviews with the 

participant.  

6     Findings 

Both participants belonged from the similar 

organization; P1 from the IT department and P2 from 

the finance department. Both participants were 

interviewed separately so that their responses can be 

efficiently recorded, analyzed and interpreted by the 

researcher. Interview questions are presented in the 

appendix 1. Participants were initially investigated 

whether they are aware of the idea of blockchain 

technology and smart contracts. According to the 

response of P1, “blockchain technology, as I perceive, 

is in digital journal form that enables digitalized 

management of data and the provenance of the digital 

asset.” P1 also stated that the company has 

implemented the smart contract and blockchain 

technology after the pandemic condition due to 

COVID-19. Response of P2 was also similar and both 

respondents were identified to be well-aware of the 

blockchain technology, its application and the possible 

advantages their company may have in future due to 

implementation of this technology after the pandemic 

condition is over. Both participants responded that 

their company significantly advantaged from the smart 

contract strategies under the blockchain technology. 

P2 also quoted that “for all the aspects of construction 

project, blockchain technology can create single 

source of truth and this can be combined with the 

‘Building Information Modelling’. Such model can 

complement the activities of IT specialists and can 

become trusted digital twin of an asset, which may 

support the construction and design along with 

maintenance and operation.” 

Participants were investigated about the 

Emirates Blockchain Strategy 2021 and its impacts on 

their company’s performance during COVID-19 

pandemic. the strategy was highlighted to be based on 

the four major themes including happiness of citizens 

and residents, improvement in governmental 

transactions, improvement in the legislative 

compliance, and improved leadership.  

Participants were investigated about the 

prospective implications they consider and associated 

with the implementation of blockchain technology. 

According to the P1, “traceability and transparency is 

predicted to be improved with the blockchain 

technology and in my opinion, smart contracts in 

construction sector are required to be managed 

through digital means of data gathering, storage and 

exchange. Current pandemic condition is challenging 

for the construction sector and it has restricted the 

conventional means of project compliance with the 

contract details.” P2 added “there are various 

implications predicted and associated with the 
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blockchain technology. These include transparency in 

the data exchange, easy tracking of the data associated 

with the project details, and sustaining the credibility 

of the data”. 

 Participants were investigated about the 

perceived and observed negative impacts of COVID-

19 pandemic on the construction industry in UAE and 

how their company has been affected. Participants 

counted various negative impacts on the construction 

sector in UAE which included halting of the spending 

on new projects, suspension of salaries, suspension of 

new projects (as responded under the reference of 

EMAAR Dubai). P1 also stated that “the COVID-19 

pandemic has threatened the UAE construction sector 

by restricting the activities of project management at 

each level. UAE Construction Industry Think Tank 

has issued the white paper under which, all the 

construction companies have been addressed to adopt 

digitalized methods of project execution in different 

departments.” 

Participants were investigated whether 

application of blockchain technology has affected 

citizens and residents in UAE. Responses were 

affirmative as the respondents stated that the 

employment of blockchain technology-based 

construction project contracts had positive impacts on 

the citizens and residents of UAE. According to P2, 

“payment delays were mitigated by the use of 

blockchain powered contracts in construction sector 

which was based on automated payment mechanisms. 

Also, this claim is made by the proponents of 

disruptive technology that involvement of blockchain 

technology in construction is going mitigate the issues 

contributed by the COVID-19 pandemic.”  

Participants were investigated for the 

implications of the use of blockchain technology in 

improving government efficiency. According to the 

response of P2, “among the Middle East countries, 

UAE stands among the top countries that has adopted 

technology in its diversity of business sectors. 

Emirates Blockchain Strategy 2021 has been launched 

to mitigate the payment delay issues in construction 

sector and to covert 50% of the government 

transactions into the blockchain platform by 2021. The 

Strategy is expected to improve the data management 

and reduce the incidences of payment delays in the 

construction projects thereby improving government 

efficiencies in the UAE construction sector.” 

Advancement in the compliance measures of 

legislative frameworks has also been predicted with 

the Emirates Blockchain Strategy 2021 as it aims to 

enable 50% of all the transactions through blockchain 

technology. This point was also affirmed by the 

participants indicating that the strategy may have 

direct impact on the compliance issues of legislations 

and regulations in the construction sector. 

Furthermore, participants also indicated that the 

management and leadership aspects in their companies 

were improved and positively influenced by the 

application blockchain technology.  

7     Data Analysis and Discussion 

Data analysis has been conducted via 

application of thematic analysis technique. Four stages 

were followed for the application of thematic analysis 

by the researcher. Familiarization with the data, 

identification of common meanings and patterns, 

extraction of meanings, and development of potential 

themes. Three potential themes have been generated 

from the analysis of participants’ responses. These 

themes included happiness of citizens and residents, 

improvement in governmental transactions, and 

improvement in the legislative compliance.  

Theme 1: Impacts of Application of Blockchain 

Strategy 2021  

According to the responses of the 

participants, delay of the payments was one of the 

major issues in the infrastructure and construction 

sectors which eventually results in the project 

completion. According to the responses of the 

participants, mitigation of the issues related with 

payment delays was the major aspect that resulted in 

smooth conduction of construction projects and 

improved (Dubai 2016). The blockchain in smart 

contracts is associated with the elimination of al the 

uncertainties and ensuring transparency of the 

transactions. The smooth conductions projects in the 

construction sector has resulted in making residents 

and citizens contented with this technology (Salama & 

Salama 2018). The satisfaction level of consultants, 

contractors, stakeholders and subcontractors has also 

been approached and increased via use of blockchain 

technology in smart contracts for the construction 

projects (Ahmadisheykhsarmast & Sonmez 2018). 

Smart contracts using blockchain technology also help 

in the management of list of goods in the supply chain 

and how much payment has been made for these 

goods. Once the payments are made, shipments of the 

smart contracts are ensured (Gupta et al., 2020). A 

significant and positive impact is made on the project 

progress and may also speed up the delivery process. 

Contractors, consultants, and stakeholders play an 

important in the construction sector and their demands 

must be resolved (Zhang 2020).  

Theme 2: Improvement in Governmental 

Transactions 

From the responses of the participants, it has 

been reviewed that the Blockchain Strategy 

implemented by the UAE government has significant 

positive influence on the governmental transactions. 
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One of the major aims of the governmental Blockchain 

Strategy 2021 in the UAE is associated with the 

improvement governmental transaction systems 

(Krishnan et al., 2020). According to the responses of 

the participants, the Strategy is developed to capitalize 

on the blockchain technology for 50% of the 

government transactions. Analysis of responses of the 

participants indicate that the application of blockchain 

technology under the governmental strategies for UAE 

is directly associated with the impacts on the 

governmental efficiencies and reduction in payment 

delays, thereby positively influencing the UAE 

economy. Analysis of the responses of participants has 

also indicated that UAE government has efficiently 

launched the strategy even though the state is going 

through sever pandemic situation. COVID-19 

pandemic has significantly affected the current 

situation in construction sector (Gupta et al., 2020). 

Thus, UAE government was required to go digital for 

various tasks associated with the construction project 

(Penzes 2018).  

 

Information management through 

technological means has been substantially 

approached via blockchain technology (Bishr 2019). 

Presence of multiple players in the construction 

sectors require information management through 

efficient means and a reliable infrastructure while 

going through the phases of construction project 

(Anonymous 2020). One of the participants also 

highlighted the importance of building information 

modelling that has been considered to conduct 

efficient application of centralized building 

information model. In this modelling prospect, 

blockchain technology has been assessed to sort any 

legal issues that might be encountered, while 

managing all the information transactions (Dubai 

2016). While addressing the various advantages of 

blockchain technology in construction industry, 

reliability of construction logbooks was recognized to 

become improved with this technology. 

 

 

Theme 3: Improvement in Legislative Compliance 

By the use of schemes under 2021 Strategy, 

there has been observed significant compliance with 

the legislations and policies in the UAE, implemented 

for the construction sector (Anderson 2018). The 

primary legislating regulation currently being 

followed in the construction sector is the Civil 

Transactions Code which covers the section on 

construction and general contract principles. 

According to the analysis of responses of the 

participants, Civil Transaction Code is being 

efficiently followed under the Blockchain Strategy 

2021 (Nicosia 2019). The federal law has been further 

required to be complied upon efficiently by the 

contractors and consultants. The Blockchain Strategy 

2021 would further improve the working efficiencies 

of employees in the IT and finance despite the various 

challenges posed by global pandemic situation (Luo et 

al., 2019).  

 

8     Conclusion and Recommendation  

Blockchain Strategy 2021 implemented by 

the UAE government has been reviewed in this study 

. The use and implications of blockchain strategy in 

management of smart contracts in the construction 

sector have been evaluated through primary data 

collected through interviews. Participants of the 

research belonged from IT and finance sector of a 

construction company and had substantial knowledge 

of the application of blockchain strategy in the 

construction sector. Thematic analysis has been 

applied on the research findings which resulted in 

formation of three main and potential themes; impacts 

of application of Blockchain Strategy 2021, 

improvement in general transactions, and 

improvement in legislative compliance.  

 

Research findings suggest that digital means 

of information management strategies were required 

urgently in the construction sector of UAE. Moreover, 

with the global pandemic situation, application of 

digital means of data storage, exchange and 

management was also required crucially. COVID-19 

has impacted the overall operations and functions in 

the construction sector resulting in delay in the 

payments, suspension claims, and suspension of 

various large-scale projects due to restricted activities. 

With the implementation of Emirates Blockchain 

Strategy 2021, research highlighted the importance of 

economic stability through construction sector in 

UAE. Among the several advantages identified by the 

blockchain technology in smart contracts 

management, traceability of the of the proposed work 

would become easy, as suggested by the participants. 

This tracking and traceability would also result in 

further identifying all the detail the construction 

process is going through in different phases; such as 

their quantities, the origin, distribution of materials, 

quality, used machineries and the construction 

techniques.  

Based on the findings of this research, certain 

recommendations can be made for the construction 

sector. Professionals in the IT departments of 

construction sector must comply with the legislative 

framework currently followed i.e., Civil Transaction 

Code, which ensures efficient transaction methods of 

payments to be followed (Strategy 2019). 

Furthermore, professionals in the construction sector 

can also employ various other digital platforms of data 
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management and use digitalized strategies and 

software (Luo et al., 2019). By developing competent 

framework for the construction industry, policymakers 

may also address the effective application of 

blockchain strategy in the small and medium sized 

construction companies. 
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Abstract – 

The availability of inspection robots in the 

construction and operation phases of buildings has 

led to expanding the scope of applications and 

increasing technological challenges. Furthermore, the 

Building Information Modeling (BIM) based 

approach for robotic inspection is expected to 

improve the inspection process as the BIM models 

contain accurate geometry and relevant information 

at different phases of the lifecycle of a building. 

Several studies have used BIM for navigation 

purposes. However, the research in this area is still 

limited and fragmented, and there is a need to develop 

an integrated ontology to be used as a first step 

towards logic-based inspection. This paper aims to 

develop an Ontology for BIM-based Robotic 

Navigation and Inspection Tasks (OBRNIT). The 

semantic representation of OBRNIT was evaluated 

through a case study. The evaluation confirms that 

OBRNIT covers the domain’s concepts and 

relationships, and can be applied to develop robotic 

inspection systems. 

Keywords – 

Ontology; BIM; Robotics; Navigation; Inspection 

1 Introduction 

Inspection is indispensable in the construction 

industry. Robots are used to automate the process of 

inspection during the construction and operation phases. 
The use of advanced technologies (e.g. scanners, sensors) 

has made the inspection process more accurate and 

reliable [1]. The complexity of the interactions with the 

surrounding building environment is the main challenge 

for inspection robots [2]. To overcome this challenge, an 

ontology can be used as a basis for the robot’s task 

planning and execution. The robotic system utilizes and 

processes the ontology as the robot’s central data store 

[3].  To accomplish the tasks correctly, the autonomous 

robot needs to deal with high-level semantic data along 

with low-level sensory-motor data. Therefore, a variety 

of knowledge, including the robot low-level data related 

to perception and high-level data about the environment, 

objects, and tasks, needs to be integrated [4]. 

Building Information Modeling (BIM) is an approach 

to model all the information related to buildings by 

representing the geometrical and spatial characteristics, 

and is supported by the international standard Industrial 

Foundation Classes (IFC) [5, 6]. BIM models comprise 

useful information about the building environment, 

which can help the inspection robot to overcome task 

complexity. On the other hand, the Robot Operating 

System (ROS) [7] uses several navigation methods, such 

as Lidar Odometry and Mapping (LOAM) and 

Simultaneous Localization and Mapping (SLAM), which 

help the robot to build its map based on the collected data 

about the environment [8]. Regarding the different 

lifecycle phases, BIM models of a building include as-

designed at the design phase, as-built at the construction 

phase [9, 10], and as-is at the operation and maintenance 

(O&M) phase. These models should be considered in the 

navigation and inspection processes. It should be noted 

that each of these models has several versions and should 

be continuously updated to reflect design, construction, 

renovation, and repair changes in the different phases of 

the lifecycle. Mismatches between the as-designed BIM 

model (or as-built BIM model) and the as-is state of the 

surrounding environment can create problems during the 

navigation and inspection tasks. 

The navigation concepts in this paper are based on 

using the semantic knowledge and the BIM concepts for 

navigation tasks. The BIM-based approach is also 

expected to improve the inspection process. The robotic 

task must be performed in such a way that the process 

considers reliability, repeatability, and safety. Therefore, 

it is necessary to enhance operational consistency in the 

inspection environment [11]. Robotic systems' 

capabilities have progressed over time, and these systems 

have become dependent on multiple components with 

diverse functions. In most developed systems, the 

modules are created independently by different 

individuals with different technical expertise. Thus, a 

clear definition of the relationships between the system's 

various components is needed. The system's structure 
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and related components must have a straightforward 

design and documentation to solve this problem [3]. A 

clear and accurate description of the environment and the 

task can help the robot to achieve the tasks more 

autonomously [12]. The robot declarative knowledge 

represents the task’s objects, properties, and objects' 

relationships in a semantic model [13]. The robot can use 

this declarative knowledge to perform the task more 

accurately. However, the research in this area is still 

limited and fragmented, and there is a need to develop an 

integrated ontology to be used as a knowledge model for 

logic-based inspection of building defects. The objective 

of this paper is to develop BIM-based ontology to cover 

the different types of information and concepts related to 

robot navigation and inspection tasks. The ontology is 

called OBRNIT (ontology for BIM-based robotic 

navigation and inspection tasks). OBRNIT covers the 

high-level knowledge of the robot comprising robotic 

and building concepts, and navigation and inspection 

information. The use case context is an inspection robot 

that is navigating in a building with partial knowledge of 

the environment because of changes in the available 

information due to construction and renovation 

scheduling issues, unexpected obstacles in the building, 

etc. 

2 Methodology Workflow 

The methodology for developing OBRNIT is 

METHONTOLOGY, which is clear, well-documented, 

mature, and based on the experience of other domains 

ontology development [14]. OBRNIT development 

based on METHONTOLOGY includes the initial, 

development, and final stages. The best practices and 

knowledge in the robotic inspection domain are used to 

develop OBRNIT. The initial stage involves steps to 

specify the scope, main concepts, and the taxonomies of 

OBRNIT. The scope of OBRNIT is defined based on the 

requirements. Research papers, textbooks, and online 

resources are used as sources for the requirements (e.g. 

properties). The ontology needs to cover all the concepts 

about the robot characteristics, building characteristics, 

and inspection and navigation tasks. The competency 

questions are defined as a part of the requirements of the 

robotic inspection domain [15]. Furthermore, this step 

helps to consider the size of the development and the 

level of detail that needs to be covered in OBRNIT. The 

next step is defining the concepts and taxonomies for 

OBRNIT. The data related to OBRNIT are gathered in 

this step. Communication with experts and end-users 

along with getting feedback from them is essential at the 

whole cycle of this stage. The development stage is 

devoted to constructing and verifying the initial structure 

of OBRNIT. In the first step of the development stage, 

the conceptualization model is clearly represented and 

implemented in a formal language (e.g. OWL) to be later 

accessible by computers and used by different systems 

[16].  The development of OBRNIT involves reusing and 

adapting BIM concepts. Building Element Ontology 

(BEO) [17], which is based on the IfcBuildingElement 

subtree in the IFC specification and ifcOWL ontology 

[18], is a good starting point for including the relevant 

BIM concepts to OBRNIT. The ontology integration in 

the METHONTOLOGY method can be done at the 

conceptualization level [19]. The ontology integration 

method is selected in this research as it saves the effort to 

reuse and adapt the components that are needed to 

complete OBRNIT [20]. The next step of the 

development stage is verifying the developed ontology. 

Based on the consistency rules and competency questions, 

this process examines the ontologies from the technical 

perspective. The final stage is to add new, or modify 

existing, relationships, and validate OBRNIT with 

experts and end-users through evaluation questions. In 

this stage, the ontology is improved with the suggestions 

of the domain experts and end-users to fulfill the real-

world requirements. OBRNIT evaluation is done through 

a case study.  The final step is documenting the developed 

OBRNIT. 

3 Developing OBRNIT 

Some concepts from BIM and KnowRob ontology 

[21] are used as parts of this study. Protégé [22] is used

to develop OBRNIT and to integrate it with BEO [23].

HermiT OWL Reasoner is used for identifying

subsumption relationships and consistency evaluation.

The current version of OBRNIT is available at

https://www.obrnit.info.

OBRNIT covers four main groups of concepts including:

(1) robot concepts, (2) building concepts, (3) navigation

task concepts, and (4) inspection task concepts, which are

explained in the following sections. Figure 1 shows the

main concepts and relationships of OBRNIT. Color

coding is used to group the concepts pertaining to each of

the four groups. The relationships between concepts

show how the ontology components are semantically

interrelated. The types of relations used in the developed

ontology are: is, has, uses, affects, performs, causes,

captures, has state, has time, has target, and measures

(e.g. thermal camera measures temperature).

3.1 Robot Concepts 

The robot concepts of OBRNIT cover the main 

functions of a robot along with the related knowledge of 

the inspection and navigation tasks. Declarative abstract 

knowledge about the tasks and environment should be  
encoded in the robot controller and used to determine 

proper actions for a specific task.  

1026



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

F
ig

u
re

 1
. 

M
ai

n
 c

o
n

ce
p

ts
 a

n
d

 r
el

at
io

n
sh

ip
s 

o
f 

O
B

R
N

IT
 

1027



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

KnowRob ontology represents semantic models 

using object detection applied to the acquired point 

clouds enriched by encyclopedic, common-sense, and 

action-related knowledge [24]. From the BIM point of 

view, this ontology is primitive and does not provide full 

support of building elements. For example, the concept 

of a wall is only mentioned as a part of the edges of a 

region’s surface and does not have dimensions, material, 

connectivity, type, etc. Walls may play a major role in 

inspection and navigation tasks because they define the 

boundaries of robots’ movements or can be obstacles, or 

the main target of inspection. Other building elements, 

such as ceilings, columns, and windows, are not covered 

in KnowRob.  
As shown in Figure 1, mobility and sensing are the 

two main functions of robots. The mismatches between 

the path found based on the non-updated BIM model and 

the as-is state of the surrounding environment will cause 

an obstacle for the robot movement, and consequently its 

performance. Robot concepts cover basic attributes (e.g. 

type, size), robots’ performance (e.g. movements, 

degrees of freedom (DOF)), robots’ constraints (e.g. 

safety distance), and sensors for navigation and 

inspection tasks. The DOF define the modes for the 

motion capability of the robot.  The types of robots 

considered in OBRNIT are UAV and UGV. UGV refers 

to any type of crawling, climbing, and other ground-

based robots. The movement of UAVs is in the 3D spaces 

of the building. However, UGVs move following the 

floors and may be able to climb the stairs.  In this case, 

there are some constraints on the movement, such as the 

maximum height of a stair step that they can climb. Also, 

the flying movement of a UAV has constraints, which 

mainly depend on the size of the UAV.  

Sensors can be used for inspection (e.g. RGB camera, 

thermal camera) and navigation purposes (e.g. depth 

camera, GPS). LiDAR and cameras are two different 

types of sensors. Cameras collect images, which can be 

RGB/depth/thermal images. LiDAR scanners is a remote 

sensing method, which collects point cloud from the 

environment. The accuracy and field of the view of the 

robots’ sensor, as well as its type, affect the robot’s 

inspection performance.   

3.2 Building Concepts 

The BIM model can provide information about the 

environment of the robotic inspection. Every building 

element that affects the robot navigation and inspection 

processes should be included in OBRNIT. As explained 

in Section 2, the integration process starts with 

integrating BEO. The required concepts, which are not 

included in BEO, are added from ifcOWL ontology or 

defined based on the required concepts for robotic 

navigation and inspection. The process of integrating 

BIM concepts with OBRNIT aims to link the available 

BIM concepts with the developed OBRNIT concepts, 

including related building concepts (e.g. BIM mismatch 

concepts), robot concepts, and inspection and navigation 

tasks concepts. Some research focused on robots that can 

open a closed-door with specific access control or use a 

handle, knob, or button. For example, Cobalt Access [25] 

can open locked doors by using the door’s access control 

reader. However, passing through locked doors without 

human intervention is still the main issue for most robots. 

The state of the door can be open or closed, locked or 

unlocked, mechanically locked, or electronically locked.  

Building concepts of OBRNIT includes the 

following: (1) Concepts reused from BEO ontology; (2) 

Concepts reused from ifcOWL: Some necessary 

concepts, which are not included in BEO (e.g. the space 

concept), are added from ifcOWL. HVAC elements are 

also added from ifcOWL in order to consider HVAC 

system defects; (3) Concepts adopted from Building 

Management Systems (BMS): Some concepts related to 

the state of the door are required for navigation purposes. 

These concepts are adopted from BMS; and (4) New 

building concepts defined based on OBRNIT needs: 

These concepts include BIM mismatch concepts. In 

addition, the following relationships are defined to link 

building-related concepts to navigation and inspection 

concepts: (1) Relationships to define the links between 

spaces for navigation paths (e.g. door-corridor), (2) 

Relationships to define a BIM object as the point of 

interest of inspection, and (3) Relationships to define 

obstacles or constraints for the robot movement (e.g. a 

narrow door). Furthermore, the mismatches between the 

as-designed or as-built BIM model and the as-is state of 

the surrounding environment should be semantically 

represented in OBRNIT. Identifying the potential types 

of mismatches is the first step to define a logic-based 

robotic inspection system that can reduce delays and 

reworks. Also, the information about the path has a major 

role when the goal is finding the optimal route and 

avoiding collisions with existing barriers. Spaces in the 

building (e.g. rooms) can be used to generate nodes for 

generating the path of the robot. The dimensions of a 

space can be used to define these nodes inside or on the 

edges of the space. The main building spaces for robot 

path planning are rooms, corridors, and stairs.  

The mismatches between the information in the 

available BIM model and the reality cause navigation 

problems for robots. In some cases, the lack of adequate 

communication in the design phase, insufficient 

documentation, or errors of the contractor can turn into 

unexpected results including information mismatches 

between the as-designed BIM model and the as-is state 

of the building. The same problem can occur in the 

operation phase, where renovation issues can cause 

mismatches between the non-updated as-built BIM and 

the as-is state of the building. The assumption in 
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OBRNIT is that the path planning is based on a reference 

BIM model, but this model is not as-is and reliable. The 

semantic mismatch between the as-designed BIM model 

(or as-built BIM model) and the as-is state of the 

surrounding environment could be caused by one of the 

following problems: (1) there is an object in the BIM 

model, which does not exist in reality. This problem can 

be the result of design changes during the construction 

phase (e.g. removing a door) where the changes are not 

applied in the BIM model; (2) there is an object in the 

building which is not included in the last updated BIM 

model; or (3) there is a discrepancy between the BIM 

model and the actual building with respect to objects’ 

attributes, such as location or dimensions. As shown in 

Figure 1, these problems that the robot can face in a 

building are classified as missing objects, unexpected 

objects, and non-conformity issues. Each of these issues 

could be linked with fixed or mobile objects. For 

instance, building elements (e.g. access points) can be 

missing objects, and furniture and temporary structures 

(e.g. falsework) can be unexpected objects. Also, classes 

related to non-conformity should cover material issues, 

unexpected states (e.g. damaged building element, a 

closed-door which is expected to be open), and deviation 

in location or deviation in dimensions (e.g. narrow door), 

etc. Each of the main mismatch entities has one or more 

causes and effects. A narrow door (i.e. deviation in 

dimensions) or a closed-door (i.e. different states from 

what is expected) are examples of non-conformity that 

can cause problems for a robot during its operation. 

3.3 Navigation Concepts 

The navigation task in OBRNIT refers to the act of 

performing navigation by the robot. As shown in Figure 

1, navigation concepts cover the main information related 

to the path of the robot including nodes and links, which 

can be used for path planning. The navigation task has a 

network, and it uses the information of this network for 

path planning. Different types of navigation sensors can 

be used including GPS, LiDAR scanner, and depth 

camera. A path has attributes including the length, 

direction, and buffer-width. A node can be the origin or 

destination of a path, or a way-node on the path. Spaces 

(e.g. room, corridor) and access point elements of a 

building (e.g. doors, windows) can be nodes of a path. 

For example, if a robot must move from a corridor to a 

room, the center point of the corridor is the origin node, 

the center point of the room is the destination node and a 

door of the room is a way-node. Positions of the way-

nodes vary based on the obstacles on the way of the robot. 

These obstacles may be unexpected objects detected by 

the robot. New links on the path connect these way-nodes 

to the origin and the destination nodes and each other 

[26]. Links connect nodes and define the direction of the 

path. Examples of links are the links connecting a 

window to a room (in case of UAV), a door to a corridor, 

or a door to a room, based on the defined building 

elements and spaces. Links can be horizontal or vertical 

(e.g. stairs’ links are vertical). The state and dimensions 

of access points (e.g. doors and windows) are important 

to enable the robot movement over the path.  

3.4 Inspection Concepts 

Inspection is the main task of the robot in OBRNIT 

and is mostly performed using vision sensors (e.g. 

LiDAR scanners, cameras). The attributes of inspection-

related tasks of OBRNIT are defined based on common 

defects in buildings [27]. The inspection task has an 

inspection method, which can be visual inspection or a 

method for the measurement of physical conditions (e.g. 

broken glass) or environmental conditions (e.g. 

temperature). The method of inspection is based on the 

sensor’s measurement and acquired datasets. 

Measurement devices for inspection include radio-

frequency ID (RFID) readers, image sensors (i.e. RGB 

and thermal cameras), and LiDAR scanners. Images and 

point clouds can be used to detect surface defects, 

deformations, non-conforming elements, etc. Computer 

vision methods can be used for anomaly detection on the 

collected data. Also, the information of computer vision 

methods can be used for obstacle detection and 

navigation tasks.  

The point of interest of the inspection task is defined 

based on the inspection purpose, which can be general 

scanning, inspecting mechanical systems (e.g. HVAC), 

or detecting building defects. General robotic scanning 

aims to update the BIM model or to collect data of a 

hazardous building, which is unsafe to inspect by human 

inspectors. The malfunctions of the HVAC system affect 

the environment temperature and air quality. Defected 

HVAC elements or related building elements (e.g. 

improper insulation) can be evaluated by thermal 

cameras. In the case of inspecting building defects, 

specific building elements are the points of interest, and 

each of them can be a target for the inspection task. Some 

issues related to non-conformity can be considered as 

building defects. Furthermore, the detected defects can 

be used to update the available BIM model to create an 

up-to-date as-is BIM model. 

4 Case Study 

Figure 2 shows a hypothetical case study of using an 

inspection robot to find the leakage in one of the rooms 

on the 9th floor in a building at Concordia University. The 

aim of the case study is to demonstrate the applicability 

of OBRNIT based on specific information about the 

building extracted from a BIM model and information 

about the inspection robot. The assumption is that the 

robot partially knows the environment based on a non-
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updated BIM model. After defining the inspection point 

of interest in Room 9-215, which is leakage in the ceiling, 

the robot should navigate to reach this point of interest to 

perform the inspection task. Path planning is based on a 

reference as-built BIM model. The inspection robot will 

use an image sensor to capture images of the ceiling. The 

FLIR PackBot robot [28] is assumed as the robot used in 

the case study. The robot type is UGV, and it has 

horizontal and vertical (e.g. climbing the stairs) mobility. 

Examples of BIM-based information include the 

objects in Room 9-215 and the inspection point of the 

interest, as well as the spaces/objects from the elevator 

on the 9th floor to the door of Room 9-215. The origin 

node is in front of the elevators on the 1st floor, and the 

destination node is inside Room 9.215. The path has three 

parts. The first part is the vertical movement in the 

elevator from the origin node to the 9th floor. The second 

part of the path is the horizontal movement from the 9th 

floor elevator hall to the door of Room 9-215. The 

shortest path (Path A) uses Corridors 9-A1 and 9-A2 

(Nodes 2, 3`, 4`, and 7). However, this path is blocked 

with scaffoldings, which are used for a renovation 

project, and create an obstacle for the robot. Therefore, 

the robot must follow a longer path (Path B) to reach the 

room.  The robot could obtain information about the 

scaffoldings from an up-to-date BIM model, if available, 

or from its sensing ability. Having an up-to-date BIM 

model (i.e. as-is model) results in a higher confidence 

level with respect to obstacles. After detecting the 

obstacle, the robot should replan a new path (Path B). 

The involved corridors to reach Room 9-215 in Path B 

are Corridor 9-A1, Corridor 9-A3, Corridor 9-A4, and 

Corridor 9-A2, which contain Nodes 2,3,4,5, 6, and 7. 

The last part of the path is the horizontal movement 

inside the room from the door to the destination node (i.e. 

the inspection point of interest). The robot will learn from 

performing the navigation task. After finding the 

mismatches with the as-built BIM model (i.e. the 

scaffoldings), the robot should store them as a reference 

point for performing the next tasks.  

The case study demonstrates that OBRNIT can 

answer all the competency questions and it covers all the 

concepts necessary for the planning of the robotic 

building navigation and inspection. The case study also 

shows how several concepts are extracted from the BIM 

model of the building. Examples of these concepts 

include concepts related to the navigation task (moving 

to the specific floor and the specific room, and then 

moving to the point of interest in the room), as well as the 

inspection task (orienting the camera to the leakage area 

based on the field of view and collecting images). 

Integrating mobility characteristics of the robot and the 

knowledge about the surrounding environment can help 

the robot define the appropriate path based on the robot 

type and constraints. The robot can benefit from the BIM 

model to define the path based on defining the nodes and 

links of the path. In addition, the robot can benefit from 

the BIM model information to locate the inspected 

objects. Furthermore, the ontology can help the robot use 

a suitable sensor for the specific inspection task. 

Figure 2. Case study of using an inspection robot 
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5 Conclusions and Future Work 

This paper developed an integrated ontology, called 

OBRNIT, to extend BIM applications for robotic 

navigation and inspection tasks. OBRNIT comprises 

high-level knowledge of the concepts and relationships 

related to buildings, robots, and navigation and 

inspection tasks. BIM is considered as a reference that is 

integrated with the knowledge model. The application of 

OBRNIT was investigated in a case study. Based on the 

evaluation, OBRNIT was able to give a clear 

understanding of the concepts and relationships in the 

domain, and it can be applied for developing robotic 

inspection systems. OBRNIT is expected to provide the 

following benefits: (1) capturing the essential 

information from BIM can help to develop a seamless 

knowledge model to cover the missing parts of BIM; and 

(2) OBRNIT can be used as a first step towards logic-

based inspection, which can help robots to perform 

inspection tasks autonomously without the help of human 

judgment.  

Future work will focus on further development and 

implementation of OBRNIT to integrate it with low-level 

robotic capabilities to make the robot more autonomous. 

The abstract knowledge can be combined with robot 

action-related procedural knowledge to make the tasks 

executable [13]. 
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Abstract – 

With the aim of shifting from the traditional linear 

flow of resources in the construction industry into a 

circular model, several studies have focused on the 

reuse and recycling of construction and demolition 

waste. The present study focuses on the End-of-Life 

(EoL) decision-making for built facilities, including 

buildings and infrastructure, to support such a shift. 

We look at the involved EoL decisions through the 

lens of ‘information requirements’ and try to envision 

an information supply chain, in parallel with the 

facilities’ lifecycle stages, to support such decisions. 

We examine available data acquisition techniques, 

data analysis tools, and information standards that 

can help in creating and maintaining an up-to-date 

view of the built facility’s materials/components/ 

subsystems and their location, condition, residual 

value, remaining life, second life attributes, etc. 

through digital twins. We suggest a value stream map 

for capturing and updating such information and 

identify technological requirements and barriers to 

its realization in practice. 

Keywords – 

Construction Supply Chain; Circular Economy; 

Digital Transformation of Construction; Value 

Stream Mapping; Digital Twins 

1 Introduction 

The construction industry is the largest consumer of 

raw materials globally. Most existing buildings and civil 

infrastructure follow the conventional cradle-to-grave 

model and are typically not designed to be ‘deconstructed’ 

or ‘disassembled’ so that their subsystems, components 

or materials can be reused or recycled ultimately. 

Construction, Renovation and Demolition (CRD) waste 

accounts for 20-40% of the total urban municipal waste. 

The majority of CRD waste is often sent to landfills, 

instead of being recycled and reused. CRD waste 

recycling rates are only 16% and 37% in Canada and the 

US, respectively  [1]–[3]. The large amount of CRD 

waste sent to landfills results in wastage of resources and 

becomes a challenge for landfill operation. Improper 

disposal of CRD waste can cause land depletion and 

deterioration, and the transportation process can also 

negatively affect the urban environment in terms of noise 

pollution and gas/dust emission [4]. Therefore, 

appropriate CRD waste management is essential for 

mitigating the negative impacts caused by such waste. 

The so-called ‘3Rs’ principle, referring to Reduce, 

Reuse, and Recycle, is currently the main guidance for 

CRD waste management [5]. Several factors can affect 

the recycling and reuse of CRD waste, such as the 

regulatory framework, local CRD waste recycling system, 

and recycled product market [6]. CRD waste generation 

can be significantly reduced by design error detection and 

waste management using technologies such as Building 

Information Modelling (BIM) [7]. When joined with 

other technologies, BIM can also help control CRD waste 

throughout various phases of procurement, construction, 

operation, and eventually, End of Life (EoL) of buildings 

and infrastructure. During the construction and operation 

phases, a more holistic approach to evaluating the effect 

of recycled/reused content on embodied energy should be 

utilized for providing a broader view of the impact 

throughout the project whole lifecycle. Previous studies 

suggest that material substitution can decrease embodied 

energy by approximately 20% or more [8], [9]. Therefore, 

evaluating the trade-offs between embodied and 

operational energy in this context would be required for 

decision-making with regards to reusing/recycling some 

building materials [10]. 

As the AEC/FM (Architecture, Engineering, 

Construction/Facility Management) industry is highly 

fragmented, capturing project lifecycle data for 

facilitating circular construction is difficult; and the need 

for efficient information sharing and exchange between 

various stakeholders throughout the lifecycle is evident. 

With Industry 4.0 revolutionizing the use of sensors and 
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the Internet of Things (IoT) in the building and 

infrastructure sector, there is a massive amount of data 

generated during various phases of the built facility’s 

lifecycle, as related to various components, systems, and 

subsystems. In many cases, this data is passively stored 

in the form of construction production reports and/or 

maintenance records. However, big data analysis tools 

and technologies present an opportunity to turn this large 

volume of data into useful information and knowledge 

extraction for various purposes, including reduction, 

reuse and recycling of CRD waste.  

Moving from a linear to a circular supply chain can 

be considered a paradigm shift for the built environment. 

The implementation of deconstruction practices depends 

on several factors, including improvement of 

deconstruction techniques’ maturity and management, 

augmentation of deconstruction awareness among 

stakeholders, advancement in environmental regulations 

[11], and effective collection and management of 

lifecycle data for EoL decisions.  

Value Stream Mapping (VSM), as an effective lean-

management tool, can help to identify the opportunities 

and prevent wastage of the information and data 

generated throughout the lifecycle, which is essential for 

EoL decisions. Accordingly, this paper looks at the whole 

project lifecycle of building and infrastructure (here 

referred to as ‘built environment’ or ‘built facility’) 

through the lens of circularity to identify EoL decision-

making information requirements as well as 

opportunities to collect and store such information. The 

main objective of the study is to propose a roadmap to the 

value-stream mapping of built facilities’ lifecycle data 

through the design, construction, operation, renovation, 

and deconstruction phases based on the 3Rs principle 

(Igwe et al., 2020). The emphasis of this paper is on the 

reuse of building systems, subsystems, and components, 

as well as the recycling of materials.  

2 Construction Project Lifecycle and 

Circularity  

A better understanding of reclaiming building and 

infrastructure materials and components is required to 

establish an effective deconstruction planning process. 

Additionally, the built facility’s characteristics play an 

essential role when it comes to disassembly. Such 

characteristics, at a high level, can be classified into the 

following groups: (i) transparency, i.e., the level to 

which building systems can be identified and accessed 

easily; (ii) simplicity i.e., the straightforwardness of 

connection system as well as limited types of materials 

being used; (iii) use of homogeneous materials rather 

than mixed material grades or composite materials; (iv) 

safety, i.e., avoiding the use of hazardous materials; (v) 

use of standard and regular (i.e. repetitiveness of 

elements), rather than non-standard components; and (vi) 

components’ sizes, i.e., the use of a limited number of 

components with large dimensions rather than smaller 

ones. Figure 1 summarizes building characteristics for 

easy (and difficult) disassembly/deconstruction.  

 

Figure 1. Building characteristics and their 

influence on ‘deconstructability’ 

Beyond these rudimental characteristics, however, 

there is a large number of aspects of the project lifecycle 

that can affect EoL reusability and recyclability of 

materials, components, sub-systems, and systems as 

explained below. 

2.1 Design for Disassembly and 

Deconstruction 

In response to the high consumption of resources and 

low recycling rate within the construction industry, the 

idea of Design for Deconstruction (DfD), which requires 

detailed planning early on at the design phase, was 

established. DfD proposes alterations in the building 

design that lead to an EoL dismantling in a coordinated 

way. It can also offset the incurred building removal costs 

through salvaged material and lesser use of landfills [11]. 

Different materials typically vary in terms of 

reusability and recyclability. Wood is a perfect building 

material for reuse. Wooden structures can be 

disassembled in a scheduled manner to protect lumber, 

doors, windows, and other components in their complete 

functional form. An evaluation of different wooden 

building types, performed by [12], indicated that light-

frame wood structures are most difficult to disassemble 

due to small member sizes and effective use of fasteners, 

and post-and-beam wood structures are the simplest to 
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disassemble. Brick, on the other hand, has an excellent 

salvage value as long as lime mortars are used, since they 

can be easily removed. However, the choice of Portland 

cement mortar makes it challenging for bricks to be 

salvaged. Steel structures can also allow recycling of 

material, but concrete is difficult, as in-situ concrete 

cannot be recovered. Precast concrete components are 

considered reusable due to their standard (modular) sizes 

and the option of connecting them using fasteners. Table 

1 summarizes the recommendations for DfD using wood, 

steel, masonry, and concrete structural systems. 

Table 1 Recommendations for DfD using different 

building materials [13] 

Material Recommendations 

Wood • Use screws and bolts instead of nails

• Consider using lime mortars

• Use robust moisture management

techniques to protect the wood from

decay and insect damage

• Use timber-frame construction instead

of dimension lumber

Steel • Identify grades and shapes directly on

members

• Use bolted connections

• Use precast decks

Masonry • Avoid cast-in-place members 

• Allowance should be given for thermal

movement at connections to avoid cracks

in members

• Permanently label each member. The

label should include concrete strength

and member reinforcement

Concrete • Avoid using mortar 

• Avoid using grouted reinforcement

• Investigate using mechanical fasteners

in place of mortar to secure blocks

2.2 Procurement and Offsite Manufacturing 

Since the construction industry has lower 

productivity than several other industries such as 

manufacturing, offsite construction (OSC) has been 

attracting attention to accelerate project schedule, reduce 

project costs, and minimize weather impacts on 

traditional stick-built construction processes. Besides 

these advantages, the OSC is meant to help with waste 

reduction through factory production processes, as well 

as reuse and recycling of materials and components, due 

to the essentially different nature of offsite and 

prefabricated construction. The OSC inevitably disrupts 

traditional construction project planning and 

management by adopting three phases: (i) manufacturing; 

(ii) logistics; and (iii) assembly process on-site. While

phases (ii) and (iii) can also be discussed from the CRD 

waste management perspective, the focus here is on the 

manufacturing phase. To improve the manufacturing 

process in a factory, OSC adapts Design for Manufacture 

and Assembly (DfMA) methods and integrates the 

procedure with BIM to support the OSC design process 

[14], [15].  

As a continuous effort to improve productivity by 

focusing on the planning, monitoring, and control of the 

manufacturing process, researchers have adopted several 

technologies such as tracking components through Radio 

Frequency Identification (RFID), audio signals, Machine 

Learning, simulation models, and optimization 

algorithms [16]–[18]. These works have also proposed an 

integrated production planning and control system based 

on the application of advanced technologies used to 

collect the production data (e.g., process times of 

workstations to complete one single module component 

and locations of modules). In addition, lean tools and 

techniques have been adopted in the manufacturing phase 

to reduce waste [19]. Most importantly, OSC 

significantly increases the potential of the components’ 

re-use at the facility EoL.  

While OSC material properties can be tightly 

controlled as part of the factory manufacturing process, 

the quality of their on-site assembly should also be 

closely audited during the operation, since it has a 

significant effect on the building performance, e.g., 

energy use [20]. This information, however, will be also 

extremely helpful for the EoL decision making, by 

providing a full history of the materials and systems’ 

exposure and performance. 

2.3 Construction, Installation, and 

Commissioning 

Tracking and tracing technologies such as RFID can 

be used as an automatic data collection and local storage 

solution during and following the construction. RFID 

tags can be permanently attached to the facility 

components and the tag’s memory can be populated by 

accumulated lifecycle information of the components, 

taken from a standard BIM database, as proposed by [21]. 

The memory space on the tag can be virtually partitioned 

into fields such as component ID, specifications, 

installation status, and other relevant data. This 

information is used as a kind of component passport to 

enhance lifecycle processes [21]. The same approach can 

be extended to bulk materials (e.g., steel bars). Iacovidou 

et al. (2018) explored the potential pre-conditions for 

RFID to facilitate construction components reuse. They 

developed guidelines for promoting their redistribution 

back to the supply chain [22]. Focusing on the 

construction phase, tags or barcodes attached to material 

or components can be automatically scanned upon arrival 

on site through readers fixed at the gate. This can be 
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helpful for site management, by helping to locate the 

materials/components on a large site, to monitor the 

progress of installation, or to improve the quality control 

process as described by Montaser and Moselhi (2013). 

But under a circular scenario, the mission of such tags 

can be extended throughout the facility’s lifecycle, 

towards the EoL. 

2.4 Operation and Maintenance 

The application of preventive and predictive (rather 

than reactive) maintenance will help to reduce the waste 

by extending service life of components, systems, and 

subsequently, the entire facility. On the other hand, the 

reuse/recycling of building and infrastructure materials 

and components can pose potential challenges during the 

facility’s operation phase, especially with regards to their 

effect on energy consumption vis-à-vis new materials 

with high thermal properties. Therefore, the availability 

of data regarding materials and their properties is critical 

to ensure they can meet new and more stringent energy 

efficiency requirements [23], [24]. To this end, 

information sharing and data exchange proposed in the 

design and construction phases can facilitate early 

evaluation of the effect of different recycled materials on 

energy performance. 

On the other hand, the applications of big data 

analytics in built facilities’ maintenance management 

practices are emerging [25], benefiting from the adoption 

of Artificial Intelligence (AI) and machine learning 

techniques. These applications initially focus on the use 

of statistical data-mining techniques to identify trends 

and patterns for reoccurring repairs based on failure 

modes (causes), rate, and effects [26]. With the growth of 

AI, there is now a shift towards using big data analytics 

in the development of failure detection mechanisms and 

tools to improve the reliability of components and 

systems [27], [28] and reinforce the adoption of data-

driven predictive maintenance tools for failure detection, 

diagnosis, and prognosis. In the infrastructure sector, 

Structural Health Monitoring (SHM) plays a similar role 

and has been following the same path.  

There is also an emerging trend to link data-driven 

predictive maintenance systems to wider facilities 

maintenance management practices on resource 

allocation (labor, skills, spare parts, equipment, etc.) and 

work order management (scheduling, process planning, 

etc.) Resource allocation aims at optimal alignment of 

available resources (workers, parts and equipment) to 

requirements of maintenance activities (Yousefli et al., 

2021). These issues and trends are particularly of 

growing importance due to the dependency on the state 

of suppliers and supply chain’s complexity, for spare 

parts and equipment, resulting from overseas 

manufacturing of these requirements, and thus, 

networked and highly interdependent distribution 

channels [29].  In this regard, predictive analytics 

applications in facilities management shall go beyond 

failure prediction and diagnosis towards an intelligent 

and interconnected asset management platform to 

enhance resilience and efficiency of resource supply 

chains [30].  

These emerging needs call for a paradigm shift 

towards integrated (IoT-enabled) information systems 

for value-chain-centric facilities maintenance 

management. These systems can be used for monitoring, 

tracing, and analysis of physical assets, resources, and 

supporting supply chain’s data, enabling linking failure 

predictions to the estimation of resource and supply chain 

flows. While such data is originally collected for the 

above-mentioned purposes, it can be extremely valuable 

in the EoL decision-making and must be stored, 

processed, and archived properly throughout the life of 

the built facility. 

2.5 Deconstruction and Demolition 

Determining the ‘residual value’ of EoL materials and 

components is necessary for CRD waste management. 

The residual value of CRD waste can be affected by 

various factors, such as material types, physical 

conditions (which were discussed in the previous 

sections), and recycled products market. Material type is 

the key factor to affect the waste residual value. For 

example, a material like ferrous metal has a high 

recycling rate due to its relatively high price, while most 

concrete waste is not. Physical conditions of materials 

affect the building material and component residual value 

as well. In addition, the CRD recycling facility 

specifications and recycled product markets can affect 

CRD material recycling and reuse decisions. All these 

factors, not only affect the selection of deconstruction 

technology but are also affected by the availability of 

disassembly and dismantling means and methods. 

3 EoL Decision Making Requirements 

Realistic knowledge of the EoL decisions’ nature and 

expectations will be necessary to best understand the 

information requirements and plan ahead for the 

collection and proper aggregation of relevant data. While 

details in this regard will depend on the type of facility 

and its upper level (urban/civil) context; generically, 

three main applications will be of interest: assessing the 

physical condition of materials and components close to 

the facility’s EoL; planning for CRD waste management; 

and planning for disassembly and deconstruction. 

3.1 Condition Assessment and Recording 

There is a wide range of technologies and methods for 

reality capturing, inspection, and condition assessment of 
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built facilities. They largely depend on the type of facility 

(e.g., building, sewer, water distribution, road networks, 

bridges and overpasses, etc.) and on the materials used in 

these facilities and their components (e.g., reinforced 

concrete, asphalt, steel, PVC, etc.). Technologies used 

for condition assessment and rating can be grouped in 

two clusters; the first focuses on the diagnosis of defects 

and their intensity; and the second on identifying 

locations. Commonly used technologies in the first 

cluster are those capable of capturing inspection data, 

such as digital imaging (Adhiraki, et al. 2016), infrared 

(IR), Ground Penetrating Radar (GPR), 3D laser 

scanning, acoustic and vibration-based methods as 

described by Saleh, et al. (2017). The localization 

technologies of the second cluster include GPS (Global 

Positioning System), RFID, and UWB (Ultra Wide 

Band), and one here needs. It is important to note that 

these technologies can be used individually as well as 

jointly by making the use of data fusion algorithms 

(Moselhi et al, 2017). The data captured by inspection-

related technologies shall be further processed using AI, 

machine learning, and deep learning, to assess the 

residual value of material, components, subsystems, and 

systems.   

3.2  CRD Waste Management  

The collection and sorting of recyclable materials are 

among the most important steps in CRD waste 

management. On-site sorting requires a viable 

management system and will be associated with higher 

labor costs, thus it is still not widely used by contractors 

[31]. To achieve sustainable CRD waste management, a 

method called ‘selective demolition’ has been proposed 

by the European Union [32]. It consists of a series of 

demolition activities to allow for the separation and 

sorting of building components and valuable building 

materials, such as metal, windows, doors, tiles, bricks, etc. 

[33]. The materials and components of the building must 

be characterized in advance of the selective demolition to 

determine their residual values. Materials with a high 

residual value, such as metal and uncontaminated 

gypsum boards, could be selectively removed and 

collected for further recycling and reuse. Yet, the 

selective demolition may not be able to completely 

separate all building components from one another (e.g., 

brick from mortar). The mixed CRD waste needs to be 

sent to off-site sorting and recycling plants for further 

processing. 

3.3 Deconstruction Management  

Finally, awareness is required to recognize that the 

process of deconstruction must be done with the required 

quality, within a realistic time frame and cost. As a 

freshly growing notion, deconstruction encompasses an 

exclusive management paradigm and is not only limited 

to environmental protection. There is also a need to 

modify the established methodologies in construction 

management, incorporating the management of 

deconstruction. The implementation of contents shown in 

Figure 2 can improve management of deconstruction. 

Figure 2. contents of deconstruction 

managements (based on C. Liu, Pun, and Itoh 

2003). 

4 Circular Data Stream Proposal 

Data-driven EoL decision-making requires collection, 

compilation, and integration of the data explained in the 

previous sections. This must, on the one hand, include the 

lifecycle information of the built facility, which we refer 

to, as ‘micro-level’; and on the other hand shall support 

its contextual information in a larger-scale context, i.e., 

‘macro-level’ urban model. In this section, we revisit the 

capacity of existing data models for accommodating such 

data structure. We focus on open and extendible data 

standards that are most common in digital twinning of the 

built environment; since providing meaningful and 

practical solutions requires a collective effort of multiple 

researchers and stakeholders, which should be performed 

in a bottom-up manner. 

4.1  Micro-level Digital Twins – BIM 

The information about an individual facility’s 

material, components, subsystems, and systems can be 

made accessible to all stakeholders through a shared BIM. 

However, coupling this information with actual 

development of the project at different phases of its 

lifecycle requires frequent updates to be done 

automatically (as well as manually) to track the 

information of building/infrastructure elements, related 

to the design, manufacturing, supply chain, construction, 

maintenance, and decommissioning processes. In 

addition to the obvious benefits of identifying and 

locating components using sensors (such as RFID tags 

and barcodes as discussed in 2.2), having BIM data 

chunks stored on the tags provides a distributed and 

dynamic database. The information extracted from 

1037



38th International Symposium on Automation and Robotics in Construction (ISARC 2021) 

continuously processing such data (ideally through edge 

computing) shall be stored in a distributed/federated BIM, 

which allows access to the information for all 

stakeholders in real-time, without the necessity of having 

a central database in place [21]. This will be helpful, 

specifically with the privacy, security, and trust issues 

that may exist throughout the whole lifecycle supply 

chain. Modern technologies, e.g., block-chain and 

federated data mining, details of which are beyond the 

scope of this paper, can support such dynamic/distributed 

BIM.  

Furthermore, to capture the operation phase 

information, data exchange between Building 

Management Systems (BMS) and BIM through open 

standards such as gbxml, IFC (Industry Foundation 

Classes), etc., allows for utilizing long term performance 

of materials and components [35], [36]. In heavy 

infrastructure, besides the data from operation and 

service, SHM systems’ data reflecting the structural 

condition of the facility can be linked with the BIM. 

Using automated monitoring systems can also help to 

evaluate materials’ and components’ performance during 

their second life and beyond. Data collected through such 

systems, processed, and integrated within the distributed 

BIM will be essential to support decision-making for 

selective demolition. Hence, the data standards must be 

upgraded and extended to support the storage of such 

data, in association with the facilities’ digital twins.  

IFC, as the most comprehensive open BIM data 

schema, has the capacity to accommodate the majority of 

inputs required for EoL decisions. Static information 

regarding the design and construction phases, including 

geometry, material characteristics, structural attributes, 

etc., are already fully stored in IFC4. Furthermore, 

several extensions are offered for accommodating 

dynamic information, collected through sensors, e.g. [37], 

[38]; RFID tags, e.g. [39]; and other sensor networks. On 

the other hand, COBie data model, which is considered a 

subset of IFC, has been originally developed to support 

facility management data exchange and can capture most 

of the information discussed in Section 2.4, including 

maintenance and repair work orders’ information. 

Nevertheless, as confirmed in other studies, the existing 

IFC standard lacks all features required to support 

circular construction [40] and future studies must focus 

on developing such extensions. For example, while 

structural properties and construction costs are covered 

by IFC classes and relationships, attributes, such as 

deterioration condition and residual value, are not 

currently supported by the IFC schema. Best practices 

and guidelines such as ‘Materials Passport’ developed by 

TUM (Technical University of Munich) and BAMB 

Figure 3. Proposed value stream map for critical lifecycle data to support EoL decision-making 
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(Buildings As Material Banks)  [41] provide a good 

taxonomy for mapping the required (and enhancing the 

existing) classes, subclasses, and attributes. 

4.2 Urban-scale Digital Twins  

The abovementioned distributed BIM can help to 

support data-driven EoL decision-making for an 

individual facility. However, as discussed earlier, 

information will also be required at a macro-level, for 

integrated decision-making regarding deconstruction, 

reuse, and recycling of materials and components. Such 

information includes, but is not limited to, (i) typical GIS 

data, such as the location and attributes of landfills, 

recycling plants, etc.; (ii) local policies concerning 

recycling and reuse of CRD waste; and (iii) data required 

for a full lifecycle assessment (LCA). Data schema to 

support such information is required to be open, 

extendible, and integrable with BIM data standards. 

CityGML is an XML-based open data model that can 

store and exchange virtual 3D city models at various 

levels of detail, and has these characteristics. The data 

schema organizes basic entities, attributes, and relations 

of a 3D city model in a semantic format; but is also 

extensible through its Application Domain Extensions 

(ADEs). This capacity can be used to accommodate the 

macro-level information required to support EoL 

decision-making, taking the bigger picture of the urban 

context into consideration. 

The closest ADE to such a macro-level LCA is 

Energy-ADE (briefly introduced in Figure 4), which 

extends CityGML by characteristics and properties 

essential to perform urban energy simulation and store 

the corresponding results [42]. To date, for most of the 

cities around the world, LCA data requirements have not 

been adequately integrated into the CityGML format, nor 

its ADEs [43]. The most relevant module for LCA in the 

Energy ADE’s is the ‘Material and Construction’ module. 

In it, building construction parts and components are 

physically characterized with details of their structure as 

well as their thermal and optical properties. For a 

comprehensive deconstruction plan, information related 

to the four following categories are needed: (i) Embodied 

carbon and embodied energy of utilized raw or 

reused/recycled materials in the construction phase; (ii) 

Types and amounts of materials needed for 

refurbishment and renewal of internal and external 

finishes; (iii) Disposal of the materials that are not 

reusable or recyclable; and (iv) Discount of CO2 

equivalent emissions attributed to the reuse and recycling 

of components. 

In the Energy ADE, data specifications are available 

related to the embodied energy and embodied carbon of 

materials used in the production phase. This data allows 

doing a cradle to grave LCA. However, the data related 

to the other three phases (refurbishment, disposal, and 

recycling) are still not being supported and must be added, 

perhaps through new ADEs. In addition, transport related 

carbon should be included in each of the phases, 

separately, for a comprehensive LCA. To provide a 

comprehensive data model, the new ADEs must also 

cover soft aspects such as policies and regulations 

regarding emission, recycling, and reuse.    

 

 

Figure 4. Energy Application Domain Extension 

in the CityGML standard and life cycle related 

missing features.   

4.3 Integrated Data Model 

While a large amount of data is being generated and 

can be virtually collected throughout the comparatively 

long lifecycle of built facilities, it would be the processed 

information, rather than the raw data, which should be 

stored and documented for EoL decision-making. 

Machine learning and data mining techniques are to be 

used for processing data into actionable information. For 

example, 3D laser scanning and digital imaging used in 

the assessment of structural defects in sewer mains are 

jointly used with artificial neural networks (ANN) for 

diagnostic of a set of functional defects in the sewer 

networks such as tree-routes penetration, joint 

misalignments, and debris blockages (Reference?). 

Similarly, IR ad GPR data is used in condition 

assessment and rating of reinforced concrete bridge 

decks and overpasses (Moselhi et al, 2017). These 

technologies jointly with AI are used for identification, 

classification and severity assessment of different types 

of defects such as cracking, rusting of reinforced bars, 

spalling of concrete, etc.  

Aside from inspection and condition assessment data 

capturing utilizing the technologies and methods 

highlighted earlier, maintenance records are useful in the 

condition assessment of near EoL built facilities and in 

projecting their condition in targeted time horizons to 

support optimized intervention plans and related budget 

allocations. Accordingly, the information flow tier of the 

circular construction VSM should include an analytics 

layer to process data into the actionable information and 

integrate the two sources of macro- and micro-level 
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information within digital twin models of the built 

environment.  

Figure 3 provides a schematic view of the proposed 

VSM, structured around the distributed (and federated) 

BIM/GIS-based digital twins. This figure is not meant to 

document every single data exchange and/or procedural 

relationship throughout the whole lifecycle. Rather, it 

highlights the flow of major events during the lifecycle 

of the built facility, metaphorically called the flow of 

material, that leads to the CRD waste at the EoL; together 

with general activities that provide critical information 

for the EoL decisions. As suggested by the figure, a 

data/analytics layer is required around the centrality of 

BIM/GIS for managing information and supporting data-

driven EoL decision making. The main requirements for 

the analytics layer include (i) upgrading and extending 

open BIM/GIS data schemata and enriching them with 

EoL-related attributes, with emphasis on selective 

demolition, recycling, and reuse of the built facilities; (ii) 

enhancing distributed processing methods for data 

collection and analysis (including edge computing and 

federated machine learning) and information recording 

(such as block-chain) to manage the distributed 

information model; and (iii) developing AI-based models 

for processing lifecycle data collected through IoT and 

other sensory networks into actionable information, to 

support EoL decision-making. Future studies are 

expected to focus further on these requirements, as well 

as the development of quantitative decision analysis 

models and tools to use the collected information/ 

analytics for selection of the most suitable deconstruction 

alternatives. 

5 Conclusion 

Shifting from a linear to circular flow for materials 

and components in the construction industry will be a 

long endeavor, and requires effective contributions from 

various levels of stakeholders. While in this paper we 

solely took the perspective of information requirements 

for making better decisions at EoL under the criteria of 

circularity, a large gap still exists in current practices for 

collecting data; processing/reprocessing it to actionable 

information; and continuously recording up-to-date 

information for making such decisions. Bridging this gap 

requires approaching the problem (i) from three angles 

(i.e. collecting, processing, and recording); (ii) at various 

levels of micro (i.e. individual facility) and macro (i.e. 

urban) contexts; and (iii) throughout various phases of 

the facility’s lifecycle (i.e. from design and procurement 

to construction, operation, repair/rehabilitation, and 

finally, deconstruction). IoT and other digital data 

acquisition tools; open standards for building and urban 

information modeling; and distributed and federative 

data processing offer promising tools to tackle this 

problem. Nevertheless, it should be emphasized that the 

technological aspect of the problem is less challenging 

than other ‘soft’ aspects such as the high-level regulation 

and de-regulation strategies, industry-wide culture, 

market value of material and components at their second 

lives, etc. Any future research agenda in the area of 

circular construction must adhere to these constraints and 

their dynamism.  
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