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Preface

The 1st International Symposium on Automation and Construction (ISARC) was held at
Carnegie Mellon University in Pittsburgh, Pennsylvania, USA in 1984. Since then, ISARC has
been held all over the world every year to exchange information about the development and
practical use of construction robot technology among industry experts, academic researchers
and individuals with novel ideas for all fields of construction, civil and building engineering,
machine automation, robotics applications to construction, information technologies, planning,
logistics, etc.

ISARC has been held in Japan four times so far, but it has not been held here since 2006,
because the momentum for the development of construction robots declined rapidly with the
economic downturn around 2000. We were very pleased to learn that we would be able to
hold the 37th ISARC in Japan in 2020 after 14 years thanks to the recent increase of
momentum in the development of construction robots.

For the symposium, we had planned and prepared to organize not only research
presentations, but also key note lectures, technical exhibitions and technical visits related to
construction robots in use on the island of Kyushu, in the western part of Japan. Last
December, we started a call for papers, and more than 390 abstracts were received from 33
countries.

Unfortunately, the infectious disease caused by COVID-19, which started at the end of last
year, quickly spread throughout the world, and many people are still suffering from its effects.
We would like to express our heartfelt sympathy to all the people who are in a severe situation,
including those who have lost loved ones and/or have been infected by the disease.

There is still no clear end in sight to COVID-19. For this reason, in May of this year, we
decided to hold the symposium online and immediately started the preparations for an online
symposium. However, we had neither the experience nor the know-how to organize an online
international symposium. Therefore, our original plan was not necessarily a very productive
one. Under these circumstances, we received tremendous support from the IAARC Board
members and were able to hold the online symposium successfully. We would like to extend
our sincere gratitude to them for their kindness and great cooperation.

Although the number of submitted papers decreased, due to changes related to an online
symposium, we still received 221 full papers from 23 countries. We believe that this
symposium was very fruitful in terms of cross-national technical exchange among all the
participants.

Finally, | would like to express our deepest gratitude to the members of the Japanese local
committee for all the work they did with us in planning and preparing for this symposium. |
believe that the efforts of all the people involved in this symposium will greatly contribute to
the further evolution of construction robots.

Kazuyoshi Tateyama
Chair, 37th ISARC
Professor, Ritsumeikan University, Japan



Introduction

This publication is the Proceedings of the 37th International Symposium on Automation and
Robotics in Construction (ISARC). The symposium was held online during 27-28 October
2020. The Proceedings include an illustrated review of the program, the names of
organizations and persons who contributed to the technical program, and the 221 technical
papers from 23 countries authored for this international meeting.

The manuscripts were presented during 57 sessions on 3 tracks, among them: automation
and robotics, building information modeling (BIM), inspection and monitoring, artificial
intelligence and machine learning, construction management, safety and health, data sensing
and analysis, mixed Realities (AR/VR), control technology, education, environmental sensing
and modeling, human sensing and monitoring, IT supported system, database, big data, lean,
logistics, prefabrication, modularization, leaning/Al/recognition, human-computer interaction,
measurement, modeling and management, new application field of construction robots and
machines, risk management, robot and interface design, and robot construction.

Please note: All ISARC proceedings since 1984 are available at no cost at
http://www.iaarc.org.

We are very grateful for the support of so many. Thank you!

Prof. Kazuyoshi Tateyama, Ritsumeikan University, Japan (Chair)
Prof. Kazuo Ishii, Kyushu Institute of Technology, Japan (Co-Chair)
Prof. Fumihiro Inoue, Shonan Institute of Technology, Japan (Co-Chair)
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Program Schedule

JST* Tuesday October 27 Wednesday October 28
08:00 Opening Ceremony
Tucker-Hasegawa 2020 Award Keynote Lecture Academic Presentations
- 13:00 Academic Presentations
14:00 - 15:00 Keynote2 Keynote3
15:00 Academic Presentations Academic Presentations
- 19:00 Award and Closing Ceremony
20:00 - 23:00 Academic Presentations

*Japan Standard Time

Keynote

Tucker-Hasegawa 2020 Award Keynote Lecture

Hyoungkwan KIM
Professor at Yonsei University, Korea

Smart Safety Assurance for Temporary Structures

Temporary structures on construction sites has been the major cause of worker fatalities.
According to a Korean statistics report, about 300 people are losing precious lives each year
due to accidents involving temporary structures. A new research program was launched this
year to develop a smart safety assurance system that recognizes, evaluates, and predicts
accident risks that may occur during the installation, dismantling, and operation of temporary
structures. It is a part of the smart construction initiative sponsored by the Korean Ministry of
Land, Infrastructure, and Transport, and the Korea Agency for Infrastructure Technology
Advancement. The program was designed for developing technologies such as deep
learning-based hazard identification, augmented reality-based risk warning, and smart
mobility for intelligent sensing of construction sites, with a total budget of ¥¢12.5 billion ($10.5
million) over six years. The program has a clear goal of reducing the number of accidents
related to temporary structures by more than 25% through the creation of a new construction
culture, safety-related policies, and safety-related industries.

Speaker profile:

Hyoungkwan KIM, Ph.D. is a Professor of the School of Civil and Environmental Engineering
at Yonsei University, Korea. His areas of research include construction automation,
infrastructure adaptation to climate change, and project finance. He is the principal
investigator of a $10.5 million research program titled “Smart Safety Assurance for Temporary
Structures,” which is a part of smart construction initiative sponsored by the Korean Ministry
of Land, Infrastructure, and Transport, and the Korea Agency for Infrastructure Technology
and Advancement. He serves as Vice- President for the International Association for
Automation and Robotics in Construction (IAARC), and Associate Editor for Journal of
Computing in Civil Engineering, American Society of Civil Engineers (ASCE). He also served
as Secretary General for Association for Engineering Education in Southeast Asia and the
Pacific (AEESEAP). He has received six excellent teaching awards and an excellent research
award from Yonsei University. More information on Prof. Kim can be found
at: http://aim.yonsei.ac.kr.
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Keynote 2

Naoki SATO
Director of the Space Exploration System Technology Unit, The Japan Aerospace
Exploration Agency (JAXA), JAXA Space Exploration Center (JSEC), Japan

International Space Exploration and Japanese Lunar Activities

JAXA is engaged in international collaborations to tackle the challenge of human and robotic
exploration missions in and beyond low-Earth orbit (LEO). The current focus is exploration
missions to the Moon and Mars, targeting future human activities. His presentation introduced
Japan’s current exploration activities and JAXA's future plans and studies beyond the Earth
orbit with the context of international coordination. Especially for the lunar surface activities,
the concept study of the lunar base construction, which JAXA had conducted with a group of
construction-related companies across Japan, was introduced along with the technological
development.

Speaker profile:

Naoki SATO graduated from the Aeronautics Engineering Department, Kyusyu University in
1986, and gained a master degree of applied engineering of Kyusyu University in 1988. In
the same year, he entered the National Space Development Agency of Japan (predecessor
of JAXA). From 1990 he had been involved in the International Space Station program for
about 16 years. Afterwards, he has been working for the international space exploration
program formulation. Since April 2018 he is the current ISECG chair and since July 2018 he
was assigned as the Director of the Space Exploration System Technology Unit of JAXA
Space Exploration Center (JSEC).

Keynote 3

Yasushi NITTA
Director for Construction Equipment and Safety Planning Office, Policy Bureau, Ministry of
Land, Infrastructure, Transport and Tourism, Japan

Initiatives for Robot Introduction in Japanese Public Works

The Japanese society faces various social issues such as frequent occurrences of
earthquakes, eruption of volcanoes, floods, landslides, etc., resulting in the deterioration of
the infrastructure. Japan also sees a reduction of the working population in the construction
industry. In his speech, he introduced initiatives for the social implementation of robots and
information and communication technologies in the Japanese construction industry, including
the Ministry of Land, Infrastructure, Transport and Tourism (MLIT).

Speaker profile:

After graduating from University of Tsukuba in 1994, Dr. Yasushi NITTA joined the Ministry of
Land, Infrastructure, Transport and Tourism (MLIT). There he is widely engaged in policy
planning, public works and R&D in the various departments, such as MLIT Headquarters,
Regional Development Bureau, National Road Office, National Research Institutes (PWRI,
NILIM), Advanced Construction Technology Center (ACTEC). He is especially responsible for
the planning and operation of on-site verification projects to promote the introduction of robots
to the infrastructure department, development/deployment/budgeting/operation of disaster
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countermeasure machines, and nationwide deployment of machine construction (i-
Construction) using 3D data. Dr. NITTA is also engaged in establishing technical standards
for the purpose, demonstrating ultra-long-distance unmanned construction technology, and
flood control as an international emergency relief team.

Video list

Construction robots in Japan

1. Sea Experiment on Tele-operation System of Underwater Excavator
National Institute of Maritime, Port and Aviation Technology,
Port and Airport Research Institute,
Infrastructure Digital Transformation Engineering Department

2. Development of Heavy Carrier Robot for Shallow Water Area
New Unmanned Construction Technology Research Association

3. Tunnel RemOS-WL
Kanamoto Co., Ltd.

4. kana Robo — Robo-Construction System —
Kanamoto Co., Ltd.

5. kana Robo — Robo-Construction System 2 —
Kanamoto Co., Ltd.

6. ROBO CONSTRUCTION - DokaBOri Training —
Fujiken Co,Ltd.

7. "A4ACSEL" at the Seisho Test and Practice Field
KAJIMA CORPORATION

8. Pursuing "Zero Ground Subsidence" in Shield Tunneling
TAC Corporation

9. Automatic Dam Concrete Placing System
SHIMIZU CORPORATION

10. Automatic Tunnel Lining Concrete Placing System
SHIMIZU CORPORATION

11. A robot that assists in plotting
SHIMIZU CORPORATION

12. Development of IT construction system by Robot
Public Works Research Institute

13. Demonstration of autonomous excavation, loading and unmanned bulldozer. (CEATEC2018)
Komatsu Ltd., Office of CTO

14. Smart Construction Concept, Future image. (CEATEC2018)
Komatsu Ltd., Office of CTO

15. BE A HERO, Future image
Komatsu Ltd., Office of CTO

16. DEEP CRAWLER - Crawler type ROV
WAKACHIKU CONSTRUCTION Co., Ltd.

17. What is dredging? - A job that protects the safety of the sea
WAKACHIKU CONSTRUCTION Co., Ltd.

18. Robotic rubble-mound mechanized construction system
PENTA-OCEAN CONSTRUCTION CO., LTD.

19. Rotation Control Device for Lifting Cargo
WAKACHIKU CONSTRUCTION Co., Ltd.

20. Automatic operation system of the construction machine (Vibrating roller - Bulldozer)
HAZAMA ANDO CORPORATION
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Abstract —

In recent years, building information modeling
(BIM) has been widely used to create animated
simulations for engineering demonstrations. On-site
engineers often employ animations generated using a
BIM system to explain the current project status to
their managers, so that the managers can grasp the
actual project status. However, the fidelity of the
terrain models built using BIM is relatively low, and
the modeling process is labor-intensive. These factors
negate the advantages of BIM. To overcome these
problems, in this study, images of an engineering site
are captured using Unmanned Aerial Vehicle and are
subsequently used to generate a landscape terrain
model of the area surrounding the engineering site by
means of image comparison and GPS positioning
techniques. The terrain model and the BIM main
simulation model are integrated to present the actual
site condition. In addition, to further enhance the
realism of the integrated model, this study introduces
the integrated model into the virtual reality (VR)
environment to present the construction site. The
manager can check the construction progress of the
project easily without having to visit the project site.

To test the feasibility of the proposed method, it is
applied to a bridge construction project. The results
indicate that the aerial photos captured using
Unmanned Aerial Vehicle can be converted into point
cloud models and mesh segmentation models. Both
types of models can be imported and integrated into
BIM software. However, if other renderings (such as
Lumion) or VR software (such as Fuzor) are to be
used for further animation production, the photos
captured using Unmanned Aerial Vehicle can only be
converted into mesh segmentation models before
importing them for use in subsequent applications.

Keywords —

Building Information Modeling; Unmanned
Aerial Vehicle; Virtual Reality, Construction
Demonstrations

1 Introduction

Building information models (BIM) have been
increasingly adopted to enable construction project
presentations through animated simulations. On-site
construction projects are usually modeled using BIM
with animations to intuitively display the expected final
product of a project to managers, allowing managers to
understand and manage project progress.

The applications of BIM has also been extended in
addition to its common use in animation and four-
dimensional simulations[1,2,3]. To achieve satisfactory
BIM presentations, using BIM, engineers build a model
of the construction site in question and combine it with
another model that simulates the surrounding area.
However, BIM-simulated terrain models are usually
inaccurate, and their construction incurs considerable
financial and labor costs, consequently reducing the
benefits of BIM displays.

Recently, the rapid advancement of unmanned aerial
vehicles (UAV) has enabled the industry and academia in
Taiwan to integrate aerial photography with aerial
photogrammetry software to create three-dimensional
(3D) models[4,5,6]. Numerous studies have proposed
route planning suggestions for UAV used in modeling
and aerial photography[6]. However, several questions
remain unanswered regarding integration between UAV
imagery and BIM, including differences between various
aerial photogrammetry software programs, UAV 3D
modeling procedures, and approaches to integrating
UAV 3D models with BIM.

Instead of selecting commercially available UAV
photogrammetry  software (e.g., Altizure and
Contextcapture), this study built models of the project
site and its surrounding area simply by using Pix4D and
Recap. Subsequently, the constructed terrain model was
incorporated into BIM software. The resultant model
accurately displayed the actual on-site conditions;
different software programs were imported into the
model to verify its rendering feasibility.
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2 Literature Review

2.1 Display of BIM animation and virtual

reality environments

Conventional two dimensional and 3D modeling
methods fail to comprehensively display a building. No
existing BIM software program can accurately reflect the
actual materials or establish a complete 3D scene.
Generally, a 3D scene comprises streets, surrounding
buildings, cars, pedestrians, trees, and animations. The
use of rendering on a virtual scene, which can be realized
through a combination of walkthroughs and virtual
reality (VR) technologies, creates a realistic scene that
offers immersive user experiences [7].

Scholars have incorporated BIM animation into VR
in practice; for example, Hu and Wang [8] integrated a
tunnel BIM, collision parameters, and remote-control car
models with VR to create a third-person VR walkthrough.

2.2 UAYV image-based 3D models

UAV photogrammetry 3D models have often been
combined with BIM models.Wen et al [4] adopted UAV
and augmented reality technologies to construct BIM
models. They used a UAV to obtain images of
surroundings and established real-time augmented reality
markers in a positioning system, after which a BIM
model was imported to allow the UAV to instantly
combine the BIM with its surrounding area as it flew.

Karachaliou et al [5] preserved cultural heritage
buildings by integrating UAV technologies with BIM.
Specifically, they obtained indoor data of the target
building by integrating a UAV-generated external model
with laser scanning and photogrammetry. Next, a BIM
was constructed using Autodesk Revit. Through this
approach, Karachaliou et al. [5] effectively recorded
cultural heritage buildings with complex scales or forms
in a museum.

Comparing a conventional model with a UAV
imagery-constructed model, Liu [6] discovered that the
construction of a conventional environment model
involved complex measurement procedures; by contrast,
measurements and  geographic data can be
simultaneously obtained, with the flight route determined,

as UAV images were captured. Additionally, UAV can
capture images of hazardous regions where human
cannot approach and accurately reveal the surrounding
terrain.

Researchers of most UAV studies have recognized
that UAV-constructed 3D models more accurately
present an environment than conventional models do.
However, researchers have rarely discussed the overall
process of combining UAV imagery with BIM and the
subsequent application of rendering software for
animation production.

3 Method of integrating BIM, UAV, and
VR

This study integrated BIM with UAV and VR
technologies to facilitate the presentation and simulation
of construction projects; the procedures are presented in
Figure 1. UAV images were used to construct 3D models
through the separate application of two UAV
photogrammetry software programs (i.e., Recap and
Pix4D). Subsequently, CloudCompare was used to crop
and export a point cloud model with triangle meshes. The
exported model was merged with a BIM model, after
which Lumion and VR software were run to perform
rendering and make animations.

This process is detailed in six subsections, namely
“BIM model,” “Aerial 3D model construction using
Pix4D,” “Aerial 3D model construction using Recap,”
“Point cloud models cropping,” “Integration of aerial 3D
models with the BIM,” and “Rendering and animation
production.”

3.1 BIM construction

The BIM of a bridge was constructed before being
combined with UAV images. This bridge model
encompasses basic components including piers, roads,
pylons, and steel cables. However, numerous parts of the
bridge cannot be established using basic components
separately such as pillars, beams, boards, or walls.
Therefore, these parts were constructed using grouped
components and later integrated into the project.



Step 1:
Build a BIM model
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Step 2:
Generate a three-
dimensional model of aerial
photography through Pix4D

Step 3:
Generate a three-
dimensional model of aerial
photography through Recap

l

Step 5:
Integrate BIM model with
aerial 3D model

Trim point cloud model with CloudCompare

Step 4:

Step 6:
Render the model with VR

Figure 1. Architecture of integrating of BIM and 3D model

3.2 Aerial 3D model construction using Pix4D

As an aerial photogrammetry software suite, Pix4D
can locate UAV-captured images on a coordinate system.
After images were imported, this study set the imaging

parameters to produce a point cloud model and 3D model.

3.3  Aerial 3D model construction using Recap

Recap is another point cloud processing software
program. UAV-captured images were first imported into
the software program before a point cloud model was
generated using the built-in global positioning system.
Furthermore, because Recap is developed by Autodesk,
it is more compatible with BIM software than Pix4D is.

3.4 Point cloud model cropping

This study used CloudCompare to crop the 3D
models established using Pix4D and Recap. When empty
areas are present in the background, CloudCompare
allows users to select a few point clouds of the
surrounding terrain and fill in these areas through
stitching. The software program also hides the area that

requires no cropping, making the cropping process easier.

3.5 Integration of aerial 3D models with the
BIM

Aerial 3D models must be accurately merged with the
BIM model, during which time a point cloud model
should be imported into Revit. Currently, only Recap-
produced point clouds are compatible with Revit.
Because manually aligning the point clouds with the host
model does not provide sufficient accuracy, this study
redefined the host model position in the Revit project by
setting the project base points. This study also relocated
the Recap origin to the target position where the point
cloud was to be combined the BIM.

The integrated model can be exported to various
formats according to different needs. An advantage of
combining point cloud data with a host BIM on Revit is
that existing BIM software programs can directly import
the integrated model into rendering software by using
Revit plug-ins. Moreover, these software programs
enable simultaneous model revision and rendering as
well as the production of animation or a VR display.

3.6 Rendering and animation production

If the integrated model is displayed in a walkthrough
on Revit, the fidelity to the terrains and on-site conditions
may is inadequate. To improve the fidelity of the terrain
model and host BIM, this study displayed the models
using Fuzor.

4 Case study

This case study was of a bridge construction project
in central Taiwan. In the following subsections, this study
describe the construction of a terrain model based on
UAYV images and its integration with a host model. This
study discuss the process by which the fidelity of the
integrated model was improved by using rendering
software.

Figure 2. BIM model of case study
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4.1 BIM of the bridge

The BIM of a cable-stayed bridge was established. As
mentioned, bridges cannot be drawn with basic
components used in drawing housing structures, which
are composed of pillars, beams, boards, and walls.
Therefore, this study divided the bridge into piers, roads,
pylons, and cables and built each family components
respectively.

4.2  Aerial 3D modeling on Pix4D

On-site images taken by the UAV were imported into
Pix4D for 3D modeling in the following four steps:
1. Image importing: The UAV captured on-site
orthophotos, oblique photos, and panoramic photos.

These photos were then imported into a Pix4D project.

2. Image parameter settings: Image parameters were set
after importing was conducted. Because the UAV
simultaneously took pictures and recorded their
coordinates, the coordinates were already stored in
Pix4D in the image importing process. Accordingly,
the World Geodetic System 84 (WGS84) was
selected in the coordinate system; the coordinate unit
was set to m, and the edited coordinate data were
directly exported (Figure 3).

Figure 3. Image parameter settings

3. Point cloud modeling: After 3D modeling was
completed, the photography methods were set to
orthophotography and oblique photography. A point
cloud model was then generated, after which two
options were available, namely “export the point
cloud” and “export the triangle mesh” (Figure 4).
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Figure 4. Modeling method settings

4. Exporting the point cloud to CloudCompare: When
the terrain in question is vast, the resulted point cloud
can be susceptible to the Earth’s curvature and
becomes imprecise. To avoid such a problem, repeat
Step 3 several times to generate a point cloud and
cropped and stitched it using CloudCompare to better
reflect the actual terrain.

4.3  Aerial 3D modeling on Recap
On-site images taken by the UAV were imported into

Recap for 3D modeling in the following four steps:

1. Photography mode setting: When creating a new
project, the user must choose either the “Object” (for
general objects) or “Aerial” (for terrains)
photography mode for 3D modeling. Because terrain
photos were taken by a UAV, “create 3D aerial” was
selected to construct a 3D terrain model (Figure 5).

KR
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Figure 5. Selecting the Aerial mode

2. Image importing and coordinate settings: To create a
3D terrain model, images were imported (Figure 6);
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subsequently, coordinates can be set for the imported
images. Notably, our UAV already attached
coordinates to images it captured. Consequently, this
study only had to choose the coordinate system of the
target location (WGS84) when setting coordinates for
the project.

. Point clouds generation: In this step, a point cloud
model was constructed. When the model is being
exported, .rcp or .rcs formats can be selected to
facilitate the subsequent combination with the Revit
host model.

. Point cloud exporting to CloudCompare: Although
point cloud clipping and deleting is allowed on Recap,
this software focuses on point cloud creation. To
obtain an accurate point cloud, this study used
CloudCompare to clean up the point cloud, whereby
the point cloud model was cropped and modified.

4.4 Point cloud cropping

This study cropped and modified point clouds using
CloudCompare to facilitate the subsequent display of an
integrated host model. Because the point cloud failed to
present vegetation realistically, such parts in the point
cloud was cropped out. However, such practice resulted
in empty areas in the model (Figure 7); therefore, nearby
point clouds were used to perform stitching and fill in
these empty areas. When each area is being filled in, at
least three base points must be selected, after which the
software automatically aligned the clouds with
corresponding areas to complete the stitching (Figure 8).
The stitching area between the point cloud model and
host model was also modified so that other software
programs could be used subsequently to more
realistically present vegetation.
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Figure 6. Terrain image importing

Figure 7. Comparison between uncropped and cropped terrain point clouds
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Figure 8. Filling up the empty areas

4.5 Integration of the aerial 3D models with
the BIM

In this study, the host model of the bridge was built
using Autodesk Revit. The aforementioned point cloud
3D model was imported into Revit to merge it with the
host model. However, the point cloud exported using
Pix4D was incompatible with Revit. Therefore, this study

used the origin-updating command in Recap to relocate
the origin in the stitching area (Figure 9). By updating the
project base points, this study moved the bridge model
origin in the stitching area to align the point cloud model
origin with the host model origin. When the cloud point
was being imported, the option “Origin to Origin” was
selected to facilitate the precise combination of the two
models, as illustrated in Figure 10.

Figure 9. Updating the origin of the point cloud model

Figure 10. Integration of the point cloud model with the host model

4.6 Rendering and animation production

To further enhance the fidelity of the terrain model
and BIM, this study displayed the model using a VR
software program termed Fuzor. After the terrain model
was merged with the BIM, a plug-in was employed to
convert the integrated model for use on Fuzor, whereby

the model can be instantly modified and synchronized
with Fuzor models. Fuzor were then used to add elements
such as trees, cars, and pedestrians in the model. Finally,
rendering was implemented and landscape elements were
added to create a complete and realistic scene.
Subsequently, walkthrough animations or VR
environments, which provides immersive experiences,
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may be created using Fuzor, allowing users to better
understand the project status,

5 Conclusion

This study was of a bridge construction project in
central Taiwan. In the following subsections, this study
describe the construction of a terrain model based on
UAYV images and its integration with a host model. This
study discuss the process by which the fidelity of the
integrated model was improved by using rendering
software.

5.1 Comparison of terrain
procedures

modeling

According to the comparison between terrain
modeling procedures in Pix4D and those in Recap, the
following advantages and drawbacks were determined.
1. Pix4D terrain modeling

(1) The triangle mesh is delicate: After generating
the point cloud on Pix4D, the user can reduce
the size of each triangle by adjusting related
parameters. Therefore, the exported triangle
mesh is more delicate, contributing to a better
visual effect during animation display.

(2) The point cloud is complete: After the UAV-
captured terrain images are imported, the point
cloud generated by Pix4D is not affected by
overlap rate, allowing researchers to create a
point cloud model. By contrast, in Recap, a
point cloud model cannot be generated if the
overlap rate is low.

2. Recap terrain modeling

(1) Higher compatibility with BIM software
programs: Because Recap was developed by
Autodesk, the Recap-derived point cloud is
compatible with other Autodesk-developed
BIM software programs. By contrast, the
Pix4D-constructed point cloud must be
converted into a compatible format using Recap
before being integrated with a Revit model.

(2) Ability to redefinition the origin: After creating
a point cloud model, Recap can update its origin,
allowing the model to be accurately merged
with a host BIM. By contrast, Pix4D does not
have this origin-updating feature.

5.2 Rendering and animation production

After the terrain model and host BIM are integrated,
Lumion and Fuzor may be more suitable options for
model rendering and animation display compared with
Enscape, which fails to display a terrain model when the
model is imported. To use the coordinate alignment
function on Lumion, the host BIM and point cloud must

be exported to the .tbx format and a triangle mesh,
respectively. By contrast, Fuzor can simultaneously
display terrain models without changing the file format.
After the fidelity of the terrain and host BIM is
improved, the models are ready for animation production
and VR environment import. The use of VR technology
to present the construction site can provide an immersive
experience, enabling users to clearly preview the
expected final product and monitor construction progress.
The strengths of Fuzor are further demonstrated through
its functions of five-dimensional display of construction
simulation, conflict detection, and animation production.
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Abstract —

Using Building Information Modeling (BIM)
technology, a unique virtual model of a project can
be created, which will allow all parties involved in
the design process of project members (owners,
architects, engineers, contractors, sub-contractors
and suppliers) to collaborate more precisely and
more effectively than using traditional processes.
The collaboration of the different parties must be
linked by a functional system with the presence of
software, the team members constantly refine and
adjust their portions according to the project
specifications and design modifications to guarantee
that the model is as precise. Augmented Reality (AR)
in turn can bridge the cognitive gap between pre-sale
products and real products. Although the presence
of Augmented Reality (AR) and Virtual Reality (VR)
is necessary, it is necessary to establish a system that
directly connects AR, VR, the company, clients,
investors and various construction documents. This
VR system will be used in the functions of the pre-
sale houses between companies, owners and
investors. The project that will be used for this study
is a building of five floors and two basement located
in the District of Zhonghe in Taiwan. As the result
showed, for the presentation of the presale house, the
technique of the Event-Driven Process Chain (EPC)
diagram is used including the import and export of
several files. In addition the diagram system gives
customers the opportunity to make changes
regarding materials, design and time liner in future
construction. These different changes made by the
customers and approved by the company will
generate consequences for the initial contract drawn
up by the company. The software Fuzor to ensure
the realization of the VR and AR while maintaining
a concordance of the different stages of the diagram.
To satisfy the requests of the ownership of, the
project price and timing, Navisworks and Revit have
also allowed the good management of the project.
The EPC diagram will have two alternatives, the
first alternative will be proposed by the company

according to the demand on the market. Then follow
the second alternative, this will be the new proposals
suggested by the customers after consulting the
proposals of the company using VR and AR. At the
end of these various changes by the EPC system the
prices of materials, other design, the implication of
equipment, labor, materials and subcontractors will
be updated according to the proposal of the owner.

Keywords —

Augmented Reality (AR); Virtual Reality (VR);
Presale House; Building Information Modeling
(BIM); Event-driven Process Chain (EPC) concept.

1. Introduction

In the 1960s, rapid economic development in several
Asian countries, including Taiwan, Hong Kong, China,
Singapore, South Korea, Indonesia and Malaysia, led to
an explosion in demand for housing in several major
cities. This growth in housing demand also reflected the
economic status of these countries [1]. The solution to
this growing demand, a unique and innovative presale
housing system was developed, and has been adopted
and developed since then. These house pre-sales refer to
the contractual sales of housing before the construction
of the construction project, i.e. the management
companies design a building and start to build or before
construction try to make offers to customers for the
purchase of their houses. With this system, companies
can receive pre-contracts which will allow them to
finance future construction. Some customers in order to
guarantee a good future for their families will be
interested, the pre-sale accommodation can be
purchased at a reduced price and they acquire property
rights in advance. In addition, home buyers can
participate in and oversee the advancement through the
VR and AR of the housing project to secure their
property rights at the end of the project, and even make
proposals during construction [1]. Use to gain customer
trust. This requires creating beautiful reception centers
and hiring professional real estate sales agents. This
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strategy requires a lot of expense, which is a major
drawback for companies. Through architectural models,
a plan for implementing 3D product perspectives and
models coupled with examples of housing, the
companies are trying to improve the understanding of
investors and customers to stimulate purchase intention.
Many customers are dissatisfied after the construction
of their infrastructure works, most of these problems are
due to the fact that the owner does not really know what
his project will look like after construction and the delay
in construction. To solve this problem new technique
have been developed in this study [2].

2. Presale house presentation

2.1 Research content

The concept of the Event-driven Process Chain
(EPC) diagram will be used for the presentation of the
presale house.

|EPE disgram concept using VIR and AR to corince
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Figure 2.1. Work process

This diagram highlights an intersecting connection
between the different parts of the construction. The
objective is to convince the owner or investors to buy or
place an order before finalizing the construction.

2.2 Diagram of the presale house presentation

In this study for a good presentation and convincing
of the presale house, the concept EPC was used. The
EPC is a flowchart for business process modeling for
product management through multiple partners. EPC
can be used to configure company resource planning
execution with the aim of structuring all the details in
time and in their place, and for business process
improvement. Used to control an autonomous workflow
instance in work sharing represent in Figure 2.2.

In this study Events are passive elements in event-
driven process chains. That event describes under what
circumstances a function or a process works or which
state a function (Navisworks, Revit, Fuzor) or a process
results in. Then the function described below.

Figure 2.2. Event-driven Process Chain

The function of the figures used:
<> Event and result event
[ Information: output and input documents

() Function
[0 Supporting system
Organizational unit type

Figure 2.3 explains the strategies implemented to
present the 3D model by the company to the owners.
This strategy involves the creation of a 3D animation of
the project from the Revit file.

The experimentation is based on a construction
project in the district of zhonghe. The project comprises
a building of five (5) floors and two bases for habitation.
The building will be built in a residential area. The two
bases will be used for parking. This experiment will
focus on the project information.

In this study the responsibility is to convince the
customers or investors to buy or rent the room (building)
during or before the construction phase. To convince
customers or investors several ideas has been
established in which softwires and new technologies
will be use.

Owner of the entire building: The whole building
belongs to a single structure and all decisions will be
specific to these people.

Inspection by Virtual Reality: Stepl owners order
to company using Fuzor

In this first step the company uses Fuzor software
for a complete presentation of the building to the
owners. This presentation concerns the exterior and
interior designs. This function will obviously need
supporting systems and information (input documents
function). This is how the second and the third step,
which are respectively construction type to the company,
Step2 and Virtual view to the company Step3, will take
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place.

In Step 3 the first presentation will be done by VR
BOX headset. This involves the use of the Fuzor
application on smart phone. First use the Fuzor software
to output the construction file in FZM format, then
transfer it to the smart phone, then open the file using
the Fuzor application. The owner can start to see the
virtual view of his future home. The Fuzor 3D view, the
company will use the synchronization system from the
Revit software to open the project.

This synchronization system is very important
because it will facilitate the work when the owner will

make a decision regarding a change. After the
synchronization the file of the project will be opened on
Fuzor.

For the good vision of the project, the environment
in which the project will be implemented will be
presented to the owner with the presence of his future
building. This presentation will be done by Mixed
Reality (MR) [4]. The 3D photo model (presented in
Figure 2.4 and 2.5) of the construction environment
produced by the Bentley contextcapture software which
was the subject of the first part of this study.

Figure 2.3. Inspection by Virtual Reality

Figure 2.4.3D photo model Augmented Reality1

For this fact the 3Dmax software will be used,
initially the two files will be input in the software
3Dmax namely the format FBX coming from Bentley
context capture and the format FBX of the construction

10

Figure 2.5.3D photo model Augmented Reality?2

coming from Fuzor. In the 3DMax software the 3D
model of the construction will be positioned exactly in
the space dedicated to the implementation of the project,
this is illustrated in Figure 2.6 [5].
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MR shows in Figure 2.6 technology allow real and
virtual elements to interact with one another and the
user to interact with virtual elements like owners
viewing their construction in real world. How does MR
work? There must be an MR device, either a headset or
translucent glasses, in this VR BOX study was used to
create the experience [6].

Figure 2.6. Mixed Reality

Using much more processing power than VR,
Augmented Reality (AR) and AR technology connects
the wvirtual and real worlds in a single connected
experience like combining two visions into one using
visual / gesture recognition technology / voice via
headset or a pair of motion controllers. In this project,
the mixed product was used to introduce the owner to
the environment of his new construction. To allow him
to understand the situation in which his future building
will be presented. Since AR maintains a connection
with the real world, it is not considered as a completely
immersive experience [7]. In a MR environment,
wherever user go and watch when he wear MR
technology, the 3D content allow him to meet in space
will react in the same way as in the real world under
these conditions the owners are assured of see their
construction in a real and precise event. In this example
study, an object will approach the owner when it
changes movement, the object will approach and
interact with it [8].

Step 4 will be the subject of the design, i.e. the
exterior and interior design. This will be about what
types of materials to use.

Step 5 represents an output of the files used in the
different software from the information received
beforehand for the development of the project.

After submitting the details of the project to the
owners, Step 6 will be the owner's decision. The
decision of the owner will either keep the proposal of
the company or give his own suggestions to change the
design, Step 7 shows. If the owner decides to make
changes this leads to called Change in Materials and
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Prices.

3. Change in materials and prices

3.1 The cost of the materials of the structure:

Construction materials are priced by weight or
number that of structural steel is normally priced by
weight, so it is important to have a clear idea of the
structural sections that will be used and the meaning of
the lettering of each section to establish an accurate
estimate [9].

These structural sections are already chosen
according to the construction model established
beforehand by the company as shown in Figure 3.1.

Figure 3.1.MEP materials cost

3.2 The cost of the materials of the mechanical,
electrical, and plumbing (MEP):

The construction obviously needs a mechanical part
in its structuring, the mechanical parts are generally
subcontracted to mechanical specialties, which prepare
detailed quotes for the plumbing and heating, ventilation
and air conditioning (HVAC) systems, this part
plumbing promotes comfort in the management of the
structure. To accurately estimate plumbing costs,
construction contributor must therefore have field
experience and a good knowledge of various plumbing
systems, materials, labor and equipment, as well as " an
understanding of the design and internal and external
specifications of the structure. This simply transfers the
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preparation of the detailed estimate to another party, but
this does not eliminate the need to estimate and analyze

the prices indicated by the engineers [11].
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Figure 3.2. Change in Materials and prices

Step 1 explains the changes proposed by the owner.
These different changes suggested by the owner will be
recorded in project document at Step 2. Fuzor software
by VR function will help the owner to make these
changes while taking into account the material already
submitted by the company.

Step 3 demonstrates the change in the model by the
owner. This is done from the VR Box headset or
directly on the Fuzor software, and from the already
done synchronization above the materials that are
changed or created directly translates to the main model
of Revit, Figure 3.3 shows a synchronization view
between Fuzor and Revit.

Figure 3.3. Synchronization between Fuzor and
Revit

In this project the owner has had to change the
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design exterior first by modifying by itself the shape of
the wall. For the modification, the owner prefers to
insert a balcony at each floor, illustrate in Figure 3.4.

Figure 3.4. Design change

3.3 Interactive clash management:

The functioning of the interactive clash defines
interference and proximity tolerances. To start it, it is
necessary to select sections of the building, systems or
types of objects to compare, then define the tolerance
and execute the conflict check [13]. This procedure will
allow Fuzor to list all the conflicts according to defined
criteria and lists them in the conflict interface. By
clicking on any conflict in the list, accessing this
conflict results in highlighting the objects in conflict.
After the different changes the clash management
system (tolerances 0.83) of Fuzor was used to detect the
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presence of indifference in the design. Figure 4.16.
Shows that there is no clash problem after changing the
facade of the wall by including several balconies, the
same result is observed at the change of the exterior
texture from yellow to blue. But after changing the size
of the wall inside the level 2 chamber, a clash was
detected. This was the subject of a bug fix on the Revit
software. This error is mentioned in Figure 3.6 in red
object [13].

Step 4 will contain data collection after the various
modifications. This document contains the price, the
size, and the colors of the different materials. This
document will be used by the company later to fix the
prices and the timeline of execution of the works.

At Step 5, the different changes are finished, and the
owner is satisfied with the design of its construction.
The company has confirmation from the owner about
the texture, the choice of materials and the modeling of
the construction.

In Step 6 the changes will be transferred to the Revit
software for price validation, material verification and
their warranty. This transfer between the two programs
is already established by the plugin system in the
previous steps.

Step 7 All materials used in the project are chosen
according to their quality. These qualities are closely
linked to their guarantee, the objective is to present an
excellent project in the choice of materials and
economically favorable.

In step 8 usually the owners are more focused on the
appearance of their home, regarding the exterior and
interior design, the texture. These different elements are
crucial in the context to convince them. It is to this
extent that very special importance was devoted to this
part. The interior design can easily be modified if the
need arises. The size of furniture, doors, windows etc....
can be altered. Partitions can be moved and rearranged.
Making these changes in Revit is very simple and does
not require much time either. It is possible to replicate
and resize furniture without much effort.

For the realistic price in Step 9, the construction cost
estimate is the process of forecasting the cost of
construction of a physical structure that is established
according to needs and modalities.

4. TimeLine management for presale
house presentation

4.1 The setting of the timeline by the company

This diagram (Figure 4.1) presents a flexibility of
work between the owner, the company and the different
working associates. This is a method which gives the
choice to all the participants of the project to freely
express for a more balanced management of working
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time. This diagram is presented in several steps that will
often require the desires of the owner.

Step 1: In the first step the company will be the
source of manipulation of documents, software and
agreements collected at stakeholder level for an
adequate balance of the progress of the project.

Step 2, in this part the NWD format to collect at
Revit level will import into Navisworks as the diagram
specifies.

Step 3, the 3D model of the building space already
produced will be used to show the evolution and timing
of the building to the owner. This part is a mix of the
model produced by Revit and the 3D model produced
by Bentley contextcapture. This technique aims to
present the owner in what environment will present his
new construction. This will also prove the credibility of
the planning that will be made later and show the
conditions of the realization of the project. Then in the
setting of the timeliner organization unit of Step 4 will
be a major factor, which are the structure of the building
and the MEP. In Step 5, project planning is a crucial
element in the relationship between the owner and the
company. In Step 6 it will be necessary to transfer to the
owner online each step of execution of the project. This
will enable him to follow in progress the different
phases of the workings. This also aims at pushing the
company to respect the deadlines.

In Step 7 after having shown the owner the time of
execution of the work he can accept or propose another
schedule that suits him. If the owner accepts the
schedule of the company the work will take place as
such. If the owner suggests another period for the
planning this leads to the Timeline B Figure 4.1, which
is timelines B.

Timeline B, explains in detail if the owner decides to
give a new schedule of the final delivery of the project.

Stepl, in this part the owner has decided to change
the time of the construction for personal reasons.
Consequently, the owner must provide its period of the
end of the works. This calendar will be first examined
by the company for its feasibility.

In the second Step, the company received the
owner's claims, this information was input into the
Navisworks software and later produced data.

In order to carry out Step 3 which changes the
planning, Step 4 concerning the organization unit (labor,
material, equipment, and subcontractor) will be crucial
elements. First of all, the different elements that must be
influenced by the change of the schedule must be
defined.

4.2 A specific part of the building belonging to
the owner

Alternative 2: A room or floor level owned by the
owner
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The inspection of the reality virtual is the same thing
as that of the owner for all the building. The
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parameterize and the use of the files remains the same,
in Figure 4.2.

Figure 4.1. Timeline B

The price and setting of the materials remains the
same, except that the setting will not take into account
the exterior design, in Figure 4.3. The timeliner of

Figure 4.2. Inspection by Virtual Reality

Navisworks will be the same, except that the owner will

have no suggestion to make compared to the time of
execution.

Figure 4.3. Prices and Materials settings

5. Discussion

After having given the owners of the project the
choice of design, time and materials, the observation
was made in relation to the price because the customer
will always want what is comfortable and durable but
do not want to invest the necessary money. So to
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facilitate partnership it was necessary to try to involve
the catalogs of the materials. This catalog will be
considered as a trust course between the different
partners. It should also be emphasized that the use of
VR for the presentation of the presale house is a very
positive idea for future of owners. They note the
perception of their future home and suggestions if
possible. Regardless of budget, just about every
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developer, realtor, architect, or interior designer can
take advantage of VR and AR to showcase a project
inside.

VR can show off a project at any stage, from pre-
construction to proposed renovations and upgrades. VR
with the synchronization system can be customized and
quickly updated, complete with interactive components
that allow prospective homeowners or builders to
change finishes, fabrics, layout ideas, and more.
Whether it is the structural part or the MEP, everything
is detailed in the report to submit to the owner.

In the analysis of this study of EPC diagram, the
observation is that whenever the time of construction
has been changed by the owner the load of labor has
increased considerably. This means that the company
needs to be more lenient in partnering with the
subcontractors for efficient execution and on time.

5.1 Conclusion

Traditional way presents many disagreements
between costumers and company Owners can make
change at the project to solve disagree and delay
problems. This study has also allowed to identify some
concerns of the owners in the future, about comfort and
safety.

In this study the contribution was considerable
compared to the previous researches on which the study
is focused. The advantage is the technique and the
software used allowed efficiency in the study, less time
was used compared to the other researches. The major
advantage is gaining trust among owners and investors.

5.2 Future work

Future research will be based on the difficulties
encountered in the execution of these projects. In
addition the new ideas will come from the suggestions
given by the different partners for the good execution.

Create a function that allows the owner of a single
room or a single level of construction to suggest the
construction time.

Using the system of a mobile phone application,
project participants can easily view, add a profile to the
system and set permissions for what new employees are
allowed to do, while following the roadmap of the
project. Additionally, tools can be labeled with QR
codes to ensure they are easy to find.

Developing a function to adjust parameters such as
the number of workers, available equipment and
construction materials can be done to show how these
changes would affect the cost of the project with a
connection of Navisworks and Revit to control the data
and the time required for completion.
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Abstract —

Proper building maintenance is critical to
ensuring the well-being of citizens and sustainable
development of the urban environment. For high-rise
high-density cities, one challenge to building
maintenance concerns the inspection of building
exteriors, which has been mostly done manually but
is of highly risky, labor-intensive, and error-prone.
Unmanned aerial vehicles (UAVs) have the potential
to support building exterior inspection in a safe and
efficient way. However, the effective application of
UAYVs for exterior inspection is hindered by path
planning problems in high-rise high-density urban
areas. Previously developed path planning algorithms
are constrained by algorithmic complexity and
cannot be implemented in a large three-dimensional
space. Besides, path planning assisting tools available
in the market that supported by Google Earth Pro can
hardly assure high accurate results. In this paper, a
new virtual prototyping-based path planning system
is developed for UAVs for building exterior inspection
in high-rise high-density urban areas. Unreal Engine
as a widely-used game engine was applied. The system
provides a realistic game world to simulate real-world
activities, which enables operators to design UAV
paths like playing games. The flight paths and
viewpoints can be repeatedly tested in a gaming
context until requirements are satisfied. The system
integrates expert knowledge through “human in the
loop” and realistic information on the virtual
environment featured with repeatability. The system
thereby greatly alleviates the risks that are induced
by physical constraints in the real world when
adopting UAV, and thus should significantly improve
the effectiveness and efficiency of building exterior
inspection.

Keywords —

Unmanned aerial vehicles (UAVs); Path planning;
Building exterior inspection; Virtual prototyping;
Human in the loop
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1 Introduction

The importance of proper maintenance of buildings
has been widely recognized to ensure that buildings are
function effectively and efficiently for well-being of
citizens and sustainable development of the urban
environment [1]. For high-rise high-density cities like
Hong Kong, one of the most challenging issues with
maintenance is the inspection of building exteriors.
Visual inspection by professionals is the most common
method, but is highly risky, labor-intensive, and error-
prone. Tools, such as telescopes and cameras, are applied
to help inspectors. Still, they are limited in the distance
and inefficiency until the commercialization of
Unmanned Aerial Vehicles (UAVs).

UAVs refer to an aircraft that is operated with no pilot
on board, also termed as drones or Unmanned Aerial
Systems (UASs) [2]. UAVs have great potentials in the
construction industry [3]. When paired with video
recording and digital cameras, UAVs could provide
professionals with an aerial perspective to overcome the
inaccessible areas without compromising their safety.
UAVs enable various types of surveying services for
professionals [2]. Despite the well-demonstrated benefits
in reduced labor, cost and risk, there are issues hindering
the effective application of UAVs. A critical one is path
planning, which is closely related to UAV performance
and usually done by drone operators. Due to the flight
time limitation, operators could make limited
adjustments during operation. It is a sophisticated task to
plan paths and viewpoints in a highly accurate manner to
avoid collision and invalid data collection, which is even
more difficult in high-rise high-density urban contexts
like Hong Kong. Especially for tasks such as building
exterior inspection (e.g. crack and loose object detection).
Moreover, poor path planning could result in distorted
images captured from inappropriate viewpoints that
further induce false positives [7].

Previously developed path planning methods, such as
Dijkstra algorithm [8], A* [9], and D* [10], focus on the
optimization of path distance by considering physical
constraints in mathematics. These methods well tackle
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the distance and obstacle problems, but seldomly address
the data effectiveness with the environment in high
abstraction. In addition, path planning for UAVs requires
the exploration of three-dimensional (3D) space. Many
existing algorithms are constrained with its space
complexity such as A*, since desktops cannot offer
enough memory to store all generated nodes if it needs to
explore a large space. Simulation-based methods are
preferable to investigate the mechanisms behand path
planning for UAVs cost-effectively. Particularly, virtual
prototyping offers a favorable platform to animate the
real world by using advanced game engines for
optimization and visualization. By integrating expert
knowledge and experience through “human in the loop”
[11], virtual prototyping can be used to handle complex
tasks in uncontrollable environments. Nevertheless, there
is still lack of knowledge of how to effectively use virtual
prototyping for UAV path planning.

Therefore, this paper aims to develop a new virtual
prototyping-based path planning system for UAVs,
within the context of building exterior inspection in high-
rise high-density urban areas. Unreal Engine as a widely-
used game engine was applied. Drone operators can
simulate flight tasks such as playing games in the
simulation system, e.g. controlling the virtual drone to fly
in the game environment with virtual cameras providing
real-time images and videos. The flight paths and
viewpoints can, therefore, be repeatedly tested in a
gaming context until requirements are satisfied.

2 Literature Review

2.1 UAY for Exterior Inspection

UAVs originated from the military in 1916 [12],
which has not been popularized untili UAVs
commercialization companies grow up in recent years.
Later on, commercial companies, like DJI, made the
UAVs commercialized and accessible to the public by
providing low-price UAVs that are easy to operate.
Owing to the aerial perspective that enables a broad
variety of surveying services, UAV has gained
considerable interest in the construction industry. One of
the important applications is the exterior inspection of
buildings. Caballero et al [3] developed a vision-based
method to estimate the real motion of an UAV and
applied it to the external building inspection. Emelianov
[4] inspected the building facades by aerial laser using an
UAYV for difficult site conditions. Ellenberg [5] detected
masonry cracks with visual images captured by an UAV.
These applications promote the productivity of building
inspection works and greatly reduce the risk of relevant
workers. However, there are still some issues that need to
be tackled, such as path planning and data effectiveness.
Most commercial UAVs have a minimal capacity on
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flight time, which is usually less than 30 minutes. Path
planning is, therefore, critical to not only avoid obstacles
but also reduce unnecessary adjustments when operating
UAVs [2]. Otherwise, the UAV operator has to abort the
task frequently to change batteries, which no doubly
decreases the productivity of inspection works.

2.2 Path Planning Methods for UAV

Considerable research has been conducted on the
topic of path planning. Many reported methods for path
planning are based on mathematics like Dijkstra’s
algorithm [8], A* [9], D* [10], rapidly-exploring random
tree (RRT) [14], bath informed trees (BIT*) [15]. These
algorithms can be used to address obstacles and distance
problems, which have been successfully applied in game
development and robotics for path planning. However,
for tasks in building exterior inspection, an essential
consideration is imaging effects that are greatly
influenced by viewpoints, view angles, and light [2].
Previous path planning algorithms cannot take such
constraints into account.

Therefore, in UAV applications in the construction
industry for surveying and inspection, path planning
tasks are usually conducted manually, which is highly
related to operators’ experiences. In addition, some
operators use the waypoint method assisted by Google
Earth Pro, which however has the accuracy issues [16].
The reported root mean square error (RMSE) of its
control point is around 24.1m in developed countries and
44 .4m in developing countries [16]. Other path planning
tools on the market that are developed based on Google
Earth Pro service have similar accuracy limitations. For
high-rise high-density cities like Hong Kong, accuracy is
a critical aspect when adopting UA Vs to avoid accidents
and improve data effectiveness. There is an urgent need
for a user-friendly and accurate path planning tool that
can help operators to effectively and efficiently design
UAV paths for missions.

2.3  Virtual Prototyping in the Construction
Industry

Virtual prototyping refers to the process of
constructing and testing a digital mock-up to present,
analyze, and test life-cycle aspects [17]. The
development of building information modeling (BIM)
promotes the application of virtual prototyping in the
construction industry, which has been widely reported to
increase productivity in design [ 18], manufacturing [19],
construction [20] and maintenance stages [21]. Recently,
virtual reality (VR) and augmented reality (AR)
supported by powerful game engines are gaining
increasing interest in both practice and research in the
construction industry. For example, Du et al. [22]
developed a real-time synchronization method between
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BIM data and VR environment for collaborative decision.
Cao etal. [23] adopted VR to study indoor fire evacuation
and found out that people under the file emergency
condition spent more time in finding their way to exit the
building that those under control condition. Shi et al. [24]
applied VR for impact assessment of construction
workers’ fall risk behavior, which demonstrates the
effectiveness of using VR in safety studies. Webster et al.
[25] developed an AR system for the construction,
inspection, and renovation of architectural structures,
which improved the construction of performances. Wang
et al. [26] integrated AR with BIM to control the onsite
construction progress, which demonstrated how AR and
BIM can improve the way the information is accessed.
With the development of game engines, virtual
prototyping has demonstrated its greater potentials for
the construction industry.

3 System Architecture

The overall system architecture by using a game
engine for UAV path planning for building exterior
inspection is proposed in Figure 1, including building
environment model structure, game engine structure,
device structure and professional structure. In building
environment model structure, professional software
provides 3D building and environment models, such as
3ds Max, Revit, Rhino 3D, etc. Game engine is the core
of the system architecture that consists of a game world
and three plugins: a UAV simulator, a model converter,
and a path generator. Device structure consists of a
remote controller and an UAV. In the human structure,
relevant professionals (operators) could assess paths and
viewpoints according to their expert knowledge.

The proposed system functions with three stages.
Firstly, building environment models will be imported to
the game engine by the model converter plugin, which
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provide the main contents of the game world. Secondly,
remote controller will be linked to the game engine by
the UAV simulator plugin. The remote controller enables
professionals to control a virtual UAV in the game world
to simulate the inspection task. The flight paths and
viewpoints are repeatedly tested until all requirements
are satisfied. Finally, the path generator plugin will
generate a path planning file that can be directly used in
areal UAV for automated operation.

4 System Development

To develop the system based on the proposed
architecture shown in Figure 1, this research is based on
the Unreal Engine as it is open source and one of the most
popular game engines. The following sub-sections
describe the design and development of three major
components in the game engine, namely a UAV
simulator, a model converter, and a path generator.

4.1 UAYV Simulator

UAV simulators are usually designed for testing,
operational training and research because of its cost-
effectiveness and safety assurance. There are more than
20 types of UAV simulators reported in history [27]. By
considering its openness, functions and stability, this
research adopted the Microsoft AirSim UAV simulator
built on Unreal Engine, shown in Figure 2 [28]. AirSim
provides a broad variety of sensor simulations including
camera, infrared camera, distance sensor, barometer and
so on, which together with Unreal Engine could develop
a realistic game world as shown in Figure 3. These
sensors can greatly help the operators to make
sophisticated mission planning tasks e.g. UAV path
planning for building inspection in a cost-effective, safe
and robust manner.
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Figure 1. System architecture of the Virtual Prototyping-Based Path Planning for UAV
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Figure 2. AirSim simulator architecture
(reproduced from [28])

Figure 3. Game world in Unreal Engine

4.2 Model Converter

The model converter enables users to import building
and environment models from other professional
software. The model converter in the developed system
is based on the DataSmith module in Unreal Engine,
which supports model importation from a broad variety
of professional software (e.g. 3ds Max, Revit and Rhino
3D) [29]. The model converter makes it convenient to
build a game world in Unreal Engine based on building
and environment models that are commonly available
from the design stage of a construction project.

4.3 Path Generator

The path generator plugin records the UAV
waypoints, view angles, actions (e.g. take an image or
video) and speeds in the game world when professionals
are testing paths and viewpoints. After the playing
process, the path generator will output a path planning
file that can be used in a real UAV, shown in Figure 4.
In this research, DJI Matrice 210 V2 RTK (Figure 5) was
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used, and the path file is generated according to the
requirements of DJI products. For example, the North
East Down (NED) Coordinate System is applied in the
developed path planning system, while geodetic datum is
required as input coordinates by DJI products. Thus, the
axes conversion [30] is needed during the path file
generation, as shown in Figure 4. When the developed
system is used for other types of UAVs, the path
generator can be easily extended to generate a new path
file according to specific requirements by other types of
UAVs.
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Figure 4. Procedure of path recording and file
generation

Figure 5. DJI Matrice 210 V2 RTK used for the
study
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5 System Demonstration

In this section, demonstration of the developed virtual
prototyping-based UAV path planning system was
conducted for building exterior inspection, including
viewpoint selection and path generation. To illustrate the
effectiveness of the developed system, results from
virtual prototyping-based method are analyzed and
compared with results from using A* method [31] that is
the most widely used algorithm for path planning [32].

5.1 Viewpoint Selection

To ensure a virtual camera in the game world can
function like a physical camera in the real world,
specifications of the virtual camera should be set up like
the physical ones, e.g. field of view (FOV), aspect ratio,
lens, etc. After that, the virtual camera can be used to test
the locations and view angles of viewpoints (Figure 6).
When the inspection area is larger than the FOV, more
than one viewpoint should be used to cover the whole
area, and overlaps could be tested at the same time.

Figure 6. Viewpoint selection

5.2 Path Generation

As the space and the number of viewpoints increases,
the challenge of adopting A* method will dramatically
increase due to the algorithm complexity [31]. On the
contrary, the virtual prototyping-based method is nearly
not constrained in such cases. To avoid the problem of
out of memory when adopting A* method, the
comparative analysis is conducted with a single-
viewpoint case. Results are shown in Figure 7, Figure 8
and Table 1.
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Figure 7. Path generated by the developed system
(shown by green line)

Figure 8. Path generated by A* (shown by red line)

Table 1. Geometry Comparison

Method A* Proposed
Method
Start Point (0,0,0) 0, 0,0)
(-0.9, 0.1, -5.0) (0,0, -48.8)
. (1.6,2.6,-12.5) (39.6, 0, -48.8)
I\Pf[é‘iiﬂ: (6.6, 2.4, -27.5) -
(26.6,-2.4,-27.5) -
(41.6,-7.4,32.5) -
Viewpoint  (39.6, -22.3, -48.8) (39.6,-22.3, -
48.8)
Distance 88.7 110.7

Notes: local north, east, down (NED) coordinates and international
system of units (IS)

In general, the path generated by the proposed visual
prototyping-based method (Figure 7) has less twists and
turns compared with the path generated by A* method
(Figure 8). When implementing A*, the exploration
space is discretized into 3D grids. By searching the whole
3D grids, A* method can usually find a shorter path
(shown in Table 1) with more twists and turns by linking
nodes in the 3D grids, compared with the proposed visual
prototyping-based method. If the twists and turns are
extremely irregular, UAVs cannot flight as the designed
path due to motion constraints [33]. Besides, the path
generated by the proposed method (Figure 8) crossed less
dangerous areas (e.g. roads) compared with A* method
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(Figure 7). The developed system provides a realistic
game world for relevant professionals to design a path for
UAVs in building exterior inspection like playing games.
By implementing “human in the loop”, the developed
system can easily take more constraints into
consideration by integrating expert knowledge and
experience.

6 Discussion

Manual visual-based building exterior inspection is
usually labor-intensive, time-consuming, error-prone and
highly risky. As the low-price commercial UAVs are
popularized, professionals start to use UAVs for building
exterior inspection works, which brings in benefits
including enhanced safety and efficiency. However, in
high-rise high-density cities like Hong Kong, the
complex flight environments require a more accurate
path planning method that can help professionals to
design path for their inspection task to avoid accidents
(e.g. collision). Previously developed path planning
methods like A* [9] well tackle the distance problem but
cause too many twists and turns on a path. In addition,
these mathematically based path planning methods like
A* have a bottleneck on algorithmic complexity when
they need to be applied in a large 3D space. The required
computing time is too long, or the required memory space
is too large [31]. Also, these algorithms seldomly
considered the data effectiveness (e.g. image distortion
and light effect). Therefore, these path planning
algorithms are seldom adopted for inspection tasks in the
construction industry.

Virtual prototyping enabled by game engines offers a
realistic game word to simulate detailed activities in the
real world. The virtual prototyping-based path planning
method developed in this paper enables professionals to
design UAV paths for their inspection tasks like playing
games. The new method not only overcomes the
bottleneck of algorithmic complexity of previous
algorithms [31], but also takes into consideration more
constraints (e.g. dangerous area, images distortion and
light effect) by taking the advantage of expert knowledge
through “human in the loop”. Compared with path
planning tools that are supported by Google Earth Pro,
the developed system has a higher level of accuracy
because the game world is constructed using accurate
BIM models.

The developed path planning system involves game
engine, UAV and professionals, which can be extended
for more general applications in the construction industry.
First, game engine can be used for mission planning for
robotics. As the development of automation and control
technology, adopting robotics has great potentials to
improve the productivity in the construction industry
[34][35] Robots can be trained, tested and assigned tasks
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by a game engine. Second, a cyber-physical system for
construction management or even smart city
management can be built by synchronization between the
real and game worlds. Third, human can also be linked to
the game world to maximize the power of
human/hardware-in-the-loop (HHITL) [36]. For example,
a professional can use remote controller to control a robot
to conduct a task in a game environment for once, then
the robot can learn how to conduct the task in the real
world by itself through imitation learning [37].

7  Conclusions

Building exterior inspection using UAVs is widely
recognized around the world in recent years, because of
a broad variety of benefits including low cost, high safety
and efficiency. However, there has been no user-friendly
tool that can help professionals with path planning in an
accurate and efficient manner. In this paper, a new virtual
prototyping-based path planning system is developed for
UAVs. It helps professionals to design an accurate path
for inspection tasks efficiently. The new method will not
only overcome the algorithm complexity problem that
exists in many previously developed path planning
algorithms, but also provide a higher level of accuracy
than the path planning assisting tools available in the
market do.

The developed path planning system can be easily
extended for other mission planning tasks for robotics in
the construction industry. Furthermore, it can also be
developed into a cyber-physical system for construction
management or even smart city management. These
extensions will be explored in future research.
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Abstract —

Construction progress monitoring and
visualization have recently undergone advanced
development. However, the data exchange process
between construction offices and jobsites still lacks
automation and real-time data records. Furthermore,
an information gap between construction offices and
jobsite activity persists, and progress inspectors still
need to visit jobsites to check progress and assign
quality ratings. Therefore, this research proposes a
near real-time construction progress monitoring
system called (iVR), which integrates 3D scanning,
extended reality, and visual programming to visualize
interactive onsite inspection and provide numeric
data. The iVR system contains four modules: 1)
recording jobsite activity through 3D scan (iVR-scan);
2) processing and converting 3D scan data into a 3D
model (iVR-preparation); 3) immersive virtual reality
inspection in the construction office (iVR-inspect);
and 4) visualizing inspection feedback on the
construction jobsite using augmented reality (iVR-
feedback). In other words, 3D laser scanners first
capture an activity point cloud and the iVR-
preparation algorithm processes and converts the
point cloud into a 3D model that is sent to the
construction office’s BIM cloud. Then, the proposed
VR mode in iVR-inspect enables a quality assurance
inspector to trace workflow, compare current project
progress with blueprints, measure objects, and add
text or design notes to 3D models to improve the site
management and decision-making quality. Finally,
iVR-feedback sends inspection reports to jobsite
workers, who can visualize them in an augmented
reality mode integrated with graphical algorithms.
An experimental laboratory trial is presented in this
paper to validate the concept; the iVR system for
progress monitoring successfully generated the
required results. The proposed system has the
potential to help progress inspectors and workers
complete quality and progress assessments and
decision making through the development of a
productive and practical communication platform. It

24

compares favourably to conventional manual
monitoring or data capturing, processing, and storing
methods, which have storage, compatibility, and time-
efficiency issues. Moreover, iVR minimizes physical
interactions between workers and QA inspectors,
thus creating healthier construction jobsites that are
characterized by minimal human interaction. Finally,
the same approach can be applied to more complex
construction activities with movable natures.

Keywords —

Kinect Camera; Augmented Reality; Virtual
Reality; Building Information Modeling; Progress
Monitoring

1 Introduction

Building Information Modelling (BIM) technology, a
recent trend in the construction industry, is an exciting
solution for achieving automation in construction project
progress monitoring. BIM is a rich source of 3D
geometry-related information, such as architecture,
structure, and MEP; furthermore, it enables knowledge
sharing and interoperability over a building’s lifecycle
[1-3].

Engineers at a construction site find it challenging to
manage a complicated BIM model and recognize the
necessary attributes in the model [4,5]. Since BIM
models are stored on servers or separate computers, they
are often not updated synchronously on the jobsite. In
other words, the transfer of knowledge from the design
office to the engineering office on the construction site is
significantly delayed [6]. This delay is crucial in certain
projects, such as rapidly tracked projects, where planning
and construction occur simultaneously. Slower data
exchange results in project slowdown or rework [7]. This
implies a need for real-time data exchange between
building and planning offices [8]. Therefore, designing a
near real-time system for tracking construction projects
and closing the distance between jobsite operation and
construction offices is necessary.

The aim of this study is to evaluate the degree to
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which virtual reality systems can be integrated into and
affect state-of-the-art construction progress monitoring
workflows. This research demonstrates the degree to
which mixed reality equipment and 3D laser scanning
embedded in visual programming can solve these
problems; furthermore, it assesses the effectiveness of the
proposed device and framework. We aim to reduce the
distance between the jobsite and the construction office,
and establish a framework that can provide near real-time
progress tracking and data quality control between the
construction office and jobsite activities. Therefore, we
developed a near real-time progress monitoring system
called iVR that consists of four modules: 1) the iVR-scan
module monitors jobsite activity using a Kinect scanner,
2) the iVR-prepare module converts captured point cloud
data into a 3D model and sends it to the construction
office, 3) the iVR-inspect module utilizes virtual reality
to help inspectors check activity quality and write review
comments, and 4) the iVR-feedback module utilizes
augmented reality to visualize inspectors’ review reports
on jobsites. The iVR system underwent laboratory testing
and produced successful results. This system can aid
quality inspectors monitor jobsites from construction
offices in near real-time, eliminating the need to visit
jobsites. Thus, inspectors can monitor multiple activities
over a shorter period compared to conventional quality
inspection methods. Furthermore, iVR can contribute to
a healthier construction environment by reducing human
interaction between construction jobsite workers and
quality inspectors in the office.

2 Literature Review

Point cloud has been used in different phases of the
construction industry for planning and design;
production and development; operation and maintenance;
etc. [2]. During the planning and design process, point
cloud helps in the reconstruction of 3D site models and
existing buildings [2,4]. Suitable data acquisition process
and devices for construction work include 3D laser
scanning, photogrammetry, videogrammetry, and RGB-
D and stereo cameras [3].

The Kinect 3D scanner uses the same technology that
a mid-range 3D scanner, projector, or infrared camera
might use to measure the depth of, and around, an object
[9]. The two cameras of the Kinect enable it to scan
almost every item in 3D with good precision. The Kinect
cameras have been used in the detection and evaluation
of construction sites, product identification, materials and
labor [2,10], safety monitoring [11] and reconstruction
[8]. Many simultaneous localization and mapping
(SLAM) programs have used sparse maps to identify and
concentrate on real-time monitoring [7]. Other
approaches have Dbeen wused for point-based
reconstruction [5]. Kinect cameras reconstruct surfaces
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more reliably, based on real-world geometry; thus, they
exceed point-based representations [7,8].

Immersive modeling increases the understanding of
complex construction processes and facilitates the
assessment of project situations at reduced costs and
interference levels [12,13]. Furthermore, it enables
synchronous cooperation between different stakeholders
in planning and design [14,15]. The use of virtual reality
during the design process has yielded significant
improvements in design, which increase workers’ safety
during construction [16,17].

Laser scanning data are commonly used for
dimensional and surface quality assurance in several civil
applications and project quality management [18-20].
We propose a precise and effective laser scanning-based
technique to reduce the distance between office and
construction worksites by combining Kinect 3D scanning
and extended reality for a near real-time dimensional and
surface quality control approach.

3  Methodology

The research methodology’s design and selection
were divided into three steps. First, we analysed the
current best practice in construction jobsite progress
monitoring and selected the best technologies to achieve
its objectives. Second, we developed a progress
monitoring system called iVR. Finally, we validated the
system with a laboratory test and analysed the results for
development (Figure 1).

This research proposes a progress monitoring system,
iVR, using extended reality and laser scanning. The
proposed system consists of four modules: site model
capture using 3D laser scanners (iVR-scan); conversion
of point cloud into 3D mesh (iVR-preparation); Quality
Assurance (QA) inspection and feedback report
generation using VR (iVR-inspection); and visualizing
inspection feedback on the jobsite using AR (iVR-
feedback) (Figure 2).

By 1 daavesd ledd b rrerw aeald

P
T R
Pricye

B
e .

B o Y o Tewen LI S

an| Bgia s

T R e
Pl arwrr geaa i v

L S e S T, e g e
o o

pE Byl paan el

Wimp 1 ynbers Vamlodan

By

g e 3 By rmvmm - - By

Figure 1. Research methodology design and selection



37" International Symposium on Automation and Robotics in Construction (ISARC 2020)

e
PP

b

LEGERD
e AT rocaia f pearg
T O G s
Parm vl b by e T

s P aers B pegg-n b (e meietay e

1) WOFIAH T 11 S

€] A Pl W e kg L
i 1 p s

o ey St e procmmieng) 1G4 |
| Py - oe e procaslang (1]
i Tt Bl Wl Pl 1161

Foo T o o e sl g 11 |
§Granharom G el g i
L

jiEmareek ek M R el Al
B | P i o il B ofhm

i Marriares e g W H e

G
i Diruda FUE 5 VIR ressscal =

Lmyer | B el

.
L I et peBd o B peeiti e
'

lmam | e ok owerm

VAT, WAL ITY

- " -
Fegrras mm
= & Chaiiy S
- o
. S [E—
M1 AR THEC F (e _':_"'_"_ i
B H e

Figure 2. iVR system architecture connection loop between construction jobsite and construction office

3.1 iVR-scan

In this module, a laser scanner installed on the jobsite
tracks an operation and sends live scanning data to the
building office. This module focuses on the location, path,
type of laser scanner, software, and hardware needed to
complete this process.

This research used the Kinect V2 [21] [21], offering

live scanning, as a 3D laser scanner. (Lidar +
photogrammetry = Kinect 3D scan) represents the
combination of cameras and sensors for target

observation and distance recognition, thus building this
research’s concept.

The Kinect 3D scanner uses the same technology that
is used by a mid-range 3D scanner, camera, or infrared
camera to calculate the depth field of, and around, an
object. The two “cameras” of the Kinect enable accurate
3D scanning of almost all items.

The scanning process for the target item is as follows:
1) Assign a position for the laser scanner in the BIM area,
using the everyday operation optimizer iVR-scan
position tool; 2) Set up the laser scanner and direct it
toward target objects on the construction site; 3) Connect
Kinect V2 to the Grasshopper PC Graphical Algorithm
Editor [22,23] in the commercially developed software
Rhinoceros [24]. Three point cloud libraries (Quokka
[25], Tarsier [26], and Firefly [27]) in Grasshopper
manage point cloud data and convert them into point,
color, and GPS coordination in order to process the
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model in real time. Then, the Speckle cloud [28] sends
cloud point data from the jobsite to the Grasshopper
Rhinoceros in the development office, which gets
synchronized and updated per time cycle.

3.2 iVR-preparation

The built algorithm in iVR-preparation processes
these data in the construction office as follows, before the
inspector gets access to the point cloud data collected
from the jobsite: Step 1) Using the Speckle data receiver
to receive point cloud data from job PC; Step 2) Building
a visual algorithm that coordinates and compares point
cloud colours, points, and GPS with the BIM model; Step
3) iVR-crop the selected item from the scanned scene,
utilizing colour coding to minimize computational data
and the time spent on further measures; Step 4) iVR-
preparation uses Alpha shape matching cube
mathematical logic [29] and a ball pivoting algorithm
[30,31] to convert the point cloud into a 3D mesh object;
Step 5) To reduce computational data and time spent,
iVR-preparation uses a bounding box to include the
produced 3D mesh; Step 6) iVR-preparation contrasts the
cloud bounding point box with the BIM model and
analyzes the operation’s progress.

3.3 iVR-inspect

In this module, 3D mesh is aligned with the BIM
model that was developed in iVR-preparation. A progress
tracking investigator attaches the virtual reality (VR)
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headset to the Rhinoceros area and starts reviewing
progress details obtained from the jobsite in VR
technology. In general, the iVR-inspection module
process is as follows: 1) Aligning the 3D mesh with the
BIM model that was developed in iVR-preparation; 2)
Linking the VR headset to the virtual reality and set
layout design, size, and colors; 3) The controller monitors
progress checks, building accuracy, and quality checks;
4) The progress monitoring inspector composes notes,
highlights items, and draws illustration types as input; 5)
Sending a fresh dataset kit back to the jobsite.

The reason we chose the VR inspection method rather
than conventional site visits or BIM versus point cloud
screen checking is to give the progress monitoring
inspector the capability and power of immersive reality,
thereby increasing inspection rate, speed, and accuracy.

Finally, after the progress monitoring inspector
completes the progress and quality checks, draws
illustrations, and writes comments, iVR-inspection sends
multilayer data, including the BIM model, overlay model,
comments, drawings, and an accomplishment report to
iVR-feedback.

3.4 iVR-inspect

In this module, iVR-feedback uses the Fologram
library [32] in Grasshopper Rhinoceros to simulate the
inspector’s files on the jobsite by utilizing extended
reality. The iVR-feedback workflow consists of: 1) A
worker’s phone is registered with the Fologram tool in
the construction office to receive live data; 2) The
progress monitoring inspector sends BIM models,
comments and sketches, output reviews, and overlay
models to a mobile phone on the jobsite via Fologram; 3)
A jobsite worker visualizes all the data received via
mobile phone in extended reality. Using the parametric
models representing the architecture, an immersive
holographic instruction set is generated. Fologram
synchronizes the geometry created on virtual reality
devices through a local Wi-Fi network in a Rhinoceros or
Grasshopper file. If a consumer makes improvements to
a pattern in Rhinoceros or Grasshopper, those changes
will be observed and forwarded to all related extended
reality apps, thus allowing users to display digital models
in a physical environment and on-scale, while making
changes to these models using common, powerful CAD
software devices. This tool inspector can also monitor
whether a worker uses Fologram to correctly view
comments using data from a jobsite; this is a very
important benefit of iVR-feedback.

4 Case Study

A laboratory test was designed to simulate a specific
activity’s quality inspection between the jobsite and the
construction office in order to validate the proposed iVR
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system. All four phases of iVR were introduced in this
case study, and the time spent on each phase as well as
their accuracy and practicality were reported to facilitate
further device growth. The target activity in this research
comprised six boxes (20 x 30 x 20 cm) laid in two
columns with three boxes on each side of the construction.
The target activity was designed in a BIM environment;
Styrofoam boxes were used to represent the jobsite
(Figure 3) in the laboratory.

The construction site working environment is
constantly changing and therefore it is challenging to
maintain a constant network between different devices.
In the case study one operator runs the iVR-scan that
consists of a Kinect V2 camera connected to iVR
platform on a portable computer. The computer
specifications used in the case study are: (processor: intel
core i7 cpu, installed ram 32 gb, graphic card: nvidia
GeForce gtx 1060 3gb) which registered 3d point cloud
data from target activity in the jobsite. Next, the iVR-
prepare cropped the point cloud scene and converted the
targeted object into 3D mesh and sent it to the
Construction office using Speckle doc cloud
synchronizer between two iVR platforms using Wi-Fi
internet. After that, the iVR-inspect used VR technology
to check quality, insert notes, check progress rate and
draw comments and send it to iVR-feedback. In the case
study, a smart phone with 4G Wi-Fi was used in iVR-
feedback to receive data from the construction office and
visualize them in the jobsite. It is essential that both
construction offices and iVR-scan are connected to the
same wifi host. Finally the worker successfully
visualized the inspector report in using AR technology as
illustrated in Figure 3.

It takes about 17 minutes to finish one loop of iVR
data exchange. It took 23 minutes for the inspector to
comment using VR in iVR-inspect and for the worker to
provide feedback visualization in iVR-feedback. In total,
the laboratory test took about 40 minutes.

First, the laboratory research for the case study began
by targeting one pile of boxes for 3D laser scanning,
collecting 3D geometry vertices, and documenting the
point cloud using Kinect V2 (seconds time). The Qualla
library was used to control point cloud resolution to
manage the processing and time required for
computational data. Next, a cropping box was created
containing only selected items (in our case, concrete
columns) for the next stage in order to minimize
processing time and remove the unwanted items that
were scanned from the point cloud, as seen in the iVR-
scan module section of Figure 3.

Next, iVR-preparedness monitors point clouds at any
interval and updates current point clouds as a loop. In this
case study, the interval for updating was set at 17 minutes.
As described in the methodology, iVR-preparation used
ball pivot algorithms to convert concrete column point
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Figure 3. Case study lad test of column monitoring and quality check in near real-time using iVR system

clouds into 3D mesh. Using the Speckle cloud 3D model
synchronizing device and overlaying it with the BIM
model in the Grasshopper Rhinoceros program as seen in
Figure 3, the iVR-preparation module was sent to the
development office after the 3D mesh and the point cloud.

After that, progress monitoring inspectors receive
point cloud and 3D mesh data in the building office using
Grasshopper Rhinoceros and the Speckle data receiver
tool. This research used Oculus Rift S [33] [32] to test
iVR-inspection. The progress monitoring inspector
simulated the 3D model in virtual reality, taking
measurements, writing notes, checking development and
consistency, taking snapshots of the required information,
and producing development reports, as shown in the iVR-
inspection module section of Figure 3.

Finally, the iVR-feedback algorithm sends inspectors’
progress reports back to the worksite using Fologram’s
augmented reality platform in Grasshopper Rhinoceros.
Workers on the site get progress sheet reports that include

BIM models, feedback, sketches, and
accomplishment pace, and overlay models. Notice that
external details can often be added to progress reports,
including job venue, mission independency, timetable,
and building methods. In construction offices, workers’
phones and receiver Fologram devices should be
connected to the same Wi-Fi network for AR operation.
In this case study, iVR-feedback effectively visualized
input details on the construction site, allowing workers to
check observations from the progress inspector in the
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overlay model and follow up on the relevant revised
information requested by the progress inspector, as seen
in the iVR-feedback section of Figure 3.

Figure 3. Case study lab test of iVR progress monitoring
using extended reality and data exchange between
construction jobsite and office.

5 Discussion

The adopted case study to track the concrete columns’
progress showed that the new program can accommodate
more complex and robust worksite construction. The iVR
program successfully captured tracking data, analysed it,
produced a progress inspector’s report, and returned it to
the construction worksite for input. Through iVR-inspect,
auditors can harness the power of augmented reality to
observe concrete columns from different angles and take
samples that are out of the scope of conventional methods.
This research argues that using iVR at the progress
monitoring stage could improve decision making and
result in a better product in a shorter time span and with
the lesser human resources. The study also argues that
this approach reduces humans’ physical contact, which
helps maintain social distancing measures to reduce the
spread of infectious diseases, such as the COVID-19
pandemic [95]. The innovative methods, algorithms, and
technologies developed in this research distinguish it
from past research. Hence, this study makes several
significant contributions.

First, the 3D laser scanner is directly connected to the
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BIM environment in this research. A medium platform is
not required, whereas other frameworks developed by
researchers need a medium platform to convert scanned
data into point cloud or massing geometry.

Second, the iVR system eliminates file format
compatibility issues as every hardware and software is
connected directly to the Grasshopper Rhinoceros’ visual
program. Many progress tracking models, on the other
hand, involve various scanning tools in a range of formats
(xyz, ply, pts, €57, las, and laz) and BIM-type formats
(3dm, dwg, obj, ifc, rvt, and nwd); these variations in file
format pose consistency concerns and can also trigger
data fragmentation or failure due to the need for specific
versions or data processing.

Third, data storage in the BIM environment is
managed and controlled in iVR. To import or export
information, Kinect apps, the VR headset, and Fologram
are connected to the BIM environment, which make them
extremely light and easy to work with. However, other
state-of-the-art data management tracking exists in the
scanning business’ cloud or on handheld devices, which
is inefficient because the customer has to link the
processed point cloud data with another data cloud or
other BIM applications to track the operation’s progress.

In the case study, the accuracy of registered data in
the iVR-scan was +- 3 mm compared to the actual
measurements. The laser scanned data accuracy depends
on various factors including: distance between target
object and laser scanner, colour, scale, rotation of the
target object, and the lamination of the room. The
backside of the target object is not registered by the laser
scanner therefore the 3d model of target object misses the
backside which is one of the limitations of fixed laser
scanners in the jobsite. The point cloud registered in the
iVR-scan can is colour coded also which can help iVR-
inspect differentiate different objects using associated
colour code. The scale factor remained fixed to 1 to 1
throughout the iVR loop to maintain accuracy and data
management. There was no data loose during the iVR
loop except when iVR-prepare crop the scene point cloud
and detach target object from the rest of the point cloud
to reduce computation time. The system needs to be
tested on a variety of construction activities with different
object scales and colour to compare accuracy and
efficiency of iVR.

6 Conclusion

Despite critical advancements in 3D scanning and
photogrammetry techniques for tracking building
progress, traditional quality control and progress testing
often entail manual inspection or data analysis, which
takes a long time to track and relies on conventional
methods. A near real-time project monitoring tool (iVR)
has been developed and tested to address this issue. The
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vital benefits of iVR are summarized, based on the

findings, as follows:

(A) The study indicates that the device significantly

reduces the information gap between the
development office and jobsite; the collection,
sharing, and computation of data requires fewer
resources and time.
Immersive, interactive, and  augmented
technologies allow investigators and workers to
visualize tasks from perspectives that are
unfeasible with traditional approaches; they
enable effective interaction and an almost
tangible approach to the data by providing
investigators and workers with the appropriate
means to sketch, report, and add data.

Using 1VR, inspectors can monitor several

activities in a short period while remaining in the

construction office. Furthermore, it can reduce
human resources and improve quality and
production.

(D) The system can ensure social distancing and
minimize human activity among staff and
construction officers, which might further
mitigate the spread of infectious diseases on
building sites during the ongoing COVID-19
pandemic.

(B)

©

To conclude, iVR’s potential for progress tracking at
the construction level was identified and validated with a
laboratory-tested case study. This method will be
presented in the future as a tab plug-in to commercial
software applications; it will improve the progress
tracking inspection process. The methodology’s scope in
the architectural field is limited to activity geometry,
such as construction progress monitoring; however, in
the future, it could be expanded to also include progress
tracking (photogrammetry + Real 3D scanner), material
tracking (GPS, RFID), worker tracking (RFID), and
equipment tracking (GPS and distributed sensors). The
iVR-scan is currently only applicable to jobsite target
activity; however, it can be extended to not only focus on
object quality checks, but can also consider human
activity, such as human recognition and skeletonizing, to
identify human figures and track skeleton images of
people moving within the Kinect field of view. In iVR-
preparation, generated reports could be integrated with
BIM schedule targeted activity reports to give feedback
to 4D BIM, facilitating automatic updates and increasing
automation in QA inspection.

Data Resources

All of the iVR project’s visual program algorithms
and datasets are stored in the Mendeley Data repository
https://data.mendeley.com/datasets/g2xh9kSyzy/1, and
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the results that are presented in this paper can be
reproduced by following the readme file instructions or
the methodology that this paper explained. Case study
video footage can be found using these links:
https://www.youtube.com/watch?v=jjT40j6 UATw;
https://www.linkedin.com/posts/ahmed-khairadeen-ali-0
9631791 cad-digitalconstruction-openbim-activity-666
8921608612253696-RBeS; and
https://www .linkedin.com/posts/ahmed-khairadeen-ali-0
9631791 openbim-dynamo-digitalconstruction-
activity6674930637192998912-ASWP.
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Abstract -
Lighting performance simulators play an important role

in the architectural design process, as it provides the means
to address lighting design issues early within the design stage
of a construction project life-cycle. Currently, several light-
ing performance simulators provide support for glare sim-
ulation and analysis; however, they are primarily limited to
two-dimensional desktop displays and not capable of simu-
lating glare in real-time. Furthermore, the quantitative data
produced from these simulators consist of reports, complex
numerical data-sets, two-dimensional graphs, and charts,
which creates a divergence between the data produced and
the three-dimensional context of the building. As a result,
analysis of glare data generally requires specialists such as
experienced architects who have an extensive background
in interpreting these two-dimensional data-sets. In order
to overcome the aforementioned issues, we present VRGlare:
an immersive Virtual Reality lighting performance simulator
capable of real-time glare simulation and analysis. In addi-
tion to semi-realistic lighting renderings, this research pro-
poses four visualisation techniques to represent glare within
animmersive three-dimensional context. We also present two
multi-sensory approaches designed to re-create the physical
discomfort that occurs when experiencing glare. This pa-
per provides an overview of the developed simulator which
includes the hardware, software, algorithms, visualisations,
and multi-sensory representation of glare discomfort.

Keywords -

Virtual Reality; Lighting Performance Simulation; Im-
mersive Glare Visualisation; Glare Analysis; Building Infor-
mation Modelling

1 Introduction

Sufficient work-place lighting is an essential require-
ment for workers who spend multiple hours on a com-
puter per day. Previous studies have demonstrated vi-
sual discomfort in the workplace has a negative impact
on a worker’s overall level of productivity, performance,
and overall job satisfaction [1, 2]. The physical symp-
toms associated with visual discomfort include eye-strain,
headaches, fatigue, red, sore, itchy, watering eyes, and
lighting sensitivity. Visual discomfort can occur in work-
places due to various factors associated with lighting in-
cluding uniformity, glare, veiling reflections, shadows, and
flicker [3]]. As aresult, providing architects with the neces-
sary tools to mitigate visual discomfort during their design
process is required. With the continuous advancements of
Lighting Performance Simulators (LPS) in recent years,
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LPS has become an increasingly used tool for architects
to plan and design their ideal lighting layout. A LPS can
be defined as a software system that provides the ability to
simulate, analyze, and assess the performance of lighting
through realistic simulations, algorithms, and large subsets
of data. Currently, several LPS systems provide support for
glare simulation and analysis, however, they are primarily
limited to two-dimensional desktop displays and not ca-
pable of simulating glare in real-time. Furthermore, the
quantitative data produced from these simulators consist
of reports, complex numerical data-sets, two dimensional
graphs, and charts, which creates a divergence between
the data produced and the three-dimensional context of
the building. These traditional methods of representing
glare data were based on the limitation that computers
lacked the hardware capability to simulate lighting data
in real-time. However, as processing speed and power
of computers rapidly advances [4], glare simulators will
transition from requiring lengthy calculation processes to
real-time simulation of data. As a result, new and im-
proved methods for representing glare will be introduced
over-time rendering previous methods obsolete. In order
to overcome the aforementioned issues, we present VR-
Glare: an immersive LPS capable of real-time simulation
and visualisation of Glare for lighting design and analy-
sis. The proposed system utilizes Virtual Reality (VR) to
improve the spatial awareness, and presence [5] lacking
in modern PC-based LPS. A set of five immersive visu-
alisations were developed and presented in this paper to
demonstrate the potential of using VR for real-time glare
simulation and analysis. Due to the dynamic range of
current head-mounted displays (HMDs), it is not possi-
ble to experience glare discomfort in VR. Therefore, we
present two multi-sensory approaches to achieve recre-
ation of glare discomfort in VR using haptic and audio
interfaces.
The specific contributions of this paper are:

* A real-time Virtual Reality Glare simulator for
immersive glare analysis and design.

* A set of five visualisation techniques to represent
glare within a real-time immersive environment.

¢ Two methods for representing glare discomfort
through multi-sensory approaches.
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2 Related Work

Despite the rapid hardware advancements of comput-
ers in the last decade, limited investigations have been
conducted on real-time simulation of glare data for light-
ing analysis and design. Moreover, no prior research ex-
ists on exploring the use of immersive three-dimensional
visualisation techniques to create a direct link between
glare data produced and the three-dimensional context of
the building. As a result, the related works discussed
in this section consists mostly on previous research ex-
ploring the integration of immersive displays for lighting
performance simulation and analysis. The specific re-
search addressed includes the following areas associated
with immersive lighting performance: artificial and natu-
ral lighting design, day-lighting analysis, and energy cost
and consumption. We also provide a brief overview of the
historical research developments for LPS, and describe a
modern commercial LPS which supports glare simulation
and analysis: DIALux.

2.1 Immersive Lighting Performance tools for Simu-
lation and Analysis

In recent years, researchers have begun exploring the
integration of Virtual and Augmented reality (AR) with
Building Information Modelling (BIM) for lighting de-
sign and analysis. BIM is described as a process where
building information related to a project’s activities is di-
rectly linked with a corresponding three-dimensional vir-
tual CAD model. BIM has the potential to be a valuable
tool for improving the accuracy of future lighting sim-
ulations as non-geometrical factors such as material can
have a considerable impact on lighting performance. One
of the earliest works using immersive displays for light-
ing analysis was achieved by Sheng et al. [6] who built
a multi-projector AR table-top visualisation system capa-
ble of simulating artificial and natural lighting of build-
ings. The developed prototype was capable of simulating
the effects of day-lighting over a 24 hour day-time cy-
cle. Similarly, Natephra et al. [7] developed a BIM-based
lighting design feedback (BLDF) prototype targeted to-
wards immersive visualisation using VR. The motivation
for developing BLDF was to address flaws associated with
previous LPS tools. The authors noted one of the key
improvements of their prototype was the implementation
of a built-in system to calculate and provide information
relating to lighting energy cost and consumption. The
results from a case-study conducted demonstrated BLDF
was capable of providing stakeholders with an increased
level of satisfaction and understanding for perceiving and
optimizing lighting conditions to improve lighting design,
and mitigate energy costs for future occupants. The au-
thors discussed one of the future directions of their work
is to incorporate support for glare simulation and analy-

sis. More recently, Wong et al. [8] developed an immersive
lighting visualisation tool incorporating VR and aspects of
BIM. This was achieved by linking lighting simulation data
obtained from DIALux with the Unity 3D Game Engine
to handle VR visualisation and interaction. The results of
this research concluded that the system was capable of pro-
ducing realistic lighting rendering effects and provided the
appropriate feedback for users to make informed lighting
decisions. Immersive VR daylighting analysis and simu-
lation tools such as RadVR [9] have also demonstrated VR
as an effective medium to improve spatial understanding
of tasks, improve navigation, and sun position analysis in
comparison to PC oriented LPS tools. Representation of
daylighting data using RadVR was achieved through two-
dimensional heatmaps which incorporated a three colour
gradient palette consisting of blue as the minimum value,
yellow as the median, and red as the maximum. Birt et
al. [10] performed a comparability study aimed at assess-
ing the advantages and disadvantages of using VR for light-
ing simulation and analysis compared to AR. The results
of this research showed VR was most efficient for lighting
visualisation and provided a more realistic reconstruction
of the real world, whereas AR improved the manipula-
bility of the system, enhanced creativity, and improved
participants confidence of the design.

2.2 Commercial Glare Simulation and Analysis ap-
plications

The history of lighting performance simulators dates
back as early as 1970s when researchers begun developing
algorithms to predict luminance and illuminance levels of
natural, and artificial light sources [11]. Due to the limited
computational power at this time, data was primarily rep-
resented numerically. By the 1990s, computer hardware
became advanced enough to allow lighting simulators to
produce semi-realistic rendered images of lighting. How-
ever, these simulators still primarily relied on representing
data through numerical datasets, and two-dimensional im-
ages and drawings such as isolines. The 1990s also saw
the introduction of Radiance: a LPS capable of simulat-
ing glare [12], luminance, and illuminance levels [13].
The lighting engine utilized a backwards ray-tracing ap-
proach to produce semi-realistic lighting simulations of
CAD models. Among numerical datasets, Radiance also
utilized semi-realistic static images to visualise lighting
data. These images could be overlayed with different vi-
sualisations such as false-colour images or contour lines.
Radiance was later open-sourced and is still widely uti-
lized as both a lighting analysis tool and backend lighting
engine to several LPS systems. Modern commercial LPS
applications such as DIALux! provides support for cal-
culation, and analysis of glare, daylighting, and artificial

thttps://www.dialux.com/en-GB/
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lighting analysis, energy consumption, among a variety
of other features. The software integrates CAD support
allowing users to design buildings directly through their
software, or import CAD models and BIMs using the In-
dustry Foundation Class. DIALux utilizes LUMSearch:
a catalogue search engine to support the integration of
a comprehensive range of lighting fixtures. However,
despite the significant computational hardware advance-
ments over-time, lighting visualisations in DIALux still
primarily consist of traditional approaches for represent-
ing glare. These approaches include isolines, numerical
data-sets, two-dimensional graphs and charts, static three-
dimensional false-colour images and lighting renderings,
and auto-generated reports. Although these traditional
methods of representing glare data are still effective, users
lack the in-situ awareness of the building which we believe
can potentially lead to misinterpretation of data. Further-
more, calculation of glare data requires a lengthy calcu-
lation process and isn’t capable of real-time. We believe
real-time simulation of glare data is necessary to provide a
more precise representation of glare data resulting in users
making more informed lighting decisions.

3 System Overview
3.1 Hardware

The VR technology used to run VRGlare consisted of
a standard HTC Vive? setup. We also experimented with
the Pimax 5K Plus® HMD capable of producing a 170
degree field of view (FOV), and 2560x1440 resolution on
each lens. However, due to the significantly higher perfor-
mance demands of the Pimax we primarily used the Vive.
A powerful PC was used to handle the high processing and
memory demands of VRGlare. The specifications of the
PC consisted of an Nvidia GeForce RTX 2080 Graphics
Card with an Intel(R) Core(TM) i7-9700 CPU @ 3.00GHz
processor and 16GB RAM. Two standard HTC Vive con-
trollers with 6DOF tracking were used as the input devices.

3.2 Lighting Performance Simulator: VRGlare

In order to develop our own glare visualisation tech-
niques, we designed and built our own custom LPS which
we called VRGlare. VRGlare was developed using the
Unity 3D game engine, and the software was programmed
entirely in C#. The lighting rendering system was based
off Unity’s High Definition Rendering Pipeline described
in Section 3.5.1, and initial lumen calculations were based
off Unity 3D’s built-in lighting integration. The SteamVR
library was incorporated to provide VR support, and the
3D User Interaction Toolkit [14] to provide basic VR in-
teraction. The specific motivation for building our own

2https://www.vive.com/
https://www.pimax.com/pages/5k-plus-bundle
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custom LPS was due to other open-source solutions not
providing real-time simulation capability, lacked VR sup-
port, or did not provide access to their rendering system to
build custom visualisation techniques.

3.3 Glare Calculations
3.3.1 Real-time calculation Algorithm

The following four-step algorithmic approach is utilized
in VRGlare to achieve a real-time simulation of glare data.

1. At run-time, all objects within the Virtual Environ-
ment (VE) are broken down into smaller submeshes.
(Re-calculated once every 500ms)

2. Lux is calculated for each submesh by casting a ray
from each light source to all submeshes within the
light sources range.

3. Retrieve all active submeshes within the user’s view
frustum.

4. Re-calculate glare for each sub-mesh using the UGR
equations shown below.

3.3.2 Unified Glare Rating

The Unified Glare Rating (UGR) [15] illustrated in
equation 1 is utilized in our LPS to calculate glare dis-
comfort. The UGR equation is used to determine the
likelihood of a luminaire causing glare discomfort to sur-
rounding objects. UGR outputs values generally range
from < 10 being imperceptible, to > 28 being uncomfort-
able (see Table 1).

UGR = 8l0g[0.25/Lb Z(L%/;ﬂ)] (1)
Where Lb is the background luminance, L is the luminance
of the luminous parts of each luminaire in the direction of
the observer’s eye, w is the solid angle of the luminous
parts of each luminaire at the observer’s eye, and p is the
Guth position index for each luminaire.

Table 1. This table demonstrates the range of values
outputted by the UGR equation and its associated
description. The corresponding RGB values used
in the heat-map visualisation described in Section
3.5.2 are shown on the right-most column (The RGB
colours in the table may differ from the generated
colours in the system).

UGR

Rating UGR Description Heat Map RGB
<10 Imperceptible 0, 34, 255 | |

>10 <15 Just perceptible 0, 255, 255

>[5 <18 Perceptible 0, 255, 125

>18 <21 Just acceptable 0,255,0

>21 <24 Unacceptable 0.35,0.72,0.188

>24 <28 | Just uncomfortable | 0.7, 0.72, 0.188
>28 Uncomiortable 1,0,0.188 ||
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3.4 Bench-markings: Performance Analysis

The capability and performance of VRGlare was mea-
sured through a series of stress-tests designed to determine
how many glare calculations points the system was capable
of handling in real-time. The structure of these tests con-
sisted of spawning an increasing amount of light sources,
and virtual objects within the users FOV. To maintain a
consistent amount of submeshes, we re-used the same ob-
ject for each trial. The heatmap visualisation later de-
scribed in Section 3.5.2 was used as the primary glare vi-
sualisation technique throughout the tests. The hardware
specifications used in these tests are described in Sec-
tion 3.1, with the exception of the Pimax 5K which was
substituted with a standard HTC Vive HMD. The overall
results demonstrated VRGlare performed reasonably well
(45 FPS) with 5 light sources, and 50 objects (1300 sub-
meshes) within the user’s FOV. A full breakdown of the
bench-marking results are described in Table 2.

Table 2. Benchmarking results for heatmap visuali-
sation

Objects [ Light Sub- Rays Frames
In FOV | Source | Meshes | Casted | per second
I 1 26 27 90
10 2 260 552 85
10 5 260 1305 50
20 5 520 2605 48
20 10 520 5210 46
50 5 1300 6505 45
50 10 1300 13010 27
75 10 1950 19510 15
100 10 2600 26010 10
100 20 2600 52020 <5

3.5 Glare Visualisation Techniques

In this section we provide an overview of the visuali-
sations and multi-sensory approaches used in VRGlare to
represent glare within an immersive three-dimensional en-
vironment. The visualisations described consist of a stan-
dard semi-realistic lighting rendering, real-time heatmaps,
three new visualisations, and two multi-sensory glare dis-
comfort techniques. Each section provides an overview
of each technique which includes the design motivations,
partial implementation details, advantages, disadvantages,
and potential uses.

3.5.1 Semi-realistic Lighting Visualisation

The semi-realistic lighting visualisation is designed to
present a standard semi-realistic rendering of the gener-
ated lighting, and glare present within the VE. This is
achieved through Unity’s built-in High Definition Render-
ing Pipeline (HDRP) which handles the backend render-
ing calculations. A number of variables such as the in-

tensity, position, and orientation of natural, and artificial
light sources within the VE are used to calculate light-
ing. Additional object parameters such as materials are
also considered to generate semi-realistic glare rendering.
Furthermore, the HDRP combines semi-realistic shaders,
and global illumination algorithms to simulate direct and
indirect lighting phenomenons such as glare, shadows, re-
flectiveness, and light ray bouncing.

jre n

Figure 1. This image presents the standard HDRP
Lighting Visualisation: which is a realistic repre-
sentation of Glare within the scene. Lights are set
to 800 lumens and a 3 meter range.

The motivation for utilizing the HDRP as our default visu-
alisation is to present a semi-realistic recreation of the ex-
pected lighting produced based on a given lighting design.
Additional four-dimensional support has been integrated
into the system allowing users to simulate the lighting at
specific times throughout the day. The combined use of
Unity’s HDRP with VR also allows users to experience
the interior lighting of a building from a first-person per-
spective. VR locomotion techniques such as teleportation
has also been implemented in VRGlare to provide a non-
disorienting approach to navigate throughout the building.
We believe this visualisation could be particularly useful
for architects to gather lighting feedback from client(s)
and other stakeholders associated with the development
of the building. The disadvantages of using a default
lighting visualisation mainly stems from the user’s inabil-
ity to accurately determine whether the intensity of glare
present inside the VE is acceptable or not. As a result, we
present our implementation of four visualisations, and two
multi-sensory approaches to overcome this specific prob-
lem. Furthermore, the HDRP utilizes separate algorithms
for glare calculation as opposed to the UGR standards
described in section 3.3. This results in less-accurate rep-
resentation of glare depicted in the rendering as opposed
to our other propose visualisations which utilize the stan-
dardized UGR equations to calculate glare.
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Figure 2. This image presents the heatmap Lighting
Visualisation: which generates a three-dimensional
heatmap to represent the amount of Glare within the

scene. Lights are set to 800 lumens and a 4 meter
range.

3.5.2 Realtime Heatmap Visualisation

The real-time heatmap visualisation utilizes false-
colour images to represent the intensity of glare within the
user’s FOV. The corresponding RGB colours used in the
heatmaps to represent glare intensity follow a four colour
gradient palette illustrated in Table 1. At run-time, all
objects within the VE are broken down into sub-meshes,
these sub-meshes are then used to calculate glare for mul-
tiple surface points of an objects. Once these calculations
have taken place, the generated heatmaps are superim-
posed over objects within the VE providing glare feed-
back to the user (See Figure 3). Unlike previous LPS
which require lengthy re-calculation processes whenever
a change occurs to the building design, VRGlare is ca-
pable of producing calculations in real-time. This means
when an object or light source properties are manipulated
within the VE, the heatmaps will automatically and si-
multaneously update in real-time. Prior use of heat-map
or false-colour visualisations to represent data on surfaces
has been demonstrated as an effective approach to con-
vey feedback due to its high-level of detail, and simplistic
readability [16]. Heatmap visualisations provide a simple
yet in-depth representation of glare data by revealing the
glare intensities for all possible surfaces within the user’s
FOV using a colour-coded visualisation. The simplistic
nature of heatmaps allows interpretation of glare data to
be achieved without necessarily requiring an architect or
interior designer to analyze data. The trade-off associ-
ated with using real-time heatmap visualisations results in
users losing the semi-realistic aspects for both the light-
ing rendering and graphics within the scene. This is due
to the visualisation technique superimposing RGB colour-
coded heatmaps over the virtual objects thus obstructing
the natural material of the objects, and as a result creating
an inaccurate representation of how the expected lighting
would appear within the building.
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Figure 3. This diagram shows the process of su-
perimposing heatmaps onto virtual objects. 1) A
standard object with a mesh collider is placed into
the VE, 2) The object is sliced into twenty-three
submeshes, 3) Calculations are performed and the
generated heatmap is superimposed over the object.

Heatmap Visualisation Extension: MirrorViz
MirrorViz is a tool developed as an extension to the real-
time heatmap visualisations. The motivation for Mir-
rorViz is that it allows users to overcome the trade-off
limitation associated with being unable to experience the
realistic-lighting rendering effects when using heatmaps.
MirrorViz overcomes this limitation by attaching a *mir-
ror’ to the user’s hand which acts as a gateway between
the heatmap and semi-realistic lighting rendering effects
of the VE.

Figure 4. This image presents MirrorViz: an exten-
sion to the heatmap visualisation technique

3.5.3 Bendrays Visualisation

The Bendrays visualisation technique is loosely
based off the previously developed interaction technique
Bendcast[17]. Bendrays represents glare by casting mul-
tiple rays from the user’s hand to objects within the user’s
FOV. The rays bend towards object surfaces that produce a
UGR value greater than the glare discomfort threshold set
by the user. The casted rays are represented as red bezier
curves which bends towards objects based on the angle
between the user’s hand and the given object. This pro-
cess provides a natural way of casting multiple rays from
the user’s hand without obstructing the user’s perspective.
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Figure 5. This image presents the Bendrays Lighting
Visualisation: (Settings Lights 800 Lumens, 3 meter
range in the scene. Rays bend to spots with > 30
UGR

The design motivations which led to the development of
the Bendrays visualisation stems from addressing the fun-
damental limitation of heatmaps which results in users
being unable to experience the semi-realistic lighting ren-
dering and graphics provided by Unity’s HDRP. Due to the
high memory usage of the Bendrays algorithm, Bendrays
can negatively impact the performance of the real-time
simulator when a large number of objects exceeding the
glare threshold are present within the user’s FOV. Addi-
tionally, in this scenario, the large number of rays produced
can potentially obstruct the user’s perspective and reduce
the readability levels of the visualisation. Lastly, based on
our informal observations we believe Bendrays is unable
to provide the level of detail compared to the heatmap vi-
sualisation and as a result interpretation of data is not as
intuitive.

3.5.4 Animated Arrows Visualisation

Animated arrows is a volumetric glare visualisation de-
signed to represent glare discomfort through virtual arrow
cues. The generated arrows are omitted from a given light
source to any light ray hit surfaces within the user’s FOV
that exceeds the glare threshold set by the user. The tra-
jectory for the animated arrows is achieved by casting rays
from the light source to all submeshes within the users
FOV. Using this trajectory, the arrow follows the path of
the casted ray until it hits the surface of the mesh. Once the
animated arrow collides with the mesh, the object’s ma-
terial is momentarily replaced with a generated heatmap.
Finally, the animation will reset after a specified amount
of time set by the user and repeat the animation cycle over.
Additional parameters can be modified by the user such
as the speed of the animation, or the amount of arrows
produced by modifying the glare threshold. Animated Ar-
rows provides a unique approach to represent glare data as
it allows the user to visualise the entire process of a light-
ray being cast from the origin light source to the surface
it hits. Due to the additional background information pro-

Figure 6. Animated Arrows visualisation.
image shows the visualisation with a UGR > 24
whereas the bottom image contains a UGR thresh-
oldof >0

Top

vided, we believe this visualisation not only allows users
to visualise glare data, but also provides an approach for
users to gain a more detailed understanding of the entire
process that’s causing the glare to occur. As a result, we
believe animated arrows can be a particularly useful tool
for re-designing artificial light sources to mitigate glare,
especially for users who may not have an extensive back-
ground in lighting design. Our current implementation of
animated arrows utilizes a performance heavy-algorithmic
approach. This can specifically becomes an issue if a large
amount of objects exceeding the glare threshold are present
in the users FOV. The outcome in this scenario would re-
sult in the visualisation producing potentially hundreds of
animated arrows causing the applications frame rate to
drop. Similarly to the Bendrays visualisation, the large
amount of arrows produced may result in the visualisation
becoming distracting to the users, and partially obstruct
the user’s FOV resulting in decreased readability levels
as depicted by Figure 6. Lastly, based on our informal
observations we believe representation of glare data is not
as intuitive as the heatmap visualisation. This is primarily
due to the user being required to wait for the animation to
complete its cycle in order to interpret the glare data from
the generated heatmap.

3.6 Multi-sensory Glare Discomfort Representations

Currently, LCD and other related displays do not pro-
vide the required dynamic range for reproducing the vi-
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sual discomfort phenomena that occurs when a user ex-
periences glare in VR. Therefore, in order to recreate the
physical discomfort associated with experiencing glare we
propose two multi-sensory approach of representing glare
discomfort.

Table 3. Audio and Haptic feedback table

Mean Pitch | Mean Pitch | Vibr-
UGR UGR L
: iy Frequenc Frequenc ation
Rating Description (Sine) Y (Triang] e{ Freq
<10 Tmperceptible 97.8 Hz I51.8 Hz 20 Hz
>10 Just
<15 perceptible 127 Hz 2248 Hz 30 Hz
>3 | Perceptible | 1542Hz | 270Hz | S0HZ
>18 Just
21 acceptable 191.2 Hz 502 Hz 70 Hz
>50 | Unacceptable | 3134Hz | 8992Hz | 100 Hz
>24 Just
58 uncomfortable 4942 Hz 1152.2 Hz 150 Hz
>28 Uncomfortable 1057 Hz 17944 Hz 255 Hz

3.6.1 Audio-based Discomfort Representation

Our first approach utilizes an audio-based interface de-
signed to re-create glare discomfort by stressing the user
through audio cues. This is achieved by producing vary-
ing pitches of three-dimensional frequencies based on the
amount of glare visible within the user’s FOV. The algo-
rithm is described as followed: firstly, the UGR calculation
is performed to determine the amount of glare associated
with each object present in the user’s FOV. Next, a three-
dimensional audio source is placed at the position of the
produced glare sources. Finally, the audio source outputs
a three-dimensional sound at a specific frequency based
on the amount of glare produced by a given object. The
frequencies obtained as illustrated in Table 3 were col-
lected by running a pilot study where participants (n=5)
were instructed to change the Hertz frequency to match
the description described in the UGR discomfort-scale.
The mean pitch was then calculated from the data-set and
used to determine the frequencies of the sounds produced
by the simulator. Another design motivation for develop-
ing this technique was to provide users with an approach
to represent discomfort levels of glare in the VE without
having to visually the experience the glare. One particular
scenario where this technique could be used is to pro-
vide 360 degree glare feedback, this would allow a user to
gain an understanding of objects producing glare behind
or outside the users FOV. The disadvantages with using an
audio-based interface to represent glare is primarily asso-
ciated with the difficulty required to accurately interpret
data and locate the origin of a glare source. To resolve this
issue, we propose using the audio interface concurrently
with a visualisation technique.
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3.6.2 Haptic-based Discomfort Representation

In addition to an audio-based glare discomfort tech-
nique, we also experimented with an alternative multi-
sensory approach which utilizes haptic feedback to con-
vey glare discomfort through vibrations. This is achieved
by outputting vibrations ranging in intensity values based
on the amount of glare present within the user’s FOV.
The hardware to achieve this consisted of two HTC Vive
Controllers, each capable of producing vibrations rang-
ing between 0-255 Hertz. The motivation for developing
this technique was strictly to experiment with alternative
multi-sensory approaches to represent glare. Based on our
initial informal observations we believe vibrations are not
as an effective sensory modality for reproducing the phys-
ical discomfort of glare in comparison to an audio-based
interface. However, we believe this proof of concept could
be potentially used to capture glare discomfort feedback in
a less physically distressing manner. The hardware used
to output haptic-feedback also plays a key role in how ef-
fective the technique will perform. In our case, we used
the HTC Vive Controllers which was limited to producing
a maximum of 255 Hertz on each hand.

4 Future Directions

The immersive glare-based simulation and visualisa-
tions presented in this paper is one aspect of a more com-
pact immersive LPS prototype we built. The future di-
rections of this work aims to conduct a formal user study
to evaluate all aspects of our immersive lighting simu-
lator which includes interior/exterior lighting design and
simulation, daylight analysis, energy consumption, and
cost analysis. We also aim to explore the advantages and
disadvantages of using immersive displays and six de-
grees of freedom input devices compared to a standard
PC-mouse desktop setup for lighting analysis, and design.
Current implementations of our system is limited to a
uni-directional exchange of data between Revit and Unity
using the Industry Foundation Class. A future direction
could be to develop a workflow that creates a real-time
bi-directional exchange of BIM data between Revit and
Unity. Finally, using the ZED Mini depth-sensor we aim
to incorporate Mixed Reality support into our system. This
will allow users to navigate between AR and VR perspec-
tives which has previously been identified as a potentially
valuable tool for lighting analysis, and design[10].

5 Conclusion

This paper presented VRGlare: An immersive Lighting
Performance Simulator supporting real-time glare simula-
tion and analysis through the integration of Virtual Reality.
In summary, we discussed the hardware, algorithms, equa-
tions, visualisations, and multi-sensory representations of
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glare in respect to the simulator. Five visualisation tech-
niques were presented capable of representing glare and
providing feedback to the user in a simplified, and effec-
tive manner. We also presented two multi-sensory glare
discomfort techniques using an audio and haptic-based
interfaces designed to simulate the physical discomfort
caused when experiencing glare. Lastly, we discussed
the limitations associated with our simulator, future direc-
tions, and goals. Our hope is that this work will act as
a stepping stone towards the future research and develop-
ment of using three-dimensional visualisation techniques
for real-time lighting performance simulation.
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Abstract —

Construction, one of the most information-
intensive industries, plays a vital role in the prosperity
of nations and is expected to grow to new heights. This
significant expansion, along with the increased
complexity and sophistication of construction
projects and rapid advances in emerging technologies,
has fueled construction companies’ interest in
innovation as a source of competitive advantage.
Augmented Reality (AR), a pillar of Industry 4.0, is
an emerging technology that is gaining traction in
construction. AR can be described as both an
information aggregator and a data publishing
platform that allows the user to (1) passively view
displayed information, (2) actively engage and
interact with published content, and (3) collaborate
with others in real-time from remote locations. The
objective of this paper is to develop an Augmented
Reality Fitness Index (ARFI) to assess the suitability
and applicability of AR for contractors in the
construction industry. The rationale behind the
proposed index is to understand the perception of
stakeholders regarding the eligibility of AR in the
construction industry and to investigate the potential
degree of usage of AR throughout the seven phases of
the lifecycle of a construction project: conceptual

planning, design, pre-construction planning,
construction, commissioning, operation and
maintenance, and decommissioning. From the

literature review, 43 AR use-cases were identified and
grouped into the seven phases of a construction
project. A survey was then developed to capture
contractors’ level of familiarity with AR in
construction, level of usage of AR in construction, and
perceived possible use of each AR use-cases. Next,
contractors’ perceived relevance of each of the 43 AR
use-cases was obtained by surveying a group of
subject matter experts. Using the collected data, a
mathematical model was developed to compute an
ARFI for each phase. The computed ARFI is used as
an indication to guide the implementation of AR in
construction.
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1 Introduction

Construction, one of the most information-intensive
industries, is a major contributor to the prosperity of
nations and a sector that is expected to continue to grow
[1]. This growth, along with the increased complexity of
construction projects and rapid advances in digital
technologies, heralds an increased interest by
construction companies to innovate and transform their
business-as-usual to remain competitive [2]-[5]. One
emerging technology that is gaining interest in
construction is Augmented Reality (AR). AR, a pillar of
the fourth industrial revolution (Industry 4.0), both an
information aggregator and a data publishing platform
that allows the user to (1) passively view displayed
information, (2) actively engage and interact with
published content, and (3) collaborate with others in real-
time from remote locations [1].

Various research efforts have investigated the
potential use and impact of AR on construction projects.
Some studies explored AR use-cases in specific phases
of the construction project lifecycle, and others
developed prototypes to investigate the impact AR on
construction projects. While these efforts are critical to
understanding the potential of the technology, they don’t
measure the degree of fitness of AR in construction.
Therefore, the objective of this paper is to develop an
Augmented Reality Fitness Index (ARFI) to assess the
suitability and applicability of AR throughout the
construction project lifecycle, using data collected from
contractors.

2 Research Methodology

The methodology employed to fulfill the main goal of
the research encompasses the following sub-goals. First,
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a comprehensive and thorough review of the existing
literature is conducted to extract AR use-cases. These AR
use-cases are then mapped across the project lifecycle.
The lifecycle of a construction project consists of a series
of phases, and the literature review showed that there is
no single definition for what the phases are. The project
phases adopted in this research are those introduced by
[6] and are as follows: 1) Conceptual Planning, 2) Design,
3) Pre-Construction Planning, 4) Construction, 5)
Commissioning, 6) Operation and Maintenance, and 7)
Decommissioning. Once the AR use-cases were
identified, a survey was developed and distributed to
contractors to collect their perception of AR in
construction. The data collected from the survey was then
analyzed, and a mathematical model was developed to
compute an Augmented Reality Fitness Index for each
phase of the construction project lifecycle.

3 Augmented Reality Use-Cases

Research studies by [7]-[35] were reviewed, and 43
AR use-cases were identified and grouped into the seven
AR phases, as shown below. P/ is Conceptual Planning,
P2 is Design, P3 is Pre-Construction Planning, P4 is
Construction, P35 is Commissioning, P6 is Operation and
Maintenance, and P7 is Decommissioning:

P1
P1

Real-time visualization of conceptual projects
Overlaying 4D content into real-world (or physical
objects) such as traffic flow, wind flow, etc.

An understanding of how the desired project
connects with its surroundings

Overlay of 3D models over 2D plans (i.e. Design [or
project] visualization in the office over 2D plans)
Design (Project) visualization at full scale on-site
Virtual tours for clients while on-site or in the office
(AR walk-through)

Real-time design change (material selection, design
functionalities)

Clash detection

Early identification of design errors
Constructability Reviews during design

Full-scale site logistics (virtually locate equipment,
trailers, laydown areas, storage, etc.)

Space Validation and Engineering Constraints
Checks (collaboratively locate and operate virtual
construction equipment, such as cranes)

Virtual planning and sequencing

Safety orientation (do safety orientation in an
augmented virtual environment)

P1

P2

P2
P2

P2
P3
P3
P3
P3
P3

P3
P3

P3 AR-simulation based safety training programs for
workers
P4 Visualizing layout and integration of prefab

components in the shop

P4 Site layout without physical drawings

41

4D Simulations on-site (augmented simulated
construction operations)
Monitoring the progression of workflow and
sequence
Visualization of augmented drawings in the field
On-site inspections
Remote site inspection
Visualization of underground utilities
Visualization of the proposed excavation area
Visualization of the construction systems/work (i.e.
MEP, structural, etc.)
Planning the positioning and movement of
heavy/irregular objects/equipment
Real-time support of field personnel
On-site safety precautions (site navigation and in-
situ safety warning)
Augmented Mock-ups
Construction progress visualization and monitoring
On-site material tracking
Create design alternatives on-site
Visualization of augmented
instructions/manuals/procedures in the field
4 Real-time visualization, review, and analysis of data
associated with a particular worker, equipment,
construction system, etc.
P5 On-site inspection/Punchlists
PS5 Remote site inspection
P6 Availability of Maintenance information
P6 Locate building systems that need maintenance
without destructive demolition or further survey
work
6 Refurbishment visualization
Real-time support of engineers and technicians
P6 Training for maintenance and repair
7 Remodeling visualization
7 Evaluation of the new facility/installations over the
existing one

P4

P4
P4
P4
P4

P4
P4

P4
P4
P4
P4
work

o

4 Data Collection

4.1 Survey

Once the 43 AR use-cases were identified, a survey
was developed, tested, and distributed to contractors. The
survey was designed to capture the following data:

1. Respondent’s level of familiarity of AR in the
context of the construction industry measured on the
following scale: (0) never heard of it; (1) vaguely
heard of the term before; (2) basic understanding; (3)
good understanding; and (4) very good
understanding.

2. Respondent’s level of usage of AR in the context of
the construction industry measured on the following
scale: (0) have not experienced AR before and not
interested in the technology; (1) have not
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experienced AR before but interested in the
technology; (2) explored/ exploring AR applications;
(3) tested/ testing AR applications; and (4) have used
AR on at least one construction project.

3. Contractor’s approximate average annual revenue in
the last three years (measure in U.S. dollars).

4. Respondent’s perceived level of usage of each of the
43 AR use cases measured on a five-point Likert
scale of (1) very low; (2) low; (3) moderate; (4) high;
and (5) very high. Respondents could also select
“N/A” (coded as 0) if they don’t think an AR use-
case will be used.

4.2 Data Characteristics

A total of 46 responses were collected. Survey
results showed that 13% of respondents had vaguely
heard of AR, 2% had a basic understanding, 14% had a
good understanding, and the remaining 17% had a very
good understanding of the technology. When asked about
their usage of AR in construction, 13% indicated that

they had not experienced AR before but are interested, 8%

stated that they had explored/are exploring AR
applications, 11% mentioned that they had tested/are
testing AR application, and the remaining 14% reported
that they had used AR on at least one construction project.
It should be noted that none of the respondents indicated
that they had not heard of AR before or are not interested
in the technology, proving that AR is a promising
technology in construction.

4.3 Data Analysis

Researchers indicated that the perception of users of
a technology is influenced by the users’ familiarity and
degree of usage of the technology [36], [37]. Therefore,
before developing the mathematical model, the
relationship between:
1. The respondent’s perception of an AR use-case and
the respondent’s familiarity with AR
2. The respondent’s perception of an AR use-case and
the respondent’s usage of AR
were evaluated using the Kruskal-Wallis H test and
Kendall’s tau-b. Additionally, the impact of the
economic volume of the respondents (i.e. average annual
revenue) on the respondent’s perception of an AR use-
case was also investigated using Kruskal-Wallis H test.
The analysis of these three relationships resulted in

42

significant p-values, providing statistical evidence at the
95% confidence level that the respondent’s perceived
level of usage of each AR use-case differs across the
different levels of familiarity and usage of AR and the
economic volume of the company.

5 Augmented Reality Fitness Index (ARFI)

The objective is to develop an Augmented Reality
Fitness Index (ARFI) to assess the suitability and
applicability of AR in the construction industry using
contractors’ data. Using the data collected for the survey
and the statistical relationships that were identified in the
previous sections, this section outlines the steps
undertaken to develop the mathematical model.

5.1 Motivation

ARFI is a proposed measure on a normalized scale
from 0 to 1 of the usage potential of AR in a particular
construction phase and throughout the lifecycle of a
construction project. The rationale behind the proposed
index is to understand the perception of contractors
regarding the eligibility of AR in the construction
industry and to investigate the potential degree of usage
of AR throughout the seven phases of the lifecycle of a
construction project. ARFI in each phase is computed as
a weighted average of the usage potential of the
technology’s identified use-cases in that phase and based
the perceived relevance of each use-case.

The usage potential (UP;) of an AR use-case j is
calculated as a weighted average of the perceived
possible use of this use-case in its corresponding phase
obtained from the survey. However, this variable is
subjective by nature and differs among respondents. To
reduce the influence of this subjectivity, the perceived
possible use of an AR use-case j is, therefore,
subsequently weighted based on three variables:
familiarity with AR, current usage of AR, and economic
volume of the respondent. These three variables are
combined into one variable, namely the response weight
(w;), which is used to weigh the perceived possible use
of an AR use-case corresponding to respondent i.

Contractors’ perceived relevance of an AR use-case j
was obtained by surveying a group of subject matter
experts on each of the 43 identified use-cases.
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Figure 1. Breakdown of the Augmented Reality Fitness Index Mathematical Model

5.2 Mathematical Formulation

The model computes for each phase p of the lifecycle
of a construction project a corresponding Augmented
Reality Fitness Index, ARFI,.

ARFI, is based on the evaluation of the weighted
usage potential of a set of AR use-cases in phase p. In the
following, J denotes the total number of AR use-cases
(J = 43), and G, (with 1 < p < 7) denotes the disjoint
sets of AR use-cases within a phase p, with:

GLUG,UG;UG,UGs UG, UG, =1{1,2,3,...,43},
where:

G, ={1,23}, G,={456,7}, G3;={8,9,...,15} ,
G,=1{16,17,..,33} , Gs={34,35} , G¢=
{36,37, ...,41}, and G, = {41, 42} represent the sets of
AR use-cases in the Planning Phase, Design Phase, Pre-
Construction Phase, Construction Phase, Commissioning

Phase, Operation and Maintenance Phase, and
Decommissioning Phase, respectively.
The model used to calculate ARFI,, is defined as:
ARFL, = Z v; - UP; (1)

j€Gp
where:
e p denotes the number of phases of the lifecycle of a
construction project (1 < p < 7),
e UP; denotes the usage potential of AR use-case j,
and
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e v; denotes the relevance weight of AR use-case j,
with Uj > 0 and ZjGGp 'Uj =1.
The underlying assumption here is that the index
ARFI, solely depends on the AR use-cases in phase p.

To compute this index, we need to determine the values
of UP; and v;.

5.2.1  Usage Potential of AR Use-case j

The Usage Potential of AR of use-case j is defined as:
I
i=1
where:

e | denotes the number of respondents,

e x;; denotes the normalized perceived possible use of
an AR Use-case j corresponding to respondent i.
These normalized values are calculated using x;; =
X;j/5, with X;; being the original perceived impact
of a barrier k corresponding to respondent i, where
X;j €{0,1,2,3,4,5}. And,

e w; is a response weight assigned to respondent i,
with Z{=1 w; = 1.

e w; is computed based on the following four variables,
A;, B;, and u;, where:

o A, is the AR familiarity of respondent i, with A;
{0,1,2,3,4},

e B;is the AR Usage of respondent i, with B;
{0,1,2,3,4}, and

e u; is the economic impact of respondent i, with



37" International Symposium on Automation and Robotics in Construction (ISARC 2020)

Annual Revenue of respondent i

u; = -
' I_, Annual Revenue of respondent i

It should be noted that none of the respondents
selected 0, and therefore, original values did not need to
be adjusted to account for zeroes. Original values were
normalized, and as a result, the following variables are
defined:

e q; is the adjusted AR familiarity of respondent i,
where a; = 4;/4, so a; € {0.25,0.5,0.75,1}, and

e b; is the adjusted AR Usage of respondent i, where
bi =B i / 4, SO
b; € {0.25,0.5,0.75, 1}.

The variables a;, and b; are then combined into a new
variable, d;, which represents the “expertise factor” of
respondent i. d; is calculated as the geometric mean of a;

and b;, i.e.
di = 4 aib,-.

As shown in Figure 2 the geometric mean (right) gives
smaller weights to respondents with lower expertise in
comparison to the arithmetic mean (left).

Figure 2. Effect of Using geometric mean on the
expertise factor, d;, fora; = 1

For each respondent i, w; is then assumed to be
proportional to u; (their economic impact) and d; (their
expertise factor). Therefore:

W; = au; di

«a is then calculated by:
I I
1ZZWL-= aZuidi.
i=1 i=1

Thus,
1

A= —————
Yioawd;

and,
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w; = . uidi _ ui,/aibi. (3)
i=1 uidi Z§=1 Ui/ aib,-.

5.2.2  Perceived Relevance of AR Use-case j

The Usage Potential of an AR use-case j, UP;,
obtained from equation (2) is then weighted using the
perceived relevance of that AR use-case j. R; denotes the

perceived relevance of each AR Use-case j obtained by
averaging the responses of a group of 10 subject matter
experts, where 0 < R; <5. These rates were then

normalized to 77, with 0 <1; < 1. Therefore, for each
AR use-case j, ; = R;/5.

For each AR use-case j, the relevance weight v; is
assumed to be proportional to 7;. Therefore, v; = Br;,
and similar to a, f§ is calculated by:

ﬁ =
o j€Gp Tj
thus,
I 4)
v, =g———
/ x> j€Gp T
Consequently,

uj /aib;.

=3, Uy E
ARFIp - Z}E(;p ZjEGprj ZL=12{=1ui@. Xij ( )

5.3 Model Validation

The objective of the mathematical model is to reduce
the subjectivity of the data by adjusting the answers of
the respondents based on their level of familiarity and
usage of AR in construction. An important question
arises as to how to prove that the methodology employed
to develop the model is effective. [38] noted that
simulations provide a powerful technique for answering
this question. Therefore, a simulation study was designed
to evaluate the mathematical model developed and to
compare it to competing approaches, i.e. using the
arithmetic mean instead of geometric. The objective of
the simulation is to prove that the values computed from
the model are more representative than the observed raw
data collected from the survey.

The Latin-Hypercube Sampling (LHS) experimental
design technique in Python was used to run the
simulation 1,000 times in a Monte Carlo Fashion.

Four datasets are generated in this simulation: the
assumed true dataset, the observed dataset, the
arithmetic-based modeled dataset, and the geometric-
based modeled dataset. The observed dataset was
generated by adding noise to the true dataset, and it
represents the data collected from the survey. The
arithmetic-based modeled dataset was generated by
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adjusting the observed dataset using the arithmetic mean
(ie. d; = a‘:bi). The geometric-based modeled dataset
was generated by adjusting the observed dataset using the
geometric mean (i.e. d; = /a;b;).

In order to evaluate the effectiveness of each model,
the squared deviations between 1) observed and true
values, 2) arithmetic-based modeled and true values, and
3) geometric-based modeled and true values were
calculated. Results showed that the deviation between the
geometric-based modeled and true values is statistically
significantly less than the other two deviations, justifying
the use of the geometric mean.

6 Discussions

AREFI in each phase is computed using equation (5),
and the values are displayed in Table 1 and illustrated in
Figure 3.

Table 1. ARFI values for each phase

Phase ARFI
Conceptual Planning 0.743
Design 0.768
Pre-Construction Planning 0.719
Construction 0.709
Commissioning 0.589
Operation and Maintenance 0.701
Decommissioning 0.646
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Figure 3. A radar chart of ARFI values throughout
the construction project lifecycle

It can be shown from Table 1 and Figure 3 that all
ARFT values are greater than 0.5 indicating the potential
of AR in construction. According to contractors, AR is
perceived as the highest fitness index in Design (0.743),
followed by Conceptual Planning (0.743), Pre-
Construction Planning (0.719), Construction (0.709),
Operation and Maintenance (0.701), Decommissioning
(0.646), and finally commissioning (0.589).
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These results highlight the importance of
integrating AR throughout the entire lifecycle, placing a
greater emphasis on early phases. Although the ARFI
values were computed from the perspective of
contractors, the construction phases — which traditionally
is the most relevant phase for contractors — did not have
the highest ARFI value. This shows that contractors are
aware of the need to integrate AR early in the project for
the later project phases to reap the benefits. The results
also suggest that the construction industry is shifting the
traditional delivery systems as contractors’ involvement
and engagement in the early phases of the project is
increasing.

7 Conclusions

AR is a promising technology in the construction

industry. While previous research efforts have
investigated specific AR use-cases, this paper
investigated the fitness and applicability of AR

throughout the seven phases of the construction project
lifecycle. Forty-three AR applications were identified
from the extant literature and were grouped into the seven
phases. Next, a survey was developed to collect
contractors’ perceptions of the potential of AR in
construction, and 46 responses were collected. Data
summary showed that all respondents had some level of
familiarity with AR in the context of the construction
industry, and the majority had previously used the
technology to some extent. Statistical analyses showed
that the respondent’s perception of the potential use of an
AR use-cases depends on three variables: 1) the
respondent’s familiarity with AR, 2) the respondent’s
usage of AR, and 3) the company’s economic volume. A
mathematical model, ARFI, was then developed to
compute an AR fitness score between 0 and 1 for each
phase of the project lifecycle. The calculated ARFI
values were all greater than 0.5, indicating that AR can
be well integrated into all phases. Additionally, while
ARFI was developed wusing contractors’ data,
construction did not have the highest ARFI value. Early
project phases, namely design, conceptual planning, and
pre-construction planning, had an ARFI score slightly
higher than construction, indicating contractors’
awareness of the potential of AR and increased
involvement in early phases. Future work can survey
other stakeholders, including Architect/Engineers,
subcontractors, facility managers, and owners, and
investigate variations of stakeholders’ perceptions of the
fitness of AR.
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Abstract —

Well detailed, informative and accurate work
instructions are a necessity to mitigate delays in
construction. Today, this is done through a
combination of shop drawings, documents, sheets,
work pre-planning meetings and onsite verbal work
instructions to transfer knowledge and information
between all actors. Due to the subjectivity of these
methods, many incorrect assumptions and man-made
errors originated from miscommunication and
misinterpretation can occur. Such issues are tough to
identify prior to their occurrence on construction sites,
leading to construction delays. Virtual Reality (VR)
technology can simulate and visualize assembly
processes using Standard Operating Procedure (SOP).
The visualization aims to ensure a (quality
communication with skilled workers and to aid their
interpretation of SOPs by reducing assumptions. As a
result of a more effective education, it can support the
collaboration between actors. Utilization of SOPs for
visualization of Work Instructions (WI) and assembly
processes are important, because many process WIs
on construction sites are repetitive. Modularity can
increase the efficiency by supporting instancing and
variation creation of construction tasks and products.
Interactivity can support the continuously changing
status and demands of construction sites.

A method has been iteratively developed to
support visualization of modular and interactive
SOPs within the context of industrialized house-
building (IHB), to increase the quality and
consistency of communication at construction sites.
Concurrently to development of the method, a
prototype using VR technology was developed.
Interactive functionalities along with VR technology
make it possible to adjust SOP and WI modules to suit
the demands and conditions of the construction site,
including real-time. As a result, the developed method
is responsive and adjustable to conditions such as
weather, man-made errors, assembly re-sequencing
and re-scheduling. Combining product design, SOPs,
WIs and assembly process in early stages of
construction has shown to help identify potential
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issues and aid in planning for cautious measurements.
Results show that by using the developed method,
skilled workers were able to identify occurring
miscommunications, and misinterpretations between
them, site managers and foremen as well as ensuring
their understanding.
Keywords —

Virtual Reality; Standard Operation Procedure;
Work Instruction; Process Visualization; Interactive;
Modular

1 Introduction

Usage and distribution of information within offsite
manufacturing by having Standard Operating Procedures
(SOP) and Work Instructions (WI) have improved the
manufacturing workflow in industrialized house-
building (IHB). This has however not been well
translated to onsite construction, which has been lacking
in development efficiency and has become a bottleneck.
A well detailed SOP and WI, that are thoroughly and
correctly communicated is a necessity to mitigate onsite
construction delays.

The difference between the usage of SOP and WI in
offsite manufacturing compared to onsite construction
has been significant. Standardization reduces the
complexity of information flows and its coordination [1].
With adoption of assembly line manufacturing and
increased standardization, IHB has optimized offsite
manufacturing tasks, resource flow, and repetitive
assembly processes for the skilled workers. THB has
invested time and resources to create high quality SOPs
and WIs that are thoroughly communicated to the
associated skilled workers. This has however not been
translated to a construction site in which the flow-
oriented workflow meets the project-oriented workflow.
Skilled workers on construction sites perform a variety of
tasks and often have a limited holistic view of the project.
This is due to only performing their allocated tasks and
becoming indifferent to assembly sequence, schedule,
construction quality and other tasks, leading to the
hampering of progress and an increase in waste [2].
Current document-based WIs are time consuming, error


mailto:Raafat.Hussamadin@ltu.se
mailto:Jani.Mukkavaara@ltu.se
mailto:Gustav.Jansson@ltu.se

37% International Symposium on Automation and Robotics in Construction (ISARC 2020)

prone, and inconsistent, leading to miscommunications
and misinterpretations, which causes delays [3]. With
one of the reasons being that many of the skilled workers
are contractors, requiring reintroduction to SOPs and WIs
of the said project and company, reducing the long-term
sustainability benefits that can be acquired from a SOP
and WL

WIs are communicated through a combination of
shop drawings, text documents, sheets, and meetings.
This means that the recipient of the information,
engineers and skilled workers, must interpret the
information and create a visual image of the construction,
its assembly sequence and its tasks. Due to the risk of
misinterpretation, and in turn assembly errors, WIs are
communicated to skilled workers mainly through verbal
communication [3], resulting in the verbal
communication often being a time-consuming and
inefficient communication method [4]. Verbal
communication of WIs leads to skilled workers having
many uncertainties and misinterpretations, including
assembly sequence, task instructions, and resource usage
[5]. Uncertainty prevents them from recognizing
potential problems, communicating potential
improvements and simultaneously reduces their
motivation [2,5].

The purpose of this study is to iteratively develop a
method for the creation of modular interactive
visualization of SOPs and W1Is within the context of IHB.
With the aim of increasing the quality of communication
at construction sites, a prototype based on game engine
technology was developed and evaluated to reduce man-
made errors in construction sites.

2 Research Approach

The study has been conducted with a design science
(DS) approach by Hevner [6], to develop the knowledge
and understanding of the problems within the field by
iteratively building a prototype. Data collection methods
were semi-structured interviews, observations, meetings
and supplemented by a literature review. The primary
activities in DS research are the designing, building and
evaluation of prototypes [7]. Prototypes can comprise
processes, models, methods, and software. This paper
uses DS to describe the development of a software
prototype for modular and interactive visualization SOP
and WI, and to propose a method based on this process.

To support the development of the method and its
evaluation, a study was conducted in multiple IHB
construction projects. These projects were selected for
the study due to them having new assembly processes for
onsite construction, meaning that SOPs and WIs for said
assemblies were under development. In an iterative
process, the method was designed and built for
evaluation of construction sites works in collaboration
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with site managers and foremen. Using results from the
evaluation of the prototype, the method was further
developed for upcoming projects. Skilled workers were
collaborated with within the later stages of the
development, only when a certain maturity had been
achieved.

Semi-structured interviews with process development
engineers, site managers, foremen and skilled workers
were used to identify the information flow within the
company, the perception of the prototype, and for
comparison of the prototype with text based WIs as well
as mapping and development of assembly sequence,
SOPs and WIs.

3  Theory
3.1 Standard Operating Procedure & Work
Instruction

Standard Operating Procedure (SOP) is a means of
documentation that describes the best-known practices
within a specific company, often in the form of text-based
documents. A company can use SOPs to achieve a
reduction in scheduling waste, quality issues and
environmental impacts, while simultaneously increasing
the safety and consistency of assembly processes [2,8].
SOPs also benefits the company by encouraging the
documentation of information resulting in knowledge
staying within the company [2,8].

A SOP can include working methods, precautions,
task  durations, preparatory tasks, step-by-step
instructions, resources, etc. [9]. The step-by-step
instructions contain a specific start point and a
description of each sequenced instruction, where a group
of instructions is a WI. A SOP must be user-friendly, easy
to understand and must be easily revisable [2].

Work instruction (WI) is an approach to manage the
dissemination of information and knowledge within
companies [10] and the best practices of work [11].
During its life-cycle, a WI goes through three phases,
creation, use and maintenance phase [12]. The creation
phase consists of product information, such as 3D models
and shop drawings, and resource information such as
tools, machinery, skilled workers, and process
information that contain step-by-step instruction of the
assembly process and construction rulesets [11,12].
Under the use phase, a WI is performed by skilled
workers to support the sequenced assembly tasks with
guided step-by-step instruction [12].

Process modularity improves the adaptability of a
product, its requirements and standardization by
simplifying the re-sequencing and addition of new
modules to the assembly sequence [13]. It further
improves the possibility of parallel assembly, hence
reducing lead times [14]. Modular processes are built on



37% International Symposium on Automation and Robotics in Construction (ISARC 2020)

three principles [15]:

e Standardization: Breakdown of a standard
process into main sub-processes and
instance sub-processes that can be derived
and customized from the main sub-processes.

e Re-sequencing: Reordering of sub-
processes.

e Postponement: Postponing instance sub-
processes to increase flexibility.

3.2 Visualization & Interactivity of Modular
SOP

Visualization is an effective method for introducing
SOP to construction sites, where it can improve the
understanding of construction aims, standards, quality,
safety instructions, assembly sequence, schedule, and
potentially give an improved holistic view of the
construction project [2,16]. With the aim to reduce man-
made errors, due to miscommunication and
misinterpretation and prior expertize [2], an animated
SOP and WI can enhance the holistic view of a project.
In comparison to documents and static-pictures,
animations are more effective, particularly when
combined with realistic graphics and task instructions
[17,18]. The improved holistic view and better
understanding of construction tasks conducted by other
skilled workers can encourage communication, and
improve motivation, which can lead to further
development of SOP and WI [2,5]. Text based SOP
documents are more cognitively demanding, followed by
pictures [10], whilst animation could reduce cognitive
demand [17]. Visualization might also reduce language
gaps, as they simplify communication of important
information [8].

WIs require a combination of paper documentations,
such as shop drawings and text-based instructions,
risking misinterpretations due to subjectivity. Therefore,
WIs are instead often delivered via verbal
communication to skilled workers by foremen [11]. In a
study comparing instructional texts, diagrams and
animations for assembly tasks, visualization of WI
through animations showed an increase of step-by-step
instructions understanding, leading to less man-made
errors, increases in efficiency and accuracy of process
assembly for the novice users [17].

Best practice changes, design changes and personal
changes require revisions and re-education of WI
documentations to reflect the changes. These
modifications to WI are performed in the maintenance
phase [12]. Therefore, effective communication, where
information is filtered according to the need of every
actor, can improve lead times [17].
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4 Development of the method

Real-time visualization of assembly processes with
game engine technology can visualize SOPs and WIs.
Game engine technology, through Unity, see Figure 1,
was used due to its possibility for real-time rendering of
realistic environments and models in combination with
scripting to create interactivity and modularity as well as
for its capability of developing and distributing the
prototype to a variety of IT-platforms.

4.1 Development of SOP & WI

Due to the assembly process being a new roof
solution within the studied company, no registered SOPs
or WIs existed beforehand. Their development started
with usage of a detailed 3D-model (with 6565
components) and shop drawings of the roof. In
collaboration with process development engineers, site
managers and foremen, the assembly process was
iteratively mapped, modified and optimized. The
mapping led to the possibility of identifying main and
repetitive SOPs, W1s, instructions and some foreseeable
issues that could occur, mainly due to their limited
tolerance values, weather or logistics.

A total of 8 pre-defined main SOP modules were
mapped and developed for the roof assembly sequence.
These SOPs clarify the WIs required to be performed
together with the information needed for a successful
onsite construction. Therefore, emphasis on their
development, content of information and visualization
has been a major focal point. This was conducted through
quality control procedures, where the prototype was
evaluated by professionals with several roles using
different IT-platforms. Every main SOP contains
information about its title, a description and a list of
sequenced WIs. The main SOPs were utilized to create a
total of 25 SOP instances for the roof sequence assembly.

Similar to the described SOP above, a total of 26 pre-
defined main WI modules, with 237 instances, were
developed for the roof assembly sequence. Every main
WI contains information about its title, a description and
a sequenced list of step-by-step instructions.

A total of 6102 components have received
instructions and animation information. A component
(e.g. asingle roof truss) contains a 3D model representing
its geometrical, positional and rotational data as well as
an instruction template. For reusability of information,
component information is modularized using
instructional templates, with a total of 18 main templates
developed for the roof assembly sequence. A template
consists of data about instruction, including descriptions,
materials, tools, machinery and precautional notes. Each
listed instruction has its template parameters gathered,
sequenced and sorted in lists available to associated WI.
Additionally, the instruction template describes how and
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when an animation should occur. This is described using
four parameters: task duration, sequence type, adaptive
position and adaptive rotation.

Adaptive position and rotation are three-dimensional
vector values that indicate how far from the original
position and rotation the animation should start.

Sequence type parameter modifies the relation of an
instruction with other instructions under the same WI, as
in, it makes it possible for the developer to decide when
the sequences are animated, from sequence to sequence.
The developer can give the user the choice to decide
when to start a specific animation by setting its sequence
type value in instruction to wait for user input, OnClick,
(indicated by a mouse icon, Figure 2). In some cases, it
might be preferable to start the next sequenced animation
immediately when the previous animation is done instead
of requiring user input. The developer can for such cases
set the sequence type value in an instruction to wait and
be played when the previous animation is done,
AfterPrevious, (indicated by a clock icon, Figure 2). For
cases where multiple animations should be played
simultaneously, such as repetitive screwing of multiple
screws, the developer can set the sequence type value in
instruction to play the animation when the previous
sequence animation starts playing, WithPrevious,
(indicated by an arrow icon, Figure 2).

Alternative  Sequences (AS) are pre-prepared
solutions or modifications to foreseeable changes or
issues that can be required to conduct a SOP correctly.
From meetings and observations, AS has been identified
as a possible interactive functionality where it opens the
possibility to develop SOPs and visualize alternative
construction solutions that existed but were not included.

AS is integrated with the modularity and interactivity
of the method to allow the selection between multiple
assembly sequence alternatives. AS modifies the WI
sequence within a specific SOP, indicated by the circle
icon as seen in Figure 2. Due to AS modifying data within
SOPs in real-time, having and caching lists of precaution
notices, task durations and resources, which according to

theories mentioned before exist in SOP is no longer
possible. The information has instead been moved to the
individual instructions. With that, SOP now has access to
this data through its list of WI, meaning that it
dynamically collects data from instructions in accordance
with the animation. These dynamically generated lists
can later be presented to the user. As it is built on using
modular WIs, it is possible for the user to swap modules
of WI with other modules.

Sequence details are parameters available within
SOPs. The parameter can modify the sequence type and
task duration values for all instructions of the SOP.
Sequence details were developed to utilize the instances
and modularization of SOP by making it possible to use
a single SOP in multiple different levels of detail, instead
of being required to recreate the SOP or a variety that
needs to be modified manually. As an example, in Figure
2, the SOP “Roof Cassette Montage” is using a sequence
detail value of Low Detail, while “Roof Cassette & Gable
Montage” is using Normal Detail. Both of the SOPs
contain instances of the same main WI “Roof Cassette
Assembly”, we can however see that their instructions
have different sequence types due to their sequence detail.

Sequence details follow rulesets defined by the
developer to determine how the sequence type and task
duration modifications occur. A ruleset can be based on
fixed values but also instructions sequence order, such as
first or last sequence. By default, a higher sequence detail
value results in fewer simultaneous but more total
animations. This corresponds to a more detailed
instruction with more steps. Example of a sequence detail
ruleset:

Very High Detail: All Sequence Types to OnClick
High Detail: WithPrevious to AfterPrevious
Normal Detail: Preassigned values

Low Detail: OnClick to AfterPrevious &
AfterPrevious to WithPrevious

e  Very Low Detail: All Sequence Types to
WithPrevious

Figure 1. Prototype in Unity. Selected roof cassette (left, Scene tab) is using a Roof Cassette template (right,
Inspector tab). Template information is utilized to visualize it (middle, Game tab).
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Figure 2. Data model for the developed
conceptual model, identifying relations for SOP
instances, WI instances, AS and instructional
templates. Sequence type and sequence detail
effect on instruction templates is also visualized
in the diagram.

The use of modularity has been an essential factor for
the development of SOPs, WIs and instruction templates.
It has aided in the reduction of data redundancy by
supporting reuse, updating and maintenance with the
prototype. The main SOPs, WIs and instructional
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templates are developed from scratch. Variants and
copies of SOPs as well as WIs are instanced, giving the
potential to modify and update the main SOPs and WIs
to automatically push the changes to all instances.
Examples of main and instanced SOPs include the SOP
“Roof Cassette Montage”, which is a main SOP, and the
SOP “Roof Cassette & Gable Montage”, which is a
variant from it (where a WI and an AS module are added
to it), see Figure 2.

As for instructional templates, the components are
using templates to pull data. The SOPs, WIs and
template-based  instructions are interchangeable,
organizable and are decoupled from other SOPs, WIs and
templates respectively. Modularization of instruction
templates is developed to avoid the need of component
instancing and data pushing. For example, 3 components
in 2 main WIs are using an identical template “681 — SFS
Wood screw c/c 6007, as seen in Figure 2. This is
desirable because components, in addition to containing
identical data, also contain multiple unique data, such as
geometrical, positional and rotational data.

4.2 Interactive prototype development

The developed method workflow is divided into 5
phases. First, the initiation phase, see green in Figure 4,
where additional data is generated and cached for core
functionalities of the prototype. It starts with initializing
all components, SOPs, W1s, and instructions. Each SOP
that has its sequence detail value changed from normal,
gets its instruction sequence type values modified
(OnClick, AfterPrevious, WithPrevious). That occurs
according to the sequence detail as well as pre-defined
rulesets by the developer. To identify animation paths for
each component, their original position and rotation data
(originalPosition & originalRotation) are cached.
Afterwards, through addition with the adaptive values
(adaptivePosition & adaptiveRotation), the start position
and rotation (startPosition & startRotation) are calculated.
Direction of the local axis is considered into the
calculation, when the local option is selected. For each
instruction not played simultaneously (Sequence Type !=
WithPrevious), it has its next sequence instruction
checked, if any exist, to find out if that instruction needs
to be simultaneously played (Sequence Type =
WithPrevious). The instruction is added to a list of
instructions planned to be animated simultaneously with
the original instruction (simultaneouslnstructions list),
the method loops continuously until either finding no
more sequenced instruction or finding a non-
simultaneous instruction. The method, lastly in the first
phase, disables and hides all component instructions for
them to be later enabled and displayed when animated.

The second phase, see orange in Figure 4, focuses on
searching for the next sequenced instruction within SOP-
WI. A procedure to search for the next sequence starts.
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This procedure can be called for multiple reasons,
including when the user tries to view the next sequenced
instruction. The SOPs, WIs and instructions are
sequentially organized. Therefore, using current
instructions sequence index + 1 in comparison with the
total number of instructions within the W1, it is identified
if there are more instructions available to be selected.
However, if there are no more instructions available,
using current WI sequence index + 1 in comparison with
the total number of WI within the SOP identifies if there
are more WIs available to be selected. The method selects
found WI and selects the first available instruction.
Otherwise, if none is found, using the current SOP
sequence index + 1 in comparison with the total number
of SOPs within the Process identifies if there are more
SOPs available to be selected. If the method finds a new
SOP, it gets selected together with the first sequenced
WI/AS, with also a selection of the first instruction in
case of it being a WI. The user is prompted to select one
of the available AS options, if the first sequence was
instead an AS, Figure 3. When none of the above
processes can find a new instruction, the method
identifies that no more instructions are available.

For the third phase, see blue in Figure 4, to start, the
second phase must find a new instruction. The method
utilizes the components’ instruction data to animate them
accordingly. The method ensures to loop through and
animate all components if the instruction has
simultaneously planned instructions to be animated
(simultaneousInstructions list), else it only animates the
selected instructions. The selected instruction is moved
to its start position and rotation (startPosition &
startRotation) and is made visible to the user. Through
linear interpolation, it is possible (with a timer counting
the duration of instruction animation as an interpolant) to

calculate and animate a moving and rotation pattern for
the component. This is a continuous process, until the
component reaches its original position and rotation
(originalPosition & originalRotation). Using the method
in the second phase, the next sequenced instruction is
searched. If found, and found instruction is planned to be
animated immediately afterwards (Sequence Type =
AfterPrevious), the next sequenced instructions
animation is started.

Figure 4. AS, user selects a WI from list to modify
current SOP. Including step-by-step instructions.

The fourth phase, see yellow in Figure 4, is
simultaneously run with the third phase. This phase
moves the camera to target the animated components.
Using an orbit camera, it is possible, by moving the
camera target, to rotate around and view the current
instruction. An orbit camera also opens the possibility to
zoom in/out (distance parameter). To customize and pre-
define the camera viewpoint, two new parameters were
added in the prototype to each component of all
instructions, rotation (x & y) and distance. Through linear

Figure 3. Flowchart of the prototype using the iteratively developed method.
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interpolation, in combination with a transition duration
timer as the interpolant, the camera glides to its target
from its current position to its target position. In addition,
linear interpolation occurs even for rotation and distance,
ensuring a smooth rotation and modification of the
camera’s distance to the component’s values.

The fifth phase, see gray in Figure 4, runs
simultaneously with the second phase. This phase
ensures that the user interface is functioning and
displaying updated information. The user interface,
Figure 5, to not overload the user, only presents the basic
information. With additional information being only
available when requested by the user. With each newly
started animation of a component, its instruction data
with description, resources and precautions are added to
a list and presented to the user when requested. When a
new SOP or W1 is selected, the SOP and WI titles as well
as descriptions are updated and can be presented to the
user. The list is cleared when the selected SOP changes.
Combining it all together results in a prototype that can
be exported and utilized by a variety of devices for usage
in construction sites, see Figure 5.

Figure 5. Prototype running on Android
smartphone.

5 Discussion & Conclusion

According to the study, onsite construction at an THB
company has shown to utilize many repetitive processes
as well as variants of these processes. Development of a
method for the conception and usage of modular SOPs
(main & instances), WIs (main & instances) and
instructional templates has opened the possibility for
reuse of information and experience within multiple
construction projects, reducing data redundancy and in
turn even decreasing lead times. Reusability of modular
AS has encouraged the IHB company to increase their
SOP quality by putting more resources into their
development and identifying foreseeable issues.

Interactively defining modular SOPs, WIs and
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instructions has shown the potential to simplify and
streamline the assembly sequence process with data
within SOPs, etc. The structure of main and instances as
well as templates ensured that modifications to mains and
templates updated all instances accordingly, aside from
unique values within said instances. The interactive
modularity has aided the creation of unique variants for
mains and templates that later can be utilized in the
creation of instances and their connection to components,
respectively.

Interactive visualization of modular SOPs, WIs and
instructions with user inputs, accurate information and
animations have been described by interviewees using
the prototype as a usable and useful tool. This, combined
with 3D models, potentially gives an improved holistic
view of the construction project, assembly process
sequence as well as step-by-step instructions that
otherwise with many shop drawings and information
sources was difficult to obtain. It has assisted the
communication between site managers, foremen and
skilled workers, resulting in earlier identification of
misinterpretations and misassumptions that traditionally
instead were identified during the assembly process by
foremen. For inexperienced skilled workers and new
processes, visualization of the assembly sequence is seen
as a massive help in describing and educating how an
assembly is correctly performed. Also, ensuring that site
managers, foremen and skilled workers have a similar
understanding of the construction’s assembly processes.
Reducing communication deficiencies that can occur due
to actors having different backgrounds, experiences or
standards is a key to reducing man-made errors. This is
supported by theory, as 3D models and good quality
instructions could be used for training of new assembly
processes as well as for new skilled workers [3].
According to interviewees, inclusion of the developed
prototype as a complimentary data source in construction
site has shown to bring the typically occurring
misinterpretations and misassumptions into the open.
With many of them being due to usage of outdated and
incorrect versions of the text-based instructions. Prior to
usage of the prototype, interviewed skilled workers were
certain that their processes were up to the standard set by
the company. However, after inclusion of the prototype,
they were able to identify multiple processes that are
being conducted differently, noting that this is how they
used to do it before.

Development of SOPs, WIs and instructions
combined with detailed 3D models has been shown in the
study to aid project engineers in the identification and
mapping process of assembly sequences, their
optimization possibilities, sequence errors as well as
possible misinterpretations in early stages of the
development. Leading to an improved holistic view for
process sequence of the construction when the
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information is joined together and in turn minimizing
possible process errors by improving planning for
parameters such as object collisions, zones (reachable &
unreachable), avoidance of uncomfortable and risky
working conditions. Many of these optimizations and
sequence errors are traditionally identified at later stages
by foremen and skilled workers, which are often
communicated to project engineers. The prototype is
expected to increase the construction efficiency by:
e Reducing the required education time of
inexperienced skilled workers.
¢ Reducing misunderstandings and misinter-
pretations of the standardized processes.
e Visualization of critical sequences, safety
instructions, tools and materials.
e Simplifying the conduction of self-control.
e  Assisting the daily follow-up of construction
job planning.

As a complementary result of the study, improved
feedback loops between skilled workers and engineers
was observed at early stages using the developed
prototype, for assisting in assembly sequence and
construction processes.
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Abstract —

Embedments (embeds) placed in concrete or
masonry structures are used extensively in
construction to connect the final product of one
trade-contractor’s work to another and are therefore,
a critical coordination facet for most construction
projects. A failure in this coordination usually leads
to lost productivity. Therefore, the need to
productively improve the installation quality is
paramount. A between-groups experimental study
was designed to measure embed placement accuracy
within an experimental space. One group inspected
the work with a 2-dimensional set of construction
plans while another group carried out the work with
the assistance of an augmented reality (AR)
inspection tool. An AR headset was used that
presented a parametric model as a visual overlay on
the walls of the experimental space. In this way, the
embed placement accuracy could be inspected. The
results indicated that accuracy was weakly
significant between the two methods of embed
inspection. However, a shortcoming discovered
during the research required the precision of the AR
tool to be tuned because of an image drift within the
AR visualization. This paper analyzes the AR
shortcoming, differences in accuracy, proposes
reasons for the differences, and addresses the
accuracy trade-off in a broader context of the
framework.

Keywords —
Augmented Reality; Productivity; Construction
Inspections; Embeds

1 Introduction

Construction coordination is a risk that is
customarily assigned to the construction manager of a
project. While the construction manager is often
rewarded commensurate with accepting this risk, there
is often a desire for them to develop better ways to
manage this risk. Pre and post construction inspections
are one way that construction managers have mitigated

56

their risk, but sometimes this process fails. Sometimes,
a lack of time becomes the root cause [1] and defects
end up costing the project time and money.

In this research, we explore a framework that
addresses inspection defects with the understanding of
the pivotal role that this process plays in a project’s
productivity and for its success.

2 Background and Rationale

Concrete and masonry anchors are commonly used
for the attachment of other structural members to
concrete and masonry. In construction and civil
engineering disciplines they are commonly called
embedments (embeds). It is best if they can be installed
prior to the completion of the concrete or masonry
structure [2]. Failure to place embeds prior to the
concrete or masonry construction can be problematic for
several reasons [3], [4], some of which include:

—_

Drilling holes for a post-installation anchor will
often hit or compromise the internal steel
reinforcing

Lost time to re-design and retrofit the structure for
a post-installation anchor

Added cost of re-design and specialized post-
installation anchors

N

Augmented reality (AR) is a technology that is used
to add supplemental information to a real-world view
[5]. By adding this meta-information to a person’s
perception of the real-world view, more insight may be
gained by the viewer of what is being observed [6]. AR
is quickly finding practicality in the construction
industry and some researchers are beginning to refine
the ways by which AR can be used for inspection of
defects [4]. When inspectors can gain additional insights
about what they are observing, they can enhance their
work and help to resolve issues prior to construction,
when cost and time are less vulnerable to inflationary
change [7].

The process of embed placement prior to the
construction of concrete and masonry structures is one
such situation on a construction project that is
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vulnerable to cost and time inflation if they are missed
or improperly installed. Therefore, the need for this
research was determined based on this observed
dilemma and the aim for this research is to use AR
technology to assist an inspector in the process of defect
detection of embed placement.

3 Methodology

This study was conducted using a between-groups
design. One group of randomly selected students were
chosen to perform an inspection of installed embeds
using 2-dimensional (2D) embed placement drawings.
The other group was randomly selected to conduct the
same inspection using an AR inspection tool. The
following section describes the setting, tools, and
procedures that each group was to follow.

3.1 Demographics

A convenience sample was used consisting of
postsecondary students in a construction management
program in the Southeastern United States. These
students were requested to participate in this study at a
normally scheduled class time. Students in this CM
program, at this point and time in their academic career,
have taken plan reading courses, understand building
information modeling practices, and several of the
students have had some construction-related internships.

3.2 Setting

The study was conducted in a vacant space within
the academic building where the students take their
classes. This indoor space is approximately 54’-0” long
(16.5 m) and 12’-6” wide (3.8 m). The height of the
room is 17°-0” (5.2 m) with no finished ceiling — all
MEP equipment, conduit, and piping are exposed. On
the long side of the room is a 30°-8” x 12°-6” (9.4 m x
3.8 M) window wall, which does not have any window
treatments and allows an abundance of outdoor natural
light within the space. Refer to Figure 1 for a composite
layout of the experiment room.
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Figure 1. Rendering of the experiment room

The room in Figure 1 has exposed masonry walls
and provided a setting to place mockup embeds on the
walls of the space. A parametric model of the room was
created in Autodesk’s Revit and embeds were positioned
throughout the room as shown in the closeup rendering
of one side of the room (see Figure 2).

Lol B AR

Figure 2. Closeup within the parametric model of
experiment room showing embed placement

Some embeds were designed to simulate steel angles
(colored yellow) and others were designed to simulate
flat plates (colored green). Upon completing the
parametric model, the embed coordinates were loaded
into a total station and the researchers positioned the
mockup embeds within the room to match their
locations in the parametric model.

3.3 The Embeds

The mockup embeds were fabricated from colored
cardboard and matched the color of the embeds in the
rendering shown in Figure 2. A Microsoft first
generation HoloLens was used for the AR inspection.
The researchers used HoloLive and Visual Live to
upload the model into the HoloLens and for the
inspection of the mockup embeds. Figure 3 illustrates
the workflow involved in transitioning the parametric
model coordinates to the total station that was used to
layout the mockup embeds in the experiment room.
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Figure 3. Workflow for migrating parametric model
information to a total station for embed layout

The researchers preselected that some of the embeds
would be placed with identifiable issues. The student-
inspectors would have to identify these preselected
issues. These issues are summarized below along with
the frequency of their use identified in Table 1. The
embed issues (listed below) were categorized into three

Issue Categories.

1. Embed was installed with no issues

2. Embed was installed but has a placement issue

3.  Embed was NOT installed

Table 1. Embed configuration

Embed ID Status Color Issue

Category

10 Installed Yellow 1

12 Left Missing Yellow 3

12 Right Installed Yellow 1

14 Installed Yellow 1

15 Missing Yellow 3

16 Missing Yellow 3

21 Installed Yellow 1

23 Installed Yellow 1

A Installed Green 1

B Installed Green 1

D Installed Greed 1

G Installed Green 1

P Missing Green 3

Q Installed Green 1

S Installed Green 1

TOTAL 15 Embeds

Lastly, once the coordinates for each embed was
determined, the researchers affixed the mockup embeds
to the wall as shown in Figure 4.
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Figure 4. Mockup embeds placed in the
experiment room (descriptions are shown for
clarity but were not included in the experiment
room)

3.4 2D Embed Placement Drawings

The parametric model was used to create 2D embed
placement drawings. These drawings were printed on 8
¥ x 117 paper without color. The 2D drawings used
interior elevations and annotated dimensions to locate
the embed within the experiment room. An example of
the 2D embed placement drawing is shown in Figure 5.
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Figure 5. Partial image of 2D embed placement
drawings

Students using the 2D placement drawings were to
visually compare what they observed on the 2D
drawings, matching to what was installed within the
experiment room.
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3.5 AR Inspection

Students using the HoloLens were to visually
observe where they perceived a difference between the
image rendered in the HoloLens’ overlay of the room to
the installed condition within the experiment room.
Figure 6 shows what an inspector using the HoloLens
would see when inspecting embeds in the experiment
room.

“Wirtual" image
mosMt

Figure 6. Framework of inspecting embeds using
AR

The use of the HoloLens in this way allowed for the
student inspector to view the correct placement through
a model of the room that was superimposed on the
visual of the real-world experiment room.

3.6 Experiment Procedures

As mentioned, this experiment was designed as a
between-groups procedure. The students were randomly
selected to conduct an inspection of the experiment
room’s embed layout using either 2D embed placement
drawings or using the HoloLens for inspection.

All students were asked to record their findings on a
paper inspection sheet. Because AR does not completely
replace the view of the user, the student inspectors were
able to report their findings on the paper inspection
sheet. Both groups of students used the same type of
inspection sheet to record their findings. The inspection
sheet contained numbers ranging from 1 to 31 and
letters A through Z. With both methods, if the student
identified an error, they were asked to record the
problem on the inspection sheet with the associated
embed identification (number or letter). There were
more numbers and letters on the inspection sheet than
were embeds placed within the experiment room. This
open-endedness was purposefully designed to control
for a situation where students may assume that all
embeds on the inspection sheet needed to be identified
to properly complete the inspection. All inspection
sheets were collected and tabulated at the end of the
experiment.
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4 Data and Results

A total of 46 students participated in the experiment.
25 students used the 2D embed placement drawings to
conduct the inspection while 21 students used the AR
inspection method.

Table 2 tabulates the error frequency for each of the
15 embeds wused in this experiment grouped by
inspection method. An error was determined if the
student inspector did not accurately identify the
installation state of the mockup embeds. While
conducting the experiment, some students using the AR
inspection reported seeing illusions that obscured the
reality of what was installed within the experiment room.
The researchers identified these visual anomalies as
mirages in Table 2. The frequencies identified for the
AR Inspection Errors is independent of the AR Mirage
Errors.

Table 2. Embed error frequency for each inspection

method
2D Embed AR
Placement Inspection AR Mirage
Embed ID  Drawings P &
Errors Errors
Errors (n=21)
(n=25)
10 1 1 -
12 Left - - -
12 Right - - -

14 3 4 1

15 24 11 1

16 - 4 1

21 22 1

23 - 1 -
26 - - 1f
A - - R

B - - R

D - - R

G - 1 1

P 1 5 1

Q - 1 -

S - 2 2

T denotes an embed that was identified as a mirage and
not a part of the experiment.

The researchers tabulated the errors per embed ID
and calculated an accuracy score for each inspection
method. The average accuracy for the 2D embed
placement drawings was 86.4 out of a possible perfect
score of 100. The average accuracy for the AR
inspection method (not including the observed mirages)
was 90.2 out of a possible perfect score of 100. A Two-
Sample T-Test was calculated for the difference
between the two averages. Eight outlier results were
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excluded to correct for skewness of the data. Assuming
a Confidence Interval percentage of 95% (CI=95%)
then t33=-2.281802, p=0.0342029 (p<0.05), resulting in
a weak significance in the difference between the two
averages.

5 Discussion

The weak significance resulting from the difference
between the average accuracy scores for both methods
leads to a conclusion that is somewhat indeterminant. In
this section, the impact of the results are discussed along
with suggestions for the outcome.

5.1 Visibility

The experiments were conducted during day-light

hours. With the room lighting and the allowable natural

light in the room, there were no significant shadows or

dark areas of the room that could notably affect either

method of visual inspection. Despite this fact, the data

indicate that identification of embeds “15” and “21”

were more successful when the AR method of
inspection was used. Embed “15” was accurately

reported 4% of the time using the 2D placement

drawings and 48% using the AR inspection. Embed “21”
was accurately reported 12% of the time using the 2D

placement drawings and 95% using the AR inspection.

Both embeds were simulated steel angles (yellow) and

place in a side view when observed from the elevation

view of the wall (example embed “15” shown in Figure

7). One embed was missing (embed “15”) and the other

was installed (embed “21” see Figure 8).

,
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Figure 7. Placement of embed “15” (side view)
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Figure 8. Placement of embed “21” (side view)

The low profile of these embeds on the 2D
placement plans made it difficult to verify, especially
when the embed was missing, as is the case for embed
“15”. This condition is a reality for most construction
projects. If an inspector takes 2D plans to the field for
inspection and only observes what is available to them
in an elevation view without querying for alternate
detail views — omissions can occur. With the AR
inspection, the original model is available, and an
infinite amount of views are available to them by simply
adjusting their physical position on the construction site
— much like an inspector naturally does to inspect
installed work at a construction project. Lastly, although
the condition was not tested in this study, the embeds
tend to be distinguished during the inspection process
because a colored view was available during the
inspection process using the HoloLens. Conversely, the
monochromatic view when looking at 2D construction
plans does not have this advantage which is why most
inspectors tend to highlight their inspection drawings
with colored annotations.

5.2  Accuracy

The findings are not strongly significant for the AR
inspection method and the data indicate that the 2D
embed placement plans were in most cases equally
accurate. Aside from the visibility issue discussed for
embeds “15” and “21” in the previous subsection, most
of the time, the 2D plan inspection method had slightly
fewer errors. For instance, embed “16” was a missing
embed and was erroneously reported five times with the
AR method. It was not erroneously reported using the
2D plan method. Additionally, embed “P” was also a
missing embed and erroneously reported once with the
2D plan method and five times with the AR method.
Nothing was controlled in the experiment to gather data
for these occurrences; however, it is speculated that
something within the AR inspection distracts the viewer
while performing their inspection. As will be discussed
in the next subsection, illusions were noted that caused
some misreporting during the inspection process for the
AR inspectors.
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5.3 Mirages

During the AR inspection, it was anecdotally noted
to the researchers that in some cases, the student
inspectors could not see the embed or that there

appeared to be an embed present, when in fact it was not.

The researchers allowed for this condition by having the
student inspectors note the aberrations in their
inspection reports. As seen in Table 2, this occurred
eight times. In two cases, a missing embed was not
accurately identified as missing and in the remaining six
cases, the embed was present but was missed in the
inspection report.

During the experiment, the researcher needed to
continually adjust the HoloLens for a condition called
“drift” [8]. Drift was identified by the student inspectors
as they conducted their inspection and would notice that
the image of the model in the HoloLens was not
superimposed accurately within the experiment room. In
some cases, the difference was slight — enough so that
the inspection could continue without stopping the
experiment. At other times, the drift was noticeably
distracting to the point that a satisfactory reporting
could not be made. It is surmised that this condition was
responsible for the mirages present during the
inspection. This condition is not localized to the
HoloLens, it is in fact a common issue within the AR
discipline [9].

5.4 Limitations

While the researchers sought to minimize the
conditions of the study that could adversely affect the
results, upon completion of the experiment some
elements became known that should be considered if the
study were to be repeated.

541  Color and Shape

The researchers did not collect data explicitly
regarding the shape and color of the embeds used in this
experiment. In fact, the color of the embed was not
typical to the actual color of an embed installed on a
construction project (see Figure 9).
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Euperimental Embed

Actual Embed

Figure 9. Visual comparison of experimental
embed and an actual embed.

The difference between the two images in Figure 9
is obvious. Because this study was designed to establish
a framework for future experimentation, it was not
necessary to obtain data from actual conditions just yet.
In future studies, the color of the surrounding material
(concrete, stone, masonry, etc.) may not have enough
contrast to make a successful inspection. Therefore, a
consideration of the color of the embed and the color of
the surrounding materials would be prudent.

5.4.2  Student Work Experience

This study was conducted with a convenience
sampling that is not representative of practitioners in the
construction industry. While the students that
volunteered for this study do have some construction
knowledge and skills, they lack experience and
advanced visualization skills that more seasoned
practitioners may have [6]. Consequently, the results
when practitioners are involved in the study may yield
different results. Again, future iterations of this study
should be conducted with practitioners to obtain more
practical results in the accuracy of inspection using the
two methods.

5.4.3 Image Drift

Image drift is an issue when working with AR [8],
[9]. This study did not collect data for this condition,
including its effect on accuracy. However, a more
detailed study should be attempted that ascertains the
accuracy of the HoloLens when used for inspection,
controlling for variables such as lighting (natural and
artificial), temperature, reflectivity, and other items that
may affect the visual acuity of the inspector.

6 Conclusions and Future Work

This experiment yielded a significance that was
weak in terms of accuracy when student inspectors were
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trying to identify errors in embed placement. The data
however, eluded to some interesting points about using
AR as an inspection tool for embed inspections, and
quite possibly for other types of inspections as well. In
this study, the researchers aimed to create a framework
that could be used in ongoing and future studies where
AR is used to assist a construction inspector. One key
finding that was advantageous when inspectors used the
AR method was the visibility of certain elements that
were difficult to find on a 2D plan. The drawback with
using plans has always been the experience of the
person reading and interpreting them [10]. In a time
within the construction industry when many seasoned
professionals are departing from the workforce [11],
either through retirement or disability, their
replacements (recent academic graduates) lack the
experience to accurately perform these inspections at
the same level as their predecessors. This experience
gap creates a challenge and an opportunity that the
construction industry has always seemed to face. When
compared to other non-farming industries, the
construction industry’s productivity has not made
significant improvements [12]. Similarly, the industry’s
focus on research and development has been paltry — yet
may be improving slowly [13]. Therefore, the
overarching goal for this research study was to set forth
a framework that can improve accuracy, productivity,
and fill the ever-widening skills gap in a small part of
the construction process.

The researchers acknowledge that the practicality of
this tool is experimental at the moment, however,
through continued field experimentation and with the
continual improvement in the hardware and software,
there is promise for more advantageous results for the
AR method.

Lastly, the researchers would like to express that
future developments in this research will include an
approach toward having the AR make use of artificial
intelligence (AI) for the automatic recognition of embed
placement errors. The inspector’s attention could be
drawn to errors that the Al finds, allowing the inspector
to focus more on the serious problems and waste less
time on the embeds that meet a certain threshold for
accuracy. This process, if perfected, could save a
tremendous amount of time for inspectors to perform
more worthwhile tasks.
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Abstract —

While the global impact of plastic waste is
increasingly concerning, the application of reused
materials in the built environment remains little
explored. This paper presents research into the reuse
of plastic in architecture by means of computational
design and robotic fabrication. Design possibilities
using reclaimed plastic artefacts were explored by
testing their structural stability and robotically
modifying them in order to create a pavilion. While
the design conceptualization started  with the
reclaimed material and the analysis of its potential,
the digital workflow involved generative and
performance- driven design, structural optimization
and geometry generation for robotic fabrication.
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1 Introduction

Applications of Industry 4.0 technologies, such as
automation, Internet of Things (IoT), and cyber-physical
systems [3] are relatively new in architecture but they
have already proven to revolutionize the way architects
think and practice.

For instance, Design-to- Robotic-Production (D2RP)
approaches developed at TU Delft since 2014 establish a
feedback loop between the design and the production of
the 1:1 scale building components [1].

This implies that the initial generative design is
optimized in order to address functional, structural,
environmental, material, etc. requirements and then
converted into robotic tool paths to add, remove or
transform materials according to requirements.

The challenge is to identify tasks that can be robotized
and develop future interaction scenarios between humans
and robots. In this paper, work is presented that explores
both while taking the challenges of circular economy into
account.
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2 Circular Economy

Plastics production has increased twentyfold since
1964, reaching 311 million tons in 2014 [4].

Despite the economic crisis, the world plastics
request is continuously increasing and it is expected to
almost quadruple by 2050. With the increase of the
plastic production, the plastic waste increases as well, so
much that the ocean is expected to contain by 2050, more
plastic waste (by weight) than fish.

Figure 1. The plastic container is tested for
structural strength

Currently, this problem is addressed on two levels,
firstly the manufacturing of plastic materials from oil is
gradually replaced with renewable bio-sourced materials;
secondly the recycling or reusing products is considered.
When recycling is not the best option because soiled
plastics and multi-layered plastic products may not be
suitable or difficult i.e. expensive to be recycled, reuse is
considered (Fig. 1).

The research presented in this paper explores how by
employing D2RP methods and by applying circular
economy principles [5], thus reusing objects otherwise
designated for the landfill, an approach that can be
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applied to various geometries is developed and tested.

The reused objects were searched for in a traditional
manner, by going to stores and selecting potentially
usable components.
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Figure 2. Development of the node from the
unrecyclable  plastic container using a
combination of D2RP and traditional methods

Considering the potential of IoT to connect the D2RP
system with materials that are provided with
unique identifiers (UIDs) and filter databases for specific
plastic materials and products catalogued with respect to
their physical and chemical characteristics, it is
conceivable that a variety of designs for diverse functions
could be easily generated.

2.1 Architectural Structure

From an array of available components, several have
been structurally tested and the unrecyclable drill
container, which has been chosen to be used in the design,
showed a peak close to 80 kg (Figure 1). The test
highlighted that the base is the weaker part of the element.

By developing joints (Figure 2) from the drill
container that could connect linear frame elements (of
Polyvinylchloride or PVC pipes for water supply) with a
membrane (of semi-open water repellent fabric) a
pavilion has been created (Figure 3).

The vaulted structure has a double-curvature that
increases the structural performances. Once inflated, the
designed mesh is improved using the Mesh Machine
component after which it is tessellated with the Dual
Graph component. Joints, PVC pipes, and membrane are
then placed resulting in a pavilion that serves as event
space.

In order to test structural stability, the mechanical
properties of the materials were retrieved from CES
Edupack 2018 and used as input for the structural
analysis. Furthermore, the structure was analyzed in the
Grasshopper plugin Karamba 3D. The latter, being
embedded in the parametric design environment of
Grasshopper, gives the possibility to combine parametric
3D models with finite element calculations.

Following up the structural analysis, joints, PVC
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pipes and membrane were further developed and tested.
The node was developed by removing and folding parts,
so that the folded part of one component fits perfectly
into the cut part of another component. The connection is
then secured by rivets (Figure 2).

With the robot, the component can be cut at a specific
optimum angle in a precise and accurate way. Because of
the complexity of the geometry, all the components that
form the connections need to be custom cut at a specific
angle, thus the use of robotic fabrication will make the
process more accurate and faster compared to traditional
methods.

The workflow involved several steps such as robotic
cutting (drilling holes and material removal), manual
folding (with a heat gun), manual gluing of the washers
and connecting parts with rivets using pop rivet gun.

While the robotic tool path was integrated into only
one path for drilling holes and milling i.e. cutting, which
made the process faster and more efficient, the folding of
the material of the component itself, the gluing and
connecting with rivets remained manual.

Figure 3. Generative design optimized in order to
address functional, structural, environmental,
material, etc. requirements

The robotization of the folding, gluing, and
connecting with rivets would have required additional
investigation, which due to time constraints has only
been simulated as robot-robot cooperation and
envisioned as Human-Robot Collaboration (HRC).
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2.2 Human-Robot Collaboration

In order to semi-automate the fabrication of the node,
a multi-robot setup has been proposed in combination
with an HRC approach. In this context, HRC is defined
as work performed simultaneously and co-located by a
robot and an operator during production [2].

Figure 4. Picking of the first component using the
master robot, which is equipped with a gripper, moving
then the object around the milling tool and performing
the necessary material removal (first image), heating
(second image), folding (third image) and placing the
rivets (fourth image).

The fabrication sequence of the joints includes two
fixed tools, a milling tool and a heat gun, and two moving
tools, a gripper and a bolting tool. Hence the component
will not be fixed in front of the robot as in the first
scenario but it will be moving with it.

The first step of the fabrication sequence will consist
in picking up the first component using the master robot,
which is equipped with a gripper, moving then the object
around the milling tool and performing the necessary
material removal (Figure 5).

After that, the object is positioned in front of the heat
gun, in order to heat the folding line of the component for
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one or two minutes, time enough for the plastic to become
malleable and for the second robot to come in and easily
fold the material using a gripper. The above-mentioned
sequence between the two robots is repeated for all the
other components.

The last step of the fabrication sequence regards the
connection of the objects to each other. The connection
will be performed by the second robot, which is equipped
with a bolting tool, in collaboration with the master robot,
which will hold the component in place.

This proposed HRC approach relies on practical
methods  facilitating  collaborative  sawing  [7],
collaborative polishing [8], etc. It involves limited
Artificial Intelligence (AI) that enables the physical
collaboration between two robots [7].

This approach is transforming the D2RP process of
the joints into a choreography of two cooperating robotic
arms alternating their roles along the fabrication process.

In this context, the human may not only orchestrate
the sequence of actions implemented by the robots but
may help with tasks that could be easier implemented by
humans as for instance, inserting the rivets in the holes.

3 Future Steps: Cyber-physical Systems

While the presented research has taken advantage of
D2RP and explored the potential of human-robot
cooperation, it has not exploited the potential of IoT,
which allows selection of materials form a vast variety of
materials appropriate for circular economy approaches.

It furthermore, speculated but did not develop and test
HRC approaches, which have the potential to make the
sequence and safety of human-robot interaction possible.

Figure 5. Simulated and prototyped subtractive D2RP
link the virtual and the physical worlds

Both involve tagging and tracing, machine and deep
learning in order to establish a cyber-physical system that
in time could become an automation ecosystem, wherein
architects and constructors collaborate with robots and
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customers can purchase online customizable designs
using an automated marketing platform that puts the
manufacturing plant in action.

The virtual and the physical D2RP&O processes are
linked (Fig. 5) and need to take into account the inherent
multifaceted nature of building from the early design to
the latest building operation phase. Challenges in terms
of scale, multi-tool and multi-robot production and
operation need to be examined in order to achieve
chained processes by linking virtual models (such as
Rhino 3D model with Grasshopper plug-ins such as
Millipede, Ladybug, etc. for simulating structural and
environmental performance) with robotic devices. The
aim is to develop/implement chained D2RP&O
processes in which robots take specific roles while all
(human and non-human) members of the setup including
respective (virtual and physical) systems receive
feedback at all times.
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Abstract —

In 2018, the United States Department of
Transportation Federal Highway Administration
reported that Americans traverse over 1,000 miles a
month on average. Maintenance of pavement
marking conditions is crucial to creating a safe
driving environment. Traditionally, pavement
markings are assessed periodically through manual
road inspectors. This method is time consuming and
ineffective in capturing the deterioration of the
pavement markings throughout their service life. The
incorporation of Unmanned Aerial Vehicles (UAVs)
and machine learning techniques provide promising
ground to detect pavement marking defects. The
study proposes a system based on Deep Convolutional
Neural Network (DCNN) that can collect, store, and
process data to predict pavement marking conditions
throughout their service life. The developed pavement
marking detection tool has four stages. The Data
Collection stage consists of obtaining images using
different methods. In the Classification stage, a
method for assessing the defects from images is
created based on current methods by Departments of
Transportation (DOTs) and the Manual on Uniform
Traffic Control Devices (MUTCD). The third phase—
the Model Development and Data Processing— and
the Model Testing phase are to train and test the
model using a multi-level classification program and
complex algorithms to process the data collected and
output a result. The system was implemented, and the
preliminary results show that the model can identify
and classify the pavement marking defects. The
developed system will help transportation authorities
identify and forecast future deteriorating rates and
intervention timing.

Keywords —
Automation;
Transportation

Construction; Data  Acquisition;

1 Introduction

Road pavement markings are a characteristic of road
design that influence drivers’ perception of roadway
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alignment and the ability to maintain safe vehicle
positioning [8, 17]. Features such as edge lines,
centerline, lane lines, and other pavement markings guide
users and provide physical and intuitive barriers that
ensure road safety and reduction in traffic congestion
[17]. When strategically placed, pavement markings
ensure adherence to speed limits [3, 21]. Environmental
factors and wear from vehicle contact, as well as
misplaced markings, call for the inspection and
maintenance of these road markings [21].

The current practices of pavement marking inspection
are mainly done manually. Manual inspection techniques
such as Visual Nighttime Inspection, Measured
Retroreflectivity, Expected Service Life, and Blank
Replacement methods are a few of the vision-based
techniques employed by DOTs to assess and evaluate
pavement marking conditions [9]. Handheld devices,
measurements, and Senior Citizen vision characterize
these methods. These manual methods allow for high
subjectivity and rely on trained inspectors that must go
through training to follow the appropriate protocols.
These visual assessment techniques require investing
time, money, and resources. These processes often
require workers to drive in nighttime conditions, evaluate,
and record pavement conditions that pose public and
individual safety risks.

Experimental studies have found short-term and
long-term reductions in speed along hazardous curves by
installing and maintaining pavement markings [21, 3].
Drops in speed from 41.3 to 33.9 miles per hour were
attributed to pavement markings “designed to make the
roadways appear narrower at the beginning of the curves.”
Other sites saw up to a 50% increase in adherence to
advisory speed after the pavement marking installations
[3]. Additional pavement markings in 42 sites in advance
of roundabouts and termination of high-speed roads saw
a 52% reduction in crashes after 2 years. Verbal and
symbolic pavement markings consisting of the word
“SLOW?” and a left curve arrow installed before entering
sharp horizontal curves also saw significant reductions in
average vehicle speeds [3]. Earlier studies showed crash
reductions after the installation of edge lines ranging
from 19% to 46% [7, 19]. Despite differences in modern
days traffic, vehicle design, and design speeds, more
studies continue to report crash reductions as a result of
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pavement markings. Particularly, a study across 10 states
found crash reductions of 36% after installing edge lines
and an average of 21% attributed to pavement markings
overall [4, 22].

There are two ways of assigning pavement marking
defects: manual and automated. A manual evaluation of
pavement markings from photogrammetry data would be
highly subjective and time-consuming, thus an
automated identification method presents an efficient and
reliable alternate [2, 13]. This paper aims to propose an
innovative UAV-based Pavement Marking Identifier
Tool using a deep learning technique that automatically
identifies the pavement marking defects. The tool uses
data collected from Google Maps to train and test the
model. This stage of the research looks at the
applicability and efficiency of the technique.

2 Literature Review

2.1 Overview

An assessment of the effects of pavement markings
on road safety reveals the importance of identifying and
addressing current defects and missing pavement
markings. Efforts are underway to mitigate the risks of
missing important pavement markings and those in poor
condition. For example, the Michigan Department of
Transportation (MDOT) plans to require wrong-way
arrows at all target exit ramps [18]. At paired
exit/entrance ramps, the left turn into the exit has resulted
in several fatal crashes. By installing pavement marking
extension lines, vehicles could be guided into the correct
ramp. They are considered a low-cost treatment with a
benefit-cost ratio of 45.9 and the potential to reduce
traffic-related deaths and increase road safety [3, 18]. A
study was also conducted to assess whether pavement
markings before wrong way entries in two sites were in
good condition, or at all present [14]. The study found
that both sites lacked pavement markings, such as
Wrong-Way Arrows and stopping lines, which are linked
to areduction in fatal crashes. Also, in 2004, the Missouri
Department of Transportation began implementing lane
departure countermeasures consisting of pavement
markings such as edge lines, centerlines, and skip lines,
as well as other road features focused on lane departure
countermeasures [8]. As a result, from 2005 to 2007,
there was a 25 percent reduction in lane departure
fatalities. Pavement markings wear out due to constant
vehicle contact and weathering and therefore require
inspection and maintenance. Given the role they play in
road safety and the limited resources some cities struggle
to keep pavement markings up to the standards due to
limited resources. In addition, prioritizing pavement
repair and maintenance in a very efficient way is critical
for decision-makers to plan future budget allocation and
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prioritizing road maintenance.

2.2 Data Acquisition

New technologies of real-time data collection such as
drones are an increasingly popular technology in
construction and transportation [5, 19]. A recent study
developed a framework for using UAVs in transportation,
which defined the drone block as (1) flight planning, (2)
flight implementation, and (3) data acquisition [15]. This
framework was implemented by a later study to capture
images of pavement defects [ 14]. This study outlined the
importance of taking weather conditions and flight
restrictions into account in the flight planning process.
This ensured optimized visuals and adherence to
regulations. For flight implementation, flights can be
conducted manually or autonomously. For automated
surveys, an advanced image processing algorithm is
required such as Support Vector Machines (SVM) or
Structure from Motion (SfM) [12, 13, 2]. These machine
learning algorithms allow UAVs to quickly identify the
presence of defects and cracks on the road, although they
have yet to be implemented to detect defects in pavement
markings. The SfM is an innovative photogrammetry
method used to transform photo data sets into 3D models;
however, research on its applications for road pavement
is limited [13]. The data acquisition consists of captured
images by the drones. These images are deemed adequate
for analyzing and monitoring the condition of unpaved
roads [23] and road pavement distresses [ 13], but there is
very limited research in its applications to pavement
markings. Data collection via UAVs also mitigates the
risks associated with workers in high traffic zones [14].

2.3 Data Processing and Inferencing

Data processing and analysis is critical in developing
an automated defects detection system. Efficient data
extraction, noise removal, and storage are necessary
components to have a functioning system [15]. Manual
evaluations of the drone-captured images based on visual
observations are associated with high levels of
subjectivity, and low production rates [13]. For example,
in a study analyzing the condition of road pavement,
different crack types were assigned different ratings to
assess and prioritize remedial actions according to the
severity and average traffic volume [2]. Due to limited
resources and a large area to cover, metric accuracy must
be consistent [13]. Therefore, automated identification
methods and severity numerical index assignments are
considered a fundamental goal in transportation efforts to
maintain the assets. Autonomous surveys incorporating
machine learning algorithms can process the images
automatically to identify the distress type [13]. A study
that incorporated a UAV-based system with a machine
learning algorithm observed an accuracy in pavement
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crack identification of 90.16 [12].

Other studies incorporating the use of multi-level
classification and deep machine learning to develop
predictive models for addressing pavement defect repairs
and maintenance continue to advance [25]. These
improvements in machine learning models are pivotal to
the development of smart cities and autonomous vehicles.
Furthermore, deep convolution neural networks (DCNN5)
have been implemented to detect pavement cracks and
reduce noise [24]. Using datasets for training and testing
models set the basis for a system that can characterize
road conditions [25].

Multiple studies have also incorporated a Geographic
Information System (GIS) to enable automatic
visualization of road conditions and automated pavement
management [2, 12, 16, 6, and 20]. This system can be
used to position classified images into Google Maps [12]
and can cover thousands of miles of roadways as well as
smaller volume roads [14]. GIS has spatial analysis
capabilities that can integrate the graphical display of
pavement condition and the assigned prioritization based
on classification to facilitate pavement management
operations [6, 20]. Currently, the system cannot predict
the rate of deterioration of pavement marking based on
its current condition but using a Matlab-GIS-based
application, it can rate the condition of road segments [2].
Studies integrating this system for the inspection of
pavement markings are very limited.

3  Methodology

The proposed framework for the pavement marking
identifier tool is outlined in Fig.1. The framework
encompasses four stages: (1) data collection using UAV,
(2) data classification, (3) model development and
training, and (4) model testing.

3.1 Data Collection

In the proposed framework, the data concerning
pavement marking condition is collected using either a
UAV or a Light Detection and Ranging (LIDAR) device.
In this paper, the authors are using the UAV method
given the high number of images that can be collected in
a short time. For training and testing the model, two sets
of data are required. The authors used Google maps and
the Google search engine to collect images that show the
defects as highlighted in Table 1.

3.2 Data Classification
The data classification phase consists of
developing terminology that informs developed

framework users of the pavement marking defects
present in a surveying site. These terms, as specified in
Table 1, are designed to provide a visual evaluation based
on criteria outlined in the MUTCD. Per the standards, all
lines must be continuous, and uniform in shape. Class 3,
7, and 8 defects address this standard. Lines must also
have clear and sharp square edges, as well as be parallel
to each other with discernible space. Class 1, 2, 4, 5
address this. Marking visibility and obstruction are
addressed in defect classes 6 and 9.

Based on these standards, the set of defects was
developed to inform the user when a pavement marking
did not fall within these guidelines, as seen in Table 1.
This study categorizes the images by lane feature and the
associated defect type. These terms can be modified or
expanded to suit the needs of any given road segment or
the regulations of a company or department of
transportation. The output is the class type.
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Figure 1. Automated System for Identifying Pavement Marking Defects
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Table 1. Classes of Defects For purposes of this study, lane type identification
Class Type Feature was added to ensure that the labeling algorithms can
Class 1 Edge Missing differentiate between spacing between dashed center
Class 2 Corner Missing lines and faded sections along a continuous edge line. As
Class 3 Segment Missing seen in Fig. 2 a multilevel classification software was
Class 4 Edge Faded employed in this study in order to annotate the features
Class 5 Corner Faded of the road segment onto the image. This step is essential
Class 6 Segment Faded in developing a reliable and consistent algorithm-based
Class 7 Misalignment system for future automated classification of roads. The
Class 8 Cracking annotations made must be precise and consistent to
Class 9 Ghost Marking increase confidence levels. The second round of

annotations classifies the markings based on defect types
from Table 1. The pavement markings from the training
and testing data must be fully categorized to be processed
correctly according to MUTCD standards.

3.3 Model Development and Data Processing
3.3.1 Model Development

The model used to detect the objects in the test images
was based on a region proposing convolutional neural
network (RCNN) written in python. This model initially
had the original settings of a pre-trained model called the
“faster_rcnn_inception_v2” model from tensor flow’s
library of packaged models open to anyone for usage and
particular implementation. The layers of the neural
network were pre-defined for optimal speed and result,
and required weights adjusted and optimized for the

o pavement images.

Figure 3. Deep Learning Model Precession Data

3.3.2 Model Training

For this study, this model was trained to identify the
specific features of the pavement images. The model was
trained using a dataset named pavement marking images
(PMI). The model was fed aerial images from Google
Maps, which are accessible to all and contain data from
roads all over the world. These are updated about every
1-3 years, which renders the satellite-images mostly
accurate. Images were captured along the highways of
San Luis Obispo County, CA, which were manually
inspected and annotated according to the lane type, as
seen in Fig. 1, and the defects identified. A multi-level

Figure 2. Pavement Marking Annotation and classification program was used in this process.

Data Preparation for Model Training To train this model, each image’s data is passed
through the network. Once all the images go through the
network, this is considered an epoch. After each epoch,
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the weights of the network are changed slightly to yield
better predictions on all of the data. 100 training images
were collected and annotated and 50 images more were
selected for testing.

3.4 Model Testing

The model was only given 80 training images and 20
test images. A snapshot of the model results is shown in
Fig. 3. The results of the Validation Data are outlined in
the Preliminary Results and Analysis section of this
report.

Once all the training and testing images have been
processed, the images captured by a UAV, or similar
technology, can be automatically processed using
complex computer vision algorithms to extract multiple
features from the images captured. If these images are
annotated consistently and with reduced background
noise, the output should be accurate and reliable. The
coded data from the collection and classification stage is
processed, and its output informs what type of defect, if
any, is found along a given road segment.

4 Preliminary Results and Analysis

This study presented preliminary results of the
proposed system that automatically predict the pavement
marking condition. The proposed deep learning model
was trained with a sample of annotated images, and
another sample was used for testing purpose. The model
was able to predicate road segments with and without
pavement marking defects. A group of the defects
classified as corner faded and missing were identified
with an accuracy of 50% to 80% as shown in Figure 4.
Although the model was intended to generate preliminary
results using machine learning technique, the results still
showed promising trends and levels of confidence for
expansion and fine-tuning. The model projected higher
accuracy in detecting larger features than small and
medium ones. This was expected because larger objects
in the image contain more pixels which inform the object
detector of what defect it might be, than small and
medium-sized features. These results will guide the
manual annotation of additional sets of data to enhance
the model prediction algorithm. Annotating defects in
images, and ensuring less noise within the boundary
circling the defects was found to be critical for the model
accuracy.
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Figure 4. Defects Detection by the
Learning Model

Deep

Despite the small number of data sets used to train
and test the model, the deep learning model was able to
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predict road pavement defects with over 50% confidence.
In some instances, it predicted the defects with 80%
confidence, as shown in Fig. 4. These results also yield
increased confidence in identifying pavement markings
without defects. This was expected since faded segments
vary in levels of marking deterioration and visibility,
while pavement markings in good condition are similar
in contrast to the pavement in their clean-cut edges. The
results of the model were validated manually by
comparing the model outcomes with the manually
annotated images.

These results inform us of the current condition of
pavement markings in the area, as well as which road
segments require immediate attention, and which should
be monitored. The preliminary state of these results
cannot replace traditional methods for pavement marking
inspection, but it can still inform road agencies of which
road segments output the most defects in an initial site
survey using a drone. By expanding the training and
testing data, these results could be used to predict the
remaining service life of each road segment captured.

Lastly, the results of this pavement marking
identifier tool are expected to show an increase in safety,
a reduction of labor and equipment-associated costs, a
fast identification of defects, and expedited repairs.

5 Conclusion

In this paper, a method for assessing and predicting
pavement marking defects using machine learning was
presented. Images extracted from a satellite imagery
web-mapping service were processed to create a dataset
of over 100 annotated images. For image optimization,
images compiled were carefully annotated to ensure
noise reduction, consistency, and proper labeling. The
method employed in this paper used images in PASCAL
VOC in a multi-level classification program. For image
annotations, tighter rectangles enclosing road features
were found to produce results that are more accurate. The
preliminary results show higher accuracy and detection
for larger segments and most common features. These
show potential in an integrated manual identification of
pavement marking defects and a python-based image
extractor software. Future research will be focused on
integrating retroreflectivity analysis and reading into the
model to better resemble the standard maintenance
protocols used by departments of transportation. This
will result in a comprehensive system for assessing,
monitoring, and maintaining roads. By implementing this
model, drones can automatically detect and classify the
pavement marking defect classes. The machine-learning-
based methods employed in this research are accessible,
cost-effective, and relatively safe to conduct pavement
marking assessments and evaluations. With enough data
and proper annotation, the model developed can detect
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marking defects from an aerial view using different
camera views. This reduces labor and equipment costs
otherwise incurred from manual inspection and reduces
the risk of construction-related accidents from placing
workers in high-speed roads. The improvement of
machine learning models for maintaining pavement
markings up to standard is essential for the digital maps
integrated into the programming of AV’s to detect road
surface markers (RSMs). By maintaining roads up to
MUTCD standards, AV machine learning can detect the
necessary road features to allow for the integration of
autonomous vehicles on our roads. Improved roads pave
the way for improved cars, transportation systems, and
societies.

In the future, this study will be extended to address
the relationship between road defects and road pavement
marking defects. Many studies suggest that the causes
that contribute to pavement defects also contribute to
pavement marking defects.
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Abstract -

A teleoperated hydraulic excavator is introduced to per-
form safe and quick restoration work in sites affected by
disasters. However, the current efficiency of this system is
approximately 40-60%, compared to boarding an actual hy-
draulic excavator, because of the communication delay. To
reduce this delay, we developed a system that can display the
predicted position of the excavator attachment to the opera-
tor. For predicting the movement of the hydraulic excavator
relative to the lever input, it is necessary to consider the
dynamic characteristics of the hydraulic excavator. In this
study, the dynamic characteristics of the turning motion of
the hydraulic excavator were assumed to be the first-order
delay with a dead time system, followed by the construction
of the turning motion simulator of the hydraulic excavator.
Through an experiment in which the bucket tip was stopped
toward the target position, the operational time was con-
firmed to be significantly shortened by displaying the pre-
dicted position.

Keywords -
Teleoperated hydraulic excavator; Swinging motion; In-
terface; Communication delay

1 Introduction

Hydraulic excavators often operate in dangerous loca-
tions, such as disaster sites. Recently, teleoperated hy-
draulic excavators have been introduced and have gradu-
ally become mainstream, through which several unmanned
construction works have been carried out [1, 2, 3]. How-
ever, it is believed to have approximately 40-60% work
efficiency compared to an actual machine boarding. Thus,
the performance improvement of the teleoperated hy-
draulic excavator is necessary. Communication delays are
one of the factors that reduce work efficiency. Michael et
al. [4] investigated the effect of time delay on the surgical
performance of teleoperated surgery and confirmed that
the accuracy of moving the remote surgery robot decreased
as the time delay increased. In the teleoperated system of
a hydraulic excavator, Sugawara et al. [5] achieved high
picture quality with low image delay and confirmed the
operational efficiency improvement through simulation.
However, for a teleoperated hydraulic excavator, which
is supposed to be utilized in various work sites, secure
and stable communication cannot always be guaranteed.
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Consequently, eliminating communication delay is chal-
lenging. Therefore, a technique that can improve work
efficiency, even when communication delay exists, is nec-
essary. Richter et al. [6] developed a system to predict a
position without time delay to an operator in a teleoperated
manipulation robot. When positioning was difficult, the
ring was picked up by one arm and placed back after pass-
ing it to another arm. By evaluating the operating hours,
with and without the proposed system, a significant dif-
ference was confirmed. Walker et al. [7] showed that the
operation could be facilitated using a virtual aerial robot,
which can provide information regarding where and how
the robot finally reaches a position. However, to the best of
our knowledge, the prediction superposition technique has
not been applied to the teleoperated hydraulic excavators
yet.

In this study, we propose a teleoperated system for hy-
draulic excavators that can overlap the predicted position of
the arm with the operation input. We focus on the turning
motion of the hydraulic excavator and verify the effective-
ness of our proposed method through simulation. First, a
simulator of a teleoperated hydraulic excavator was gen-
erated; then, the overlapping system for the arm predicted
position was mounted for the turning operation. Finally,
the difference in the work efficiency with and without the
existence of the proposed system was experimentally ver-
ified.

2 Simlation of overlapping the predicted po-
sition of the arm

A simulator was developed to confirm the effectiveness
by the overlapping predicted position and by displaying
it in the turning operation of a teleoperated hydraulic ex-
cavator. A hydraulic excavator was installed in a three-
dimensional virtual space using the Unity game engine.
A joystick (Logitech Extreme 3D Pro) was used as an
operator interface. It was possible to turn the simulated
hydraulic excavator by tilting the joystick to the right and
left like the operation lever of an actual machine. The
transfer function G(s) of the teleoperated system was ap-
proximated by the first-order delay with the dead time
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system, as shown in Equation 1. Here, the input was the
operation quantity, and the output was the turning angular
velocity of the hydraulic excavator, where K, 7, and L
represent the system gain, time constant, and dead time,
respectively.

K
G(s) = 1+Tse—“ )]

The communication delay caused by the teleoperated
system of the hydraulic excavator is demonstrated in Fig-
ure 1. If the communication delay, L, is known, the
relationship between the operation input and predicted po-
sition can be expressed by the following transfer function,

Gpre(s)-

K
—(L-Ly)s 2
1+ Tse @

Gpre (S) =

Using the transfer function of Equation 2, the predicted
angular velocity was derived from the master input, as
shown in Figure 2, and displayed as translucent in Figure 3.
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Figure 1. Delay occurred in teleoperated excavators
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Figure 6. End state of the pointing task

3 Experiment

3.1 Procedure

Using the simulator, a pointing experiment was con-
ducted, in which the bucket tip was turned to the red pole
(target position) and stopped. The task started with the
state shown in Figure 4 and the subject operated the joy-
stick to turn the hydraulic excavator as shown in Figure 5.
Once the target position was reached, the word “ GOAL”
was displayed on the screen as shown in Figure 6, indi-
cating the completion of a task. The target positions were
30°, 60°, and 90° angles. These were used ten times each
for thirty trials forming a task set, and the trial order was
randomized. The measured items were the operation time
of each task. The subjects performed the above set under
the following three conditions.

1. Without dead time and without predicted position
display (WOd+WOp)

2. With dead time and without predicted position dis-
play (Wd+WOp)

3. With dead time and with predicted position display
(Wd+Wp)

Condition 1 assumes the case of operating an actual
hydraulic excavator; condition 2 assumes the case of op-
erating a teleoperated hydraulic excavator; condition 3 as-
sumes the case of operating a teleoperated hydraulic exca-
vator by overlapping the predicted position of the arm.

By comparing these three conditions, it was verified
how close the working time approaches were in the board-
ing operation by overlapping the predicted position of the
arm in the teleoperated system. Regarding L and 7', we set
them based on the assumption of an actual machine with a
13-ton excavator, as shown in Table 1, which presents all
the relevant parameter values. The communication delay,
Ly, was set to 0.26 (s). The subjects were ten healthy per-
sons (Average age 22.7 + 1.50 years). Before initiating the
experiment, the subjects were instructed to finish the task
as soon as possible and informed that the target position
was on the right side. To eliminate the order effect, the ex-
ecution order of the above three conditions were randomly
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made for each subject. Moreover, all subjects performed
the test after sufficient practice and agreed to informed
consent beforehand based on the Helsinki Declaration.

Table 1. Experiment parameters

L(s) T(s)
Acceleration 0.576 1.207
Deceleration 0.422 0.685

3.2 Result

The results of the simulation experiment were shown
in Table 2 and Figure 7. For each condition and target
position, the average operation time of each subject, as
well as that of all subjects, were obtained. Applying the
Fisher’ s LSD test (@ = 0.05 significant level) revealed that
there existed significant differences between Wd + WOp
and Wd + Wp at 30° and 90°. Furthermore, a significant
difference between the conditions of WOd + WOp and
Wd + WOp was confirmed at 30° and 90°. No significant
difference was found between the WOd + WOp and Wd
+ Wp conditions. Detailed statistical results are given in
Tables 3, 4, and 5.

Table 2. Result of the experiment

WOd+WOp  Wd+WOp Wd+Wp
30° 2.89x0.51 393+0.67 3.27=x0.67
60° 3.73+041 4.17+0.77 3.75+0.59
90° 442+049 5.69+0.98 4.93+0.63

Table 3. Result of the t-test (WOd+WOp,
Wd+WOp)
degree of freedom p-value
30° 18 1.00 x 1073
60° 18 0.14
90° 18 1.00 x 1073

Table 4. Result of the t-test (Wd+WOp, Wd+Wp)

degree of freedom p-value
30° 18 3.0x 1072
60° 18 0.15
90° 18 4.00 x 102

Table 5. Result of the t-test WOd+WOp, Wd+Wp)
degree of freedom  p-value

30° I8 0.20
60° 18 0.96
90° 18 0.16
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Figure 7. Result of the experiment

3.3 Discussion

This study verified the effectiveness of overlapping the
predicted position of the arm in the turning operation using
a simulator. The experimental results confirmed that the
turning operation time was decreased at 30° and 90° by
overlapping the predicted position on Wd + WOp. More-
over, the decreasing tendency of the operation time can be
observed even at 60°, although the significance of this ten-
dency could not be confirmed. As seen from Figure 7, it is
confirmed that the operation time of Wd + Wp approached
that of WOd + WOp. However, some subject commented
after the trial that, "The predicted position was always over-
lapped, and I thought it was in the way.". We think that
determining which position should be viewed and which
should be operated was challenging when the predicted
position overlapped with the current position. Therefore,
the work efficiency is thought to be further improved by
investigating the display technique of the prediction posi-
tion, and that it may approach the turning work efficiency
of WOd + WOp. Concretely, when the distance between
the predicted position and the present position approaches,
the predicted position will not be displayed.

4 Conclusion

In this study, the overlapping effects of the predicted
position of the arm of the teleoperated hydraulic excavator
was verified, during the turning operation, through simula-
tion. The experimental results confirmed that the turning
work efficiency, decreased by becoming tele-operational,
approached the efficiency of the boarding operation by
overlapping the predicted position of the arm. There is the
problem of the predicted position on the screen blocking
the current arm position. In the future, work efficiency
could be further improved by examining the display tech-
nique. Furthermore, installing on the actual teleoperated
system of the hydraulic excavator is a future investigation
topic. With the moment of inertia changes caused by the
inclination of the machine body and the weight of the
loaded soil, it is necessary to improve the accuracy of the
predicted arm position in the actual teleoperated system of
the hydraulic excavator.
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Abstract

The rotary smow blower vehicle operated for
removing accumulated snow on road shoulders must
be performed even in the conditions of a poor
visibility due to a snowstorm or road markings
completely covered by snow. The operators of the
vehicle have to pay full attention to avoid contacting
road structures and ordinary cars passing just beside
the snow removal vehicle. Therefore, we have
developed a high-precision snow removal vehicle
positioning device using a quasi-zenith satellite and a
high-precision expressway map for the first time in
Japan. The device can indicate precisely the exact
position of the snow blower vehicle on expressways in
real time and the operator can drive the vehicle by
watching a monitor showing the assistant information
provided by the device. The error of the indicated
location would be relatively small such as less than a
few ten centimeters and several tests have been
carried out in a special test field and on the
expressway in Hokkaido

Keywords —
Quasi-zenith satellite based driving
system; Snow and ice countermeasure

support

1. Introduction and background

Since most of the expressways operated by East
Nippon Expressway Company (NEXCO East) pass
through snowy areas, one of the biggest challenging
operational tasks is to ensure smooth and safe traffic even
in cold winter.

However, as Japanese future population is in decline,
it is anticipated that skilled workers will be aging and it

79

will be difficult to secure the required workers. Since it
is expected that snow and ice countermeasures will need
to be performed by workers with lesser skills in the future,
it is necessary to create an environment that enables such
work to be performed more safely and reliably than at
present.

In addition, snow and ice countermeasures on
expressways involves various types of work and requires
skilled operators. The visibility in the environment is
particularly bad during snowfall and in snowstorms, and
it is difficult for snow and ice work vehicle operators to
determine the position of their vehicles on the road at
such times, and this labor-intensive work requires the
operators to pay close attention to avoid colliding with
general vehicles and road structures.

The scarcity of skilled workers in the future is
expected to inevitably require this work to be performed
by unskilled workers. As such, it is necessary to create an
environment where even unskilled operators can perform
the work safely and reliably, and this required aiming to
provide support for operators by means of driving
support technology.

Therefore, we have developed a high-precision snow
removal vehicle positioning device using a quasi-zenith
satellite and a high-precision expressway map for the first
time in Japan. As Wang & Noguchi (2019) reported, the
satellite is going to be used in the Japanese agriculture.
The device can indicate precisely the exact position of the
rotary snow removal vehicle on expressways in real time
and the operator can drive the vehicle by watching a
monitor showing the assistant information provided by
the device. The error of the indicated location would be
relatively small such as less than a few ten centimeters
and several tests have been carried out in a special test
field. In addition one of the tests was conducted on the



37" International Symposium on Automation and Robotics in Construction (ISARC 2020)

expressway in Hokkaido.

In this report, we would like to outline this novel
approach to provide a real time exact location on the
expressway by comparing a quasi-zenith satellite
information with a high-precision map data and some
representative test results are going to be explained.

Figure-1. Snow and ice countermeasure
work on the expressway
(snow blowing work)

Figure-2. Expressway during snowstorm

2. Outline of the developed system

Snow blowing work is performed while running at
low speed between the white line of the shoulder and the
curb of the shoulder, and the operator of the rotary snow
blower vehicle must take care that the vehicle does not
run outside the white line on the shoulder into the vehicle
lane or collide with guardrails on the shoulder of the road.
Using a quasi-zenith satellite positioning device and a
high-precision map of the curb, it is possible to
continually identify the positional relationship between
the rotary snow blower vehicle and the shoulder white
line and curb when the vehicle is running out of bounds
into the lane or colliding with the guardrails. In this study,
we developed a system to warn the operator of a rotary
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snow blower vehicle when the vehicle was running out
of the shoulder area. (Figure-3)

Figure-3. Narrow working range of rotary snow
blower vehicle

3. Creation of high-precision maps
3.1 Map creation range

The road features required for snow blower work
were created as map information from high-precision
three-dimensional point group data by a mobile mapping
system (MMS) to create the three-dimensional maps. The
target section is 3.0 km (32.4 KP to 35.4 KP) of the
outbound lane between the Iwamizawa Interchange and
Iwamizawa Service Area on the Hokkaido Expressway.
(Figure-4)

Figure-4. High-precision map creation range

3.2 Mapped road features

The features required for monitoring when the rotary
snowblower vehicle runs out of bounds into the vehicle
lane and the road features required to avoid colliding with
vehicles and blown snow when removing snow are
mapped from the high-precision three-dimensional point
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group data.(Figure-5)

Figure-5 Mapped features

4. Guidance system
4.1 System screen

The system recognizes the running position of the
rotary snow blower vehicle from the satellite information
and uses the result of collation with the map data to
provide guidance for the snow removal work by judging
when the vehicle is running out of bounds. The system
screen is composed of two screens, a 2D display and a
3D display, and the 3D display screen also displays
various types of information about objects requiring
caution to make it easier to understand the vehicle's
current position and the situation ahead of the vehicle.

(Figure-6)

4.2 System operation when a warning is issued

As shown in Figure-7, in both the 2D and 3D screens,
when the vehicle goes out of bounds, the white line on
the side the vehicle went out on changes to a red line,
“OUT” is displayed in the “Running status” display field,
an arrow (=) is displayed indicating the side the vehicle
went out on, and the amount the vehicle went out of
bounds is displayed in meters in red in the "Clearance
width (out-of-bounds width)" display field.
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Screen display

Display description

@ 3D display arca

Displays an image of the vehicle viewed from behind. Displays
the curb ahead and objects requiring caution, and the white lines
turn red when the vehicle runs outside the lines on the left or
right. The blue line indicates the front position of the vehicle.

@ 2D display arca

Displays an image of the vehicle looking down on it from directly
above. The white lines turn red when the vehicle runs outside the
lines on the left or right. There is no display of objects requiring
caution.

@ Outside the road shoulder
warning information

A warning is displayed when there is an object requiring caution
outside the road shoulder 30 m ahead of the vehicle.

@ Road warning information

‘A warning is displayed when there is an object requiring caution
in the road 30 m ahead of the vehicle.

® Running status

© Left clearance
(out-of-bounds width)

When the vehicle is running in the shoulder lane (within the white
lines), "OK" is displayed, and when the vehicle runs outside the
lane, "OUT" is displayed in red letters. An arrow is displayed
indicating the side on which the vehicle ran outside the lane.
Displays the clearance to where the left side of the vehicle run:
outside its lane. When vehicle is outside its lane, the
background turns red and the distance outside the lane is
displayed.

@ Right clearance
(out-of-bounds width)

Displays the clearance to where the right side of the vehicle
runs outside its lane. When vehicle is outside its lane, the
background turns red and the distance outside the lane is
displayed.

Skew running angle

Displays the skew running angle of the vehicle.

® Road shoulder width

@ Current time

Displays the width of the road shoulder at the point where the

running vehicle is located.
Displays the current time received from the satellite.

@ Reception status display

(@ Sound switching

Displays the reception status and type of position information

output from the receiver.
Switches the warning sound ON and OFF.

@ Settings

Switches to the setting screen for vehicle information.

Figure-6. System screen

‘When the vehicle is out of bounds on the right side

_:-:"‘ Guidance system

‘When the vehicle is out of bounds on the left side

iR s

Figure-7. System operation when a warning is issued
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5. Trial test results

A trial test of the system was performed by running
the rotary snow blower vehicle equipped with high-
precision positioning equipment and a work guidance
system on the shoulder of a road. The test was performed
on the shoulder of the outbound lane on a section of the
Hokkaido Expressway from the Iwamizawa Interchange
to the Iwamizawa Service Area. The trial method
involved installing the system equipment and video
cameras on a rotary snow blower vehicle in the
maintenance yard at the Iwamizawa Interchange, then
after moving to the shoulder of the main lane
(Iwamizawa Interchange to Iwamizawa Service Area),
the rotary snow blower vehicle was run at actual working
speed, and system log data and video camera images
were recorded.

The method used to verify the trial results was to
calculate the error between the system and the actual
measurement values from the recorded system log data
and each video camera image, and extract and verify the
evaluation target section as representative points.

The trial test resulted in an average error value of
approx. 0.2 m. By road structure, the error for
embankments section was 0.19 m, the error for cuttings
section was 0.22 m, and the accuracy of embankments
was higher due to the better satellite reception
environment. (Figure-8)

The target error of this system is set at 0.2 m, and the
above results were almost satisfactory. Therfore, operator
would trust the system and could keep the vehicle in an
expressway shoulder based on the guidance imformation.
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Satellite signal receiving antenna

im'utjl

Video cameras are mounted on the left and right sides of

the rotary snow blower vehicle facing downward, and the

vehicle runs while the cameras are recording the distance
between the vehicle body and the white line or curb.

2y
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Guidance system

ight camera image

Road Avesrzf;teem error (m)
structure Sample
value
Overall 0.22 171
Embankment 0.19 27
Cutting 0.22 144

Figure-8. Trial test verification method and system
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6. Conclusion

The developed guidance system could provide
resonable results to assit snow blowing operation. We are
now under additional testing for improving its further
accuracy and plan to use the system practically at the end
0f 2020.

The system can achieve both providing safer winter
expressway for drivers and reducing the burden of the
snow blower operatiors, so we are making best effort to
complete this project. In additon, we are going to
challenge to develop an automonous snow blower based
on the quasi-zenith satelite system as the second stage of
the project.
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Abstract —
Although several previous studies have reviewed
3DCPs, they have been based on few cases and do not
include the latest 3DCPs. This study analyzed 139
academic papers and 98 types of three-dimensional
concrete printers (3DCPs) developed from 1997 to
2020 through a systematic literature review. A
chronological distribution analysis showed that the
number of papers and printers suddenly increased
after 2012. Most papers (89%) and 3DCPs (86%)
were produced from 2012 to 2020. A geographic
distribution analysis showed that while Switzerland
published more papers than the US, the latter
developed more than twice as many 3DCPs than
Switzerland. The difference is attributed to who led
the development: the industry (US) or academia
(Switzerland). Among nozzle-traveling 3DCPs,
gantry and cable-suspended platforms were the most
common types for some time, but the robotic arm type
has spread considerably in the last five years. Since
2013, mobile and collaborative 3DCPs have also
increased.
Keywords —

Concrete; 3D Printing; Additive Manufacturing;
Technical Specification

1 Introduction

Over the last 30 years, additive manufacturing has
been explored to improve construction safety, reduce
construction time and production costs, and produce
geometrically challenging building elements [1]. In 2012,
the number of 3D concrete printers (3DCPs) suddenly
increased [2, 3]. Early 3DCPs included contour crafting
[4] and D-Shape [5].

Recently, 3DCPs have evolved to support large-scale
3D printing [2, 6]. For example, the Institute for
Advanced Architecture of Catalonia [7] developed a
family of small-scale mobile robots, each of which can
perform a specific task during construction. Keating et al.
[8] employed a robotic arm system with a long reach and
a terrestrial mobile system as a platform to maximize the
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building size. Zhang et al. [9] utilized multiple mobile
robot printers to collaboratively print a large structure.
DediBot [10, 11] adopted an aerial drone-based system
to overcome the limitations of conventional 3D printing
devices.

Although several studies have comparatively
reviewed 3DCPs, none have analyzed their geographic or
chronological distributions. This study examined the
geographic and chronological distributions of studies and
3DCPs through a systematic literature review of 139
academic papers and 98 types of 3DCPs published from
1997 to 2020. The year 1997 was selected as the starting
point because the earliest paper found was published in
that year.

The rest of this paper is divided into five sections.
Section 2 presents a review of previous studies related to
the field and identifies their limitations. Section 3
describes the overall design of the literature search.
Section 4 reports the results of the analysis. Section 5
discusses the current status and future directions of the
technology. Section 6 summarizes the results and
concludes the paper.

2  Previous Studies

Previous studies comparatively reviewing 3DCPs are
characterized by two main limitations. First, they have
been based on only a few cases. Lim et al. [1]
comparatively analyzed only four types of 3DCPs: Pegna
[12], contour crafting [13], concrete printing [14], and D-
Shape [15]. Ma et al. [16] and Zhang et al. [17] analyzed
three types: contour crafting, D-Shape, and concrete
printing. Bhardwaj et al. [18] reviewed six 3DCPs, and
Paul et al. [19] reviewed 10. Second, diverse 3DCPs have
recently been developed, such as multiple mobile printers,
aerial drone-based systems, and entrained reinforcement
cable systems. These new 3DCPs have not been included
in previous analyses, although some studies were
published in the past couple of years. Moreover, Chung
et al. [20] recognized that new 3DCPs could not be
properly categorized using the existing classification
system for 3D printers and proposed a new classification
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system; however, the classification was based on only 12
relevant papers.

3 Literature Search Method

A systematic literature review (SLR) is a widely used
review method in the medical and management fields [21,
22], as well as in the construction field [23, 24]. SLRs
aim to minimize bias through exhaustive literature
searches related to a specific research question [22, 25,
26].

This study followed the SLR method proposed by
Saade et al. [24], Tranfield et al. [22], and Wohlin [26]
and used two methods: a keyword-based search and
snowballing—a method for finding additional references
through the reference lists of identified papers. Figure 1
describes the flowchart of the keyword-based search and
snowballing.
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Figure 1. Flowchart of the literature search

The literature search was performed in two steps. The
research question on which the search was based was,
“What are the geographic and chronological distributions
of 3DCPs from their early days to date?” The keyword
string [(“concrete” AND “3D printing”) OR (“additive”
AND “manufacturing”)] was used to search relevant
papers in the Scopus database [27]. To collect as many
papers as possible, we intentionally left out specific
keywords, such as “classification” or “property,” and
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used generic terms, such as “concrete,” “3D printing,”
“additive,” and “manufacturing.” Only peer-reviewed
journal papers in English were included in the review.

Initially, 433 papers were collected through the
keyword search. Irrelevant papers were excluded by
reviewing the titles (247 papers), the abstracts (75
papers), and the contents of the full papers (47 papers).
The exclusion was performed conservatively. The
remaining 64 papers were divided into two categories: a
comparative analysis of 3DCPs (29 papers) and a group
of studies focusing only on the technical specifications of
a 3DCP (35 papers).

Snowballing was then applied. This method is
divided into forward and backward snowballing.
Forward snowballing identifies studies citing a paper
under examination. Backward snowballing identifies
studies cited in a paper under examination. Both methods
were iterated until no more papers were found. In the first
iteration, six papers were added to the first category
(comparative analysis), and 51 were added to the second
category (technical specifications). A second iteration
was then conducted based on these 57 papers, identifying
18 papers, all belonging in the second category. A third
iteration returned only one paper, also of the second
category. No new papers were found in the fourth
iteration, and the process was terminated. In total, the
snowballing method identified six papers for the first and
69 papers for the second category. Overall, 139 papers
were identified by the two search methods.

4 Results

4.1 Chronological Distribution of Publications

The chronological distribution of the collected papers
shown in Figure 2 indicates a growing interest in 3D
concrete printing technology. As previously stated, the
earliest paper found was published in 1997. Only five
papers were published from 1997 to 2004, and 10 papers
were published between 2005 and 2012. After 2012, the
number of papers suddenly increased, with 89% (124) of
the collected papers published from 2013 to 2020. There
has been an upsurge in the number of published papers
per year (an average of 15.5 papers per year) during the
last eight years. This reflects the increasing interest in
3DCPs and 3D printers in general since 2012. One
directly related event is U.S. President Barack Obama’s
speech about 3D printing as the future in February 2013
[28].
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publications
4.2  Geographic Distribution of Publications

Figure 3 shows the number of publications per
country. The assignment of publications to countries is
based on the affiliation of the first author only. As shown
in the figure, Switzerland and the US contributed the
most publications related to 3DCPs, followed by
Germany, France, and the UK.

Number of Publications

Switzerland
USA
Germany
France

UK
Netherlands
Australia
China
Singapore
Cyprus
Spain

Italy
Belgium
Bangladesh
Canada
Denmark
Egypt

Iran
Norway
Portugal
UAE

Figure 3. Geographic distribution of publications

4.3  Chronological Distribution of 3DCPs

An analysis of the selected papers identified 98 types
of 3DCPs. Figure 4 shows their chronological
distribution. Only two were developed from 1997 to 2004,
and 12 were proposed between 2005 and 2012. Most (84)
3DCPs were proposed from 2013 to 2020, accounting for
86% of the identified cases. This shows that the number
of proposed 3DCPs per year (12.25 per year on average)
has substantially increased during the last eight years.
This trend is in line with the number of relevant
publications and conforms the findings of previous
studies [2, 3].
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Figure 4. Chronological distribution of 3DCPs

4.4 Geographic Distribution of 3DCPs

Figure 5 shows the number of 3DCPs per country.
Many 3DCPs were developed in the US, China, and
Germany. An interesting discrepancy can be observed
between the number of papers and the number of 3DPCs
per country. Although more papers were published in
Switzerland than in the US, the number of printers
developed in the US was more than double that in
Switzerland. This is because many 3DCPs in the US were
developed by companies, which tend not to publish their
outcomes. In contrast, 3DCPs in Switzerland were
developed by research institutions, which are encouraged
to publish their work.
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Figure 5. Geographic distribution of 3DCPs

4.5 Distribution of Nozzle-Traveling 3DCPs

To identify chronological trends, 3DCPs were classified
based on the classification system proposed by Chung et
al. [20]. One of the classification criteria in this system
is a type of nozzle-traveling system. Figure 6 shows that
the most widely used system has employed a gantry
method to move a nozzle since 1997 with some
intervals. A cable-suspended platform was the most
common system between 2004 and 2010; however,
since 2012, the gantry type has become the most
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common, and several new types of nozzle-traveling
systems, such as the scara, delta, crane, and robotic arm
types, have emerged. Especially the number of robotic
arm type systems has substantially increased during the
last five years. This is because this type can extend the
printing range without requiring a massive external
framework to support the print nozzle [9]. Considering
this tendency, it is possible that the number of robotic
arm systems will exceed gantry-based systems in the
future.
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Figure 6. Chronological distribution of nozzle-

traveling 3DCPs

4.6 Distribution of Mobile 3DCPs

Another classification criterion is the mobility of the
building platform, which means a movable platform
equipped with a terrestrial mobile system or an aerial
drone-based system. Figure 7 shows that although the
fixed system remains the most common system,
terrestrial mobile and aerial drone-based systems have
printed larger building volumes since 2013. These
systems do not require planning or specific infrastructure
on the construction site, such as cranes [29, 8]. Given that
it enables fully autonomous on-site fabrication, the
mobile system can become central to developing 3D
concrete printing systems in the future instead of the
fixed system. Our analysis also revealed combinations of
the nozzle-traveling and mobile platforms: 75% of the
terrestrial mobile systems employ robotic arms, and all
aerial drones employ fixed nozzles.

Figure 7. Chronological distribution of mobile
3DCPs
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4.7 Distribution of Collaborative 3DCPs

Figure 8 shows the chronological distribution of
collaborative robots identified in the 3DCP collection.
Eight collaborative 3DCPs have been developed in the
last eight years. Although single 3DCPs still represent the
most common system, some systems have adopted
multiple robots to collaboratively print large-scale
structures without increasing the size of the robots.
Several researchers have predicted that the collaboration
capability of 3DPCs will be a key feature of the
technology in the future [2, 8, 9]. Collaborative 3DCPs
can be grouped into two types. The first is a collection of
different robots designed to perform each task of a series
of printing processes. An example is minibuilders
composed of three robots [7]. The second type comprises
identical robotic 3DCPs simultaneously crowd-printing
different parts of a large-scale structure.
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Figure 8. Chronological distribution of

collaborative 3DCPs

5 Current Status and Future Directions

This section discusses the current status and future
directions of 3DCP technology with regard to nozzle-
traveling systems, building platform mobility, and
collaborative printing.

Regarding the nozzle-traveling system, the gantry
and robotic arm types are currently the most popular.
However, most nozzle-traveling systems are designed to
print small- or medium-sized structures off site or at fixed
locations. To enable 3D-printing of large-scale structures
on site in the near future, the development of nozzle-
traveling systems on mobile platforms with collaborative
printing functionality will be inevitable.

Regarding the mobile platform, although terrestrial
mobile and aerial drone-based systems have been
developed since 2013, they are still in an early stage.
Even if several terrestrial mobile systems were employed
on a construction site, they would only be operated on
flat concrete slabs. Aerial drone-based systems, on the
other hand, are characterized by limited payloads and
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unstable printing. If they are to be used in real
construction projects, these issues must be addressed.
Regarding collaborative printing, although the
number of studies on crowd-printing robots has increased,
Nanyang Technological University is the only institution
that has implemented the collaborative system—and only
in a laboratory environment. To raise collaborative
printing to a practical level, more studies on robot
localization and nozzle trajectory planning are required.

6 Conclusion

This systematic literature review was conducted to
address the limitations of previous studies: few reviewed
cases and no reviews of new 3DCPs. The collected 139
papers and 98 types of 3DCPs and the analysis results can
be used as a basis for developing a technical specification
framework of 3DCPs.

The results show a dramatic increase in the numbers
of papers and printers developed after 2012, accounting
for an average of 15.5 papers and 12.25 3DCPs per year.
Although Switzerland boasts the most publications, the
US is home to more printers developed. This is because
many manufacturers in Switzerland have been research
institutions, which tend to publish their outcomes,
whereas many manufacturers in the US have been
companies, which do not. The robotic arm type of 3DCP
has gained considerable popularity in the last five years,
in contrast to the cable-suspended platform. Some types
of mobile and collaborative 3DCPs have been adopted
since 2013. Given that these types offer greater printing
efficiency as relatively new technologies, they can
become central to the future development of 3DCP
systems.

In the future, we plan to identify the properties of
3DCPs based on a comparative analysis of 35 review
papers and 98 types of 3DCPs. We also plan to develop
and validate a technical specification framework by
conducting surveys or focused group interviews. A
technical specification framework can be used as a
reference for 3DCP developers and users.
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Abstract -

Autonomous road construction offers the possibility to im-
prove the demanding and error-prone process of road com-
paction. Compaction results and surface coverage are opti-
mized through the coordination of automated tandem rollers.
This paper evaluates the impact of different road compaction
strategies, ambient influences, and coordination errors on the
resulting road. Thereby, suitable compaction parameters for
track length, or number of rollers are determined. The con-
cept has been validated in a simulated road construction
environment. Additionally, real compaction tests have been
performed using autonomous tandem rollers.

Keywords -

Off-road robotics; Behavior-based control; Automated
road construction
Topics: (B-1), (B-2)

1 Introduction

Recent construction robotics proceeds towards the com-
plete automation of demanding tasks as high-quality road
construction [1, 2, 3, 4]. Thereby, the efficiency, safety,
and quality of processes are increased while errors can be
reduced. The area of road construction can profit from
automation in particular because a fleet of machines has to
be coordinated according to time restrictions, and spatial
coverage to fulfill clearly defined tasks.

The automation of road work depends on the local con-
struction and communication infrastructure and Al skills
of construction robots. The project Autonomous Mo-
bile Machine Communication for Off-Road Applications
(5G-AMMCOA) funded by the German Federal Ministry
of Education and Research (BMBF) targets key topics.
The project demonstrators are two pivot-steered BOMAG
tandem rollers BW 154 and BW 174 which have been
equipped for autonomous operation.

This paper presents a set of improvements to increase
the quality and efficiency of a road construction scenario.
Furthermore, tests using different roller and road setups are
done to conclude a setup for efficient road construction.
Sect. 2 presents the state of the art of autonomous street
construction. Sect. 3 gives an insight into the road model
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used for task distribution. Details on the road construction
approach are provided in Sect. 4. Details on the robot
control approach are stated in Sect. 5 including pivot point
selection and multi-field compaction. In Sect. 6 handling
of communication errors and task abortion criteria are
presented. Finally, simulation and real-world experiments
are shown (Sect. 7) followed by a summary and conclusion
(Sect. 8).

2 Related Work

Current research aims to improve the quality of road
construction processes. Cutting edge technologies as
Blockchain and Machine Learning are deployed to im-
prove road construction documentation and monitoring
and prevent documentation frauds [5]. Also, road con-
struction efficiency can be improved using the Internet of
Things and Industry 4.0 techniques [6]. Additionally, the
context-realistic training of construction site personnel as
tandem roller operators using Virtual Reality and simula-
tion is of importance to improve the quality [7].

Besides this, research targets the automation of the over-
all road construction process including the construction
machinery as compactors. The automation of tandem
rollers and the coordination with a paver was investigated
by [3, 8]. Real-time path-planning and data exchange of
compactors were investigated in the SmartSite project [2].
The follow-up project Road Construction 4.0 aims to fur-
ther improve the intelligent control of construction pro-
cesses [9]. A behavior-based multi-robot coordination ap-
proach exploiting 5G-communication was presented in [4].
Additionally, assistance functionality for road construction
tooling as automated edge cutting or autonomous collision
prevention aid during reverse drive operations has been
published in [10].

3 Road Model

The autonomous road construction approach involves a
fleet of machines, as tandem rollers, feeders, pavers, and
trucks. In the following, the tandem roller automation is
targeted. Thereby, the tandem rollers share data with the
paver to update a road model and coordinate themselves
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accordingly. The road model utilized by the robot control
approach is described by [4]. The model considers a spatial
description of the individual road segments as lanes, fields,
tracks, seams, and edges.

Figure 1. Road model for compaction planning. The
road R has lanes £, seams §, fields ¥, edges £, grids G,
and tracks T [4, p. 955].

Further, the temperature of the road is considered since
sufficient compaction is only possible within a given tem-
perature span and therefore time duration.

The temperature visualization scheme is depicted in
Fig. 2a. The road’s amount of compaction is estimated
through the number of transitions as shown in Fig. 2b.
Resulting from current compaction status and tempera-
ture, the criticality for ongoing compaction can be de-
termined. The compaction priority visualization can be
seen in Fig. 2c. Areas with a low temperature and low
compaction amount are visualized orange (high critical-
ity) while hot areas or compacted areas are green (low
criticality).

(a) Road temperature model (blue: cold asphalt <80 °C, pink: hot
asphalt >160 °C).

(b) Compaction transition count (red: O transitions, green: > 5
transistions)

(c) Compaction priority visualization (green: low priority 0, orange:
high priority 1).

Figure 2. Road visualization.

4 Road Construction Approach

The tandem rollers use a distributed, behavior-based
control approach [4]. Thereby, several extensions help to
improve the compaction result as a more dedicated pivot
point selection, multi-field compaction, and the consider-
ation of overtaking maneuvers for a larger group of robots
located within the same area.

4.1 Pivot point selection

During road construction, rollers move back and forth
between two reversing points: one close to the paver, one
further away. The reversing points in a track move forward,
as the paver moves forward. The close reversing point will
have approximately the same distance to the paver every
time, assuming a constant temperature of the delivered
material and a continuous material stream. Since the close
reversing point is in very hot material, drivers usually make
a small curve towards the end of the track. This leaves the
wave of material in front of the drum in an angle to the
next pass on this position, resulting in a better distribution
of the material wave. Otherwise, the next pass could not
distribute the material and a permanent wave in the road
would be the result. The further reversing points can be
chosen on the base of the track length.

Figure 3. Visualization of the reversing points close to the
paver from a real world example.

Fig. 3 visualizes the close reversing points in a real world
scenario. The building direction is from left to right. One
can see how the close reversing points move from right
to the left side as the roller changes the track to keep up
with the paver. In the middle, there was a temporary
paver stillstand due to a lack of material and the roller had

Figure 4. Spatial road visualization with pivot point (blue
diamond), support points (track 1), and turn-in point (end
point, track 2).
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to pass some time resulting in an accumulation of close
reversing points. After the stillstand the order in which
the roller compacts the tracks change from right to left,
to left to right. This is because the curvature of the road
has changed and so did the cross slope. The roller always
wants to start on the lower side of the road, building a
foundation to compact against when moving up.

A lane, a set of support points, is generated to control
the autonomous tandem roller. Since abrupt steering ma-
neuvers damage the asphalt surface, sudden steerings have
to be avoided. A smooth roller trajectory can be achieved
on a track as depicted in Fig. 4. Therefore, a pivot point
P, as a turning point for moving to the next track has to be
determined with a minimum distance of dp;, to the end of
the track. The value of dp;, depends on the track width
Wirack and maximum allowed steering value cirack, max. The
BW 154 has a drum width of wgrym = 1.5m and a maxi-
mum curvature of

CBWI154, max = 7 5z — 0.299 — (1)
m m
In the particular case follows wiack = 1.3 m (resulting from
the track overlap), and c¢;q = 0.1 % to prevent sudden
steering movements. In contrast to track switching, a turn
in maneuver is executed at the front of each track.

4.2 Multi-field optimization

A suggested extension to the compaction process is
multi-field optimization. The paver continuously lays
out asphalt which can be structured into fields #. For
a slower compaction process resulting from a small num-
ber of rollers, it may also occur that the tracks 7, ; of the
field ;1 already cool down without being compacted ac-
cordingly. This results from rollers that are still occupied
with the tracks 7; ; of the previous field ¥; (Fig. 5a). Due
to the low compaction amount of the field %1, a track of
Fi+1 may have a higher priority as the tracks of 7;.

| am

I e et

(a) No multi-field optimization: the front field cools down since the
current field is finished first.

*
i N, W,
‘!ri J s, wm *

(b) Multi-field o ptimization, t he f ront fi eld is in cluded in to the
compaction task.

®

Figure 5. Priority map visualization.

Multi-field o ptimization i s u sed t o a void insufficient
compaction. Therefore, previous tracks 7; ; of the field
% are included into the current compaction task (Fig. 5b).
The compaction of track 7;,1,; also blocks 7; ; since the
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vehicle needs the track to adjust to the task. Accordingly,
track 4; ; is only added to the task if its compaction is
not finished yet. Furthermore, it is checked if the task is
currently blocked by another roller. By that, it is avoided
that the temperature of the unfinished field %; drops below
the minimum compaction temperature threshold while the
rollers are compacting field ;1. Further, the optimiza-
tion prevents the adjustment of a task on any unfinished
fields. Besides, it is more time-efficient since two tracks
are compacted while only adjusting to the task once.

5 Robot Control

The following section proposes further navigation-
based robot control add-ons. Such are overtaking maneu-
vers of other machines in blocked sections and an improved
path planning for refueling of water and diesel.

5.1 Overtaking and local trajectory adaptation

An alternative pathway for traveling can be computed
as follows (Alg. 1). Considering the field the roller is
positioned on it is calculating a path to field #;_; in front of
the targeted field of the next task #;. Using the information
saved in the road model a working begin ¥, is defined.
This is the first field of the road which is not finished
due to its temperature and compaction value. A field is
considered as finished if the temperature is too low or the
compaction amount is sufficient. If a roller’s position F;
is behind the working begin (i < w) it approaches ¥, by
following the points saved in the tracks 7,1 ;1 to F—2,—1
where ¢ is the number of tracks.

Algorithm 1: Pseudo code for calculation of avoid-
ance points.

if current field id < working begin then

‘ drive to working begin;
end

if task’s field id - current field id > 2 then

for i = task’s field id; i < current field id; i++ do

‘ add avoidance points of field i to target points;
end
end

add task points to target points;

It is ensured that the rollers are always taking a path in
driving direction right on the road by taking the points of
the track with the highest ID. The tracks are numbered from
left to right and split a field into longitudinal overlapping
paths, which are driven by the rollers. This ensures that
the driven path is never blocked by a roller driving in the
opposite direction.

Next, a path to the task’s field has to be determined
while not interfering with other rollers currently perform-
ing tasks. Usually, the number of rollers compacting a
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field at the same time is limited by the number of tracks.
Additional rollers can be exploited by compacting fields
further ahead. Since rollers are occupying the access route
it is not necessarily possible to approach the task directly.
Based on the number of fields between the current vehicle
position and the target field of the task it can be deter-
mined if it is necessary to task evasive actions. If the
number of fields between the current vehicle field F; and
the targeted field of the task #; is smaller than two, the
task can be approached directly. This is the case since
task 7y ; is blocking all neighboring tracks, including the
tracks on 7;,; which could be needed to approach the task.
If the number of tracks between ¥; and ¥; is larger, other
rollers may be occupying the tracks needed to approach
the task directly. In this case, an avoidance lane is used
which is located on the side of the road. In the case that
a roller is required to take the avoidance lane, a request is
sent to the paver. The paver is handling the assignment
of this avoidance lane in the same way as the handling
of the tracks. When performing an evasion maneuver a
roller on-field ; is aiming for the avoidance points of ¥
and re-enters the road at F;_;. Afterward, the task can be
directly approached.

5.2 Refueling

It is necessary to ensure the water and fuel supply of the
rollers to achieve a successful compaction process. For
this purpose, it is necessary to periodically send rollers to
a refill station. Since the limiting factor of the compaction
process is the slow speed of the paver, the refill process
should not interrupt the compaction of the road. Typically
at most one roller should perform a refill task at a time to
secure ongoing compaction.

The refill task is assigned similarly to the standard com-
paction task. The fill levels of fuel and water of all rollers
are monitored at the paver. The paver is creating and
assigning the refill tasks based on the fill levels and two
thresholds fefin1 and Zriical. A roller is ready to be as-
signed a refill task in case the fill level is below t;.;1. The
teritical threshold defines the fill level when the roller cannot
perform any compaction tasks anymore before refueling.
Therefore, each fill level is checked before assigning a
new compaction task and refueling is started if at least one
roller is fallen short of #.s1;. Below a specific roller count,
only one refill task can be performed at the same time. Ac-
cordingly, it is checked if a refill task is currently running.
If this is the case, a second refuel task is not assigned and
the assignment of the compaction tasks continues. In con-
trast, if no refill task is running, the roller with the lowest
fill level starts refueling. The only case where more than
one refill task can be performed similarly is the situation
where multiple rollers fall below #.,j;c,;. In this case, the
task is assigned independently of the currently running

tasks, since the roller is incapable to perform other tasks
anymore.

A roller with an assigned refill task follows the previ-
ously compacted road up to the road’s begin using the
points of Z_j o to Zyo. 7; denotes the field where the
roller is currently placed on. The overtaking mechanism
is used to avoid mutual interference at other field locations
that have to be passed. A predefined path is driven which
leads to the corresponding refill station after reaching the
road’s begin. Similarly, after refueling is finished, the
roller navigates back to the entry point of the road .

6 Error Handling

A major issue in the communication between rollers and
pavers is the handling of message loss and robot control
failures. Those problems occur unintended and can conse-
quently not be avoided. Typical situations are a data loss
in the communication interface or safety-critical events
as construction workers on the road which cause a safety
stop of a roller. Therefore such events need to be explic-
itly regarded by the robot control to prevent a standstill
of construction. This includes dynamically adding and
removing rollers from the road works.

6.1 Communication failures

Rollers are continuously communicating with the paver
and other rollers during the compaction process. Rollers
are periodically sending the status of their currently as-
signed tasks. This is used for calculating new compaction
tasks and monitor the state and finished tasks. Addition-
ally, these updates are used as an acknowledgment mecha-
nism to register whether an assignment message is received
successfully. Besides, the messages are used to monitor
if a roller is still active. If the paver’s remote interface
does not receive a status update of a roller for a set period
taciive the roller is set to inactivity. Consequently, it is no
longer part of the task assignment process. As soon as the
roller is resuming the data transmission, it is reintroduced
into the compaction process and can again receive tasks.
Thus, f;ive has to be chosen in a way that rollers can
complete their current task before the threshold time is ex-
ceeded. A larger threshold is used for refill tasks (around
30 min) since they require a larger time duration due to the
potentially large travel distance and the refilling time.

6.2 Task abortion criteria

Task abortion criteria are defined in addition to the com-
munication failures. These should guarantee the revival of
the process if an unforeseen event occurs as a roller does
a safety stop. Even though the collision of the rollers is
prevented by safety systems [11, 12], this does not resolve
the problem that a path is not traversable. It is possible to
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define upper bounds which should not be exceeded since
the time needed to perform a compaction task does not
vary considerably. It can be estimated based on the track
length and roller’s velocity. Therefore, the task is aborted
and the roller moves back to the starting point of the task
if the execution of a compaction task exceeds this time.
Consequently, a new task can be assigned.

7 Experiments

A series of simulated and real-world compaction tests
have been performed to evaluate the road construction re-
sult. The robot control was implemented using Finroc,
a C++/ Java-based framework for intelligent robot con-
trol [13]. For simulation, Unreal Engine 4 was used which
interacts with the control framework using an interface
plugin [14].

Simulated compactions trials were performed on a static
test road and the virtual B10 highway, Germany. In a long-
term test, a road segment of 800 m with a field width of
7.5m was compacted. Thereby, the number of rollers
and the general road layout data structure were adapted to
evaluate the impact on the compaction result (Fig. 6). In
a second series, both tandem rollers BW 154 and BW 174
of the 5SG-AMMCOA project compacted a road on the
ZAK test environment, Germany (Fig. 7). Approximately,
300 m road with a width of 6.5 m have been processed.

Figure 6. Simulated autonomous road compaction tests
on the B10 highway using a varying number of rollers and
field length.

Figure 7. Autonomous compaction trial on ZAK road
using the tandem rollers BW 154 and BW 174.
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7.1 Single field compaction

In the first series of experiments, the influence of dif-
ferent numbers of tracks and rollers on the compaction
time of a single field is s hown. For this, a set of rollers is
compacting a static street segment with a length of 25 m.
The tests aim to show the advantages of additional rollers
on the compaction time of single fields (Table 1 ). The
tests were performed simulating an ambient temperature
of 20 °C, and a wind velocity of 5m/s. To reach the tar-
geted compaction value each track had to be driven two
times. Driving a single track on this street approximately
takes one minute plus some additional time for the task
approach.

Using just one roller, it was not possible to completely
compact fields with more than four tracks before the as-
phalt is cooled down below the stop temperature of 80 °C.
Also, it can be seen that a third roller has no impact on
the compaction of a field with four tracks since the field
overlap limits the space to two rollers at the same time. On
larger track numbers, the advantage of additional rollers
can be seen on the compaction duration of the field.

Table 1. Compaction duration for different track
parametrization and varing roller counts.

#rollers #tracks duration [s]

1 4 630
2 4 360
3 4 360
1 5 -

2 5 540
3 5 350
1 6 -

2 6 600
3 6 420

7.2 Simulated B10 compaction

In the simulation, a paver laid out asphalt on the virtual
B10 highway. Hereby, each test run was repeated with dif-
ferent test parameters as the number of rollers, compaction
field length, and ambient conditions. Each test was run-
ning for approximately 30 min creating a road segment of
250 m length. A base course was paved which had a width
of 7.5 m resulting in four tracks. The ambient conditions
are an initial temperature of 20°C and wind velocity 5 m/s.

Number of Rollers In the first tests a fixed field length of
25 m is used and the number of rollers is varied. Thereby,
it was not possible to sufficiently compact the road using
a single roller only since the maximum area the roller can
compact in a given time is lower than the area created by
the paver. Therefore, after successfully compacting the
first fields, the single roller is not able to finish the later
fields before cooling off. Using two or three rollers, it
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(c) Temperature measurements three roller compaction over time.

Figure 8. Compaction temperature for the tests with one
(a), two (b), and three (c) rollers. The top straight line
represents the start temperature (160 °C) the bottom line
the stop temperature (80 °C).

(c) Temperature-trajectory plot three roller test.

Figure 9. Temperature plot according to the roller trajec-
tories. Light green depicts a high temperature (160 °C),
purple is below the stop temperature (80 °C).

was possible to compact the road within the temperature
windows. However, it should be mentioned, that due to

the short test duration, no refills had to be performed.
Upcoming refill tasks might negatively affect dual roller
performance because the scenario changes to a single roller
case in-between. Due to this, the deployment of a third
roller is recommended in this scenario.

Fig. 8 depicts the surface temperatures measured by the
rollers. It can be seen, that in the single roller case, the
roller operates most of the time close to the lower com-
paction threshold temperature of 80 °C. After a while, the
roller always compacts tracks which are close to the stop
temperature, since they are the most urgent ones. Fig. 9
plots the temperature data against the spatial position of
each roller. It can be seen that the overall track temper-
ature is colder (in the visualization more bluish) than in
the multi-roller tests. Also, at a later position on the road,
only two of four tracks are compacted. In the temperature
visualization of multiple roller tests (Fig. 8b-c), it can be
seen that the track’s temperature is usually close to the start
temperature (160 °C). This provides some buffer time for
unforeseen delays. Additionally, it can be observed, that
in the three roller tests idle times appear in the temperature
plot since no task is valid at the moment. In such a situa-
tion, the roller has the default behavior to iron a part of the
road until a new task becomes available. Temperature data
is measured at the kinematic center of the roller. There-
fore, some gaps appear in the multi roller spatial plot. This
results from the length and width of the roller.

Field length In another trial, the impact of the field
length is considered. In addition to the standard field
length of 25 m, two additional runs are performed using
field lengths of 12.5m, and 50m. In general, the de-
sired compaction was achieved in all three road setups.
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(b) Compaction criticality for a field length of 25.0 m
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(c) Compaction criticality for a field length of 50.0m

Figure 10. Critically of the for a field length of 12.5 m (a),
25m (b) and 50 m (c)
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Figure 11. Driven trajectories for different field length.

Anyways, the different layouts had various advantages and
disadvantages.

In the tests with a short field I ength, t he approach
seemed to be much more reactive. The tracks are finished
faster and are mostly compacted at high temperatures. This
can be seen in the plots of the track criticality value of the
road. The critical value is a combination of the temper-
ature and the current compaction, indicating how critical
the compaction of a track is at the moment (see Fig. 10).
A roller has to wait shorter for a smaller field 1ength to
start the compaction than for a larger field length. A major
issue is the approach of a task start destination. On one
side, the number of task approaches is doubled, since the
number of tracks is double. However, the main issue with
the task approach is, that the maneuvering needs space in
front of the track which should be compacted Fig. 11. The
needed space behind the field is larger than the field length
of 12.5m. By that, when approaching a task at field F;,
both the corresponding tracks of #;_; and %;_, have to
be blocked, while the tests with higher field 1ength only
require to block the tracks of #;_;. Driven trajectories are
easier to perform using the 50 m fields because less steer-
ing are needed Fig. 11. In contrast, the critically of the
compacted asphalt is higher in these tests (Fig. 10c) due to
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the increased time to travel to a track. This is the case due
to the larger temperature differences between the start and
the end of the field. It also leads to a later beginning of
the compaction, since the compaction is started after the
average temperature of the track is below the start temper-
ature of 160°C. Finally, another disadvantage is that the
number of tracks available for compaction is low and that
additional rollers are not exploited. In long term tests a
field length of 25 m has achieved the best results.

7.3 Ambient Influences

The time available to compact a field is strongly depen-
dent on the ambient temperature and wind velocity. For
simulation, an estimation of the temperature is done. In the
real scenario, the temperature is updated using the mea-
surements of the rollers in addition to the model. To show
the importance of ambient influences, the available sim-
ulated compaction time is shown for different conditions
(Table 2).

Table 2. Compaction time based on ambient influences.

temperature [°C]  wind velocity [ m/s]  duration [s]

10 5 580
20 5 630
30 5 690
20 10 400
20 20 240

7.4 Real-world ZAK compaction

Finally, tests on the real machine were performed. A
single roller was compacting a road consisting of one field
(Fig. 12) using the best performing setup from the simu-
lation tests. In general, the roller was able to compact the
field as expected and all timing and temperature constrains
were fulfilled. However, the accuracy of the trajectories
is lower than in simulation and has to be regarded more
careful in future. Also, the steering actions are often too
large which is not desired when driving on hot asphalt.

Figure 12. Track compaction trajectory of the ZAK test
using BW 174 on a single track.

8 Conclusion

This paper presented different extensions to improve
the results of autonomous road compaction, regarding the
road mode, robot control optimization, and error handling.
The impact of different parameters as number of rollers,
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field length, and ambient conditions was evaluated within
a series of autonomous compaction trials in simulation and
real world. The number of required number of rollers and
the impact of different field length have been discussed.

Future work aims to consider trucks properties into the
compaction planning. So, varying asphaltinstallation tem-
peratures resulting from transport are included into plan-
ning. Also, real-world autonomous compaction tests on
hot asphalt are targeted and the impact on sensor quality
and the control behavior further examined.
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Abstract —

Bridge designs are typically governed by a
voluminous set of requirements in various design
standards and codes. The requirements are aimed at
ensuring the structural safety against different
environmental risks experienced by a bridge facility
during its service life. The requirements provided in
the bridge design standards are generally
prescriptive in nature that do not explicitly specify
the types of risks addressed in them. As a result, the
understanding of the risks hidden in the requirement
text is solely associated with the individual designer
who often lacks adequate training in interpreting the
risks addressed in prescriptive requirements. The
conventional practice of manual identification of
risks encoded in the prescriptive provisions requires
much effort, domain knowledge and may include
human errors as well. Little attention has been paid
towards automated identification of risks encoded in
the prescriptive requirements. The paper presents
an ontology-based risk decoding model to decode the
risks implied in the prescriptive requirements. The
risks included the earthquake, flood, wind, fire,
vessel collision, blast loading, temperature and
overloading. An ontology for conceptualizing the
domain knowledge of the eight risks was first
developed. The ontology-based decoding model
ranks the risks for a prescriptive requirement by
measuring the semantic similarity between the
requirement and the risk ontology. The model was
tested on the AASTO bridge design specifications
and evaluated in terms of Spearman, Kendall tau
and Pearson rank correlation test. This study is
expected to assist the designers in the improved
understanding of risks encoded in prescriptive
design standards.

Keywords —

Bridge design;Prescriptive requirements; Design
standards; Environmental risks; Natural language
processing; Deep learning
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1 Introduction

Bridge designs are generally carried out in
accordance with a set of requirements specified in the
design codes and standards [1]. The primary goal
behind these requirements is to ensure the structural
stability and durability of the bridge against several
environmental risks [2]. The major risks experienced by
the bridges are flood, earthquake, wind, fire, etc. In
order to execute a safe and reliable design, the precise
understanding of the requirements is very crucial [1].
The requirements currently available in the bridges
design codes are mostly described in a prescriptive
manner where the main intention or the objective behind
the requirement is not clearly stated [3]. Accordingly,
there is a need for an automated framework which can
decode the risks hidden in the text of prescriptive
requirements.

The accurate decoding of the risks in the prescriptive
requirements is very important to produce a design that
can enable the safety of the bridge against all hazards or
risks [4]. The prescriptive requirements are typically
produced by the code writers with years of experience
in the industry and research. In addition, a detailed
study of the past failures along with the full-scale
testing of the proposed models are also performed while
designing the prescriptive requirements [5]. The code
writers only present the final criteria for the safest
designs without providing any information regarding the
types of risks considered while developing that criteria.
For instance, the prescriptive requirement “The
maximum girder spacing shall not exceed 107% ft.” may
fulfill the design requirements against overloading,
earthquake, and flood but may not fulfil the
performance required against the fire risk. Another
requirement “The spacing of intermediate bracing shall
not exceed 20 ft.” may achieve the goals of flood, wind,
and earthquake risks while the fire, temperature and
overloading risks may mnot be mitigated by
implementing this requirement. However, such
information of the risks is not provided in the
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requirement text. Since many prescriptive requirements
have certain limitations in terms of risks, the
implementation of the prescriptive requirements without
understanding the risks addressed in them may result in
the scenarios where a few risks may be go unchecked in
the bridge design [6]. Young engineers in the industry
mostly lack the experience and knowledge required for
understanding the risks encoded in the prescriptive
requirements. The blind implementation of the
prescriptive requirements by young engineers without
understanding the objectives and performance level
implied in the requirement may result in an unsafe
design. In addition, since the objectives covered in the
prescriptive require are not known, it is difficult in
international construction industry to establish an
equivalence between two different criteria stated in
codes of two different countries [7]. Therefore, a risk
decoding model is required that can precisely decode
the risks encoded in the prescriptive requirements.

The current body of knowledge lacks methods to
address the issue of risks hidden in the prescriptive
requirements. To fill the gap, this study has attempted to
develop an automated ontology-based risk decoding
model using the linguistic methods such as vector space
models and ontologies. A detailed ontology covering the
domain knowledge of the eight risk categories was first
developed. The risk categories included earthquake,
flood, wind, fire, vessel collision, blast loading,
temperature and overloading. Following this, the trained
vector space model and ontology were employed to
decode and rank the risks encoded in the prescriptive
requirements according to the semantic similarity of the
requirement text and the risk ontology.

2  Background

2.1 Risks in bridge design codes

The risks involved in the bridge design are
controlled and mitigated by the implementation of
requirements available in the design codes [1]. The
bridge design codes generally include two types of
requirements; (1) prescriptive requirements, and (2)
performance-based requirements [8]. The prescriptive
requirement only states the acceptable solution without
indicating the performance level while the performance-
based requirements specifies the performance level
required without providing any prescription or solution.
The prescriptive requirements can further be classified
into two categories. The first category is when the
quantitative prescription is explicitly stated, for example,
“The maximum girder spacing shall not exceed 107 fi.”.
The second type is when the relevant code or method is
specified to be followed in design, for example, “The
deck overhang shall be designed in accordance with
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Section 13 of the LRFD Specifications.” Since the goals
or intention behind the recommendations in prescriptive
requirements are not specified, the young designers
often assume that the requirements cover all the risks.
However, this is not the case for the prescriptive
requirement since prescriptive requirements always
have certain limitations as well [4]. The implementation
of the requirement for a scenario for which is not
designed often results in the failure in achieving the
required performance. Therefore, the decoding of the
risks is very important to ensure that the requirements
are applied to the scenarios for which they are actually
designed.

2.2 Text processing using ontologies

Ontologies are the knowledge representation
methods widely used to present the domain knowledge
shared among different systems [9]. Ontologies are
employed to provide the background knowledge in a
machine-readable format for the development of several
automated systems for text classification, word sense
disambiguation, etc. [10]. The representation of
knowledge in the form of concepts in ontologies enables
the reuse of the ontologies for other systems [11].
Concepts are the domain entities which are represented
in a hierarchical form in ontologies. The relationships
are used to define the type of connections between the
different concepts and sub-concepts. Ontologies can
also play a key role in text processing. For instance, the
ontologies can be used to represent the features of a text
document. The extracted features can then be used to
classify or rank the labels using a machine learning
algorithm [12]. In addition, ontologies can also be used
to represent the domain knowledge of class labels. The
developed ontologies of the labels can then be used to
analyze the documents followed by the assigning of
labels or ranks [13].

2.3 Related studies

Several researchers have studied the limitations pf
the prescriptive requirements, however, most studies
have been focused on the addressing a few specific
limitations such as design hinderance while many other
limitations such as absence of risk information in
prescriptive requirement have not received the equal
attention. For instance, [14] studied the limitation of the
prescriptive codes in addressing the fire risk. As a
solution, the authors stressed upon the improvement of
current prescriptive codes, ensuring their proper
implementation along with the promoting the fire
education. Another study by [15] highlights the
limitations of the prescriptive codes in introducing
innovative solutions to mitigate problems associated
with the climate change. A five-step solution was
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provided by the author to control the degradation of
environment due to the use of specific materials
prescribed in the prescriptive requirements. [16] also
addressed the same limitation of hinderance in using
alternative methods to improve the project performance
in design-bid-build and design-build projects. The study
carried out the textual analysis of the performance-
based requirements provided in the Swedish design-
build contracts.

Prescriptive requirements in the transportation
domain also presents the same limitation of disallowing
the innovative solutions. Since manufacturers have to
follow the prescriptive dimension and weight
requirements, they cannot practice new solutions to
reduce the road accidents. [17] suggested a
performance-based system to address this limitation.
The developed regulatory system requires the
certification of vehicles as well as operators to meet the
approval requirements. [18] highlighted the increase in
accidents in Malaysia due to not allowing the new
alternative methods in design to prevent the accidents.
The author studied the limitations in the prescriptive
codes of Malaysia and explored the potential
opportunities of improvement by comparing it with the
well-established  performance-based  specifications
implemented in Australia. [19] also highlights the
limitations of prescriptive requirements in dealing with
the complex risks such as blast loading and fire.

Many studies have investigated the limitation of
prescriptive requirements in hindering the innovation.
However, despite the significant importance, the
limitation of prescriptive requirement in specifying the
performance level or risk information have not been
studied yet. The current study is aimed at developing an
automated framework to decode the goals implied in the
prescriptive requirements.

3 Methodology

The methodology adopted in this study comprised
four major steps illustrated in Figure 1. Firstly, an
ontology reflecting the essential semantic knowledge
associated with the eight environmental risks was
produced. Following this, a vector space model was
trained using a domain specific corpus. The third step
includes the computation of the semantic similarity
scores between the requirement text and the risk
categories. After ranking of risks according to the
similarity scores, the model was evaluated using
different rank correlation coefficients.
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Figure 1. Methodology of the ontology-based
risk decoding model

3.1 Step 1: Ontology development

Before development of ontology, the major risks
involved in the bridge designs were identified. Upon
reading of the relevant published articles, following
eight (08) major risks were identified: flood, wind,
carthquake, fire, temperature, vessel collision,
overloading, and blast loading. A detailed ontology to
model all the domain specific knowledge of each of the
eight risk categories was developed. The four steps
involved in the ontology development are explained
below.

1.  Identification of purpose: In the first step, the
reason behind the development of ontology was
explicitly defined. The ontology developed in this
study was aimed to decode the environmental risks
hidden in the prescriptive requirements.

2.  Identification of concepts and sub-concepts: The
second step involved the identification of all
concepts and sub-concepts related to each of the
eight risk categories covered in this study. The
bridges design codes and published articles were
used to identify the concepts and sub-concepts. For
instance, ‘liquefaction” and ‘cyclic loading” is
related to earthquake, so these concepts were
present under the earthquake category in the risk
ontology.

3. Identification of relations: The third step is aimed
at defining the relationships between the concepts
and sub-concepts in the ontology.

4.  Ontology modeling: Finally, the concepts and sub-
concepts were modeled in the protégé tool to
produce the final ontology.

Figure 2 illustrates a partial ontology of a risk
category “flood’. The ontology of a risk category
mainly shows the essential semantic knowledge
associated with the risk category in a hierarchical form.
As shown, all the sub-concepts below a particular sub-
concept provides additional information regarding the
upper concept. The higher concepts are the abstract ones
while the lower concepts in the ontology provides
detailed knowledge of the upper concepts. Each of the
eight risk categories has a different number of sub-
concepts below it in the ontology depending on the
semantic knowledge required to present the risk
category.
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Figure 2. Partial ontology of risk category ‘flood’

3.2 Step 2: Vector space model development

Several bridge design codes, standards and the
published articles were collected to build a vector space
model to learn the semantic meanings of the technical
terms used in the design codes. The design codes of ten
different state department of transportation (DOT) as
well the U.S. DOT was employed to develop the corpus
for the training of vector space model. The tables and
equations were excluded from the corpus since they are
not supported by the natural language processing (NLP)
methods. The final corpus used in the training process
comprised a total of approximately 1 million words. The
domain-specific  corpus was  pre-processed by
implementing the following NLP methods; (1)
Lowercasing: The complete corpus was converted into a
lowercase format to consider similar meaning words
such as “Cracking” and “cracking” as one word. (2)
Tokenization: The whole corpus was transformed into a
sequence of tokens where a token could be a word, a
number or a punctuation. (3) Lemmatization:
Lemmatization was performed to convert different
grammatical forms of a single word into the root form,
for instance, “cracks”, “cracked”, and ‘“cracking” was
converted to the root word “crack”.

After pre-processing of the corpus, the wor2vec
algorithm was applied to build a vector space model.
Both architectures of the word2vec including
continuous bag-of-words (CBOW) and hierarchical
skip-gram algorithm were applied [20]. Both algorithms
have reported comparable performance in the literature
[20]. The whole vocabulary in the corpus was presented
on a high-dimensional vector space where each unique
word holds a unique vector. The distance between the
vectors on vector space indicates the semantic similarity
between the corresponding words. The training of the
vector space model includes the tuning of several
parameters such as window size (number of co-
occurring words examined in analysing the semantic
meaning of a word), vector dimensionality (dimensions
of each word vector), frequency threshold (minimum
frequency of a word required to include the word in the
training process). Different values of the vector
dimensionality ranging from 300 to 1200 were tested in
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this study to determine the optimal value. The window
size and frequency threshold considered in all the
experiments were 10 and 1 respectively.

3.3 Step 3: Decoding of the risks hidden in
prescriptive requirements

The risk decoding approach adopted in this study is
the similarity-based. The similarity scores indicating the
semantic similarity between the requirement text and
the risk ontology were first determined. Based on the
similarity scores, the risks encoded in the requirement
were ranked in the descending order of relevance. The
details of the two steps are provided as follows.

3.3.1 Measurement of the similarity scores

The trained vector space model was employed to
compute the similarity score of each term in the
requirement and each concept in the ontology. Cosine
similarity function was applied for the computation of
similarity scores. Cosine similarity computes the angle
between the two vectors where a smaller angle shows
higher similarity between the corresponding words. The
detailed risk ontology and the prescriptive requirement
were provided as input to the risk decoding model
where the semantic similarity between each word of the
requirement and each concept of the ontology were
computed using the trained vector space model. After
similarities calculation, the similarity values of all terms
in a requirement with a specific concept were then
summed up to get the total similarity value for the
requirement with that specific ontology concept. Since
the current study is focused on the decoding of risks
which are present at the level 1 of ontology, the
similarity scores at the level 1 of ontology are
determined by adding the similarity scores of all the
concepts below that level 1 concept. Each level 1
concept includes a different number of concepts below
it in ontology, therefore, the total similarity values are
normalized by the frequency or number of nodes below
each level 1 node of ontology. The mean normalized
method was applied to compute the total similarity score
at the level 1 of ontology. Eq. 1 was used for the
computation of mean normalized scores. A total of eight
mean normalized scores were obtained where each
value corresponds to the total semantic similarity score
of the requirement with a specific level 1 concept.

¥:1(Z{=1 Stc)k
N

Where s, indicates the semantic similarity score of
the term 7’ in the requirement and concept ‘c’ in the
ontology, ‘7’ indicates the total number of terms in a
specific requirement, ‘N’ indicates the total number of
concepts below a level 1 concepts in ontology.

(M

mean normalized score =
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3.3.2 Ranking of the risks

Once the total similarity scores of a requirement
with the eight risk factors at level 1 of ontology are
calculated, the risk factors are ranked in descending
order of relevance. The risk category revealing the
highest total mean normalized score was assigned the
rank 1 while the remaining categories are ranked from 2
to 8 according to the total similarity scores.

3.4 Step 4: Model evaluation

The risk decoding model was evaluated on a test
dataset of 151 prescriptive requirements. The test
dataset was manually labeled with the ranks of risks
according to the content of the requirement. The
performance of the model was evaluated using different
rank correlation tests including Spearman, Kendall tau
and Pearson rank correlation tests (as shown in Eq. 2-4).
The rank correlation value shows the level of agreement
between the actual ranks and the predicted ranks. A
value of 1 indicates a complete agreement while a value
of -1 indicates a complete disagreement between the
two sets of ranks.

6 Xie, (x; —¥1)? (2)
Spearman =1, = 1 - ——————
nd—n
Kendall taw =1, =———(c| - ppy @
BT
Pearson =1, = nYxy; — Nxy; (4)

JnEaf = Cx)? nXyf - Ey)?

where x;”and ‘i’ are the ranks of a risk category %’
in group 1 and 2, ‘n’ indicates the number of predefined
risk categories, ‘C’ is set of concordant pairs, and ‘D’ is
set of discordant pairs.

4 Results and Discussion

This section presents the results of the experiments
carried out to evaluate the performance of the risk
decoding model. Two different architectures of the
word2vec such as CBOW and skip gram algorithm were
used to compute the semantic similarities of the
requirement terms and the ontology concepts. For each
algorithm, four vector space models were developed
using a different value for vector dimensionality ranging
from 300 to 1200. The window size and minimum
threshold value of 15 and 1 respectively were same in
all the experiments.

Table 1 presents the results of the risk decoding
model using the CBOW algorithm for the similarity
computation. The results show that performance of the
model was increased with the increment of vector
dimensionality until 900. The performance was
decreased as the value of vector dimensionality was
further increased from 900 to 1200. The highest
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spearman, Kendall tau and Pearson correlation
coefficient of 0.30, 0.23, and 0.29 was achieved with the
vector dimensionality of 900 whereas the lowest
spearman, Kendall tau and Pearson correlation
coefficient 0f 0.24, 0.19, and 0.23 was achieved with the
vector dimensionality of 300.

Table 1. Performance of the ontology-based risk
decoding model using CBOW algorithm for similarity

computation
Vector Spearman  Kendall Pearson
dimensionality tau
300 0.24 0.19 0.23
600 0.29 0.22 0.28
900 030 0.23 0.29
1200 0.26 0.20 0.25

Table 2 presents the results of the risk decoding
model using the skip gram algorithm for the similarity
computation. The same trend as previously seen with
the CBOW was observed with the skip gram as well.
However, unlike CBOW, the performance of the skip
gram model did not change significantly while varying
the value of vector dimensionality. A minor increment
has been observed till vector dimensionality of 900,
however, a decrease in performance was observed for
higher values. The skip gram also revealed the highest
Spearman, Kendall tau, and Pearson correlation
coefficient of 0.64, 0.51, and 0.63 respectively at the
vector dimensionality of 900. Among the two word2vec
algorithms, the performance exhibited by the skip gram
was almost twice better than that achieved by the
CBOW algorithm.

Table 2. Performance of the ontology-based risk
decoding model using skip gram algorithm for
similarity computation

Vector Spearman  Kendall Pearson
dimensionality tau
300 0.63 0.51 0.62
600 0.62 0.50 0.61
900 0.64 0.51 0.63
1200 0.63 0.51 0.62

4.1 Model performance for different risk

categories

The performance of the model in terms of each risk
category was further investigated using the best model
of skip gram for similarity computation. Figure 3 shows
the mean deviation of the predicted ranks from the
actual ranks. As shown, the risk categories such as
‘temperature’ and ‘fire’ performed the best among the
eight categories. For temperature, the mean deviation of
0.23 shows that the model predicts the correct rank for



37% International Symposium on Automation and Robotics in Construction (ISARC 2020)

temperature category most of the times. No risk
category exhibited a mean rank deviation of above 2
which proves the adequacy of the model.
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Figure 3. mean deviation of the predicted ranks
from actual ranks

5 Conclusion

Bridge design are performed according to the
requirements presented in the design codes and
standards. However, the requirements are mostly
prescriptive in nature where the main objectives or risks
addressed in the requirements are not clearly specified.
As a result, the designers often face challenges in
estimating the limitations and performance level implied
in the prescriptive requirements. The study has
produced an automated framework using the vector
space models and ontologies which can decode the risks
encoded in the prescriptive requirements.

An ontology covering the domain specific
knowledge associated with the eight risk categories was
first developed. In addition, a vector space model was
trained on a corpus of approximately 1 million words
using the CBOW as well as skip gram algorithm. The
model was validated on the unseen prescriptive
requirements extracted from the AASHTO bridge
design specifications. The experiments revealed that the
skip gram algorithm performed better than the CBOW
algorithm. The performance exhibited by the skip gram
algorithm was double than the performance achieved by
the CBOW algorithm. Moreover, the performance was
found to be increasing with the increment in the size of
word vector dimensions till 900, however, the
performance was decreased for higher vector
dimensionality values. The overall highest Spearman,
Kendall tau, and Pearson correlation coefficient of 0.64,
0.51, and 0.63 respectively was reached by the skip
gram model for the similarity computation at the vector
dimensionality of 900. Comparing the risk categories,
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the ‘temperature’ category performed the best where the
model predicted the correct rank in most cases. The
model showed the mean rank deviation of 0.23 for the
temperature category while the highest mean rank
deviation of 1.84 was exhibited by the ‘vessel collision’
category.

The study has certain limitations in terms of
performance. The current model uses the simple mean
method to compute the total semantic similarity. In
future, the authors will investigate different averaging
methods such as weighted average and Bayesian
average for the computation of the total similarity scores
to examine the improvement in performance. A
threshold analysis by setting of a threshold value to
exclude the similarity scores of the irrelevant concepts
may also improve the performance of the model. In
addition, the authors will develop a larger dataset for the
training of vector space model to examine if the
performance can be improved by using a large dataset.
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Abstract —

Unmanned construction work is civil engineering work
carried out by remotely operating construction machinery
located in a caution zone (a zone whose entry is prohibited
or restricted), thus enabling the operator to perform
remote work from inside the safe area without any need to
enter the caution zone.

This technology came into being as a result of a
proposed public offering of technology from each civilian
company, which utilized the test field* of January 1994,
and also technology verification at the site. From then
onward to the present time, new technology was acquired
continuously, then it evolved, and spread throughout
Japan.

This paper describes the birth of unmanned
construction, the development of related technology, and
the trend of current technology.

*A system for constructing a life-size building
intended for increasing the degree of completeness
through technology verification in the field.
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1 Description of unmanned construction

This unmanned construction technology consists of
construction machinery that is operated remotely, and
supporting equipment for operating remote operation of
this machinery (Figure 1).

Also, it is necessary to arrange the shape of the the
civil engineering structure and equipment constructed
in the caution zone, and also the quality confirmation
method.

A description of each item is set out below.

1.1 History of unmanned construction

Work using remote-operated construction machinery
commenced in 1969. In this case, land reclamation was
carried out on the Joganji-gawa River in Toyama
Prefecture using an amphibious bulldozer (Figure 2).
Subsequently, the use of remote operation was extended
to land type back hoes bulldozers and dump trucks.
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Figure 1. Unmanned Construction Technology
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Figure 2. AMPHIBIOUS BULLDOZER

1.2 The birth of unmanned construction

A test field system tests new technology at the
jobsite, in order to confirm its integrity.

In the case of the test field at Mt. Unzen-Fugendake,
because mudslides occurred due to the increase in
volcanic activity, and sand and soil accumulated in sand
ponds, it is necessary to urgently remove boulders and
also sand and soil. Because it is difficult to carry out
construction using manned machinery, topics are
assigned such as the acquisition of technology for
continuous excavation and removal of soil by unmanned
construction (Tablel).

Table 1. Technical subject of a test field [1]

Contents of a technology Technological standard

Excavatingand carriage accompanied | A pellet smash as much as 2 in diameter - 3 m is
@ |by the smash at the condition and | possible
moreover, of a rock that isn't uniform

A temperature in a spot is prepared to | It has been possible to operate even the condition as
© | the humidity conditions. much as 100 °C of a temperature, 100 % of the
humidity temporarily as a peripheral condition

0 The remote control can do a building | Equal to or more than 100 m of remote control is
machine. possible.

In response to this emergency technology, public
offering of technology that could be used together with
procurable technology were selected, and then grouped
together. The base machines consisted of large, remote
operation type construction machines (bulldozers,
backhoes, dump trucks) grouped together. As the
operation support equipment, an ITV camera was used
for securing adequate visibility over an operation
distance of 100 m. Also, because the operation signals
transmitted to and from the construction machines, and
the image information obtained from the camera is
transmitted wirelessly, wireless relay facilities for
preventing instantaneous shutdown of wireless
transmission, mobile camera vehicles which compensate
for the dead angle of the camera image, remote
operation rooms, and other ancillary facilities that are
peculiar to unmanned construction were installed
(Figure 3).
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Figure 3. Relay vehicle&camera car

At the commencement of construction, work is
extremely difficult to carry out, even in the case of
excavation work which is considered to be easy work.

Examples include radio interference, power source
problems, a breakdown due to impact during
construction, and problems concerning contact between
construction machines at the in the dead angle of the
camera. Upon completion of the test construction it was
determined that excavation work could be carried out.

2 Improved technology used at Mt. Unzen-
Fugendake

At Mt.Unzen-Fugendake, there is a danger of the

lava dome collapsing, even at present. For this reason, a
sand arrestation facility was fabricated using unmanned
operation, from August 1994 corresponding to the
completion of a test construction under the field system,
to the present day. Concerning unmanned construction
which has been employed in the Unzen region over the
past 50 years, it was considered necessary to make
technology improvements in communication by using a
variety of sand arrestation structures and also the
positional relationship between the safety zone and the
work location. Also, on the other hand, equipment and
other items for performing quality control was installed
on trial. These items basically consist of existing useful
technology that has been converted into remote
technology.
For this reason, “unmanned construction” has been
used from August 1994, corresponding to the
completion of test construction, to the present day. This
technology has been improved according to changes in
the situation of the work, such as the object of
construction or the operation position. Also, whenever
new technology was employed, it was corrected and
verified at the jobsite and its effectiveness confirmed.

2.1 Application to a variety of sand arrestation
structures

Excavation technology that was confirmed by test
construction was developed to the final structure.
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2.1.1 Construction of a weir using the RCC method

The RCC (Roller Compacted Concrete) method
which enables construction work to be performed by
improving earthmoving machines was adopted. To
enable this method to be used, vibration rollers, water
spraying vehicles, cleaning cars, and sand and soil
formwork shaping machines were developed. (Figure 4)

l-ﬁ_l'. = - T ."- -
Figure 4. Building of RCC

2.1.2 Building of a steel slit dam

In the construction of a steel open type dam,
transportation and installation were carried out, taking
into consideration the shape of the steel slit. The dam
was fixed by using high-fluidity concrete. Also,
conveying of the concrete, conveying of the concrete to
be laid, laying of the concrete, and surface-finishing
were carried out. (Figure 5).

Figure 5. Building of a steel slit dam

2.2 Operating method
The operating methods are classified as shown in
Table 2.
Table 2. operating method

Watching operation

Moni tor operation

Form of
construction
work

Utilization of a | Utilization

It operates directly. becoming 16T

Wonitor operation o

It operates while seeing the monitor of a camera.
Utilization of TCP/IP
Utilization of TCP/TP

Overview Watching operation

Direct method
A remote  type
construction machi
nery communicates
with an operation
place directly.
Relay method
An operation place
and remote type
operation machine
are done through a
relay-airoraft

Utilization of &

becoming ICT
It adopts a wireless
LAN to the operation
and transmission of
the picture infor
mation.

Overyien of GNSS measure uses a
technology and guida

construction noe equipment.

system of
becoming of
the

Independent work of a
remote type operation
machine

unmannedness
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2.3 Quality control

In Japan, the control outline was formulated in 2012.
Presently, “Compaction control using TS-GNSS” has
come into general use. When compaction was carried
out in the Unzen zone using unmanned operation, it was
used from 1995 as RCC method concrete laying control
and also compaction control using a GPS in 1999
(Figure 6, Figure 7).

When an unmanned operation was performed at Mt.
Unzen-Fugendake, concrete laying control using a GPS
occurred in 1995. In 1999 compaction control took
place using an GPS.

In this way, when unmanned operation was performed
at Mt Unzen-Fugendake,new technology was
introduced proactively, enabling the performance to be
confirmed. As a result, the spread of new technology
advanced (Figure 8, Figure 9).

Subsequently as well, efforts were made to promote
remote operation of surveying equipment, flat plate
loading tests, and core boring machines.

Py —

n

—mpm.

Figure 8. Remote control type measure equipment

Figure 9. Measuring machine of a remote control type
bearing power of groun
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3 Information transmission base of a new
technology

Building of becoming of the unmannedness was
established by a thing such as it develops Unzen
Fugendake as a base in various parts of Japan and that
technology feeds back into Unzen Fugendake again
with a technology.

Also, we used it at an early stage such as
compaction control using GPS to verify its performance.

3.1 Whole country spread of building of
becoming of the Unmanned Construction
Technology

Building of becoming of the unmannedness of an
Unzen area makes it the causing place of a nucleus
technology, and that technology is developed in the
volcanic disaster / landslide disaster of various parts of
Japan (figure 10).Also, also, that disaster occurrence
form is done to the improvement adjusted to the
characteristic of each place to be different respectively.

Figure 10. Building of becoming of the unmannedness
implemented in Japan

4 Recent situation concerning unmanned
operation at Mt. Unzen-Fugendake

Preparation of a sand arrestation on a dry river bed at

Mt. Unzen-Fugendake is advancing, and the object of
unmanned construction also changes. Very recently, this
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work consists of reinforcement work for existing sand
arrestation facilities. Compared with the previous
operations, it can be seen that this work is carried out on
a narrow working area. When carrying out unmanned
construction in the applicable zone, technology will be
updated.

A description of the latest technology is set out
below.

4.1 Construction technology
The most up-to-date technology is used. at Mt. Unzen-
Fugendake.

4.1.1 Machine control bulldozer

An operation guidance system is provided as standard.
Regarding control of the blade of the bulldozer that
determines the quality of the concrete compaction, a
automatic control system is used.

4.1.2 Compaction using a Excavator

When performing compaction work in confined spaces,
a excavator bucket with compaction equipment was
used in order to regulate the compaction time (Figure
11).

Figure 11. Bucket total firming equipment

4.1.3 Surveying by using TS tracking and electronic
reference points

In order to increase the accuracy of UAV surveying,
it is necessary to use the altitude points (verification
points and evaluation points) inside the measurement
points. In order to reduce the number of measurement
points inside the prohibited zones, the number of
elevation points was reduced by measuring the position
of the camera mounting on the UAV, by means of an
automatic tracking total station. Regarding the
evaluation points, a device that measures the self-
coordinates by static conveying, of a remotely operated
type construction machine was installed on a remote-
operated construction machine. (Figure 12).
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Static measure
placed on a remote
type  Bulldoze; It
acquines a
position-coordinate.
Figure 12. Electronic tacheometer tracking and

UAYV measure by an electronic reference
mark

4.2 Safe watch

When carrying out unmanned construction at Mt.
Unzen-Fugendake, it is important to carry out safety
monitoring as well. The greatest danger is that of the
lava dome collapsing. Consequently, visual monitoring
and image monitoring were carried out.

4.2.1 Securing visibility by image clarification
processing

Much fog and mist envelope the Mt. Unzen-
Fugendake zone, posing an impediment to monitoring.
For this reason, image processing was performed to
determine whether foggy or misty areas are thin or
dense, and also whether the distance is near or far, in
order to improve the visibility of misty areas (Figure 13).

Aldter processing

Helore processing

Figure 13. Securance of the visibility by processing
of becoming of the image clearness

4.2.2 Obtaining an early grasp of an earthquake
There is a danger of the lava dome collapsing due to
an earthquake. For this reason, an integrated type quake
detection system has been installed in the operation
room to permit earthquake monitoring (Figure 14).
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Figure 14.
5 Conclusion

Even after the eruption of Mt. Unzen-Fugendake,
Japan has been fraught with many disasters such as the
eruption of Mt. Usu, the Mid-Niigata Prefecture
Earthquake, the Iwate-Miyagi Inland Earthquake, and
the Great East Japan Earthquake. As a result of the
adoption of unmanned constructions, the regions
concerned quickly recovered from the disasters.

In this way, unmanned construction enabled quick
action to be taken for all disaster regions in Japan. This
is because even after the end of the test field system,
unmanned operation was performed continuously at Mt.
Unzen-Fugendake, and also because efforts were made
to realize performance improvement. Also, in recent
years, informationalization construction as well is used
in advance at Mt. Unzen-Fugendake enabling the
performance to be confirmed. It also performs an
important role with respect to new technology in the
construction zone at Mt. Unzen-Fugendake.

However, at Mt. Unzen-Fugendake, there still exists
the danger of an avalanche due to the collapse of the
lava dome, and also apprehension concerning the
possibility of the disappearance of the unmanned
construction jobsite when the scheduled sand arrestation
facility is completed.

Japan, from its national land consisting of location,
terrain, geology, and also its natural conditions, is
considered to be a fragile land from the viewpoint of
natural disasters including earthquakes, typhoons, and
localized torrential rain. It is also considered that the
securing of a providing ground for unmanned
construction, which is effective technology for recovery
from a disaster, is important for to the future
development of civil engineering.
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Abstract -
Since March 2020, 5G has been commercialized
mainly in urban areas in Japan, and S5G

communication infrastructure demonstration tests
are actively conducted among various industries such
as telecommunications carriers and construction
industries.

The authors installed a portable SG base station
close to tunnel portal in ""Subcontracting for research
and study of technical conditions, etc. for a fifth-
generation mobile communication system (Hereafter,
5G). This can handle simultaneous connection
requests from various terminals" (Hereafter, 5G
demonstration experiment) of the Ministry of Public
Management, Home Affairs, Posts and
Telecommunications in fiscal 2019, and constructed a
high-quality radio wave environment in the tunnel pit,
and carried out various experiments to improve
working environment such as safety.

This paper describes an experiment in which a
long-distance running and lifting work of a
construction machine succeeded by remote control,
while a high quality radio wave environment was
constructed in a tunnel construction site by 5G, and
clear multiple images which can surely carry out
remote control, and other support information were
acquired.

Keywords —
fifth-generation mobile communication system(5G);
construction machinery; remote control

1  Summary

Standardization of the next generation mobile
communication standard (Hereinafter abbreviated as
"5G") is advanced in 3GPP (3rd Generation Partnership
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Project) which decides the world standard of the mobile
communication.

5G can realize high speed and large capacity (eMBB:
enhanced Mobile Broadband: up to 10 Gbps or higher),
ultra-low delay (URLLC: Ultra-Reliable and Low
Latency Communications: One-way transmission delay
of 1 ms or less), and multiple simultaneous connections
(mMTC: massive machine type communication: 1
million devices/km?), and is expected to be used not only
in conventional communications not only for
smartphones but also in various industrial fields [1].

In recent years, there has been a strong movement to
improve productivity at construction sites through ICT
(information and communication technology) based on
the "i-Construction (i-Con)" advocated by the Ministry of
Land, Infrastructure, Transport and Tourism. Many loT
and ICT equipment easily used on site, have been
introduced and put into operation.

However, even before i-Con was proposed, there was
a method using [oT and ICT, which is the focus of this
paper, unmanned construction by remote control of
construction machinery (Figure 1).

Figure 1. Status of unmanned construction
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This method is used at the restoration of natural
disasters and in severe places such as radioactive
environment, etc., where safety is concerned when
person enters and work, and using radio-controlled
construction machines communicating by radio and
camera images for confirming the construction situation.
Therefore, the construction of wireless infrastructure is a
very large technical element for this method.

If radio-controlled construction equipment cannot be
operated smoothly due to the quality of the wireless
infrastructure, or if the quality of camera images for
acquisition of construction information is deteriorated,
the construction efficiency is affected and construction
becomes difficult. Therefore, the present unmanned
construction is often carried out in the range of about 150
m in which radio wave surely reaches by utilizing Wi-Fi,
etc.

Unauthorized and inexpensive Wi-Fi is said to have a
considerable merit, but in reality, there are not many
works that can be done within the range of one Wi-Fi
communication device.

Even if authorization is necessary, infrastructure
which can stably communicate in a wide range will be
required in future. Therefore, the experiment was also
carried out from the viewpoint of whether the new
communication means of 5G can become the
communication infrastructure for the remote control of
the construction machinery.

Figure 2. Image of remote control

2 Outline of experiment and
demonstration site

The Japan islands are divided into the Pacific Ocean
side and the Sea of Japan side by chain of mountains.
Population tends to be concentrated in lowlands on the
sea side and basins in mountains.

Because 70% of the land is mountain and hilly land
occupy  geomorphologically, the transportation
infrastructure between cities in the lowland and basin
passes through the mountain.

Since old times, the transportation network has been
constructed by cutting down the mountain. In recent
years, transportation networks in mountainous areas have
been disrupted by disasters caused by abnormal weather.

Losses due to these disasters have social and economic
impacts not only on damaged transportation
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infrastructure facilities but also on the isolation of regions.
Therefore, it is highly necessary that the tunnel is newly
constructed or improved as a review of the transportation
network

The reason we selected "tunnel" is because 1) we
thought that tunnels are indispensable infrastructure for
modern society as railway transportation infrastructure
such as subway and life infrastructure such as water
supply and sewerage; and 2) important as social capital
in urban areas.

Since the radio wave has the property of reflection
and transmission, we thought that it was interesting in the
aspect of how much radio wave reaches by repeating
reflection and transmission in the tunnel environment.

From such background, this experiment was carried
out on a subject of "tunnel", assuming actual possible
phenomena, and considering to propose a solution. As
shown in Figure 3, it is assumed that a site survey and
response are carried out when an inaccessible place
occurs in a tunnel. A 5G base station is installed near the
entrance (Hereinafter, the pit mouth) of the tunnel, and
radio waves are outputted toward the tunnel pit. We
decided to carry out remote control of the construction
equipment within the range of radio waves.

At present, when such a situation occurs, preliminary
investigation and consultation with experts are carried
out as much as possible, but there are cases in which
eventually carried out by human power. In the future,
these cases should be avoided from the viewpoint of
worker safety, and they should be dealt with by [oT/ICT
or 5G communication technology. This experiment is
considered to be a practical use case.

Troulkle Example

3

Fallbrig

Rock G

i
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Figure 3. Outline of this experiment

In the experiment, we mainly carried out the
following two points.

1. 5G radio wave propagation characteristics (reach
distance)
A 5G radio base station was installed near the tunnel
portal to the face, and determined the experimental
area by measuring where it reaches in the tunnel.
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2. Remote operation of construction machinery
The remote control of the construction machine was
carried out in the experimental area. (4-ton class
crawler carrier and 12ton class hydraulic excavator

2.1

Project names: Hokkaido Shinkansen Line, Shiribeshi
Tunnel (Ochiai)

Owner: Japan Railway Construction, Transport and
Technology Agency (JRTT)

Contractor: Taisei, Sato, Tanaka, Horimatsu JV
Construction period: March 26, 2015 - June 24, 2022
Main construction: Tunnel excavation 4,865 m (Standard
cross section: 65 m2)

Experimental Location

2.2 Use of portable base stations

In conventional mobile communications, in order to
deal with data communication traffic of mobile phones
such as smart phones, base stations are often installed
mainly from urban areas where the number of users is
large. On the other hand, in 5G, by utilizing the features
of eMBB, URLLC, and mMTC, it is considered that IoT
(Internet of Things) will become the mainstream along
with smartphone.

However, when it is applied to IoT, not only in urban
areas but also in suburban areas where the number of
users is relatively small, a large amount of traffic
processing will be periodically required. Construction
sites are one of such [oT use cases, but constructing new
base stations in suburban areas requires more time and
cost than constructing in urban areas.

In this experiment, we used a portable 5G base station
developed by Softbank Corporation, which can construct
a local 5G communication infrastructure (Figure 4). In
this base station, not only antennas and radios but also
core equipment in the data center can be arranged in the
field. Therefore, in the field, the collected data can be
processed at high speed and in a complicated manner.

And, if prior adjustment such as license application is
completed, 5G communication area can be rapidly
developed in a few days, and will be suitable network
solution for the development of [oT to the suburb.
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Figure 4. Portable 5G facility installed in the tunnel
(4.85 Ghz, 120 W).

2.3  Use of on-board remote-controlled robots

For the remote control, we used the construction
machine mounted remote control robot (hereinafter
referred to as Robot) developed by Kanamoto Co., Ltd.
The experiment was carried out by mounting this robot
on each of the two construction machines mentioned
above.

The robot is a humanoid twin-arm bipedal robot
(Figure 5) with the total length of about 1.5 m and the
weight of about 20 kg, which can be installed in the
operator's seat of a construction machine. (conversion to
radio-controlled equipment). By transmitting the image
mounted on the construction machine in real time from
the driver's viewpoint and transmitting the state of
inclination and vibration of the vehicle to the driver's seat
bilaterally, the system is capable reproducing the driving
remotely feeling close to the real machine.

In addition to such reproducibility, it is highly
possible to respond more quickly than the method of
procuring radio-controlled construction machinery with
limited number of units. For the construction site, there
is an economical merit that the construction machinery in
the site can be utilized. In this experiment, it was also the
first execution to control the Robot by 5G
communication in the environment in which the visual
observation was not effective at all.
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Figure 5. Robot

2.4  Use of Human Body Detection Cameras

There is a report from advanced driver-assistance
systems (ADAS) to support the driving operation of the
driver of the car that the number of "Rate of contact
accidents with people" is decreasing in the cars equipped
with "Human body detection system". ADAS is a
function to automatically stop a vehicle when a person is
detected in a traveling direction by a camera mounted on
an automobile, and is an epoch-making technology to
improve safety of a driver and a pedestrian.

One of the three major industrial accidents in the
construction industry is "construction machinery", and
there are many reports of cases in which people and
machines come into contact. Taisei Corporation is
developing technology to eradicate this disaster.

In this experiment, we plan long distance running by
remote control by crawler dump with high rough terrain
running performance as an initial action. We also
assumed that it was necessary to explore whether there
were people left in the tunnel in an emergency. In this
experiment, we used a technology that automatically
stops construction machinery by sending a stop signal to
the construction machinery side when a person enters the
movable range of the construction machinery during
remote control.
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Figure 6. Human body detection camera
(Above: Detected human body)

3 Experiments and Results

CEINNT3

Troubles such as “fire”, “toxic gas”, and “rockfall”
shown in Figure 3 are supposed in a tunnel pit, which is
difficult for a human to approach. For such trouble, the
experiment was carried out by the following procedure.
(This is an assumption and is not related to the
experimental site.)

3.1 Experimental Scenarios

1. Portable 5G base station installed near the tunnel
portal
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Investigation by crawler carrier. In addition to
cameras, gas detectors and scanners are installed on
vehicles.

Since the vehicle has high traveling performance, it
is possible to search for long distance while avoiding

obstacles

A loading machine is installed to remove the

obstacle

Image of Obstacle Removal
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6. Removal completed. go further into

3.2 5G Radio Wave Propagation
Characteristics (reach distance)

A radio wave measuring vehicle was used to measure
the processing speed (UL side throughput) of the 5G
radio wave in the tunnel pit for each distance. The results
are shown in Figure 7.

eyl

Upload Speed (Mbps)

Figure 7. Measured results of the distance reached.

The site had a section including a curve (R = 6,500
m), and it was an environment in which the back side
could not be viewed directly, and in addition, it was an
environment in which materials and equipment for
construction were placed. Therefore, in the preliminary
examination, the reach distance of several hundred
meters was estimated. However, actually, the radio wave
reached far exceeding it. At the 1,400 m point, the "tunnel
lining form" which covers most of the tunnel section is
located (Therefore, the radio measurement vehicle was
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not measured on the face side.), and the processing speed
is expected to drop rapidly beyond this point.

3.3 Remote Control of Construction

Machinery

Two models shown in Figure 8 and 9 were remotely
operated

Carmera
{Human detection)

Figure 9. 4ton class crawler career

The remote control which steers while watching the
video information is usually carried out by in-vehicle
video and bird's-eye view video. However, it is difficult
to make a large numbers of birds-eye image acquisition
facilities for remote control, because of technical and
economic difficulties.

Therefore, in this experiment, by taking advantage of
the feature of large-capacity 5G communication, by
adding a large amount of sensor information in addition
to in-vehicle video as in the past, all remote operation
support information was installed in the vehicle, and no
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birds-eye view video was used (Figure 10).

Driver

| Robot

-

Vehicle Camera

Lidar

Figure 10. Remote operation support information

Table 1 lists the remote operation support information
for this experiment. Here are two sensors to be noted.

One is the detection of obstacles on the tunnel wall
and ahead from the large-capacity point cloud
information obtained by sensing with Lidar (Generic 16
Line). The other is the adoption of the human body
detection system by Al developed by Taisei Corp.

In both systems, smooth transmission and reception
are difficult using conventional Wi-Fi and low-power
communication, but 5G communication is possible.
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Table 1. List of Remote Operation Support Information.

type Direction Units C?E‘p:';"’
Yeficle Camers Up 4 A
Fobot Control Dot 1 A0k
Wehicls Viralion Ui 1 A0k
Liclar Up 1 JOM
Human detection Up i | 15M

Each construction machine was able to carry out the
following by remote control. Both were successful
without birds-eye view (Figure 11).

1. A crawler carrier ran 1,400 m by remote control.

2. 2) Hydraulic shovel: lifted and moved 1ton sandbag
by remote control.

o

Diriver

)

Running Distance : 1, 400m

MAnbarna

Dirfwar

)

Aanbaina Remaval Work

Figure 11. experiments

4 Conclusion

The verification of the portable 5G facility was
carried out in the tunnel environment this time, following
the external environment in fiscal 2018 [2].
From the result, it is considered a communication
infrastructure which can be adapted to many construction
sites.

In the construction site, the construction is started by
improving temporary facilities in accordance with the
construction contents. In order to advance the ICT in the
construction field, "temporary communication" will be
necessary in future, and the possibility that 5G will
become highly influential in the selection of the
communication radio wave.

The case verified this time is the technology which
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can be utilized for investigation of tunnel disaster and
emergency work even in the present stage, and it is
considered to be one of the effective utilization of 5G.
We would like to continue our research on the
improvement of construction productivity using 5G.

I would like to take this opportunity to thank all of
you who are participating in and cooperating with this
experiment.
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Abstract —

We have developed a remote operation support
system for underwater excavators and conducted Sea
experiments. Underwater excavators have been
operated by divers boarding on them. Their main task
is levelling rubble mounds of port structures in
Okinawa, Japan. However, in recent years, remote
control is required due to the decrease in the number
of the divers. Therefore, we have been developing tele-
operation support system for underwater excavators.
This system integrates three elemental technologies
such as “Underwater Information Presentation” that
serves as a display interface, “Measurement Method
of Mound Shape” and “Attachment for levelling
works operated with simple input”. So far, we
conducted elemental tests of each technology
underwater and on land to confirm their usefulness.

In this report, we performed experiments using
this system in the sea. First, the elemental test of the
attachment was performed by boarding operation of
divers. The purpose of the attachment is to perform
levelling works without difficult input for position
adjustments in order to improve the work efficiency
of remote operations. The purpose of the tests is to
evaluate the performance of the attachment alone.
The measurement items are the varies of mound
height and the working time. As the results, the
attachment was confirmed to be able to submerge the
mound and the operability in the sea is the same as
that on land. Next, a remote operation test simulating
levelling works was conducted to measure the work
accuracy and the work efficiency. As the results, by
adding a mechanism to move stones to depressions,
this system is demonstrated to level the mound from
unevenness of £30 cm to that of £10 cm. In addition,
it is confirmed that the working times with the system
depends on the operators’ experiences of tele-
operations more than that of boarding operations.
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From the above, the proposed system is
demonstrated to be useful for levelling works of
mounds by tele-operated underwater excavators.

Keywords —
Tele-Operation; Underwater Construction; Port
Construction;

1 Introduction

Underwater excavators have been adopting for a long
time in port constructions in Okinawa, Japan. They are
similar in shapes and mechanisms to those on land.
However, their hydraulic systems are powered by electric
motors. Therefore, they have cables to supply the electric
power for the motors from ships. They have been
controlled by divers on their cockpits in the sea.

Their main task is levelling works of rubble mounds
underlying port structures. They perform the works by
pressing the backs of buckets against the mounds or
moving stones to depressions (shown in Figure 1).

Operating
diver

/

Underwater
excavator

I

Supporting
diver

\

Figure 1. Conventional Levelling work of mound
by divers using underwater Excavator
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At present, there are two problems. One is that these
operations require huge efforts for the safety
management. Muddy sea water in construction sites
prevents operators from grasping conditions of mounds.
Thus, they have to be supported by other divers. The
supporting divers change positions of stakes and check
unevenness of the mounds. Therefore, they have to stay
nearby the vehicles. For this reason, safety checks must
be conducted Strictly. Secondary, the work productively
is not high due to work suspensions caused by restrictions
on dive times or sea conditions. Due to these
backgrounds, in order to improve the safety and the
efficiently, remote-controlled constructions are required.

Therefore, we have been developing a tele-operating
support system for underwater excavators.

2 Tele-operation Support System

An outline of our system is shown in Figure 2.

Crane
k‘& Generator
iy

e

Breakwater

/

Compressor

Underwater
Excavator

Junction Box

Attachment Hydraulic Operation System

Sonar

Figure 2. Image of Tele-operation system of
underwater excavator

Tele-Operation of underwater excavators is
implemented by installing proportional solenoid valves
in the pilot hydraulic circuits. Operators use remote
consoles on ships, and control the valves by electric
signal. Then, the flow rates of the pilot circuits vary and
drive the main spool valves. In this way, the flow rates of
hydraulic oil are controlled, and operate the hydraulic
cylinders.

In addition, we proposed Tele-operation Support
System composed of three elemental technologies which
are "Underwater information presentation”,
"Measurement Method of Mound Shape", and
"Attachment for levelling works operated with simple
input" (shown in Figure 3).

2.1 Underwater Information Presentation

This is an interface that shows work information to
remote operators on a ship. It is difficult to visually
recognize the position and the orientation of a underwater
construction equipment from the ship due to turbidity.

Therefore, the posture of the excavator is calculated
with data measured by sensors installed on the vehicle.
stroke sensors for cylinders, a gyro sensor, an
inclinometer, a geomagnetic compass, a depth gauge, an
underwater acoustic positioning device, an encoder etc.
are installed (shown in Figure 4).

On the ship, there are a remote console and 3 monitors
showing cross-sectional views, bird's-eye views and top
views (shown in Figure 5). In addition to them, design
information input in advance are also displayed (shown
in Figure 6). This allows the operators to work without
directly watching the work area in the sea.

So far, an installation test has been performed in
actual construction site to verify the robustness of the
underwater information presentation alone [1]. In the test,
an operating diver ridded on an underwater excavator and
performed the conventional levelling work of a mound.
The information presentation monitor was installed in the

Underwater Tele-operation Support System

Underwater

=

Attachment for

Information Presentation

Monitors showing informatiory
needed for operation

Measurement Method
of Mound Shape

Measurement of Mound shape
\ changed by levelling work

\

Levelling works

\\«

To level the mound with
simple input by tele-operatiou

Figure 3. Three elemental technologies for Underwater Tele-operation Support system
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Hydraulic
Breaker

Plate
for
levelling

Attachment

=4

Underwater Excavator |

Underwater
positioning
device

Depth gauge

Figure 4. Sensors installed on excavator for underwater information presentation system

Monitor for

| 3 Monitors of information presentation

Figure 5. Monitors for underwater information
presentation system on remote console room

Current posture of

Planed height
excavetor

shown as
green line

Measured height
Shown as blue line.

Mound height
contacted by
attachment

Gap between

planed height and
-4, 893m B height

[T - 10. 100m

Figure 6. Cross section view of underwater
information presentation system in remote
console room
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cockpit and was used by the diver as a reference for
operation. As a result, there was no failure of equipment
such as sensors. However, the position measured by the
sensor was not correct. The horizontal distance between
the ship and the equipment was several meters, but the
measured results were often over a hundred meter. This
is due to the characteristics of the underwater acoustic
positioning system. This system installs a reference
station on the ship and a target station on the vehicle. The
position is detected by performing triangulation with
sound waves between the stations. In this experiment, the
sound waves may be blocked by the bubbles from the
diver's breathing. Thus, the sound waves may not reach
the reference station directly from the target station. At
that time, the wave reflected on existing caissons or the
seabed may be measured and mistakenly recognized as
the direct sound wave. For the reasons, it is considered
that the measured values differ from the actual positions.
In the experiments conducted in this study, in order to
mitigate the effect of bubbles, the installation position of
the underwater acoustic positioning system was moved
to the rear end of the body.

2.2 Measurement Method of Mound Shape

The height of mounds changes from moment to
moment due to the works. Therefore, it is necessary to
measure the mound height during the levelling works.
We implemented two methods in the system. One is the
way using a profiling sonar. Profiling sonars are time-of-
flight distance meter using sound waves. Acoustic
sensors are less susceptible to turbidity than optical
devices such as laser scanners. Therefore, sonars are
often used for underwater measurements.

From this measurement, the difference between the
mound surface and the target height can be calculated.
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The calculation result is shown on the monitors of
underwater information presentation and serves as a
substitute for the stake. This eliminates the need for the
supporting divers to stay in the sea for the staking. This
is essential for remote control constructions. In this study,
M3 sonar (from Kongsberg Maritime Ltd.) was adopted
in consideration of the time required for measurement.
The sonar measures the coordinates of 128 points on one
cross section up to 40 Hz.

The profiling sonar was installed as shown in Figure
7. The measurements are performed at each time when a
certain range end. The sensor was moved with the
rotations of the upper part of the excavator to measure the
height of the mound surfaces.

Measured Points on a straight
when viewed from above

Profiling sonar

l Excavator turns while
profiling sonar is measuring.

&

o
A olm 4

Locus of lines where has been measured.

Figure 7. Top view image of position where
Profiling sonar installed and the method to
measure the height of mound surface

In order to confirm the measurement accuracy, an
elemental test was conducted in a water tank [2]. The
profiling sonar measured the flat bottom surface of a
water tank and mound model in the tank. The mound
model was made of rubble stones which are same size as
stones of actual rubble mounds in Okinawa, Japan.

As the result, it was apparent that it is possible to
recognize the shape of the bottom surface. However, we
cannot grasp the contour shape of each stone. This is
because the gap between stones could not be measured
accurately. In addition, it cannot measure the height
under the tip of the arm. Therefore, we cannot judge the
completion whether the pressed points get within the
acceptable hight. Hence, we examined another way to
measure the mound height.

Another method for measuring the height of mounds
is to measure by contacting the tip of arms of excavators
against mounds. When the attachment is pressed against
mounds, the height of the tip calculated by the
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information presentation system is same as the mound
height. It has been shown from the results of previous
experiments that this method can measure the mound
height with an average error of 31 mm. However, this
method can measure only one point in one measurement.
Hence, it is not suitable for surface measurement.
Therefore, we use the two measurement methods
properly depends on the purpose.

2.3 Attachment for levelling work operated
with simple input

For the purpose of improving the work efficiency, we
examined an attachment that can level mounds without
delicate input based on detailed topographic information.

So far, a remote operation test was conducted with a
combination of elemental technologies which are
"Underwater Information Presentation" and
"Measurement Method of Mound Shape". In the test, a
stone placed on a flat floor was grasped with a fork grab
and moved to a predetermined place. we evaluated the
working time depends on the observation method. As a
result, it takes 1.8 times longer to perform the work with
the profiling sonar, compared with the case of directly
visual observation on land. It is considered because the
contour of the stone is unclear, and it takes time to
perform the operation of positioning for gripping.
Therefore, we developed "attachment operated with
simple input" for the purpose of improving the work
efficiency.

In this system, we proposed a mechanism to attach a
plate to the tip of a hydraulic breaker (shown in Figure 4).
Not only the static load of the machine, but also the
dynamic load of a breaker pushes down protuberances of
mounds to perform levelling works. On the other hand,
this attachment does not have the ability to raise the lower
part than the plan.

An element test was conducted on this device to
perform levelling works on a rubble mound installed in
the air, to confirm its performance [3]. As a result, it was
revealed that the attachment has an ability to level to
bring down to the target height from +30cm height.

In addition, we conducted element tests of the
proposed attachment in the sea. The purpose of the
experiments was to confirm whether the attachment has
the ability to level the mound in the sea and the time
required for the work. The experiments were carried out
at a rubble mound in Hirara Port in Okinawa, Japan. The
top surface had a water depth of about 5 m, and
unevenness of £30 cm.

In the experiment, the attachment was equipped on an
underwater excavator TKM200-9 (owned by Kyokuto
Co., Ltd) whose operating mass is about 20 tons. A diver
boarded on and operated it. The diver had experience of
controlling underwater excavators in normal tasks. The
work was done according to the instructions of an
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assistant diver.

The attachment banged the mound for 5 seconds and
paused. Then, we measured the mound height. We
alternated 5 seconds of beating and measuring for 6 times
at the same point. As a result, it was shown that the
mound surface could sink 11 cm in 5 seconds and 25 cm
in 30 seconds.

In addition, an experiment simulating a continuously
work in a range of 2m x 5m was also conducted. In this
experiment, we could not recognize the height because
we did not stake. Hence, the time for each impact was
fixed at 5 seconds. The assisting diver instructed the
banging position and the posture of the front part (arm,
boom and bucket cylinder). As the result, the working
time was the same as the land test if supporting divers
guided them. It was confirmed that no deterioration in
operability in the sea due to the attachment was observed.

3 Performance test of the remote-control
support system in the sea

In order to examine the performance of the remote-
control support system, performance tests were
conducted in the sea (shown in Figure 8). The experiment
was carried out at a caisson mound at Hirara Port. The
top is about 8.7m deep. The working areas were Sm x 7m
areas on the top of the mound. In the initial state, the top
of the mound had unevenness of about +30cm from the
target height. The target of the works is to level
unevenness within £10 cm in the working area.

In the levelling works, the attachment banged a point
of the mound until the height gets within the acceptable

Att. = Attachment

height. The operator confirmed the completion by
watching the cross-sectional view showing the hight of
the tip of the attachment contacting with the mound.
After that, the attachment was moved to another
unlevelled point. The layout is shown in Figure 9. The
work procedure is shown in Figure 10.

Figure 8. Captures of sea experiments (left figure;
Excavator craned into the sea, right figure;
Excavator working without divers on cockpit)
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Figure 10. Procedure of levelling tests of mound using tele-operated underwater excavator
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The right part of Site A was over 30cm higher than
the target height in the initial state. Therefore, it was not
possible to make it sink to the target height with the
attachment. Therefore, the range was excluded from the
evaluation of the work efficiency. On site B, a range in
front of the vehicle was excluded from the evaluation.
This is because it was out of the working range of the arm.

In Site A, the test is performed by an operator who is
an underwater excavator operator and has no remote-
control experience. On the other hand, an operator on Site
B is not an operator boarding on underwater excavators,
but has experiences of remote operations.

3.1

From the results, we assessed the accuracy of the mound
height after the works. Before and after the experiment,
the mound height was measured by divers using an
underwater levelling instrument (shown in Figure 11).
Figure 12 and Table 1 show the hight of the Site A after
the test. The grey cells in the table are the excluded part.
As the results, some points that were higher than the
acceptable range remained. The point in yellow circle in
Figure 12 is because the initial height was +40 cm from
the target. Thus, the attachment could not enough subduct.
The part shown in the red circle is because the operator
did not bang there due to misunderstanding that it was out
of the working range.

Accuracy of Mound Height

Figure 11. Captures of measurements before (left
figure) and after (right figure) experiments

Position of Excavator

Acceptable range

Site A calculated fro
measured position

-10cm 4 +10cm
Target height

Figure 12. Bird-view of the Site A after
experiment shown on monitor of “Underwater
Information Presentation”
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Table 1. Unevenness from target height surveyed after
experiment on Site A

Height | 7 6 5 4 3 2 1

e

d 10 6 20 5 -2 7

c 7 2 505 6 7

b 2 10 2 4 -3 5 10
a 1 -2 6 -9 9 0 5

The misunderstanding was caused by the measurement
error of the horizontal position of the vehicle. That can
be dealt with by setting a larger construction range.

In addition, the average height is 0.03m higher than
the planed height and the deviation ¢ was calculated to
0.05m excluding the points in the red and yellow circles.
If the mound shape after the work has a normal
distribution, 68 % of the mound is within 1o (-0.02m to
+0.08m) in height and 95% of that is within 2c (-0.07m
to +0.13m).

On Site B, 3 survey points were measured -10cm or
lower than the planed height. Table 2,3 show the
measured height by divers before and after the
experiments. Figure 13 shows that measured by the
profiling sonar.

The points in black circle in Figure 13 are a missing
measurement. The initial height is so low that the sonar
cannot measure it hiding behind the rock in front. The
points in yellow circles are considered to be the result of
striking too much.

Table 2. Unevenness from target height surveyed before
experiment on Site B

Height | 7 6 5 4 3 2 1
[cm]

oo

c 32 31 38 13 38 6 -18
b -6 35 36 -1 13 33 27
a -4 24 11 38 21 29 42

Table 3. Unevenness from target height surveyed after
experiment on Site B

Height | 7 6 5 4 3 2 1
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Acceptable range

-10cm ;; +10cm
h

Target

Position of
Excavator

Figure 13. Top view of mound height on Site B
measured by profiling sonar before (the upper)
and after (the lower) experiment

Since the attachment has only a mechanism that
depresses mounds by vibrations, it is necessary to install
another function that raises depressions. If the out-of-
range points are excluded, the average height is 0.02 m
lower than the planed height and the deviation o is 0.04
m. It means that 95% of the mound is within the range of
-0.09 m to +0.05 m in height.

From the results, by taking above measures,
underwater excavators with the tele-operation support
system seems to have enough performance to level the
unevenness of the mounds within £10 cm from that
within £30 cm.

Tele-operation
(Site A; Operator has tele-operating
experiences)

Tele-operation
(Site B; Operaor has experiences to board
and operate underwater excavators)

Tele-operation
(Average of Site A and Site B)

Boading Operation
(with attachment and supporting diver
written in Capture 3)

3.2

We investigated the work efficiency of the remote
operation. The working times in the tests were
decomposed into that of each input action. The working
time was analysed from the video movie which recorded
in the remote-control room on the ship. Figure 14 shows
the working times of each items to level one point off.

In the experiment on Site A, the working time was 44
minutes 33 seconds for the work area of about 28 square
meters. There are 34 points banged by the attachment,
and 0.82 square meters are levelled once.

Site B had the work range of about 21 square meters
and had a work time of 20 minutes 39 seconds. The
number of banged points is 29, which averages 0.72
square meters.

As the results, the working times of A were longer than
that of B in all items. It is considered that the effect of
"training for tele-operation" is larger than that of
"training of operation of underwater excavators itself".
This difference is considered to be due to the fact that the
operator engaged in remote operations had empirically
predicted and recognized the movement of the equipment
with respect to the lever input amount.

In addition, we compared the working time of the
boarding-operating work with the supporting diver
written in Section2.3. The working times to level depend
more strongly on the conditions of the mounds than on
the operation method. Therefore, the times of levelling
were not taken into account to compare them. Tele-
operation support system with highly trained operators
was demonstrated to be able to increase the efficiency of
the levelling works.

The tele-operating works by operators with great
experience of tele-operation is faster than the boarding-
operating works in the tests.

Working time

T o> |

X3,

0.0 20.0 40.0 60.0 80.0
Woking Time per a point [ second / point ]
mc.Lifting up me.Streching Front = d.Turning = a.Thruston ®b. Leveling

Figure .14 Working times of levelling works using underwater excavator
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4 Conclusion

In order to improve the safety and the productivity of
underwater constructions, we conducted the study and
the sea experiments on remote operation of the
underwater excavators.

We proposed a remote operation support system made
up of the three elemental technologies. The elemental
technologies are “Underwater Information Presentation,”
"Measurement Method of Mound Shape" and
"Attachment for levelling works operated with simple
input".

In order to assess the performance of the remote-
control support system, we conducted the sea
experiments simulating the levelling works on the
mounds in the sea. The results are shown below.

e  The proposed attachment has the ability to level the
unevenness of rubble mounds in the sea. The
performance to depress mound height was 11 cm in
5 seconds, and 25 cm in 30 seconds.

e  Turbidity caused by the attachment is not more
terrible than that of conventional works.

e  For 28 survey points on Site A, there were 3 points
of +10cm or higher than the planed height. Taking
measures that set larger work ranges than the target
may get rid of the remaining caused by the error of
measured position of the vehicle.

e  On Site A, the average height was 0.03m higher
than the planed height and the deviation ¢ was
calculated to 0.05m without exceptional points.

e  For 21 survey points on Site B, there were 3 points
of -10 cm or lower than the planed height. It is
necessary to add another mechanism to move stones
to places whose height are low.

e  Excluding exceptional points, the average height
after the tests on Site B was 0.02 m lower than the
planed height and the deviation ¢ was 0.04 m.

e  Working time was 65 minutes 12 seconds for the
total work area of about 49 square meters, which
was 45.1 square meters per unit time.

e When the operator with remote-operating
experiences performed the simulating task with
remote-operating system, the working time is
shorter than that performed by the operator with the
conventional boarding work. The work efficiency
by remote-control is considered to depend on the
skill level of the operator.

e By improving the attachment, remote-operated
excavators are demonstrated to be able to level
unevenness of the top surface of mounds within +10
cm in the sea.

As the next step, we plan to study and sea experiments
on an attachment to move stones into lower place than
planed mound.
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Abstract —

The wall of the shield tunnel body is made by
assembling panels called segments into a ring shape.
For the segment transportation in this site, quick,
accurate and safe operation is required in each device
mainly using a crane. However, in recent years, it is
difficult to secure human resources due to the aging
of skilled workers, and automation of segment
transport equipment has become an urgent issue.

In this paper, we decided to work on automation
of a 40t large overhead crane. The focus of this effort
was to investigate an automatic gripping device that
can handle various types of segments with different
shapes, to study the selection and arrangement of
sensors that achieve both high-precision positioning
and fail-safe functions, and to efficiently use segments
in narrow spaces. This is the construction of a
management system using a color code for
transporting to a computer.

As a result, the number of workers was reduced by
automatic operation, and rework due to human error
in selecting the carry-in / carry-out segment was
eliminated, and productivity was improved through
labor savings. In addition, it eliminates damage to the
segments due to erroneous operations and contributes
to ensuring quality.

Keywords —
large overhead crane (load limit:40t);
Autonomous conveying technology;
underground expressway construction site

1 Introduction

In this work, the main line tunnel is being constructed
from the intersection of the Tomei Expressway and the
Nogawa River in Okura, Setagaya-ku to Inokashira-dori,
Kichijoji, Musashino-shi, as part of the Tokyo Outer
Ring Road extending from the Kan-Etsu Expressway to
the Tomei Expressway, by the EPB shield tunneling
method (Figure 1). This work is characterized by a large
section (outer diameter: 16.1 m), long distance (9 km),
and high-speed excavation.
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The walls of the shield tunnel body are made by
assembling panels called segments in a ring shape. At the
construction site, segments are carried mainly by using
cranes, which requires quick and accurate operation. In
recent years, however, the aging of skilled workers has
made it difficult to secure human resources, so there is an
urgent need to automate the cranes. Therefore, this
project worked on the automation of 40t large overhead
cranes to be used for carry-in, storage, and carry-out of
segments in the segment stockyard. This paper reports on
how this project was planned and the actual operation
results.
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Figure 1. Map of construction location

2 Construction Overview

2.1 Overall Construction Overview

Construction name: Construction Work of the
Tokyo Outer Ring Road Main Line Tunnel (Southbound)
Tomei Expressway North Route
Orderer: Tokyo Outer Ring Road Construction Office,
Kanto Branch, East Nippon Expressway Company
Limited
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Contractor: Specific Construction Work Joint Venture of
Kajima, Maeda, Sumitomo Mitsui, Tekken, and Seibu
Construction area: from Okura, Setagaya-ku, Tokyo
to Kichijoji Minami-cho, Musashino-shi, Tokyo
Construction outline
* Section size
Outer diameter of tunnel: ¢15.8 m
Inner diameter of tunnel: ¢14.5 m
Outer diameter of shield machine: ¢16.1 m (largest in
Japan)
* Excavation length: 9,155 m
* Construction method: EPB shield tunneling method
* Horizontal alignment: R = 643 m (minimum)
+ Earth covering: 38.3 (at the riverbed of Nogawa River)
to 55.7m
* Longitudinal slope: 0.3 to 1.5%
* Cross Passage: 5 locations
* Underground junction: 1 location
2.2 History of Introduction of Automated
Overhead Cranes

A multi-shelf automated warehouse is an example of
equipment that automatically carries segments in and out.
Such warehouses are well-proven and technically
established, but if used in construction work that handles
large segments such as this project, the following
problems arise:

1. The multi-shelf warehouse for large segments
requires a large frame structure and consequently

large support piles, which increases the
construction period and cost.
2. The large frame structure also reduces the

advantage of a small footprint of the multi-shelf
warehouse.

3. The equipment (a stacker crane) cost is also high
(about 2.5 times that of an overhead crane) because
it handles heavy loads.

An overhead crane can move freely in three
dimensions and function equivalently to a multi-shelf
warchouse. Since the overhead crane does not require
any special structure, it can shorten the construction
period and reduce the cost, and is highly applicable to
other similar construction works. Therefore, although it
was an unprecedented attempt, this project worked on the
automation of overhead cranes as equipment that can
automatically carry in and out even large segments
instead of a multi-shelf automatic warehouse.

2.3 Segment Overview

In this project the tunnel is constructed by using
segments of different materials and widths depending on
the purpose and conditions at each location. Over 70,000
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segments must be brought in to construct a total of 5,676
rings over the total tunnel length of 9,155 m (Table 1)

Table 1. Segment overview

@ Reinforced concrete structure

@ Has high rigidity and excellent
compression resistance and durability;
Used for standard sections across the
entire tunnel

Number of rings: 4,247
Number of divisions: 13 pcs/ring
Weight: Approx. 10 ton/pc

RC segment

@ Hybrid structure of steel and concrete

@ Used in areas where high-rise
buildings causing high loads may be
constructed

Number of rings: 628

Number of divisions: 13 pcs/ring
Weight: Approx. 11 ton/pc

Composite segment

@ Box structure made of steel plates

@ Used for lateral connecting galleries
requiring openings and underground
widened sections that need to be cut to
be removed

Steel segment

Number of rings: 801
Number of divisions: 13 or 14 pcs/ring
Weight: Approx. 5 ton/pc

2.4  Overview of Segment Stockyard

Figure 2 and 3 show the workflow from carry-in to
carry-out in the segment stockyard.

Segments are transported by trailer, and then picked
up, carried in, and stored in the segment stockyard by the
overhead cranes. In order to prevent the load from
collapsing during transportation, the segments are
stacked in only two tiers. In the stockyard, however,
segments are stacked in four tiers in principle, and so
three rows are used for one ring. In the tunnel, since a
precast RC invert is to be installed when assembling
segments, it is efficient to also carry in and store RC
inverts in the segment stockyard and carry one out
together with segments. Therefore, a RC invert storage
area is also provided in the segment stockyard. The
stockyard as a whole can store segments for 10 rings and
RC inverts for eight rings (Figure 4).

Segments stored in the segment stockyard are picked
up by the overhead cranes and placed on a temporary
receiving pedestal (hereafter, “temporary receiving
setter””) to be carried out. The segments placed on the
temporary receiving setter are transferred to a transport
carriage to be carried into the tunnel. Once the segments
are carried out of the segment stockyard, their order
cannot be changed in the tunnel. Therefore the segments
must be carried out in the order of assembly.

Table 2 shows the mechanical specifications for the
overhead crane body. Two overhead cranes are installed
in order to shorten the cycle time by alternately carrying
in and out segments, eventually enabling high-speed
excavation (Figure 5).
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Table 2. Mechanical specifications for overhead crane eper
Item Specifications
Overhead crane No. 2 Overhead crane No. 1
Load 40t
Hoisting speed 0.172 m/s
Rated values
Traverse speed 0.417 m/s i
Travel speed 0.417 m/s Ca‘;]’[’;i:;?yom L i
‘Wire rope Type B: IWRC 6 x Fi (29) 8 hooks x 20 mm 4
Span 26.67m }
. Crane girder length | 27.17 m -: [
Construction — - - - m
Lifting height 1425 m L L B T O T T :1
Crane girder height | 10.345 m | B
For hoisting 2 x 45 kW F
Motor For traverse motion |2 x 2.2 kW L h-.-[ m rﬂ 111- m m
For traveling 2%x55kW Temporary Temporary Temporary Temporary Temporary Temporary
i receiving  receiving  receiving receiving  receiving  receiving
Drum Hoisting drum PCD 9540 mm setter 6 setter 5 setter 4 setter 3 setter2  setter |
Sh Hoisting sheave PCD 9558, 400 mm . ) .
cave Equalizer sheave | PCD 9400 mm Figure 5. Vertical section of segment stockyard
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Figure 3. Workflow from carry-in to carry-out in segment stockyard (for one ring)
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3 Automated Equipment

3.1
3.1.1

Overview of Automated Cranes
Scope of automation

This time, segments are picked up manually from
trailers. This is because there are various shapes of
trailers and segments and therefore positioning is
difficult, and also the segments brought in by trailers
must be checked for damage, requiring human
intervention.

After segments are picked up and moved to the
storage area, carry-in, inventory management, and carry-
out are performed automatically.

3.1.2  System Configuration

Figure 6 shows the system configuration of the
automated overhead cranes. The system consists of
overhead crane and segment grabs equipped with various
sensors and control devices necessary for automation, a
management system that issues transport instructions,
and a ground control panel that exchanges signals with

Table 3. List of overhead crane sensors

Mounting position

Intended use | Qty. | Model Intended use of signals and specifications

Hoisting sensor

L MRE- - L L
Encoder for hoisting 2 |G160SPO6IFKB For hoisting position Mounted on hoisting
position detection (NSD) detection drum

L For correction of hoisting
Fi.""“a.] upper limit , |PSKu-110c0 position detection encoder [q .

or orgin (YE CONTROL)  |For automated operation cighttype

correction) control

Upper and lower

hoisting cam limit 2 |Supplied with hoist
switch
ﬁzietrgsncy upper 2 |Supplied with hoist |For master interlock
Load detector 2 |DLS-5033A-1
Traverse motion sensor
Mounted on girder
Tfassr rangeﬁnd§ r DL100 For traverse position With reflector
for traverse position 1 (SICK) detection mounted on traverse
detection grab
Reflector: 0.5 X 0.5 m
. PIKU-110 Triggers emergency stop
Traverse limit 2 |(YECONTROL) _|when open

For speed monitoring
before traverse limit and
trailer area detection
Triggers emergency stop
upon detecting abnormal
speed while open

Sensor: Mounted on
girder

(3 sensors for
overhead crane No. 2)

Magnetic proximity
switch for traverse
position detection

5 |PSMM-R3EIH
(3) |(YE CONTROL)

For speed monitoring
before traverse limit and
trailer area detection
Triggers emergency stop
upon detecting abnormal
speed while open

Magnet for
magnetic proximity
switch for traverse
position detection

PSMM-M450T
(YE CONTROL)

Magnet: Mounted on
traverse grab

Travel sensor

Mounted on girder

Laser rangefinder With reflector

each plece Of equlpment. L DL100 For travel position mounted on
for travel position 2 X
. (SICK) detection soundproof house
detection wall
Reflector: 1 x 1 m
Travel limit 1 PIKU-110 Triggers emergency stop

‘ Overhead crane No. 2 ‘ ‘ Overhead crane No. 1 ‘

Multiplex transmission

Segment grab

Optical space
transmission

Multiplex transmission

Segment grab

Optical space
transmission

Electrical
signal Vi
‘ Ground control panel }_F‘empor:xcrrecewm%

Ethernet

‘ Management system ‘

Figure 6. Configuration of automated crane system

3.2
3.21

Overhead Crane
Basic Configuration

Table 3 lists the sensors mounted on the overhead
crane body for the purpose of automation, and Figure 7
shows the layout.

The position coordinates of the overhead crane were
measured by using a laser rangefinder for the travel and
traverse directions, and by using an encoder for the
hoisting and lowering directions.
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(YE CONTROL) | when open

For speed monitoring
before travel limit
Triggers emergency stop
upon detecting abnormal
speed while open

Sensor: Mounted on
travel girder

(7 sensors for
overhead crane No. 2)

Magnetic proximity
switch for travel
position detection

9 |PSMM-R3EIH
(7) |(YE CONTROL)

Magnet: Mounted on
soundproof house
wall

(7 magnets for
overhead crane No. 2)

For speed monitoring
before travel limit
Triggers emergency stop
upon detecting abnormal
speed while open

Magnet for
magnetic proximity 9
switch for travel (@]
position detection

PSMM-M450T
(YE CONTROL)

Others

Optical space 1 pair |BWF-3EA/B For overhead—ground Crane-ground

t] ission device | (2units) | (Hokuyo) transmission: 1 pair transmission
Mounted on girder

Anti-collision TCR-30L3 For collision prevention | With reflector

mounted on
counterpart crane

detector (Toyo Electric) between cranes

Reflector for travel Travel Jimit

Optical space
transmission laser rangefinder
i é Soundproof house wall

Travel laser rangefinder

Reflector for traverse
laser rangefinder

v e
n
I\ Travel PG 8

L\ Traverse laser rangefinder

\
/ Hoisting PG__&
— / r
Emergency upper|
=l hoisting limit
"
k\ Load detector
o

Travel area
monitoring 1
Normal upper | |sensor

hoisting limit i
Upper and Lower

cam limits

L
Anti-collision detecmr/’

’/ [ Magnet for travel

area monitoring sensor

Traverse area
|_monitoring sensor C

'\ Traverse limit

area monitoring sensor
Hoisting position
detection encoder

Reflector for anti-collision detection
Mounted on counterpart crane

Figure 7. Layout of overhead crane sensors
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3.2.2  Positioning Accuracy

The stopping accuracy of the overhead crane must be
set to the target value +£50 mm, considering the possibility
of interference between the segment to be carried into the
tunnel and other equipment. Since high-precision
positioning control is required, vector control with PG
(pulse generator), which can output stable torque even at
low speeds, is used to control the electric motor (Table
4).

Table 4. Specifications for overhead crane motor

Intended use | Qty. Model Output Control method
kW)
Electric For hoist Yaskawa Matrix Converter U1000 80 kVA
hoisting motor 2 180Fr 45 Vector control with PG
isting 1 PG: MSK-510-1024 (1024 pulse/rev)
. Yaskawa Matrix Converter U1000 8 kVA
e Flcﬁtnc " 2 (/3[\)1\9231-6120- 2.2 | Vector control with PG
raverse motor s PG: ERN1330 (1024 pulse/rev)
Electric travel CNVMB-6165- Yaskawa Matrix Convcncr U1000 12 kVA
" 2 AP-B-25 5.5 | Vector control with PG
motor PG: ERN1330 (1024 pulse/rev)
3.2.3  Safety Functions

The following safety functions are provided so that
the automated operation of the overhead cranes is
stopped if the positions of the cranes cannot be measured
accurately due to failure in the laser rangefinder or
encoder measuring the positional coordinates of the
cranes.

1. Positioning monitoring
If the deviation between the integrated value of the
vector control PG and the value measured by the
laser rangefinder, for the travel and traverse
Installed at a distance equivalent to the control range from the
segment storage area at the end of the area.
Triggers emergency stop upon detecting an abnormality.
Limit magnetic detection switch
Limit switch
§ (for travel and traverse ends only)
s 8
2 8
9
S o8
CE
88
a8 5=
b
2E &
» O =
Distance

. Segihient storage area
Mechanical stopper at area end
* Only at travel and oty

Deceleration (creep) range
traverse ends

g Control range *1
distance (200 mm)
after

10% of

rated

speed
Coasting distance after 10% of
rated speed until stop (6 mm)

From limit switch to mechanical stopper
(for ends only) (100 mm)

Automated operation area

and Robotics in Construction (ISARC 2020)

directions, or the deviation between the command
value from the management system and the value
measured by the encoder, for the hoisting and
lowering directions, exceeds a certain value during
positioning, it is regarded as a position detection
error and the overhead crane is stopped.

Area monitoring

The area is monitored by magnetic detection sensors
to prevent the overhead cranes from continuing
automated operation after deviating from the
predetermined area. These sensors are installed near
the boundary between the manual and automated
operation areas and that between the working areas
of the two overhead cranes.Figure 8 shows the area
monitoring plan diagram.

A magnetic detection switch for monitoring
deceleration is installed in front of the segment
storage area at the end of each area. If the overhead
crane is traveling or traversing faster than the rated
speed when detected by the sensor, it is judged to be
abnormal and the crane is stopped. This ensures that
overhead cranes approaching an area boundary are
decelerated without fail.

If the overhead crane continues traveling or
traversing even after reaching the segment storage
area at the end of each area, the limit magnetic
detection switch (or the limit switch for the travel
and traverse ends) judges it as an overrun and stops
the crane. The limit magnetic detection switch acts
as an electric stopper and is set to the position such
that the overhead crane stops before hitting against
the mechanical stopper.

2.

Installed at a distance equivalent to the “coasting distance after
90% of rated speed until stop” from the segment storage area at
the end of the area.

Triggers emergency stop upon detecting an abnormality.

Magnetic detection switch
for deceleration monitoring

Normal stop

Travel/traverse
speed
&

100% rated
speed

Emergency stop

Normal deceleration
start point

Coasting distance after 90% of
rated speed until stop (506 mm)
Coasting distance from rated speed
to stop (625 mm)

*1.  Control range: Determined from the coasting distance due to sensor

errors, control delays, and others while allowing a margin.

*2. Figures in parentheses are the distance set this time.

Figure 8. Area monitoring plan diagram
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3.3 Segment Grab

Transportation of segments using a crane used to be
performed by manually slinging the segments on a sling
or the like. This time, a segment grab was newly
developed as an automated segment slinging device.

Figure 9 shows the mechanical drawing and Table 5
lists the mechanical specifications for the segment grab.
The segment grab is used as a slinging tool by hanging it
on the hook of the automated overhead crane. However,
the hook would rotate freely if left as it is, so it is pinched
with plates to prevent rotation.

In order to align the center of gravity between the
segment grab and the segments even for those with
different widths, the segments are sandwiched by two
arms in the lateral direction and then placed on the
grabbing jaws. The grabbing jaws that support segments
are fitted with rubber plates, and the arms and the
grabbing detection bar that come into contact with the
segments are fitted with MC nylon plates (friction
reducing plates), in order not to damage the segments
during lifting. Photo 1 shows the segment grab grabbing
segments.

2-Anti-swing guide pipe
Segment grab relay g

Grabbing device board (for sensor) -

control panel

v

4-electric cylinder

- 1 RaAed B, 200 g
¥ n‘"“"‘m ST: 750 mm
]
Sl E .
2-cylinder 2
F . guard
i I 54 Grabbing arm
|:|LH H':rj 2-Grabbing jaw bar

2-Grabbing jaw

-

[
1, -

Figure 9. Segment grab drawing

Table 5. Mechanical specifications for segment grab

Item
Rated load
Opening/closing speed
Arm opening

Specifications

33t
75 mm/sec x 2 (9.0 m/min)
520 to 2,020 mm

preventing the load from swinging during traverse
motion. Although it is necessary to hoist up the grab to
the upper limit each time before making traverse motion,
this enables high-speed traverse motion and highly
accurate positioning.

Table 6 lists the sensors mounted on the segment grab,
and Figure 10 shows the layout.

The grabbing sensors detect that the segments are
sandwiched by the arms, and the loading sensors detect
that the segments are engaged with the jaws. Both types
of sensors work together to detect that the segments are
securely grabbed.

The pocket collision and bottom collision detection
sensors are provided to prevent contact between the
segment grab and the segment, RC invert or any obstacle
in the event of an abnormality in positioning or an
unexpected incident.

The grab opening detectors are provided to detect the
cylinder strokes of the left and right arms and are used
for positioning correction in the traverse direction
(Figure 11). In particular, when picking up segments
from a trailer by manual operation, the center cannot be
aligned precisely between the segment grab and
segments, causing a difference in the strokes of the left
and right arms. If the segments are carried in such a state,
the center of the segments will deviate from the target
position because the positioning is performed using the
center of the segment grab as the reference. In order to
prevent this, the strokes of the left and right arms are
detected when grabbing the segments, and the traverse
distance is corrected during positioning by the difference
between the strokes.

Photo 1. Segment grab grabbing segments

Arm length 3,547 mm .
At width 1,950 mm Table 6. List of segment grab sensors
Jaw length 240 mm T Tntonded yc—
Own weight 6,800 kg Name Qty. Model ntended use of signals i Notes
LPTC2000H7.5V For opening/ With thrust detector,
Power supply 3-phase, 400 V, 50 Hz Electric cylinder 4 |LRIJF-TK losi P! h e ab rotary encoder, and
Stroke 750 mm (Tsubaki E&M) | €1oSine the gra stroke adj LS
Electric Motor capacity 2.2 kW x 2 units x 2 arms Hole detection 6 |PEY-155C For detecting obstacles when |Light
cylinder Rated thrust (per piece) 2,000 kgf photoelectric switch (Hokuyo) opening/closing the grab projector/receiver
Thrust detector Load_m_g dctct}tmn 5 E2E-X3D1 Loading detection
Accessories Rotary encoder proximity switch (Omron)
Stroke adjustment LS Grabbing detection 2 |E2E-X10DI For grabbing detection
proximity switch (Omron)
L . : : . . Bottom collision .
In addition, anti-swing guide pipes are installed on the  |4eoion 16 [PZ-G4IN For detecting obstacles under
4 3 3 photoelectric switch (Keyence) the grab
segment grab, which fit into the sheath pipes on the |phoeciecre:
ocket collision .
. : : : N PD5-1MC For detect; bstacles wh
overhead crane when the grab is hoisted to the upper limit, |dtection 16 erin the e
] photoelectric switch (Hokuyo) lowering the grab
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Figure 10. Layout of segment grab sensors
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Figure 11. Positioning correction in traverse
direction
3.4 Picking Up and Attitude Detection of
Segments

It is impossible to position the trailer strictly at right
angles to the overhead crane or load segments exactly
parallel to the trailer, and consequently, segments are
angularly misaligned with the segment grab. As the
segment grab is suspended by wires, it rotates to align
with the segments upon grabbing the segments, but when
the grab is hoisted up to the upper limit, the guide pipes
on the grab fit into the anti-swing sheath pipes, so that the
angular deviation is corrected (Figure 12).

3.5 Management System

The management system consists of a survey system
and an ordering system. The configuration of the
management system is shown in Figure 13.

The survey system plans the allocation of future
segments based on the survey results of the tunnel
alignment and the design alignment plan.

The ordering system orders the factory to ship the
segments planned to be allocated by the survey system,
and at the same time, specifies the loading order of the
segments onto the trailer according to the types of
segments, and is also able to check whether the segments
are loaded onto the trailer in the specified order at the
time of shipment from the factory.
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The automated overhead crane automatically
determines where to store the segments in the stockyard
from the information on the segments brought in by
trailers and that on the inventory in the stockyard. In
addition, it automatically selects the segments to be
carried out according to the allocation plan and transports
them from the stockyard to the temporary receiving setter.

The color code shown in Figure 14 was adopted as a
marker to identify each segment and RC invert. A color
code sticker which identifies the segment type is attached
to the side of each segment at the factory, and the color
code is read by the camera on a tablet terminal at the site
so that the automated overhead crane recognizes the type
of the segment brought into the stockyard. Unlike
barcodes and QR codes, multiple color codes can be read
from a distance at a time, which is ideal for identifying
stacked large segments such as those in this case.

1. Before grabbing 2. Grabbing 3.

The segment grab rotates
due to grabbing.

Upper hoisting limit

Segments are angularly
misaligned with the grab.

The guide pipes fit into the
sheath pipes, which properly
aligns the segment grab and
segments.

Figure 12. Angular misalignment correction flow for
segments

Survey system ===p Carry-in flow

Segment assembly
simulation
allocation

I:l Automated

1 Manually operated on-site ~~ > Carry-out flow

|:| in segment factory

Transportation from factory
to construction site bv trailer
Automated overhead

N
Designate picking-up
crane
Pick up segmems from Select segments
trailer
Carry segments fo Pick up segments
automated operation area]

Carry in and store segments Carry to lcmporary
in stockyard receiving setter

Ordering system \

Specify loading
order

heck loading order
Register vehicle
information

Figure 13. Configuration of management system
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Figure 14. Color code

3.6  Safety Measures

In order to prevent accidents such as people getting
caught in the overhead crane during automated operation,
fences are installed at the boundary between the
automated and manual operation areas. However, to
allow people to enter the automated operation area for
maintenance, open/close doors are provided at some
points of the fences. A lockable open/close detection
sensor is also mounted on each door in order to prevent
people from accidentally entering the area during
automated operation (Figure 15). If any door opens
during automated operation, the overhead cranes are
stopped. Furthermore, to ensure safety, people entering
the automated operation area are obliged to carry the key
of the open/close detection sensor with them so that the
automated operation of the cranes cannot be restarted
until they leave the area.

P N E
= . . . .l- - r ,I 3
4 AR S S
R Automated o

; operation area

Fences

Manual operation area

_ Open/close door (lockable and with
open/close detection sensor)

Figure 15. Layout of fences and doors with
open/close sensors

4  Actual Operation Results

4.1
4.1.1

Productivity Improvement

Labor saving and reduced dependency on
personnel

As a result of the introduction of automated overhead
cranes, all the segment stockyard operations were
automated except unloading of segments from the trailer,
which required only two operators. Before these cranes
were introduced, it had been assumed that a total of six
operators would be required, two for each of the two
overhead cranes and two for the temporary receiving
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setter. Thus, the use of automated overhead cranes
improved productivity by saving labor.

This project significantly improved productivity also
by reducing labor hours due to the reduced thinking time
required for determining where to store segments and
identifying the segments to be carried out, and by
reducing the dependency on personnel so that even
operators without specialized knowledge or advanced
skills can perform the operations.

4.1.2 Reduction of losses due to rework

If a wrong segment is carried into the tunnel, the
segment must be replaced, requiring shield excavation to
be stopped. This would cause various losses, such as the
stand-by hours of excavation operators and cancellation
of materials and vehicles. In the case of a large-scale
construction work like this, the cost incurred would be
enormous.

The segment selection function of the automated
overhead crane has been working without requiring any
rework until now.

4.2  Quality Assurance

While ensuring a positioning accuracy of +50 mm,
this project achieved automated transportation, and
prevented malfunctions by means of various sensors and
prevented erroneous operation by humans. The system
has not caused any damage, such as cracking and
chipping, to segments until now. The project has
successfully built equipment that can make a significant
contribution to quality assurance.

4.3 Improved Safety

In automated operation, the overhead cranes
(machine) and segments and RC inverts (load) are
completely separated from humans, eliminating the risk
of man-made disasters and contributing to improved
safety.

5 Conclusion

This project introduced automated transportation
using overhead cranes, which was unprecedented in the
carry-in/out of segments for shield construction work.
The system improved the on-site productivity and safety,
and also contributed to quality assurance. The automated
overhead crane we developed can handle segments of
different widths and shapes, and is highly applicable to
other similar construction works.

We will continue to work on improving the efficiency
of construction work on-site in order to address the
shortage of human resources due to the declining
birthrate and aging population.
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Abstract —

Currently, the high demands and needs to
improve  productivity and labor-saving in
construction industries leads to many automation
and mechanization. Thi