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Preface 
The 1st International Symposium on Automation and Construction (ISARC) was held at 
Carnegie Mellon University in Pittsburgh, Pennsylvania, USA in 1984. Since then, ISARC has 
been held all over the world every year to exchange information about the development and 
practical use of construction robot technology among industry experts, academic researchers 
and individuals with novel ideas for all fields of construction, civil and building engineering, 
machine automation, robotics applications to construction, information technologies, planning, 
logistics, etc.  

ISARC has been held in Japan four times so far, but it has not been held here since 2006, 
because the momentum for the development of construction robots declined rapidly with the 
economic downturn around 2000. We were very pleased to learn that we would be able to 
hold the 37th ISARC in Japan in 2020 after 14 years thanks to the recent increase of 
momentum in the development of construction robots.    

For the symposium, we had planned and prepared to organize not only research 
presentations, but also key note lectures, technical exhibitions and technical visits related to 
construction robots in use on the island of Kyushu, in the western part of Japan. Last 
December, we started a call for papers, and more than 390 abstracts were received from 33 
countries.  

Unfortunately, the infectious disease caused by COVID-19, which started at the end of last 
year, quickly spread throughout the world, and many people are still suffering from its effects. 
We would like to express our heartfelt sympathy to all the people who are in a severe situation, 
including those who have lost loved ones and/or have been infected by the disease. 

There is still no clear end in sight to COVID-19. For this reason, in May of this year, we 
decided to hold the symposium online and immediately started the preparations for an online 
symposium. However, we had neither the experience nor the know-how to organize an online 
international symposium. Therefore, our original plan was not necessarily a very productive 
one. Under these circumstances, we received tremendous support from the IAARC Board 
members and were able to hold the online symposium successfully. We would like to extend 
our sincere gratitude to them for their kindness and great cooperation. 

Although the number of submitted papers decreased, due to changes related to an online 
symposium, we still received 221 full papers from 23 countries. We believe that this 
symposium was very fruitful in terms of cross-national technical exchange among all the 
participants. 

Finally, I would like to express our deepest gratitude to the members of the Japanese local 
committee for all the work they did with us in planning and preparing for this symposium. I 
believe that the efforts of all the people involved in this symposium will greatly contribute to 
the further evolution of construction robots. 

 
Kazuyoshi Tateyama 
Chair, 37th ISARC 
Professor, Ritsumeikan University, Japan  
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Introduction 
This publication is the Proceedings of the 37th International Symposium on Automation and 
Robotics in Construction (ISARC). The symposium was held online during 27-28 October 
2020. The Proceedings include an illustrated review of the program, the names of 
organizations and persons who contributed to the technical program, and the 221 technical 
papers from 23 countries authored for this international meeting. 

The manuscripts were presented during 57 sessions on 3 tracks, among them: automation 
and robotics, building information modeling (BIM), inspection and monitoring, artificial 
intelligence and machine learning, construction management, safety and health, data sensing 
and analysis, mixed Realities (AR/VR), control technology, education, environmental sensing 
and modeling, human sensing and monitoring, IT supported system, database, big data, lean, 
logistics, prefabrication, modularization, leaning/AI/recognition, human-computer interaction, 
measurement, modeling and management, new application field of construction robots and 
machines, risk management, robot and interface design, and robot construction. 

Please note: All ISARC proceedings since 1984 are available at no cost at 
http://www.iaarc.org. 

We are very grateful for the support of so many. Thank you! 
 
Prof. Kazuyoshi Tateyama, Ritsumeikan University, Japan (Chair) 
Prof. Kazuo Ishii, Kyushu Institute of Technology, Japan (Co-Chair) 
Prof. Fumihiro Inoue, Shonan Institute of Technology, Japan (Co-Chair) 
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Program Schedule 
JST* Tuesday October 27 Wednesday October 28 

08:00   Opening Ceremony  
   Tucker-Hasegawa 2020 Award Keynote Lecture Academic Presentations 
 – 13:00 Academic Presentations  

14:00 – 15:00 Keynote2 Keynote3 
15:00   Academic Presentations Academic Presentations 

 – 19:00 Award and Closing Ceremony 
20:00 – 23:00 Academic Presentations  

       *Japan Standard Time 

Keynote 
 
Tucker-Hasegawa 2020 Award Keynote Lecture 
Hyoungkwan KIM 

Professor at Yonsei University, Korea 
 
Smart Safety Assurance for Temporary Structures 
Temporary structures on construction sites has been the major cause of worker fatalities. 
According to a Korean statistics report, about 300 people are losing precious lives each year 
due to accidents involving temporary structures. A new research program was launched this 
year to develop a smart safety assurance system that recognizes, evaluates, and predicts 
accident risks that may occur during the installation, dismantling, and operation of temporary 
structures. It is a part of the smart construction initiative sponsored by the Korean Ministry of 
Land, Infrastructure, and Transport, and the Korea Agency for Infrastructure Technology 
Advancement. The program was designed for developing technologies such as deep 
learning-based hazard identification, augmented reality-based risk warning, and smart 
mobility for intelligent sensing of construction sites, with a total budget of ₩12.5 billion ($10.5 
million) over six years. The program has a clear goal of reducing the number of accidents 
related to temporary structures by more than 25% through the creation of a new construction 
culture, safety-related policies, and safety-related industries. 
 
Speaker profile:  
Hyoungkwan KIM, Ph.D. is a Professor of the School of Civil and Environmental Engineering 
at Yonsei University, Korea. His areas of research include construction automation, 
infrastructure adaptation to climate change, and project finance. He is the principal 
investigator of a $10.5 million research program titled “Smart Safety Assurance for Temporary 
Structures,” which is a part of smart construction initiative sponsored by the Korean Ministry 
of Land, Infrastructure, and Transport, and the Korea Agency for Infrastructure Technology 
and Advancement. He serves as Vice- President for the International Association for 
Automation and Robotics in Construction (IAARC), and Associate Editor for Journal of 
Computing in Civil Engineering, American Society of Civil Engineers (ASCE). He also served 
as Secretary General for Association for Engineering Education in Southeast Asia and the 
Pacific (AEESEAP). He has received six excellent teaching awards and an excellent research 
award from Yonsei University. More information on Prof. Kim can be found 
at: http://aim.yonsei.ac.kr. 
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Keynote 2 
Naoki SATO 

Director of the Space Exploration System Technology Unit, The Japan Aerospace 
Exploration Agency (JAXA), JAXA Space Exploration Center (JSEC), Japan 

International Space Exploration and Japanese Lunar Activities 
JAXA is engaged in international collaborations to tackle the challenge of human and robotic 
exploration missions in and beyond low-Earth orbit (LEO). The current focus is exploration 
missions to the Moon and Mars, targeting future human activities. His presentation introduced 
Japan’s current exploration activities and JAXA’s future plans and studies beyond the Earth 
orbit with the context of international coordination. Especially for the lunar surface activities, 
the concept study of the lunar base construction, which JAXA had conducted with a group of 
construction-related companies across Japan, was introduced along with the technological 
development. 

Speaker profile:  
Naoki SATO graduated from the Aeronautics Engineering Department, Kyusyu University in 
1986, and gained a master degree of applied engineering of Kyusyu University in 1988. In 
the same year, he entered the National Space Development Agency of Japan (predecessor 
of JAXA). From 1990 he had been involved in the International Space Station program for 
about 16 years. Afterwards, he has been working for the international space exploration 
program formulation. Since April 2018 he is the current ISECG chair and since July 2018 he 
was assigned as the Director of the Space Exploration System Technology Unit of JAXA 
Space Exploration Center (JSEC). 
 
Keynote 3 
Yasushi NITTA 

Director for Construction Equipment and Safety Planning Office, Policy Bureau, Ministry of 
Land, Infrastructure, Transport and Tourism, Japan 

Initiatives for Robot Introduction in Japanese Public Works 
The Japanese society faces various social issues such as frequent occurrences of 
earthquakes, eruption of volcanoes, floods, landslides, etc., resulting in the deterioration of 
the infrastructure. Japan also sees a reduction of the working population in the construction 
industry. In his speech, he introduced initiatives for the social implementation of robots and 
information and communication technologies in the Japanese construction industry, including 
the Ministry of Land, Infrastructure, Transport and Tourism (MLIT). 

Speaker profile:  
After graduating from University of Tsukuba in 1994, Dr. Yasushi NITTA joined the Ministry of 
Land, Infrastructure, Transport and Tourism (MLIT). There he is widely engaged in policy 
planning, public works and R&D in the various departments, such as MLIT Headquarters, 
Regional Development Bureau, National Road Office, National Research Institutes (PWRI, 
NILIM), Advanced Construction Technology Center (ACTEC). He is especially responsible for 
the planning and operation of on-site verification projects to promote the introduction of robots 
to the infrastructure department, development/deployment/budgeting/operation of disaster 



x 
 

countermeasure machines, and nationwide deployment of machine construction (i-
Construction) using 3D data. Dr. NITTA is also engaged in establishing technical standards 
for the purpose, demonstrating ultra-long-distance unmanned construction technology, and 
flood control as an international emergency relief team. 
 

Video list 
Construction robots in Japan 
1. Sea Experiment on Tele-operation System of Underwater Excavator 

National Institute of Maritime, Port and Aviation Technology, 
Port and Airport Research Institute, 
Infrastructure Digital Transformation Engineering Department 

2. Development of Heavy Carrier Robot for Shallow Water Area 
New Unmanned Construction Technology Research Association 

3. Tunnel RemOS-WL 
Kanamoto Co., Ltd. 

4. kana Robo – Robo-Construction System – 
Kanamoto Co., Ltd. 

5. kana Robo – Robo-Construction System 2 – 
Kanamoto Co., Ltd. 

6. ROBO CONSTRUCTION – DokaBOri Training – 
Fujiken Co,Ltd. 

7. "A4CSEL" at the Seisho Test and Practice Field 
KAJIMA CORPORATION 

8. Pursuing "Zero Ground Subsidence" in Shield Tunneling 
TAC Corporation 

9. Automatic Dam Concrete Placing System 
SHIMIZU CORPORATION 

10. Automatic Tunnel Lining Concrete Placing System 
SHIMIZU CORPORATION 

11. A robot that assists in plotting 
SHIMIZU CORPORATION 

12. Development of IT construction system by Robot 
Public Works Research Institute 

13. Demonstration of autonomous excavation, loading and unmanned bulldozer. (CEATEC2018) 
Komatsu Ltd., Office of CTO 

14. Smart Construction Concept, Future image. (CEATEC2018) 
Komatsu Ltd., Office of CTO 

15. BE A HERO, Future image 
Komatsu Ltd., Office of CTO 

16. DEEP CRAWLER - Crawler type ROV 
WAKACHIKU CONSTRUCTION Co., Ltd. 

17. What is dredging? - A job that protects the safety of the sea 
WAKACHIKU CONSTRUCTION Co., Ltd. 

18. Robotic rubble-mound mechanized construction system 
PENTA-OCEAN CONSTRUCTION CO., LTD. 

19. Rotation Control Device for Lifting Cargo 
WAKACHIKU CONSTRUCTION Co., Ltd. 

20. Automatic operation system of the construction machine (Vibrating roller・Bulldozer) 
HAZAMA ANDO CORPORATION  
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Abstract –  

In recent years, building information modeling 
(BIM) has been widely used to create animated 
simulations for engineering demonstrations. On-site 
engineers often employ animations generated using a 
BIM system to explain the current project status to 
their managers, so that the managers can grasp the 
actual project status. However, the fidelity of the 
terrain models built using BIM is relatively low, and 
the modeling process is labor-intensive. These factors 
negate the advantages of BIM. To overcome these 
problems, in this study, images of an engineering site 
are captured using Unmanned Aerial Vehicle and are 
subsequently used to generate a landscape terrain 
model of the area surrounding the engineering site by 
means of image comparison and GPS positioning 
techniques. The terrain model and the BIM main 
simulation model are integrated to present the actual 
site condition. In addition, to further enhance the 
realism of the integrated model, this study introduces 
the integrated model into the virtual reality (VR) 
environment to present the construction site. The 
manager can check the construction progress of the 
project easily without having to visit the project site.  

To test the feasibility of the proposed method, it is 
applied to a bridge construction project. The results 
indicate that the aerial photos captured using 
Unmanned Aerial Vehicle can be converted into point 
cloud models and mesh segmentation models. Both 
types of models can be imported and integrated into 
BIM software. However, if other renderings (such as 
Lumion) or VR software (such as Fuzor) are to be 
used for further animation production, the photos 
captured using Unmanned Aerial Vehicle can only be 
converted into mesh segmentation models before 
importing them for use in subsequent applications. 

 
Keywords – 

Building Information Modeling; Unmanned 
Aerial Vehicle; Virtual Reality, Construction 
Demonstrations 

 

1 Introduction 
Building information models (BIM) have been 

increasingly adopted to enable construction project 
presentations through animated simulations. On-site 
construction projects are usually modeled using BIM 
with animations to intuitively display the expected final 
product of a project to managers, allowing managers to 
understand and manage project progress. 

The applications of BIM has also been extended in 
addition to its common use in animation and four-
dimensional simulations[1,2,3]. To achieve satisfactory 
BIM presentations, using BIM, engineers build a model 
of the construction site in question and combine it with 
another model that simulates the surrounding area. 
However, BIM-simulated terrain models are usually 
inaccurate, and their construction incurs considerable 
financial and labor costs, consequently reducing the 
benefits of BIM displays. 

Recently, the rapid advancement of unmanned aerial 
vehicles (UAV) has enabled the industry and academia in 
Taiwan to integrate aerial photography with aerial 
photogrammetry software to create three-dimensional 
(3D) models[4,5,6]. Numerous studies have proposed 
route planning suggestions for UAV used in modeling 
and aerial photography[6]. However, several questions 
remain unanswered regarding integration between UAV 
imagery and BIM, including differences between various 
aerial photogrammetry software programs, UAV 3D 
modeling procedures, and approaches to integrating 
UAV 3D models with BIM. 

Instead of selecting commercially available UAV 
photogrammetry software (e.g., Altizure and 
Contextcapture), this study built models of the project 
site and its surrounding area simply by using Pix4D and 
Recap. Subsequently, the constructed terrain model was 
incorporated into BIM software. The resultant model 
accurately displayed the actual on-site conditions; 
different software programs were imported into the 
model to verify its rendering feasibility. 
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2 Literature Review  

2.1 Display of BIM animation and virtual 
reality environments 

Conventional two dimensional and 3D modeling 
methods fail to comprehensively display a building. No 
existing BIM software program can accurately reflect the 
actual materials or establish a complete 3D scene. 
Generally, a 3D scene comprises streets, surrounding 
buildings, cars, pedestrians, trees, and animations. The 
use of rendering on a virtual scene, which can be realized 
through a combination of walkthroughs and virtual 
reality (VR) technologies, creates a realistic scene that 
offers immersive user experiences [7].  

Scholars have incorporated BIM animation into VR 
in practice; for example, Hu and Wang [8] integrated a 
tunnel BIM, collision parameters, and remote-control car 
models with VR to create a third-person VR walkthrough. 

2.2 UAV image-based 3D models 
UAV photogrammetry 3D models have often been 

combined with BIM models.Wen et al [4] adopted UAV 
and augmented reality technologies to construct BIM 
models. They used a UAV to obtain images of 
surroundings and established real-time augmented reality 
markers in a positioning system, after which a BIM 
model was imported to allow the UAV to instantly 
combine the BIM with its surrounding area as it flew. 

Karachaliou et al [5] preserved cultural heritage 
buildings by integrating UAV technologies with BIM. 
Specifically, they obtained indoor data of the target 
building by integrating a UAV-generated external model 
with laser scanning and photogrammetry. Next, a BIM 
was constructed using Autodesk Revit. Through this 
approach, Karachaliou et al. [5] effectively recorded 
cultural heritage buildings with complex scales or forms 
in a museum.  

Comparing a conventional model with a UAV 
imagery-constructed model, Liu [6] discovered that the 
construction of a conventional environment model 
involved complex measurement procedures; by contrast, 
measurements and geographic data can be 
simultaneously obtained, with the flight route determined, 

as UAV images were captured. Additionally, UAV can 
capture images of hazardous regions where human 
cannot approach and accurately reveal the surrounding 
terrain. 

Researchers of most UAV studies have recognized 
that UAV-constructed 3D models more accurately 
present an environment than conventional models do. 
However, researchers have rarely discussed the overall 
process of combining UAV imagery with BIM and the 
subsequent application of rendering software for 
animation production. 

3 Method of integrating BIM, UAV, and 
VR  

This study integrated BIM with UAV and VR 
technologies to facilitate the presentation and simulation 
of construction projects; the procedures are presented in 
Figure 1. UAV images were used to construct 3D models 
through the separate application of two UAV 
photogrammetry software programs (i.e., Recap and 
Pix4D). Subsequently, CloudCompare was used to crop 
and export a point cloud model with triangle meshes. The 
exported model was merged with a BIM model, after 
which Lumion and VR software were run to perform 
rendering and make animations.  

This process is detailed in six subsections, namely 
“BIM model,” “Aerial 3D model construction using 
Pix4D,” “Aerial 3D model construction using Recap,” 
“Point cloud models cropping,” “Integration of aerial 3D 
models with the BIM,” and “Rendering and animation 
production.” 

3.1 BIM construction 
The BIM of a bridge was constructed before being 

combined with UAV images. This bridge model 
encompasses basic components including piers, roads, 
pylons, and steel cables. However, numerous parts of the 
bridge cannot be established using basic components 
separately such as pillars, beams, boards, or walls. 
Therefore, these parts were constructed using grouped 
components and later integrated into the project. 
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Step 1:
Build a BIM model

Step 2:
Generate a three-

dimensional model of aerial 
photography through Pix4D

Step 3:
Generate a three-

dimensional model of aerial 
photography through Recap

Step 4:
Trim point cloud model with CloudCompare

Step 5:
Integrate BIM model with 

aerial 3D model

Step 6:
Render the model with VR

 
Figure 1. Architecture of integrating of BIM and 3D model  

 

3.2 Aerial 3D model construction using Pix4D 
As an aerial photogrammetry software suite, Pix4D 

can locate UAV-captured images on a coordinate system. 
After images were imported, this study set the imaging 
parameters to produce a point cloud model and 3D model. 

3.3 Aerial 3D model construction using Recap 
Recap is another point cloud processing software 

program. UAV-captured images were first imported into 
the software program before a point cloud model was 
generated using the built-in global positioning system. 
Furthermore, because Recap is developed by Autodesk, 
it is more compatible with BIM software than Pix4D is. 

3.4 Point cloud model cropping 
This study used CloudCompare to crop the 3D 

models established using Pix4D and Recap. When empty 
areas are present in the background, CloudCompare 
allows users to select a few point clouds of the 
surrounding terrain and fill in these areas through 
stitching. The software program also hides the area that 
requires no cropping, making the cropping process easier. 

3.5 Integration of aerial 3D models with the 
BIM 

Aerial 3D models must be accurately merged with the 
BIM model, during which time a point cloud model 
should be imported into Revit. Currently, only Recap-
produced point clouds are compatible with Revit. 
Because manually aligning the point clouds with the host 
model does not provide sufficient accuracy, this study 
redefined the host model position in the Revit project by 
setting the project base points. This study also relocated 
the Recap origin to the target position where the point 
cloud was to be combined the BIM. 

The integrated model can be exported to various 
formats according to different needs. An advantage of 
combining point cloud data with a host BIM on Revit is 
that existing BIM software programs can directly import 
the integrated model into rendering software by using 
Revit plug-ins. Moreover, these software programs 
enable simultaneous model revision and rendering as 
well as the production of animation or a VR display. 

3.6 Rendering and animation production 
If the integrated model is displayed in a walkthrough 

on Revit, the fidelity to the terrains and on-site conditions 
may is inadequate. To improve the fidelity of the terrain 
model and host BIM, this study displayed the models 
using Fuzor. 

4 Case study 
This case study was of a bridge construction project 

in central Taiwan. In the following subsections, this study 
describe the construction of a terrain model based on 
UAV images and its integration with a host model. This 
study discuss the process by which the fidelity of the 
integrated model was improved by using rendering 
software. 

 

 
Figure 2. BIM model of case study 
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4.1 BIM of the bridge 
The BIM of a cable-stayed bridge was established. As 

mentioned, bridges cannot be drawn with basic 
components used in drawing housing structures, which 
are composed of pillars, beams, boards, and walls. 
Therefore, this study divided the bridge into piers, roads, 
pylons, and cables and built each family components 
respectively. 

4.2 Aerial 3D modeling on Pix4D  
On-site images taken by the UAV were imported into 

Pix4D for 3D modeling in the following four steps: 
1. Image importing: The UAV captured on-site 

orthophotos, oblique photos, and panoramic photos. 
These photos were then imported into a Pix4D project. 

2. Image parameter settings: Image parameters were set 
after importing was conducted. Because the UAV 
simultaneously took pictures and recorded their 
coordinates, the coordinates were already stored in 
Pix4D in the image importing process. Accordingly, 
the World Geodetic System 84 (WGS84) was 
selected in the coordinate system; the coordinate unit 
was set to m, and the edited coordinate data were 
directly exported (Figure 3). 

 

 

Figure 3. Image parameter settings 

 
3. Point cloud modeling: After 3D modeling was 

completed, the photography methods were set to 
orthophotography and oblique photography. A point 
cloud model was then generated, after which two 
options were available, namely “export the point 
cloud” and “export the triangle mesh” (Figure 4).  

 

 

Figure 4. Modeling method settings 

4. Exporting the point cloud to CloudCompare: When 
the terrain in question is vast, the resulted point cloud 
can be susceptible to the Earth’s curvature and 
becomes imprecise. To avoid such a problem, repeat 
Step 3 several times to generate a point cloud and 
cropped and stitched it using CloudCompare to better 
reflect the actual terrain. 

4.3 Aerial 3D modeling on Recap 
On-site images taken by the UAV were imported into 

Recap for 3D modeling in the following four steps: 
 

1. Photography mode setting: When creating a new 
project, the user must choose either the “Object” (for 
general objects) or “Aerial” (for terrains) 
photography mode for 3D modeling. Because terrain 
photos were taken by a UAV, “create 3D aerial” was 
selected to construct a 3D terrain model (Figure 5). 

 

Figure 5. Selecting the Aerial mode 

2. Image importing and coordinate settings: To create a 
3D terrain model, images were imported (Figure 6); 
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subsequently, coordinates can be set for the imported 
images. Notably, our UAV already attached 
coordinates to images it captured. Consequently, this 
study only had to choose the coordinate system of the 
target location (WGS84) when setting coordinates for 
the project.  

3. Point clouds generation: In this step, a point cloud 
model was constructed. When the model is being 
exported, .rcp or .rcs formats can be selected to 
facilitate the subsequent combination with the Revit 
host model.  

4. Point cloud exporting to CloudCompare: Although 
point cloud clipping and deleting is allowed on Recap, 
this software focuses on point cloud creation. To 
obtain an accurate point cloud, this study used 
CloudCompare to clean up the point cloud, whereby 
the point cloud model was cropped and modified.  

4.4 Point cloud cropping  
This study cropped and modified point clouds using 

CloudCompare to facilitate the subsequent display of an 
integrated host model. Because the point cloud failed to 
present vegetation realistically, such parts in the point 
cloud was cropped out. However, such practice resulted 
in empty areas in the model (Figure 7); therefore, nearby 
point clouds were used to perform stitching and fill in 
these empty areas. When each area is being filled in, at 
least three base points must be selected, after which the 
software automatically aligned the clouds with 
corresponding areas to complete the stitching (Figure 8). 
The stitching area between the point cloud model and 
host model was also modified so that other software 
programs could be used subsequently to more 
realistically present vegetation. 

 

 
Figure 6. Terrain image importing 

 
 

 

Figure 7. Comparison between uncropped and cropped terrain point clouds 
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Figure 8. Filling up the empty areas 

4.5 Integration of the aerial 3D models with 
the BIM 

In this study, the host model of the bridge was built 
using Autodesk Revit. The aforementioned point cloud 
3D model was imported into Revit to merge it with the 
host model. However, the point cloud exported using 
Pix4D was incompatible with Revit. Therefore, this study 

used the origin-updating command in Recap to relocate 
the origin in the stitching area (Figure 9). By updating the 
project base points, this study moved the bridge model 
origin in the stitching area to align the point cloud model 
origin with the host model origin. When the cloud point 
was being imported, the option “Origin to Origin” was 
selected to facilitate the precise combination of the two 
models, as illustrated in Figure 10. 

 

 

Figure 9. Updating the origin of the point cloud model 

 

 

Figure 10. Integration of the point cloud model with the host model 

4.6 Rendering and animation production 
To further enhance the fidelity of the terrain model 

and BIM, this study displayed the model using a VR 
software program termed Fuzor. After the terrain model 
was merged with the BIM, a plug-in was employed to 
convert the integrated model for use on Fuzor, whereby 

the model can be instantly modified and synchronized 
with Fuzor models. Fuzor were then used to add elements 
such as trees, cars, and pedestrians in the model. Finally, 
rendering was implemented and landscape elements were 
added to create a complete and realistic scene. 
Subsequently, walkthrough animations or VR 
environments, which provides immersive experiences, 
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may be created using Fuzor, allowing users to better 
understand the project status. 

5 Conclusion 
This study was of a bridge construction project in 

central Taiwan. In the following subsections, this study 
describe the construction of a terrain model based on 
UAV images and its integration with a host model. This 
study discuss the process by which the fidelity of the 
integrated model was improved by using rendering 
software. 

5.1 Comparison of terrain modeling 
procedures 

According to the comparison between terrain 
modeling procedures in Pix4D and those in Recap, the 
following advantages and drawbacks were determined. 
1. Pix4D terrain modeling  

(1) The triangle mesh is delicate: After generating 
the point cloud on Pix4D, the user can reduce 
the size of each triangle by adjusting related 
parameters. Therefore, the exported triangle 
mesh is more delicate, contributing to a better 
visual effect during animation display. 

(2) The point cloud is complete: After the UAV-
captured terrain images are imported, the point 
cloud generated by Pix4D is not affected by 
overlap rate, allowing researchers to create a 
point cloud model. By contrast, in Recap, a 
point cloud model cannot be generated if the 
overlap rate is low. 

2. Recap terrain modeling 
(1) Higher compatibility with BIM software 

programs: Because Recap was developed by 
Autodesk, the Recap-derived point cloud is 
compatible with other Autodesk-developed 
BIM software programs. By contrast, the 
Pix4D-constructed point cloud must be 
converted into a compatible format using Recap 
before being integrated with a Revit model.  

(2) Ability to redefinition the origin: After creating 
a point cloud model, Recap can update its origin, 
allowing the model to be accurately merged 
with a host BIM. By contrast, Pix4D does not 
have this origin-updating feature. 

5.2 Rendering and animation production 
After the terrain model and host BIM are integrated, 

Lumion and Fuzor may be more suitable options for 
model rendering and animation display compared with 
Enscape, which fails to display a terrain model when the 
model is imported. To use the coordinate alignment 
function on Lumion, the host BIM and point cloud must 

be exported to the .fbx format and a triangle mesh, 
respectively. By contrast, Fuzor can simultaneously 
display terrain models without changing the file format.  

After the fidelity of the terrain and host BIM is 
improved, the models are ready for animation production 
and VR environment import. The use of VR technology 
to present the construction site can provide an immersive 
experience, enabling users to clearly preview the 
expected final product and monitor construction progress. 
The strengths of Fuzor are further demonstrated through 
its functions of five-dimensional display of construction 
simulation, conflict detection, and animation production. 
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Abstract – 

Using Building Information Modeling (BIM) 
technology, a unique virtual model of a project can 
be created, which will allow all parties involved in 
the design process of project members (owners, 
architects, engineers, contractors, sub-contractors 
and suppliers) to collaborate more precisely and 
more effectively than using traditional processes. 
The collaboration of the different parties must be 
linked by a functional system with the presence of 
software, the team members constantly refine and 
adjust their portions according to the project 
specifications and design modifications to guarantee 
that the model is as precise. Augmented Reality (AR) 
in turn can bridge the cognitive gap between pre-sale 
products and real products. Although the presence 
of Augmented Reality (AR) and Virtual Reality (VR) 
is necessary, it is necessary to establish a system that 
directly connects AR, VR, the company, clients, 
investors and various construction documents. This 
VR system will be used in the functions of the pre-
sale houses between companies, owners and 
investors. The project that will be used for this study 
is a building of five floors and two basement located 
in the District of Zhonghe in Taiwan. As the result 
showed, for the presentation of the presale house, the 
technique of the Event-Driven Process Chain (EPC) 
diagram is used including the import and export of 
several files. In addition the diagram system gives 
customers the opportunity to make changes 
regarding materials, design and time liner in future 
construction. These different changes made by the 
customers and approved by the company will 
generate consequences for the initial contract drawn 
up by the company. The software Fuzor to ensure 
the realization of the VR and AR while maintaining 
a concordance of the different stages of the diagram. 
To satisfy the requests of the ownership of, the 
project price and timing, Navisworks and Revit have 
also allowed the good management of the project. 
The EPC diagram will have two alternatives, the 
first alternative will be proposed by the company 

according to the demand on the market. Then follow 
the second alternative, this will be the new proposals 
suggested by the customers after consulting the 
proposals of the company using VR and AR. At the 
end of these various changes by the EPC system the 
prices of materials, other design, the implication of 
equipment, labor, materials and subcontractors will 
be updated according to the proposal of the owner. 

 
Keywords – 

Augmented Reality (AR); Virtual Reality (VR); 
Presale House; Building Information Modeling 
(BIM); Event-driven Process Chain (EPC) concept. 

1. Introduction 
In the 1960s, rapid economic development in several 

Asian countries, including Taiwan, Hong Kong, China, 
Singapore, South Korea, Indonesia and Malaysia, led to 
an explosion in demand for housing in several major 
cities. This growth in housing demand also reflected the 
economic status of these countries [1]. The solution to 
this growing demand, a unique and innovative presale 
housing system was developed, and has been adopted 
and developed since then. These house pre-sales refer to 
the contractual sales of housing before the construction 
of the construction project, i.e. the management 
companies design a building and start to build or before 
construction try to make offers to customers for the 
purchase of their houses. With this system, companies 
can receive pre-contracts which will allow them to 
finance future construction. Some customers in order to 
guarantee a good future for their families will be 
interested, the pre-sale accommodation can be 
purchased at a reduced price and they acquire property 
rights in advance. In addition, home buyers can 
participate in and oversee the advancement through the 
VR and AR of the housing project to secure their 
property rights at the end of the project, and even make 
proposals during construction [1]. Use to gain customer 
trust. This requires creating beautiful reception centers 
and hiring professional real estate sales agents. This 
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strategy requires a lot of expense, which is a major 
drawback for companies. Through architectural models, 
a plan for implementing 3D product perspectives and 
models coupled with examples of housing, the 
companies are trying to improve the understanding of 
investors and customers to stimulate purchase intention. 
Many customers are dissatisfied after the construction 
of their infrastructure works, most of these problems are 
due to the fact that the owner does not really know what 
his project will look like after construction and the delay 
in construction. To solve this problem new technique 
have been developed in this study [2]. 

2. Presale house presentation  

2.1 Research content  
The concept of the Event-driven Process Chain 

(EPC) diagram will be used for the presentation of the 
presale house.  

 
Figure 2.1. Work process 

This diagram highlights an intersecting connection 
between the different parts of the construction. The 
objective is to convince the owner or investors to buy or 
place an order before finalizing the construction.  

2.2 Diagram of the presale house presentation 
In this study for a good presentation and convincing 

of the presale house, the concept EPC was used. The 
EPC is a flowchart for business process modeling for 
product management through multiple partners. EPC 
can be used to configure company resource planning 
execution with the aim of structuring all the details in 
time and in their place, and for business process 
improvement. Used to control an autonomous workflow 
instance in work sharing represent in Figure 2.2.  

In this study Events are passive elements in event-
driven process chains. That event describes under what 
circumstances a function or a process works or which 
state a function (Navisworks, Revit, Fuzor) or a process 
results in. Then the function described below. 

 
Figure 2.2. Event-driven Process Chain 

The function of the figures used: 
Event and result event                                     
Information: output and input documents  
Function                                                            
Supporting system 
Organizational unit type   

Figure 2.3 explains the strategies implemented to 
present the 3D model by the company to the owners. 
This strategy involves the creation of a 3D animation of 
the project from the Revit file.  

The experimentation is based on a construction 
project in the district of zhonghe. The project comprises 
a building of five (5) floors and two bases for habitation. 
The building will be built in a residential area. The two 
bases will be used for parking. This experiment will 
focus on the project information. 

In this study the responsibility is to convince the 
customers or investors to buy or rent the room (building) 
during or before the construction phase. To convince 
customers or investors several ideas has been 
established in which softwires and new technologies 
will be use.  

Owner of the entire building: The whole building 
belongs to a single structure and all decisions will be 
specific to these people. 

Inspection by Virtual Reality: Step1 owners order 
to company using Fuzor 

In this first step the company uses Fuzor software 
for a complete presentation of the building to the 
owners. This presentation concerns the exterior and 
interior designs. This function will obviously need 
supporting systems and information (input documents 
function). This is how the second and the third step, 
which are respectively construction type to the company, 
Step2 and Virtual view to the company Step3, will take 
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place. 
In Step 3 the first presentation will be done by VR 

BOX headset. This involves the use of the Fuzor 
application on smart phone. First use the Fuzor software 
to output the construction file in FZM format, then 
transfer it to the smart phone, then open the file using 
the Fuzor application. The owner can start to see the 
virtual view of his future home. The Fuzor 3D view, the 
company will use the synchronization system from the 
Revit software to open the project. 

This synchronization system is very important 
because it will facilitate the work when the owner will 

make a decision regarding a change. After the 
synchronization the file of the project will be opened on 
Fuzor. 

For the good vision of the project, the environment 
in which the project will be implemented will be 
presented to the owner with the presence of his future 
building. This presentation will be done by Mixed 
Reality (MR) [4]. The 3D photo model (presented in 
Figure 2.4 and 2.5) of the construction environment 
produced by the Bentley contextcapture software which 
was the subject of the first part of this study.  

 
Figure 2.3. Inspection by Virtual Reality 

 
Figure 2.4.3D photo model Augmented Reality1 

 
Figure 2.5.3D photo model Augmented Reality2 

For this fact the 3Dmax software will be used, 
initially the two files will be input in the software 
3Dmax namely the format FBX coming from Bentley 
context capture and the format FBX of the construction 

coming from Fuzor. In the 3DMax software the 3D 
model of the construction will be positioned exactly in 
the space dedicated to the implementation of the project, 
this is illustrated in Figure 2.6 [5].  
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MR shows in Figure 2.6 technology allow real and 
virtual elements to interact with one another and the 
user to interact with virtual elements like owners 
viewing their construction in real world. How does MR 
work? There must be an MR device, either a headset or 
translucent glasses, in this VR BOX study was used to 
create the experience [6].  

 
Figure 2.6. Mixed Reality 

Using much more processing power than VR, 
Augmented Reality (AR) and AR technology connects 
the virtual and real worlds in a single connected 
experience like combining two visions into one using 
visual / gesture recognition technology / voice via 
headset or a pair of motion controllers. In this project, 
the mixed product was used to introduce the owner to 
the environment of his new construction. To allow him 
to understand the situation in which his future building 
will be presented. Since AR maintains a connection 
with the real world, it is not considered as a completely 
immersive experience [7]. In a MR environment, 
wherever user go and watch when he wear MR 
technology, the 3D content allow him to meet in space 
will react in the same way as in the real world under 
these conditions the owners are assured of see their 
construction in a real and precise event. In this example 
study, an object will approach the owner when it 
changes movement, the object will approach and 
interact with it [8]. 

Step 4 will be the subject of the design, i.e. the 
exterior and interior design. This will be about what 
types of materials to use. 

Step 5 represents an output of the files used in the 
different software from the information received 
beforehand for the development of the project. 

After submitting the details of the project to the 
owners, Step 6 will be the owner's decision. The 
decision of the owner will either keep the proposal of 
the company or give his own suggestions to change the 
design, Step 7 shows. If the owner decides to make 
changes this leads to called Change in Materials and 

Prices. 

3. Change in materials and prices 

3.1 The cost of the materials of the structure: 
Construction materials are priced by weight or 

number that of structural steel is normally priced by 
weight, so it is important to have a clear idea of the 
structural sections that will be used and the meaning of 
the lettering of each section to establish an accurate 
estimate [9].  

These structural sections are already chosen 
according to the construction model established 
beforehand by the company as shown in Figure 3.1.  

 
Figure 3.1.MEP materials cost 

3.2 The cost of the materials of the mechanical, 
electrical, and plumbing (MEP): 

The construction obviously needs a mechanical part 
in its structuring, the mechanical parts are generally 
subcontracted to mechanical specialties, which prepare 
detailed quotes for the plumbing and heating, ventilation 
and air conditioning (HVAC) systems, this part 
plumbing promotes comfort in the management of the 
structure. To accurately estimate plumbing costs, 
construction contributor must therefore have field 
experience and a good knowledge of various plumbing 
systems, materials, labor and equipment, as well as '' an 
understanding of the design and internal and external 
specifications of the structure. This simply transfers the 
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preparation of the detailed estimate to another party, but 
this does not eliminate the need to estimate and analyze 
the prices indicated by the engineers [11]. 

Figure 3.2, relates the finalization of the owner 
decision regarding the change of materials. 

 
Figure 3.2. Change in Materials and prices 

Step 1 explains the changes proposed by the owner. 
These different changes suggested by the owner will be 
recorded in project document at Step 2. Fuzor software 
by VR function will help the owner to make these 
changes while taking into account the material already 
submitted by the company. 

Step 3 demonstrates the change in the model by the 
owner. This is done from the VR Box headset or 
directly on the Fuzor software, and from the already 
done synchronization above the materials that are 
changed or created directly translates to the main model 
of Revit, Figure 3.3 shows a synchronization view 
between Fuzor and Revit. 

 
Figure 3.3. Synchronization between Fuzor and 
Revit 

In this project the owner has had to change the 

design exterior first by modifying by itself the shape of 
the wall. For the modification, the owner prefers to 
insert a balcony at each floor, illustrate in Figure 3.4. 

 
Figure 3.4. Design change 

3.3 Interactive clash management: 
The functioning of the interactive clash defines 

interference and proximity tolerances. To start it, it is 
necessary to select sections of the building, systems or 
types of objects to compare, then define the tolerance 
and execute the conflict check [13]. This procedure will 
allow Fuzor to list all the conflicts according to defined 
criteria and lists them in the conflict interface. By 
clicking on any conflict in the list, accessing this 
conflict results in highlighting the objects in conflict. 
After the different changes the clash management 
system (tolerances 0.83) of Fuzor was used to detect the 
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presence of indifference in the design. Figure 4.16. 
Shows that there is no clash problem after changing the 
facade of the wall by including several balconies, the 
same result is observed at the change of the exterior 
texture from yellow to blue. But after changing the size 
of the wall inside the level 2 chamber, a clash was 
detected. This was the subject of a bug fix on the Revit 
software. This error is mentioned in Figure 3.6 in red 
object [13]. 

Step 4 will contain data collection after the various 
modifications. This document contains the price, the 
size, and the colors of the different materials. This 
document will be used by the company later to fix the 
prices and the timeline of execution of the works. 

At Step 5, the different changes are finished, and the 
owner is satisfied with the design of its construction. 
The company has confirmation from the owner about 
the texture, the choice of materials and the modeling of 
the construction. 

In Step 6 the changes will be transferred to the Revit 
software for price validation, material verification and 
their warranty. This transfer between the two programs 
is already established by the plugin system in the 
previous steps. 

Step 7 All materials used in the project are chosen 
according to their quality. These qualities are closely 
linked to their guarantee, the objective is to present an 
excellent project in the choice of materials and 
economically favorable. 

In step 8 usually the owners are more focused on the 
appearance of their home, regarding the exterior and 
interior design, the texture. These different elements are 
crucial in the context to convince them. It is to this 
extent that very special importance was devoted to this 
part. The interior design can easily be modified if the 
need arises. The size of furniture, doors, windows etc.… 
can be altered. Partitions can be moved and rearranged. 
Making these changes in Revit is very simple and does 
not require much time either. It is possible to replicate 
and resize furniture without much effort. 

For the realistic price in Step 9, the construction cost 
estimate is the process of forecasting the cost of 
construction of a physical structure that is established 
according to needs and modalities. 

4. TimeLine management for presale 
house presentation 

4.1 The setting of the timeline by the company 
This diagram (Figure 4.1) presents a flexibility of 

work between the owner, the company and the different 
working associates. This is a method which gives the 
choice to all the participants of the project to freely 
express for a more balanced management of working 

time. This diagram is presented in several steps that will 
often require the desires of the owner.  

Step 1: In the first step the company will be the 
source of manipulation of documents, software and 
agreements collected at stakeholder level for an 
adequate balance of the progress of the project. 

Step 2, in this part the NWD format to collect at 
Revit level will import into Navisworks as the diagram 
specifies. 

Step 3, the 3D model of the building space already 
produced will be used to show the evolution and timing 
of the building to the owner. This part is a mix of the 
model produced by Revit and the 3D model produced 
by Bentley contextcapture. This technique aims to 
present the owner in what environment will present his 
new construction. This will also prove the credibility of 
the planning that will be made later and show the 
conditions of the realization of the project. Then in the 
setting of the timeliner organization unit of Step 4 will 
be a major factor, which are the structure of the building 
and the MEP. In Step 5, project planning is a crucial 
element in the relationship between the owner and the 
company. In Step 6 it will be necessary to transfer to the 
owner online each step of execution of the project. This 
will enable him to follow in progress the different 
phases of the workings. This also aims at pushing the 
company to respect the deadlines. 

In Step 7 after having shown the owner the time of 
execution of the work he can accept or propose another 
schedule that suits him. If the owner accepts the 
schedule of the company the work will take place as 
such. If the owner suggests another period for the 
planning this leads to the Timeline B Figure 4.1, which 
is timelines B. 

Timeline B, explains in detail if the owner decides to 
give a new schedule of the final delivery of the project. 

Step1, in this part the owner has decided to change 
the time of the construction for personal reasons. 
Consequently, the owner must provide its period of the 
end of the works. This calendar will be first examined 
by the company for its feasibility. 

In the second Step, the company received the 
owner's claims, this information was input into the 
Navisworks software and later produced data. 

In order to carry out Step 3 which changes the 
planning, Step 4 concerning the organization unit (labor, 
material, equipment, and subcontractor) will be crucial 
elements. First of all, the different elements that must be 
influenced by the change of the schedule must be 
defined.  

4.2 A specific part of the building belonging to 
the owner 

Alternative 2: A room or floor level owned by the 
owner 
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The inspection of the reality virtual is the same thing 
as that of the owner for all the building. The 

parameterize and the use of the files remains the same, 
in Figure 4.2.  

 
Figure 4.1. Timeline B 

 
Figure 4.2. Inspection by Virtual Reality 

The price and setting of the materials remains the 
same, except that the setting will not take into account 
the exterior design, in Figure 4.3. The timeliner of 

Navisworks will be the same, except that the owner will 
have no suggestion to make compared to the time of 
execution.  

 
Figure 4.3. Prices and Materials settings 

5. Discussion 
After having given the owners of the project the 

choice of design, time and materials, the observation 
was made in relation to the price because the customer 
will always want what is comfortable and durable but 
do not want to invest the necessary money. So to 

facilitate partnership it was necessary to try to involve 
the catalogs of the materials. This catalog will be 
considered as a trust course between the different 
partners. It should also be emphasized that the use of 
VR for the presentation of the presale house is a very 
positive idea for future of owners. They note the 
perception of their future home and suggestions if 
possible. Regardless of budget, just about every 
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developer, realtor, architect, or interior designer can 
take advantage of VR and AR to showcase a project 
inside. 

VR can show off a project at any stage, from pre-
construction to proposed renovations and upgrades. VR 
with the synchronization system can be customized and 
quickly updated, complete with interactive components 
that allow prospective homeowners or builders to 
change finishes, fabrics, layout ideas, and more. 
Whether it is the structural part or the MEP, everything 
is detailed in the report to submit to the owner. 

In the analysis of this study of EPC diagram, the 
observation is that whenever the time of construction 
has been changed by the owner the load of labor has 
increased considerably. This means that the company 
needs to be more lenient in partnering with the 
subcontractors for efficient execution and on time. 

5.1 Conclusion 
Traditional way presents many disagreements 

between costumers and company Owners can make 
change at the project to solve disagree and delay 
problems. This study has also allowed to identify some 
concerns of the owners in the future, about comfort and 
safety. 

In this study the contribution was considerable 
compared to the previous researches on which the study 
is focused. The advantage is the technique and the 
software used allowed efficiency in the study, less time 
was used compared to the other researches. The major 
advantage is gaining trust among owners and investors. 

5.2 Future work 
Future research will be based on the difficulties 

encountered in the execution of these projects. In 
addition the new ideas will come from the suggestions 
given by the different partners for the good execution. 

Create a function that allows the owner of a single 
room or a single level of construction to suggest the 
construction time. 

Using the system of a mobile phone application, 
project participants can easily view, add a profile to the 
system and set permissions for what new employees are 
allowed to do, while following the roadmap of the 
project. Additionally, tools can be labeled with QR 
codes to ensure they are easy to find. 

Developing a function to adjust parameters such as 
the number of workers, available equipment and 
construction materials can be done to show how these 
changes would affect the cost of the project with a 
connection of Navisworks and Revit to control the data 
and the time required for completion. 
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Abstract – 
Proper building maintenance is critical to 

ensuring the well-being of citizens and sustainable 
development of the urban environment. For high-rise 
high-density cities, one challenge to building 
maintenance concerns the inspection of building 
exteriors, which has been mostly done manually but 
is of highly risky, labor-intensive, and error-prone. 
Unmanned aerial vehicles (UAVs) have the potential 
to support building exterior inspection in a safe and 
efficient way. However, the effective application of 
UAVs for exterior inspection is hindered by path 
planning problems in high-rise high-density urban 
areas. Previously developed path planning algorithms 
are constrained by algorithmic complexity and 
cannot be implemented in a large three-dimensional 
space. Besides, path planning assisting tools available 
in the market that supported by Google Earth Pro can 
hardly assure high accurate results. In this paper, a 
new virtual prototyping-based path planning system 
is developed for UAVs for building exterior inspection 
in high-rise high-density urban areas. Unreal Engine 
as a widely-used game engine was applied. The system 
provides a realistic game world to simulate real-world 
activities, which enables operators to design UAV 
paths like playing games. The flight paths and 
viewpoints can be repeatedly tested in a gaming 
context until requirements are satisfied. The system 
integrates expert knowledge through “human in the 
loop” and realistic information on the virtual 
environment featured with repeatability. The system 
thereby greatly alleviates the risks that are induced 
by physical constraints in the real world when 
adopting UAV, and thus should significantly improve 
the effectiveness and efficiency of building exterior 
inspection.  

Keywords – 
Unmanned aerial vehicles (UAVs); Path planning; 

Building exterior inspection; Virtual prototyping; 
Human in the loop 

1 Introduction 
The importance of proper maintenance of buildings 

has been widely recognized to ensure that buildings are 
function effectively and efficiently for well-being of 
citizens and sustainable development of the urban 
environment [1]. For high-rise high-density cities like 
Hong Kong, one of the most challenging issues with 
maintenance is the inspection of building exteriors. 
Visual inspection by professionals is the most common 
method, but is highly risky, labor-intensive, and error-
prone. Tools, such as telescopes and cameras, are applied 
to help inspectors. Still, they are limited in the distance 
and inefficiency until the commercialization of 
Unmanned Aerial Vehicles (UAVs).  

UAVs refer to an aircraft that is operated with no pilot 
on board, also termed as drones or Unmanned Aerial 
Systems (UASs) [2]. UAVs have great potentials in the 
construction industry [3]. When paired with video 
recording and digital cameras, UAVs could provide 
professionals with an aerial perspective to overcome the 
inaccessible areas without compromising their safety. 
UAVs enable various types of surveying services for 
professionals [2]. Despite the well-demonstrated benefits 
in reduced labor, cost and risk, there are issues hindering 
the effective application of UAVs. A critical one is path 
planning, which is closely related to UAV performance 
and usually done by drone operators. Due to the flight 
time limitation, operators could make limited 
adjustments during operation. It is a sophisticated task to 
plan paths and viewpoints in a highly accurate manner to 
avoid collision and invalid data collection, which is even 
more difficult in high-rise high-density urban contexts 
like Hong Kong. Especially for tasks such as building 
exterior inspection (e.g. crack and loose object detection). 
Moreover, poor path planning could result in distorted 
images captured from inappropriate viewpoints that 
further induce false positives [7].  

Previously developed path planning methods, such as 
Dijkstra algorithm [8], A* [9], and D* [10], focus on the 
optimization of path distance by considering physical 
constraints in mathematics. These methods well tackle 
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the distance and obstacle problems, but seldomly address 
the data effectiveness with the environment in high 
abstraction. In addition, path planning for UAVs requires 
the exploration of three-dimensional (3D) space. Many 
existing algorithms are constrained with its space 
complexity such as A*, since desktops cannot offer 
enough memory to store all generated nodes if it needs to 
explore a large space. Simulation-based methods are 
preferable to investigate the mechanisms behand path 
planning for UAVs cost-effectively. Particularly, virtual 
prototyping offers a favorable platform to animate the 
real world by using advanced game engines for 
optimization and visualization. By integrating expert 
knowledge and experience through “human in the loop” 
[11], virtual prototyping can be used to handle complex 
tasks in uncontrollable environments. Nevertheless, there 
is still lack of knowledge of how to effectively use virtual 
prototyping for UAV path planning.  

Therefore, this paper aims to develop a new virtual 
prototyping-based path planning system for UAVs, 
within the context of building exterior inspection in high-
rise high-density urban areas. Unreal Engine as a widely-
used game engine was applied. Drone operators can 
simulate flight tasks such as playing games in the 
simulation system, e.g. controlling the virtual drone to fly 
in the game environment with virtual cameras providing 
real-time images and videos. The flight paths and 
viewpoints can, therefore, be repeatedly tested in a 
gaming context until requirements are satisfied. 

2 Literature Review 

2.1 UAV for Exterior Inspection 
UAVs originated from the military in 1916 [12], 

which has not been popularized until UAVs 
commercialization companies grow up in recent years. 
Later on, commercial companies, like DJI, made the 
UAVs commercialized and accessible to the public by 
providing low-price UAVs that are easy to operate. 
Owing to the aerial perspective that enables a broad 
variety of surveying services, UAV has gained 
considerable interest in the construction industry. One of 
the important applications is the exterior inspection of 
buildings.  Caballero et al [3]  developed a vision-based 
method to estimate the real motion of an UAV and 
applied it to the external building inspection. Emelianov 
[4] inspected the building facades by aerial laser using an
UAV for difficult site conditions. Ellenberg [5] detected
masonry cracks with visual images captured by an UAV.
These applications promote the productivity of building
inspection works and greatly reduce the risk of relevant
workers. However, there are still some issues that need to
be tackled, such as path planning and data effectiveness.
Most commercial UAVs have a minimal capacity on

flight time, which is usually less than 30 minutes. Path 
planning is, therefore, critical to not only avoid obstacles 
but also reduce unnecessary adjustments when operating 
UAVs [2]. Otherwise, the UAV operator has to abort the 
task frequently to change batteries, which no doubly 
decreases the productivity of inspection works. 

2.2 Path Planning Methods for UAV 
Considerable research has been conducted on the 

topic of path planning. Many reported methods for path 
planning are based on mathematics like Dijkstra’s 
algorithm [8], A* [9], D* [10], rapidly-exploring random 
tree (RRT) [14], bath informed trees (BIT*) [15]. These 
algorithms can be used to address obstacles and distance 
problems, which have been successfully applied in game 
development and robotics for path planning. However, 
for tasks in building exterior inspection, an essential 
consideration is imaging effects that are greatly 
influenced by viewpoints, view angles, and light [2]. 
Previous path planning algorithms cannot take such 
constraints into account.  

Therefore, in UAV applications in the construction 
industry for surveying and inspection, path planning 
tasks are usually conducted manually, which is highly 
related to operators’ experiences. In addition, some 
operators use the waypoint method assisted by Google 
Earth Pro, which however has the accuracy issues [16]. 
The reported root mean square error (RMSE) of its 
control point is around 24.1m in developed countries and 
44.4m in developing countries [16]. Other path planning 
tools on the market that are developed based on Google 
Earth Pro service have similar accuracy limitations. For 
high-rise high-density cities like Hong Kong, accuracy is 
a critical aspect when adopting UAVs to avoid accidents 
and improve data effectiveness. There is an urgent need 
for a user-friendly and accurate path planning tool that 
can help operators to effectively and efficiently design 
UAV paths for missions. 

2.3 Virtual Prototyping in the Construction 
Industry 

Virtual prototyping refers to the process of 
constructing and testing a digital mock-up to present, 
analyze, and test life-cycle aspects [17]. The 
development of building information modeling (BIM) 
promotes the application of virtual prototyping in the 
construction industry, which has been widely reported to 
increase productivity in design [18], manufacturing [19], 
construction [20] and maintenance stages [21]. Recently, 
virtual reality (VR) and augmented reality (AR) 
supported by powerful game engines are gaining 
increasing interest in both practice and research in the 
construction industry. For example, Du et al. [22] 
developed a real-time synchronization method between 
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BIM data and VR environment for collaborative decision.  
Cao et al. [23] adopted VR to study indoor fire evacuation 
and found out that people under the file emergency 
condition spent more time in finding their way to exit the 
building that those under control condition. Shi et al. [24] 
applied VR for impact assessment of construction 
workers’ fall risk behavior, which demonstrates the 
effectiveness of using VR in safety studies. Webster et al. 
[25] developed an AR system for the construction,
inspection, and renovation of architectural structures,
which improved the construction of performances.  Wang
et al. [26] integrated AR with BIM to control the onsite
construction progress, which demonstrated how AR and
BIM can improve the way the information is accessed.
With the development of game engines, virtual
prototyping has demonstrated its greater potentials for
the construction industry.

3 System Architecture 
The overall system architecture by using a game 

engine for UAV path planning for building exterior 
inspection is proposed in Figure 1, including building 
environment model structure, game engine structure, 
device structure and professional structure. In building 
environment model structure, professional software 
provides 3D building and environment models, such as 
3ds Max, Revit, Rhino 3D, etc. Game engine is the core 
of the system architecture that consists of a game world 
and three plugins: a UAV simulator, a model converter, 
and a path generator. Device structure consists of a 
remote controller and an UAV. In the human structure, 
relevant professionals (operators) could assess paths and 
viewpoints according to their expert knowledge. 

The proposed system functions with three stages. 
Firstly, building environment models will be imported to 
the game engine by the model converter plugin, which 

provide the main contents of the game world. Secondly, 
remote controller will be linked to the game engine by 
the UAV simulator plugin. The remote controller enables 
professionals to control a virtual UAV in the game world 
to simulate the inspection task. The flight paths and 
viewpoints are repeatedly tested until all requirements 
are satisfied. Finally, the path generator plugin will 
generate a path planning file that can be directly used in 
a real UAV for automated operation. 

4 System Development 
To develop the system based on the proposed 

architecture shown in Figure 1, this research is based on 
the Unreal Engine as it is open source and one of the most 
popular game engines. The following sub-sections 
describe the design and development of three major 
components in the game engine, namely a UAV 
simulator, a model converter, and a path generator. 

4.1 UAV Simulator 
UAV simulators are usually designed for testing, 

operational training and research because of its cost-
effectiveness and safety assurance. There are more than 
20 types of UAV simulators reported in history [27]. By 
considering its openness, functions and stability, this 
research adopted the Microsoft AirSim UAV simulator 
built on Unreal Engine, shown in Figure 2 [28]. AirSim 
provides a broad variety of sensor simulations including 
camera, infrared camera, distance sensor, barometer and 
so on, which together with Unreal Engine could develop 
a realistic game world as shown in Figure 3. These 
sensors can greatly help the operators to make 
sophisticated mission planning tasks e.g. UAV path 
planning for building inspection in a cost-effective, safe 
and robust manner. 

Figure 1. System architecture of the Virtual Prototyping-Based Path Planning for UAV 
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Figure  2.  AirSim  simulator  architecture 
(reproduced from [28])  

Figure 3. Game world in Unreal Engine 

4.2 Model Converter 
The model converter enables users to import building 

and environment models from other professional 
software. The model converter in the developed system 
is based on the DataSmith module in Unreal Engine, 
which supports model importation from a broad variety 
of professional software (e.g. 3ds Max, Revit and Rhino 
3D) [29]. The model converter makes it convenient to 
build a game world in Unreal Engine based on building 
and environment models that are commonly available 
from the design stage of a construction project. 

4.3 Path Generator 
The path generator plugin records the UAV 

waypoints, view angles, actions (e.g. take an image or 
video) and speeds in the game world when professionals 
are testing paths and viewpoints. After the playing 
process, the path generator will output a path planning 
file that can be used in a real UAV, shown in Figure 4. 
In this research, DJI Matrice 210 V2 RTK (Figure 5) was 

used, and the path file is generated according to the 
requirements of DJI products.  For example, the North 
East Down (NED) Coordinate System is applied in the 
developed path planning system, while geodetic datum is 
required as input coordinates by DJI products. Thus, the 
axes conversion [30] is needed during the path file 
generation, as shown in Figure 4.  When the developed 
system is used for other types of UAVs, the path 
generator can be easily extended to generate a new path 
file according to specific requirements by other types of 
UAVs. 

Figure 4. Procedure of path recording and file 
generation 

Figure 5. DJI Matrice 210 V2 RTK used for the 
study 
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5 System Demonstration 
In this section, demonstration of the developed virtual 

prototyping-based UAV path planning system was 
conducted for building exterior inspection, including 
viewpoint selection and path generation. To illustrate the 
effectiveness of the developed system, results from 
virtual prototyping-based method are analyzed and 
compared with results from using A* method [31]  that is 
the most widely used algorithm for path planning [32].  

5.1 Viewpoint Selection 
To ensure a virtual camera in the game world can 

function like a physical camera in the real world, 
specifications of the virtual camera should be set up like 
the physical ones, e.g. field of view (FOV), aspect ratio, 
lens, etc. After that, the virtual camera can be used to test 
the locations and view angles of viewpoints (Figure 6). 
When the inspection area is larger than the FOV, more 
than one viewpoint should be used to cover the whole 
area, and overlaps could be tested at the same time.   

Figure 6. Viewpoint selection 

5.2 Path Generation 
As the space and the number of viewpoints increases, 

the challenge of adopting A* method will dramatically 
increase due to the algorithm complexity [31]. On the 
contrary, the virtual prototyping-based method is nearly 
not constrained in such cases. To avoid the problem of 
out of memory when adopting A* method, the 
comparative analysis is conducted with a single-
viewpoint case. Results are shown in Figure 7, Figure 8 
and Table 1. 

Figure 7. Path generated by the developed system 
(shown by green line) 

Figure 8. Path generated by A* (shown by red line) 

Table 1. Geometry Comparison 

Method A* Proposed 
Method 

Start Point (0, 0, 0) (0, 0, 0) 

Middle 
Points 

(-0.9, 0.1, -5.0) (0, 0, -48.8) 
(1.6, 2.6, -12.5) (39.6, 0, -48.8) 
(6.6, -2.4, -27.5) - 
(26.6, -2.4, -27.5) - 
(41.6, -7.4, 32.5) - 

Viewpoint (39.6, -22.3, -48.8) (39.6, -22.3, -
48.8) 

Distance 88.7 110.7 
Notes: local north, east, down (NED) coordinates and international 
system of units (IS) 

In general, the path generated by the proposed visual 
prototyping-based method (Figure 7) has less twists and 
turns compared with the path generated by A* method 
(Figure 8). When implementing A*, the exploration 
space is discretized into 3D grids. By searching the whole 
3D grids, A* method can usually find a shorter path 
(shown in Table 1) with more twists and turns by linking 
nodes in the 3D grids, compared with the proposed visual 
prototyping-based method. If the twists and turns are 
extremely irregular, UAVs cannot flight as the designed 
path due to motion constraints [33]. Besides, the path 
generated by the proposed method (Figure 8) crossed less 
dangerous areas (e.g. roads) compared with A* method 
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(Figure 7). The developed system provides a realistic 
game world for relevant professionals to design a path for 
UAVs in building exterior inspection like playing games. 
By implementing “human in the loop”, the developed 
system can easily take more constraints into 
consideration by integrating expert knowledge and 
experience. 

6 Discussion 
Manual visual-based building exterior inspection is 

usually labor-intensive, time-consuming, error-prone and 
highly risky. As the low-price commercial UAVs are 
popularized, professionals start to use UAVs for building 
exterior inspection works, which brings in benefits 
including enhanced safety and efficiency. However, in 
high-rise high-density cities like Hong Kong, the 
complex flight environments require a more accurate 
path planning method that can help professionals to 
design path for their inspection task to avoid accidents 
(e.g. collision).  Previously developed path planning 
methods like A* [9] well tackle the distance problem but 
cause too many twists and turns on a path. In addition, 
these mathematically based path planning methods like 
A* have a bottleneck on algorithmic complexity when 
they need to be applied in a large 3D space. The required 
computing time is too long, or the required memory space 
is too large [31]. Also, these algorithms seldomly 
considered the data effectiveness (e.g. image distortion 
and light effect). Therefore, these path planning 
algorithms are seldom adopted for inspection tasks in the 
construction industry.      

Virtual prototyping enabled by game engines offers a 
realistic game word to simulate detailed activities in the 
real world. The virtual prototyping-based path planning 
method developed in this paper enables professionals to 
design UAV paths for their inspection tasks like playing 
games. The new method not only overcomes the 
bottleneck of algorithmic complexity of previous 
algorithms [31], but also takes into consideration more 
constraints (e.g. dangerous area, images distortion and 
light effect) by taking the advantage of expert knowledge 
through “human in the loop”. Compared with path 
planning tools that are supported by Google Earth Pro, 
the developed system has a higher level of accuracy 
because the game world is constructed using accurate 
BIM models.  

 The developed path planning system involves game 
engine, UAV and professionals, which can be extended 
for more general applications in the construction industry. 
First, game engine can be used for mission planning for 
robotics. As the development of automation and control 
technology, adopting robotics has great potentials to 
improve the productivity in the construction industry 
[34][35] Robots can be trained, tested and assigned tasks 

by a game engine. Second, a cyber-physical system for 
construction management or even smart city 
management can be built by synchronization between the 
real and game worlds. Third, human can also be linked to 
the game world to maximize the power of 
human/hardware-in-the-loop (HHITL) [36]. For example, 
a professional can use remote controller to control a robot 
to conduct a task in a game environment for once, then 
the robot can learn how to conduct the task in the real 
world by itself through imitation learning [37]. 

7 Conclusions 
Building exterior inspection using UAVs is widely 

recognized around the world in recent years, because of 
a broad variety of benefits including low cost, high safety 
and efficiency. However, there has been no user-friendly 
tool that can help professionals with path planning in an 
accurate and efficient manner. In this paper, a new virtual 
prototyping-based path planning system is developed for 
UAVs. It helps professionals to design an accurate path 
for inspection tasks efficiently. The new method will not 
only overcome the algorithm complexity problem that 
exists in many previously developed path planning 
algorithms, but also provide a higher level of accuracy 
than the path planning assisting tools available in the 
market do. 

The developed path planning system can be easily 
extended for other mission planning tasks for robotics in 
the construction industry. Furthermore, it can also be 
developed into a cyber-physical system for construction 
management or even smart city management. These 
extensions will be explored in future research. 
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Abstract – 

Construction progress monitoring and 
visualization have recently undergone advanced 
development. However, the data exchange process 
between construction offices and jobsites still lacks 
automation and real-time data records. Furthermore, 
an information gap between construction offices and 
jobsite activity persists, and progress inspectors still 
need to visit jobsites to check progress and assign 
quality ratings. Therefore, this research proposes a 
near real-time construction progress monitoring 
system called (iVR), which integrates 3D scanning, 
extended reality, and visual programming to visualize 
interactive onsite inspection and provide numeric 
data. The iVR system contains four modules: 1) 
recording jobsite activity through 3D scan (iVR-scan); 
2) processing and converting 3D scan data into a 3D 
model (iVR-preparation); 3) immersive virtual reality 
inspection in the construction office (iVR-inspect); 
and 4) visualizing inspection feedback on the 
construction jobsite using augmented reality (iVR-
feedback). In other words, 3D laser scanners first 
capture an activity point cloud and the iVR-
preparation algorithm processes and converts the 
point cloud into a 3D model that is sent to the 
construction office’s BIM cloud. Then, the proposed 
VR mode in iVR-inspect enables a quality assurance 
inspector to trace workflow, compare current project 
progress with blueprints, measure objects, and add 
text or design notes to 3D models to improve the site 
management and decision-making quality. Finally, 
iVR-feedback sends inspection reports to jobsite 
workers, who can visualize them in an augmented 
reality mode integrated with graphical algorithms. 
An experimental laboratory trial is presented in this 
paper to validate the concept; the iVR system for 
progress monitoring successfully generated the 
required results. The proposed system has the 
potential to help progress inspectors and workers 
complete quality and progress assessments and 
decision making through the development of a 
productive and practical communication platform. It 

compares favourably to conventional manual 
monitoring or data capturing, processing, and storing 
methods, which have storage, compatibility, and time-
efficiency issues. Moreover, iVR minimizes physical 
interactions between workers and QA inspectors, 
thus creating healthier construction jobsites that are 
characterized by minimal human interaction. Finally, 
the same approach can be applied to more complex 
construction activities with movable natures.  

 
Keywords – 

Kinect Camera; Augmented Reality; Virtual 
Reality; Building Information Modeling; Progress 
Monitoring 

1 Introduction 
Building Information Modelling (BIM) technology, a 

recent trend in the construction industry, is an exciting 
solution for achieving automation in construction project 
progress monitoring. BIM is a rich source of 3D 
geometry-related information, such as architecture, 
structure, and MEP; furthermore, it enables knowledge 
sharing and interoperability over a building’s lifecycle 
[1–3]. 

Engineers at a construction site find it challenging to 
manage a complicated BIM model and recognize the 
necessary attributes in the model [4,5]. Since BIM 
models are stored on servers or separate computers, they 
are often not updated synchronously on the jobsite. In 
other words, the transfer of knowledge from the design 
office to the engineering office on the construction site is 
significantly delayed [6]. This delay is crucial in certain 
projects, such as rapidly tracked projects, where planning 
and construction occur simultaneously. Slower data 
exchange results in project slowdown or rework [7]. This 
implies a need for real-time data exchange between 
building and planning offices [8]. Therefore, designing a 
near real-time system for tracking construction projects 
and closing the distance between jobsite operation and 
construction offices is necessary. 

The aim of this study is to evaluate the degree to 
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which virtual reality systems can be integrated into and 
affect state-of-the-art construction progress monitoring 
workflows. This research demonstrates the degree to 
which mixed reality equipment and 3D laser scanning 
embedded in visual programming can solve these 
problems; furthermore, it assesses the effectiveness of the 
proposed device and framework. We aim to reduce the 
distance between the jobsite and the construction office, 
and establish a framework that can provide near real-time 
progress tracking and data quality control between the 
construction office and jobsite activities. Therefore, we 
developed a near real-time progress monitoring system 
called iVR that consists of four modules: 1) the iVR-scan 
module monitors jobsite activity using a Kinect scanner, 
2) the iVR-prepare module converts captured point cloud 
data into a 3D model and sends it to the construction 
office, 3) the iVR-inspect module utilizes virtual reality 
to help inspectors check activity quality and write review 
comments, and 4) the iVR-feedback module utilizes 
augmented reality to visualize inspectors’ review reports 
on jobsites. The iVR system underwent laboratory testing 
and produced successful results. This system can aid 
quality inspectors monitor jobsites from construction 
offices in near real-time, eliminating the need to visit 
jobsites. Thus, inspectors can monitor multiple activities 
over a shorter period compared to conventional quality 
inspection methods. Furthermore, iVR can contribute to 
a healthier construction environment by reducing human 
interaction between construction jobsite workers and 
quality inspectors in the office. 

2 Literature Review 
Point cloud has been used in different phases of the 

construction industry for planning and design; 
production and development; operation and maintenance; 
etc. [2]. During the planning and design process, point 
cloud helps in the reconstruction of 3D site models and 
existing buildings [2,4]. Suitable data acquisition process 
and devices for construction work include 3D laser 
scanning, photogrammetry, videogrammetry, and RGB-
D and stereo cameras [3]. 

The Kinect 3D scanner uses the same technology that 
a mid-range 3D scanner, projector, or infrared camera 
might use to measure the depth of, and around, an object 
[9]. The two cameras of the Kinect enable it to scan 
almost every item in 3D with good precision. The Kinect 
cameras have been used in the detection and evaluation 
of construction sites, product identification, materials and 
labor [2,10], safety monitoring [11] and reconstruction 
[8]. Many simultaneous localization and mapping 
(SLAM) programs have used sparse maps to identify and 
concentrate on real-time monitoring [7]. Other 
approaches have been used for point-based 
reconstruction [5]. Kinect cameras reconstruct surfaces 

more reliably, based on real-world geometry; thus, they 
exceed point-based representations [7,8]. 

Immersive modeling increases the understanding of 
complex construction processes and facilitates the 
assessment of project situations at reduced costs and 
interference levels [12,13]. Furthermore, it enables 
synchronous cooperation between different stakeholders 
in planning and design [14,15]. The use of virtual reality 
during the design process has yielded significant 
improvements in design, which increase workers’ safety 
during construction [16,17].  

Laser scanning data are commonly used for 
dimensional and surface quality assurance in several civil 
applications and project quality management [18–20]. 
We propose a precise and effective laser scanning-based 
technique to reduce the distance between office and 
construction worksites by combining Kinect 3D scanning 
and extended reality for a near real-time dimensional and 
surface quality control approach. 

3 Methodology  
The research methodology’s design and selection 

were divided into three steps. First, we analysed the 
current best practice in construction jobsite progress 
monitoring and selected the best technologies to achieve 
its objectives. Second, we developed a progress 
monitoring system called iVR. Finally, we validated the 
system with a laboratory test and analysed the results for 
development (Figure 1). 

This research proposes a progress monitoring system, 
iVR, using extended reality and laser scanning. The 
proposed system consists of four modules: site model 
capture using 3D laser scanners (iVR-scan); conversion 
of point cloud into 3D mesh (iVR-preparation); Quality 
Assurance (QA) inspection and feedback report 
generation using VR (iVR-inspection); and visualizing 
inspection feedback on the jobsite using AR (iVR-
feedback) (Figure 2). 

 
Figure 1. Research methodology design and selection 
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3.1 iVR-scan 
In this module, a laser scanner installed on the jobsite 

tracks an operation and sends live scanning data to the 
building office. This module focuses on the location, path, 
type of laser scanner, software, and hardware needed to 
complete this process. 

This research used the Kinect V2 [21] [21], offering 
live scanning, as a 3D laser scanner. (Lidar + 
photogrammetry = Kinect 3D scan) represents the 
combination of cameras and sensors for target 
observation and distance recognition, thus building this 
research’s concept.  

The Kinect 3D scanner uses the same technology that 
is used by a mid-range 3D scanner, camera, or infrared 
camera to calculate the depth field of, and around, an 
object. The two “cameras” of the Kinect enable accurate 
3D scanning of almost all items. 

The scanning process for the target item is as follows: 
1) Assign a position for the laser scanner in the BIM area, 
using the everyday operation optimizer iVR-scan 
position tool; 2) Set up the laser scanner and direct it 
toward target objects on the construction site; 3) Connect 
Kinect V2 to the Grasshopper PC Graphical Algorithm 
Editor [22,23] in the commercially developed software 
Rhinoceros [24]. Three point cloud libraries (Quokka 
[25], Tarsier [26], and Firefly [27]) in Grasshopper 
manage point cloud data and convert them into point, 
color, and GPS coordination in order to process the 

model in real time. Then, the Speckle cloud [28] sends 
cloud point data from the jobsite to the Grasshopper 
Rhinoceros in the development office, which gets 
synchronized and updated per time cycle. 

3.2 iVR-preparation 
The built algorithm in iVR-preparation processes 

these data in the construction office as follows, before the 
inspector gets access to the point cloud data collected 
from the jobsite: Step 1) Using the Speckle data receiver 
to receive point cloud data from job PC; Step 2) Building 
a visual algorithm that coordinates and compares point 
cloud colours, points, and GPS with the BIM model; Step 
3) iVR-crop the selected item from the scanned scene, 
utilizing colour coding to minimize computational data 
and the time spent on further measures; Step 4) iVR-
preparation uses Alpha shape matching cube 
mathematical logic [29] and a ball pivoting algorithm 
[30,31] to convert the point cloud into a 3D mesh object; 
Step 5) To reduce computational data and time spent, 
iVR-preparation uses a bounding box to include the 
produced 3D mesh; Step 6) iVR-preparation contrasts the 
cloud bounding point box with the BIM model and 
analyzes the operation’s progress. 

3.3 iVR-inspect 
In this module, 3D mesh is aligned with the BIM 

model that was developed in iVR-preparation. A progress 
tracking investigator attaches the virtual reality (VR) 

Figure 2. iVR system architecture connection loop between construction jobsite and construction office 

26



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

headset to the Rhinoceros area and starts reviewing 
progress details obtained from the jobsite in VR 
technology. In general, the iVR-inspection module 
process is as follows: 1) Aligning the 3D mesh with the 
BIM model that was developed in iVR-preparation; 2) 
Linking the VR headset to the virtual reality and set 
layout design, size, and colors; 3) The controller monitors 
progress checks, building accuracy, and quality checks; 
4) The progress monitoring inspector composes notes, 
highlights items, and draws illustration types as input; 5) 
Sending a fresh dataset kit back to the jobsite. 

The reason we chose the VR inspection method rather 
than conventional site visits or BIM versus point cloud 
screen checking is to give the progress monitoring 
inspector the capability and power of immersive reality, 
thereby increasing inspection rate, speed, and accuracy. 

Finally, after the progress monitoring inspector 
completes the progress and quality checks, draws 
illustrations, and writes comments, iVR-inspection sends 
multilayer data, including the BIM model, overlay model, 
comments, drawings, and an accomplishment report to 
iVR-feedback. 

3.4 iVR-inspect 
In this module, iVR-feedback uses the Fologram 

library [32] in Grasshopper Rhinoceros to simulate the 
inspector’s files on the jobsite by utilizing extended 
reality. The iVR-feedback workflow consists of: 1) A 
worker’s phone is registered with the Fologram tool in 
the construction office to receive live data; 2) The 
progress monitoring inspector sends BIM models, 
comments and sketches, output reviews, and overlay 
models to a mobile phone on the jobsite via Fologram; 3) 
A jobsite worker visualizes all the data received via 
mobile phone in extended reality. Using the parametric 
models representing the architecture, an immersive 
holographic instruction set is generated. Fologram 
synchronizes the geometry created on virtual reality 
devices through a local Wi-Fi network in a Rhinoceros or 
Grasshopper file. If a consumer makes improvements to 
a pattern in Rhinoceros or Grasshopper, those changes 
will be observed and forwarded to all related extended 
reality apps, thus allowing users to display digital models 
in a physical environment and on-scale, while making 
changes to these models using common, powerful CAD 
software devices. This tool inspector can also monitor 
whether a worker uses Fologram to correctly view 
comments using data from a jobsite; this is a very 
important benefit of iVR-feedback. 

4 Case Study  
A laboratory test was designed to simulate a specific 

activity’s quality inspection between the jobsite and the 
construction office in order to validate the proposed iVR 

system. All four phases of iVR were introduced in this 
case study, and the time spent on each phase as well as 
their accuracy and practicality were reported to facilitate 
further device growth. The target activity in this research 
comprised six boxes (20 x 30 x 20 cm) laid in two 
columns with three boxes on each side of the construction. 
The target activity was designed in a BIM environment; 
Styrofoam boxes were used to represent the jobsite 
(Figure 3) in the laboratory.  

The construction site working environment is 
constantly changing and therefore it is challenging to 
maintain a constant network between different devices. 
In the case study one operator runs the iVR-scan that 
consists of a Kinect V2 camera connected to iVR 
platform on a portable computer. The computer 
specifications used in the case study are: (processor: intel 
core i7 cpu, installed ram 32 gb, graphic card: nvidia 
GeForce gtx 1060 3gb) which registered 3d point cloud 
data from target activity in the jobsite. Next, the iVR-
prepare cropped the point cloud scene and converted the 
targeted object into 3D mesh and sent it to the 
Construction office using Speckle doc cloud 
synchronizer between two iVR platforms using Wi-Fi 
internet. After that, the  iVR-inspect used VR technology 
to check quality, insert notes, check progress rate and 
draw comments and send it to iVR-feedback. In the case 
study, a smart phone with 4G Wi-Fi was used in iVR-
feedback to receive data from the construction office and 
visualize them in the jobsite. It is essential that both 
construction offices and iVR-scan are connected to the 
same wifi host. Finally the worker successfully 
visualized the inspector report in using AR technology as 
illustrated in Figure 3. 

It takes about 17 minutes to finish one loop of iVR 
data exchange. It took 23 minutes for the inspector to 
comment using VR in iVR-inspect and for the worker to 
provide feedback visualization in iVR-feedback. In total, 
the laboratory test took about 40 minutes. 

First, the laboratory research for the case study began 
by targeting one pile of boxes for 3D laser scanning, 
collecting 3D geometry vertices, and documenting the 
point cloud using Kinect V2 (seconds time). The Qualla 
library was used to control point cloud resolution to 
manage the processing and time required for 
computational data. Next, a cropping box was created 
containing only selected items (in our case, concrete 
columns) for the next stage in order to minimize 
processing time and remove the unwanted items that 
were scanned from the point cloud, as seen in the iVR-
scan module section of Figure 3. 

Next, iVR-preparedness monitors point clouds at any 
interval and updates current point clouds as a loop. In this 
case study, the interval for updating was set at 17 minutes. 
As described in the methodology, iVR-preparation used 
ball pivot algorithms to convert concrete column point 
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clouds into 3D mesh. Using the Speckle cloud 3D model 
synchronizing device and overlaying it with the BIM 
model in the Grasshopper Rhinoceros program as seen in 
Figure 3, the iVR-preparation module was sent to the 
development office after the 3D mesh and the point cloud. 

After that, progress monitoring inspectors receive 
point cloud and 3D mesh data in the building office using 
Grasshopper Rhinoceros and the Speckle data receiver 
tool. This research used Oculus Rift S [33] [32] to test 
iVR-inspection. The progress monitoring inspector 
simulated the 3D model in virtual reality, taking 
measurements, writing notes, checking development and 
consistency, taking snapshots of the required information, 
and producing development reports, as shown in the iVR-
inspection module section of Figure 3. 

Finally, the iVR-feedback algorithm sends inspectors’ 
progress reports back to the worksite using Fologram’s 
augmented reality platform in Grasshopper Rhinoceros. 
Workers on the site get progress sheet reports that include  

 
BIM models, feedback, sketches, and 

accomplishment pace, and overlay models. Notice that 
external details can often be added to progress reports, 
including job venue, mission independency, timetable, 
and building methods. In construction offices, workers’ 
phones and receiver Fologram devices should be 
connected to the same Wi-Fi network for AR operation. 
In this case study, iVR-feedback effectively visualized 
input details on the construction site, allowing workers to 
check observations from the progress inspector in the 

overlay model and follow up on the relevant revised 
information requested by the progress inspector, as seen 
in the iVR-feedback section of Figure 3. 
Figure 3. Case study lab test of iVR progress monitoring 
using extended reality and data exchange between 
construction jobsite and office. 

5 Discussion 
The adopted case study to track the concrete columns’ 

progress showed that the new program can accommodate 
more complex and robust worksite construction. The iVR 
program successfully captured tracking data, analysed it, 
produced a progress inspector’s report, and returned it to 
the construction worksite for input. Through iVR-inspect, 
auditors can harness the power of augmented reality to 
observe concrete columns from different angles and take 
samples that are out of the scope of conventional methods. 
This research argues that using iVR at the progress 
monitoring stage could improve decision making and 
result in a better product in a shorter time span and with 
the lesser human resources. The study also argues that 
this approach reduces humans’ physical contact, which 
helps maintain social distancing measures to reduce the 
spread of infectious diseases, such as the COVID-19 
pandemic [95]. The innovative methods, algorithms, and 
technologies developed in this research distinguish it 
from past research. Hence, this study makes several 
significant contributions. 

First, the 3D laser scanner is directly connected to the 

Figure 3. Case study lad test of column monitoring and quality check in near real-time using iVR system 
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BIM environment in this research. A medium platform is 
not required, whereas other frameworks developed by 
researchers need a medium platform to convert scanned 
data into point cloud or massing geometry. 

Second, the iVR system eliminates file format 
compatibility issues as every hardware and software is 
connected directly to the Grasshopper Rhinoceros’ visual 
program. Many progress tracking models, on the other 
hand, involve various scanning tools in a range of formats 
(xyz, ply, pts, e57, las, and laz) and BIM-type formats 
(3dm, dwg, obj, ifc, rvt, and nwd); these variations in file 
format pose consistency concerns and can also trigger 
data fragmentation or failure due to the need for specific 
versions or data processing. 

Third, data storage in the BIM environment is 
managed and controlled in iVR. To import or export 
information, Kinect apps, the VR headset, and Fologram 
are connected to the BIM environment, which make them 
extremely light and easy to work with. However, other 
state-of-the-art data management tracking exists in the 
scanning business’ cloud or on handheld devices, which 
is inefficient because the customer has to link the 
processed point cloud data with another data cloud or 
other BIM applications to track the operation’s progress. 

In the case study, the accuracy of registered data in 
the iVR-scan was +- 3 mm compared to the actual 
measurements. The laser scanned data accuracy depends 
on various factors including: distance between target 
object and laser scanner, colour, scale, rotation of the 
target object, and the lamination of the room. The 
backside of the target object is not registered by the laser 
scanner therefore the 3d model of target object misses the 
backside which is one of the limitations of fixed laser 
scanners in the jobsite. The point cloud registered in the 
iVR-scan can is colour coded also which can help iVR-
inspect differentiate different objects using associated 
colour code. The scale factor remained fixed to 1 to 1 
throughout the iVR loop to maintain accuracy and data 
management. There was no data loose during the iVR 
loop except when iVR-prepare crop the scene point cloud 
and detach target object from the rest of the point cloud 
to reduce computation time. The system needs to be 
tested on a variety of construction activities with different 
object scales and colour to compare accuracy and 
efficiency of iVR. 

6 Conclusion 
Despite critical advancements in 3D scanning and 

photogrammetry techniques for tracking building 
progress, traditional quality control and progress testing 
often entail manual inspection or data analysis, which 
takes a long time to track and relies on conventional 
methods. A near real-time project monitoring tool (iVR) 
has been developed and tested to address this issue. The 

vital benefits of iVR are summarized, based on the 
findings, as follows:  

(A) The study indicates that the device significantly 
reduces the information gap between the 
development office and jobsite; the collection, 
sharing, and computation of data requires fewer 
resources and time. 

(B) Immersive, interactive, and augmented 
technologies allow investigators and workers to 
visualize tasks from perspectives that are 
unfeasible with traditional approaches; they 
enable effective interaction and an almost 
tangible approach to the data by providing 
investigators and workers with the appropriate 
means to sketch, report, and add data. 

(C) Using iVR, inspectors can monitor several 
activities in a short period while remaining in the 
construction office. Furthermore, it can reduce 
human resources and improve quality and 
production. 

(D) The system can ensure social distancing and 
minimize human activity among staff and 
construction officers, which might further 
mitigate the spread of infectious diseases on 
building sites during the ongoing COVID-19 
pandemic. 

 
To conclude, iVR’s potential for progress tracking at 

the construction level was identified and validated with a 
laboratory-tested case study. This method will be 
presented in the future as a tab plug-in to commercial 
software applications; it will improve the progress 
tracking inspection process. The methodology’s scope in 
the architectural field is limited to activity geometry, 
such as construction progress monitoring; however, in 
the future, it could be expanded to also include progress 
tracking (photogrammetry + Real 3D scanner), material 
tracking (GPS, RFID), worker tracking (RFID), and 
equipment tracking (GPS and distributed sensors). The 
iVR-scan is currently only applicable to jobsite target 
activity; however, it can be extended to not only focus on 
object quality checks, but can also consider human 
activity, such as human recognition and skeletonizing, to 
identify human figures and track skeleton images of 
people moving within the Kinect field of view. In iVR-
preparation, generated reports could be integrated with 
BIM schedule targeted activity reports to give feedback 
to 4D BIM, facilitating automatic updates and increasing 
automation in QA inspection. 

Data Resources 
All of the iVR project’s visual program algorithms 

and datasets are stored in the Mendeley Data repository 
https://data.mendeley.com/datasets/g2xh9k5yzy/1, and 
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the results that are presented in this paper can be 
reproduced by following the readme file instructions or 
the methodology that this paper explained. Case study 
video footage can be found using these links: 
https://www.youtube.com/watch?v=jjT40j6UATw; 
https://www.linkedin.com/posts/ahmed-khairadeen-ali-0 
9631791_cad-digitalconstruction-openbim-activity-666 
8921608612253696-RBeS; and 
https://www.linkedin.com/posts/ahmed-khairadeen-ali-0 
9631791_openbim-dynamo-digitalconstruction-
activity6674930637192998912-ASWP. 
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Abstract -
Lighting performance simulators play an important role

in the architectural design process, as it provides the means
to address lighting design issues early within the design stage
of a construction project life-cycle. Currently, several light-
ing performance simulators provide support for glare sim-
ulation and analysis; however, they are primarily limited to
two-dimensional desktop displays and not capable of simu-
lating glare in real-time. Furthermore, the quantitative data
produced from these simulators consist of reports, complex
numerical data-sets, two-dimensional graphs, and charts,
which creates a divergence between the data produced and
the three-dimensional context of the building. As a result,
analysis of glare data generally requires specialists such as
experienced architects who have an extensive background
in interpreting these two-dimensional data-sets. In order
to overcome the aforementioned issues, we present VRGlare:
an immersive Virtual Reality lighting performance simulator
capable of real-time glare simulation and analysis. In addi-
tion to semi-realistic lighting renderings, this research pro-
poses four visualisation techniques to represent glare within
an immersive three-dimensional context. We also present two
multi-sensory approaches designed to re-create the physical
discomfort that occurs when experiencing glare. This pa-
per provides an overview of the developed simulator which
includes the hardware, software, algorithms, visualisations,
and multi-sensory representation of glare discomfort.

Keywords -
Virtual Reality; Lighting Performance Simulation; Im-

mersive Glare Visualisation; Glare Analysis; Building Infor-
mation Modelling

1 Introduction
Sufficient work-place lighting is an essential require-

ment for workers who spend multiple hours on a com-
puter per day. Previous studies have demonstrated vi-
sual discomfort in the workplace has a negative impact
on a worker’s overall level of productivity, performance,
and overall job satisfaction [1, 2]. The physical symp-
toms associated with visual discomfort include eye-strain,
headaches, fatigue, red, sore, itchy, watering eyes, and
lighting sensitivity. Visual discomfort can occur in work-
places due to various factors associated with lighting in-
cluding uniformity, glare, veiling reflections, shadows, and
flicker [3]. As a result, providing architects with the neces-
sary tools to mitigate visual discomfort during their design
process is required. With the continuous advancements of
Lighting Performance Simulators (LPS) in recent years,

LPS has become an increasingly used tool for architects
to plan and design their ideal lighting layout. A LPS can
be defined as a software system that provides the ability to
simulate, analyze, and assess the performance of lighting
through realistic simulations, algorithms, and large subsets
of data. Currently, several LPS systems provide support for
glare simulation and analysis, however, they are primarily
limited to two-dimensional desktop displays and not ca-
pable of simulating glare in real-time. Furthermore, the
quantitative data produced from these simulators consist
of reports, complex numerical data-sets, two dimensional
graphs, and charts, which creates a divergence between
the data produced and the three-dimensional context of
the building. These traditional methods of representing
glare data were based on the limitation that computers
lacked the hardware capability to simulate lighting data
in real-time. However, as processing speed and power
of computers rapidly advances [4], glare simulators will
transition from requiring lengthy calculation processes to
real-time simulation of data. As a result, new and im-
proved methods for representing glare will be introduced
over-time rendering previous methods obsolete. In order
to overcome the aforementioned issues, we present VR-
Glare: an immersive LPS capable of real-time simulation
and visualisation of Glare for lighting design and analy-
sis. The proposed system utilizes Virtual Reality (VR) to
improve the spatial awareness, and presence [5] lacking
in modern PC-based LPS. A set of five immersive visu-
alisations were developed and presented in this paper to
demonstrate the potential of using VR for real-time glare
simulation and analysis. Due to the dynamic range of
current head-mounted displays (HMDs), it is not possi-
ble to experience glare discomfort in VR. Therefore, we
present two multi-sensory approaches to achieve recre-
ation of glare discomfort in VR using haptic and audio
interfaces.
The specific contributions of this paper are:

• A real-time Virtual Reality Glare simulator for
immersive glare analysis and design.

• A set of five visualisation techniques to represent
glare within a real-time immersive environment.

• Two methods for representing glare discomfort
through multi-sensory approaches.
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2 Related Work
Despite the rapid hardware advancements of comput-

ers in the last decade, limited investigations have been
conducted on real-time simulation of glare data for light-
ing analysis and design. Moreover, no prior research ex-
ists on exploring the use of immersive three-dimensional
visualisation techniques to create a direct link between
glare data produced and the three-dimensional context of
the building. As a result, the related works discussed
in this section consists mostly on previous research ex-
ploring the integration of immersive displays for lighting
performance simulation and analysis. The specific re-
search addressed includes the following areas associated
with immersive lighting performance: artificial and natu-
ral lighting design, day-lighting analysis, and energy cost
and consumption. We also provide a brief overview of the
historical research developments for LPS, and describe a
modern commercial LPS which supports glare simulation
and analysis: DIALux.

2.1 Immersive Lighting Performance tools for Simu-
lation and Analysis

In recent years, researchers have begun exploring the
integration of Virtual and Augmented reality (AR) with
Building Information Modelling (BIM) for lighting de-
sign and analysis. BIM is described as a process where
building information related to a project’s activities is di-
rectly linked with a corresponding three-dimensional vir-
tual CAD model. BIM has the potential to be a valuable
tool for improving the accuracy of future lighting sim-
ulations as non-geometrical factors such as material can
have a considerable impact on lighting performance. One
of the earliest works using immersive displays for light-
ing analysis was achieved by Sheng et al. [6] who built
a multi-projector AR table-top visualisation system capa-
ble of simulating artificial and natural lighting of build-
ings. The developed prototype was capable of simulating
the effects of day-lighting over a 24 hour day-time cy-
cle. Similarly, Natephra et al. [7] developed a BIM-based
lighting design feedback (BLDF) prototype targeted to-
wards immersive visualisation using VR. The motivation
for developing BLDF was to address flaws associated with
previous LPS tools. The authors noted one of the key
improvements of their prototype was the implementation
of a built-in system to calculate and provide information
relating to lighting energy cost and consumption. The
results from a case-study conducted demonstrated BLDF
was capable of providing stakeholders with an increased
level of satisfaction and understanding for perceiving and
optimizing lighting conditions to improve lighting design,
and mitigate energy costs for future occupants. The au-
thors discussed one of the future directions of their work
is to incorporate support for glare simulation and analy-

sis. More recently,Wong et al. [8] developed an immersive
lighting visualisation tool incorporating VR and aspects of
BIM.Thiswas achieved by linking lighting simulation data
obtained from DIALux with the Unity 3D Game Engine
to handle VR visualisation and interaction. The results of
this research concluded that the systemwas capable of pro-
ducing realistic lighting rendering effects and provided the
appropriate feedback for users to make informed lighting
decisions. Immersive VR daylighting analysis and simu-
lation tools such as RadVR [9] have also demonstrated VR
as an effective medium to improve spatial understanding
of tasks, improve navigation, and sun position analysis in
comparison to PC oriented LPS tools. Representation of
daylighting data using RadVR was achieved through two-
dimensional heatmaps which incorporated a three colour
gradient palette consisting of blue as the minimum value,
yellow as the median, and red as the maximum. Birt et
al. [10] performed a comparability study aimed at assess-
ing the advantages and disadvantages of usingVR for light-
ing simulation and analysis compared to AR. The results
of this research showed VR was most efficient for lighting
visualisation and provided a more realistic reconstruction
of the real world, whereas AR improved the manipula-
bility of the system, enhanced creativity, and improved
participants confidence of the design.

2.2 Commercial Glare Simulation and Analysis ap-
plications

The history of lighting performance simulators dates
back as early as 1970s when researchers begun developing
algorithms to predict luminance and illuminance levels of
natural, and artificial light sources [11]. Due to the limited
computational power at this time, data was primarily rep-
resented numerically. By the 1990s, computer hardware
became advanced enough to allow lighting simulators to
produce semi-realistic rendered images of lighting. How-
ever, these simulators still primarily relied on representing
data through numerical datasets, and two-dimensional im-
ages and drawings such as isolines. The 1990s also saw
the introduction of Radiance: a LPS capable of simulat-
ing glare [12], luminance, and illuminance levels [13].
The lighting engine utilized a backwards ray-tracing ap-
proach to produce semi-realistic lighting simulations of
CAD models. Among numerical datasets, Radiance also
utilized semi-realistic static images to visualise lighting
data. These images could be overlayed with different vi-
sualisations such as false-colour images or contour lines.
Radiance was later open-sourced and is still widely uti-
lized as both a lighting analysis tool and backend lighting
engine to several LPS systems. Modern commercial LPS
applications such as DIALux1 provides support for cal-
culation, and analysis of glare, daylighting, and artificial

1https://www.dialux.com/en-GB/
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lighting analysis, energy consumption, among a variety
of other features. The software integrates CAD support
allowing users to design buildings directly through their
software, or import CAD models and BIMs using the In-
dustry Foundation Class. DIALux utilizes LUMSearch:
a catalogue search engine to support the integration of
a comprehensive range of lighting fixtures. However,
despite the significant computational hardware advance-
ments over-time, lighting visualisations in DIALux still
primarily consist of traditional approaches for represent-
ing glare. These approaches include isolines, numerical
data-sets, two-dimensional graphs and charts, static three-
dimensional false-colour images and lighting renderings,
and auto-generated reports. Although these traditional
methods of representing glare data are still effective, users
lack the in-situ awareness of the building which we believe
can potentially lead to misinterpretation of data. Further-
more, calculation of glare data requires a lengthy calcu-
lation process and isn’t capable of real-time. We believe
real-time simulation of glare data is necessary to provide a
more precise representation of glare data resulting in users
making more informed lighting decisions.

3 System Overview
3.1 Hardware

The VR technology used to run VRGlare consisted of
a standard HTC Vive2 setup. We also experimented with
the Pimax 5K Plus3 HMD capable of producing a 170
degree field of view (FOV), and 2560x1440 resolution on
each lens. However, due to the significantly higher perfor-
mance demands of the Pimax we primarily used the Vive.
A powerful PC was used to handle the high processing and
memory demands of VRGlare. The specifications of the
PC consisted of an Nvidia GeForce RTX 2080 Graphics
Card with an Intel(R) Core(TM) i7-9700 CPU@3.00GHz
processor and 16GB RAM. Two standard HTC Vive con-
trollers with 6DOF trackingwere used as the input devices.

3.2 Lighting Performance Simulator: VRGlare

In order to develop our own glare visualisation tech-
niques, we designed and built our own custom LPS which
we called VRGlare. VRGlare was developed using the
Unity 3D game engine, and the software was programmed
entirely in C#. The lighting rendering system was based
off Unity’s High Definition Rendering Pipeline described
in Section 3.5.1, and initial lumen calculations were based
off Unity 3D’s built-in lighting integration. The SteamVR
library was incorporated to provide VR support, and the
3D User Interaction Toolkit [14] to provide basic VR in-
teraction. The specific motivation for building our own

2https://www.vive.com/
3https://www.pimax.com/pages/5k-plus-bundle

custom LPS was due to other open-source solutions not
providing real-time simulation capability, lacked VR sup-
port, or did not provide access to their rendering system to
build custom visualisation techniques.

3.3 Glare Calculations
3.3.1 Real-time calculation Algorithm

The following four-step algorithmic approach is utilized
in VRGlare to achieve a real-time simulation of glare data.

1. At run-time, all objects within the Virtual Environ-
ment (VE) are broken down into smaller submeshes.
(Re-calculated once every 500ms)

2. Lux is calculated for each submesh by casting a ray
from each light source to all submeshes within the
light sources range.

3. Retrieve all active submeshes within the user’s view
frustum.

4. Re-calculate glare for each sub-mesh using the UGR
equations shown below.

3.3.2 Unified Glare Rating

The Unified Glare Rating (UGR) [15] illustrated in
equation 1 is utilized in our LPS to calculate glare dis-
comfort. The UGR equation is used to determine the
likelihood of a luminaire causing glare discomfort to sur-
rounding objects. UGR outputs values generally range
from < 10 being imperceptible, to > 28 being uncomfort-
able (see Table 1).

UGR = 8log[0.25/Lb
∑

(L2ω/p2)] (1)

Where Lb is the background luminance, L is the luminance
of the luminous parts of each luminaire in the direction of
the observer’s eye, ω is the solid angle of the luminous
parts of each luminaire at the observer’s eye, and p is the
Guth position index for each luminaire.

Table 1. This table demonstrates the range of values
outputted by the UGR equation and its associated
description. The corresponding RGB values used
in the heat-map visualisation described in Section
3.5.2 are shown on the right-most column (The RGB
colours in the table may differ from the generated
colours in the system).

UGR
Rating UGR Description Heat Map RGB
<10 Imperceptible 0, 34, 255

>10 <15 Just perceptible 0, 255, 255
>15 <18 Perceptible 0, 255, 125
>18 <21 Just acceptable 0, 255, 0
>21 <24 Unacceptable 0.35, 0.72, 0.188
>24 <28 Just uncomfortable 0.7, 0.72, 0.188
>28 Uncomfortable 1, 0, 0.188
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3.4 Bench-markings: Performance Analysis

The capability and performance of VRGlare was mea-
sured through a series of stress-tests designed to determine
howmany glare calculations points the systemwas capable
of handling in real-time. The structure of these tests con-
sisted of spawning an increasing amount of light sources,
and virtual objects within the users FOV. To maintain a
consistent amount of submeshes, we re-used the same ob-
ject for each trial. The heatmap visualisation later de-
scribed in Section 3.5.2 was used as the primary glare vi-
sualisation technique throughout the tests. The hardware
specifications used in these tests are described in Sec-
tion 3.1, with the exception of the Pimax 5K which was
substituted with a standard HTC Vive HMD. The overall
results demonstrated VRGlare performed reasonably well
(45 FPS) with 5 light sources, and 50 objects (1300 sub-
meshes) within the user’s FOV. A full breakdown of the
bench-marking results are described in Table 2.

Table 2. Benchmarking results for heatmap visuali-
sation

Objects
In FOV

Light
Source

Sub-
Meshes

Rays
Casted

Frames
per second

1 1 26 27 90
10 2 260 552 85
10 5 260 1305 50
20 5 520 2605 48
20 10 520 5210 46
50 5 1300 6505 45
50 10 1300 13010 27
75 10 1950 19510 15
100 10 2600 26010 10
100 20 2600 52020 <5

3.5 Glare Visualisation Techniques

In this section we provide an overview of the visuali-
sations and multi-sensory approaches used in VRGlare to
represent glare within an immersive three-dimensional en-
vironment. The visualisations described consist of a stan-
dard semi-realistic lighting rendering, real-time heatmaps,
three new visualisations, and two multi-sensory glare dis-
comfort techniques. Each section provides an overview
of each technique which includes the design motivations,
partial implementation details, advantages, disadvantages,
and potential uses.

3.5.1 Semi-realistic Lighting Visualisation

The semi-realistic lighting visualisation is designed to
present a standard semi-realistic rendering of the gener-
ated lighting, and glare present within the VE. This is
achieved through Unity’s built-in High Definition Render-
ing Pipeline (HDRP) which handles the backend render-
ing calculations. A number of variables such as the in-

tensity, position, and orientation of natural, and artificial
light sources within the VE are used to calculate light-
ing. Additional object parameters such as materials are
also considered to generate semi-realistic glare rendering.
Furthermore, the HDRP combines semi-realistic shaders,
and global illumination algorithms to simulate direct and
indirect lighting phenomenons such as glare, shadows, re-
flectiveness, and light ray bouncing.

Figure 1. This image presents the standard HDRP
Lighting Visualisation: which is a realistic repre-
sentation of Glare within the scene. Lights are set
to 800 lumens and a 3 meter range.

The motivation for utilizing the HDRP as our default visu-
alisation is to present a semi-realistic recreation of the ex-
pected lighting produced based on a given lighting design.
Additional four-dimensional support has been integrated
into the system allowing users to simulate the lighting at
specific times throughout the day. The combined use of
Unity’s HDRP with VR also allows users to experience
the interior lighting of a building from a first-person per-
spective. VR locomotion techniques such as teleportation
has also been implemented in VRGlare to provide a non-
disorienting approach to navigate throughout the building.
We believe this visualisation could be particularly useful
for architects to gather lighting feedback from client(s)
and other stakeholders associated with the development
of the building. The disadvantages of using a default
lighting visualisation mainly stems from the user’s inabil-
ity to accurately determine whether the intensity of glare
present inside the VE is acceptable or not. As a result, we
present our implementation of four visualisations, and two
multi-sensory approaches to overcome this specific prob-
lem. Furthermore, the HDRP utilizes separate algorithms
for glare calculation as opposed to the UGR standards
described in section 3.3. This results in less-accurate rep-
resentation of glare depicted in the rendering as opposed
to our other propose visualisations which utilize the stan-
dardized UGR equations to calculate glare.
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Figure 2. This image presents the heatmap Lighting
Visualisation: which generates a three-dimensional
heatmap to represent the amount of Glare within the
scene. Lights are set to 800 lumens and a 4 meter
range.

3.5.2 Realtime Heatmap Visualisation

The real-time heatmap visualisation utilizes false-
colour images to represent the intensity of glare within the
user’s FOV. The corresponding RGB colours used in the
heatmaps to represent glare intensity follow a four colour
gradient palette illustrated in Table 1. At run-time, all
objects within the VE are broken down into sub-meshes,
these sub-meshes are then used to calculate glare for mul-
tiple surface points of an objects. Once these calculations
have taken place, the generated heatmaps are superim-
posed over objects within the VE providing glare feed-
back to the user (See Figure 3). Unlike previous LPS
which require lengthy re-calculation processes whenever
a change occurs to the building design, VRGlare is ca-
pable of producing calculations in real-time. This means
when an object or light source properties are manipulated
within the VE, the heatmaps will automatically and si-
multaneously update in real-time. Prior use of heat-map
or false-colour visualisations to represent data on surfaces
has been demonstrated as an effective approach to con-
vey feedback due to its high-level of detail, and simplistic
readability [16]. Heatmap visualisations provide a simple
yet in-depth representation of glare data by revealing the
glare intensities for all possible surfaces within the user’s
FOV using a colour-coded visualisation. The simplistic
nature of heatmaps allows interpretation of glare data to
be achieved without necessarily requiring an architect or
interior designer to analyze data. The trade-off associ-
ated with using real-time heatmap visualisations results in
users losing the semi-realistic aspects for both the light-
ing rendering and graphics within the scene. This is due
to the visualisation technique superimposing RGB colour-
coded heatmaps over the virtual objects thus obstructing
the natural material of the objects, and as a result creating
an inaccurate representation of how the expected lighting
would appear within the building.

Figure 3. This diagram shows the process of su-
perimposing heatmaps onto virtual objects. 1) A
standard object with a mesh collider is placed into
the VE, 2) The object is sliced into twenty-three
submeshes, 3) Calculations are performed and the
generated heatmap is superimposed over the object.

Heatmap Visualisation Extension: MirrorViz
MirrorViz is a tool developed as an extension to the real-
time heatmap visualisations. The motivation for Mir-
rorViz is that it allows users to overcome the trade-off
limitation associated with being unable to experience the
realistic-lighting rendering effects when using heatmaps.
MirrorViz overcomes this limitation by attaching a ’mir-
ror’ to the user’s hand which acts as a gateway between
the heatmap and semi-realistic lighting rendering effects
of the VE.

Figure 4. This image presents MirrorViz: an exten-
sion to the heatmap visualisation technique

3.5.3 Bendrays Visualisation

The Bendrays visualisation technique is loosely
based off the previously developed interaction technique
Bendcast[17]. Bendrays represents glare by casting mul-
tiple rays from the user’s hand to objects within the user’s
FOV. The rays bend towards object surfaces that produce a
UGR value greater than the glare discomfort threshold set
by the user. The casted rays are represented as red bezier
curves which bends towards objects based on the angle
between the user’s hand and the given object. This pro-
cess provides a natural way of casting multiple rays from
the user’s hand without obstructing the user’s perspective.
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Figure 5. This image presents the Bendrays Lighting
Visualisation: (Settings Lights 800 Lumens, 3meter
range in the scene. Rays bend to spots with > 30
UGR

The design motivations which led to the development of
the Bendrays visualisation stems from addressing the fun-
damental limitation of heatmaps which results in users
being unable to experience the semi-realistic lighting ren-
dering and graphics provided by Unity’s HDRP. Due to the
high memory usage of the Bendrays algorithm, Bendrays
can negatively impact the performance of the real-time
simulator when a large number of objects exceeding the
glare threshold are present within the user’s FOV. Addi-
tionally, in this scenario, the large number of rays produced
can potentially obstruct the user’s perspective and reduce
the readability levels of the visualisation. Lastly, based on
our informal observations we believe Bendrays is unable
to provide the level of detail compared to the heatmap vi-
sualisation and as a result interpretation of data is not as
intuitive.

3.5.4 Animated Arrows Visualisation

Animated arrows is a volumetric glare visualisation de-
signed to represent glare discomfort through virtual arrow
cues. The generated arrows are omitted from a given light
source to any light ray hit surfaces within the user’s FOV
that exceeds the glare threshold set by the user. The tra-
jectory for the animated arrows is achieved by casting rays
from the light source to all submeshes within the users
FOV. Using this trajectory, the arrow follows the path of
the casted ray until it hits the surface of themesh. Once the
animated arrow collides with the mesh, the object’s ma-
terial is momentarily replaced with a generated heatmap.
Finally, the animation will reset after a specified amount
of time set by the user and repeat the animation cycle over.
Additional parameters can be modified by the user such
as the speed of the animation, or the amount of arrows
produced by modifying the glare threshold. Animated Ar-
rows provides a unique approach to represent glare data as
it allows the user to visualise the entire process of a light-
ray being cast from the origin light source to the surface
it hits. Due to the additional background information pro-

Figure 6. Animated Arrows visualisation. Top
image shows the visualisation with a UGR > 24
whereas the bottom image contains a UGR thresh-
old of > 0

vided, we believe this visualisation not only allows users
to visualise glare data, but also provides an approach for
users to gain a more detailed understanding of the entire
process that’s causing the glare to occur. As a result, we
believe animated arrows can be a particularly useful tool
for re-designing artificial light sources to mitigate glare,
especially for users who may not have an extensive back-
ground in lighting design. Our current implementation of
animated arrows utilizes a performance heavy-algorithmic
approach. This can specifically becomes an issue if a large
amount of objects exceeding the glare threshold are present
in the users FOV. The outcome in this scenario would re-
sult in the visualisation producing potentially hundreds of
animated arrows causing the applications frame rate to
drop. Similarly to the Bendrays visualisation, the large
amount of arrows produced may result in the visualisation
becoming distracting to the users, and partially obstruct
the user’s FOV resulting in decreased readability levels
as depicted by Figure 6. Lastly, based on our informal
observations we believe representation of glare data is not
as intuitive as the heatmap visualisation. This is primarily
due to the user being required to wait for the animation to
complete its cycle in order to interpret the glare data from
the generated heatmap.

3.6 Multi-sensory Glare Discomfort Representations

Currently, LCD and other related displays do not pro-
vide the required dynamic range for reproducing the vi-
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sual discomfort phenomena that occurs when a user ex-
periences glare in VR. Therefore, in order to recreate the
physical discomfort associated with experiencing glare we
propose two multi-sensory approach of representing glare
discomfort.

Table 3. Audio and Haptic feedback table
UGR
Rating

UGR
Description

Mean Pitch
Frequency

(Sine)

Mean Pitch
Frequency
(Triangle)

Vibr-
ation
Freq

<10 Imperceptible 97.8 Hz 151.8 Hz 20 Hz
>10
<15

Just
perceptible 127 Hz 224.8 Hz 30 Hz

>15
<18 Perceptible 154.2 Hz 270 Hz 50 Hz
>18
<21

Just
acceptable 191.2 Hz 502 Hz 70 Hz

>21
<24 Unacceptable 313.4 Hz 899.2 Hz 100 Hz
>24
<28

Just
uncomfortable 494.2 Hz 1152.2 Hz 150 Hz

>28 Uncomfortable 1057 Hz 1794.4 Hz 255 Hz

3.6.1 Audio-based Discomfort Representation

Our first approach utilizes an audio-based interface de-
signed to re-create glare discomfort by stressing the user
through audio cues. This is achieved by producing vary-
ing pitches of three-dimensional frequencies based on the
amount of glare visible within the user’s FOV. The algo-
rithm is described as followed: firstly, theUGR calculation
is performed to determine the amount of glare associated
with each object present in the user’s FOV. Next, a three-
dimensional audio source is placed at the position of the
produced glare sources. Finally, the audio source outputs
a three-dimensional sound at a specific frequency based
on the amount of glare produced by a given object. The
frequencies obtained as illustrated in Table 3 were col-
lected by running a pilot study where participants (n=5)
were instructed to change the Hertz frequency to match
the description described in the UGR discomfort-scale.
The mean pitch was then calculated from the data-set and
used to determine the frequencies of the sounds produced
by the simulator. Another design motivation for develop-
ing this technique was to provide users with an approach
to represent discomfort levels of glare in the VE without
having to visually the experience the glare. One particular
scenario where this technique could be used is to pro-
vide 360 degree glare feedback, this would allow a user to
gain an understanding of objects producing glare behind
or outside the users FOV. The disadvantages with using an
audio-based interface to represent glare is primarily asso-
ciated with the difficulty required to accurately interpret
data and locate the origin of a glare source. To resolve this
issue, we propose using the audio interface concurrently
with a visualisation technique.

3.6.2 Haptic-based Discomfort Representation

In addition to an audio-based glare discomfort tech-
nique, we also experimented with an alternative multi-
sensory approach which utilizes haptic feedback to con-
vey glare discomfort through vibrations. This is achieved
by outputting vibrations ranging in intensity values based
on the amount of glare present within the user’s FOV.
The hardware to achieve this consisted of two HTC Vive
Controllers, each capable of producing vibrations rang-
ing between 0-255 Hertz. The motivation for developing
this technique was strictly to experiment with alternative
multi-sensory approaches to represent glare. Based on our
initial informal observations we believe vibrations are not
as an effective sensory modality for reproducing the phys-
ical discomfort of glare in comparison to an audio-based
interface. However, we believe this proof of concept could
be potentially used to capture glare discomfort feedback in
a less physically distressing manner. The hardware used
to output haptic-feedback also plays a key role in how ef-
fective the technique will perform. In our case, we used
the HTC Vive Controllers which was limited to producing
a maximum of 255 Hertz on each hand.

4 Future Directions
The immersive glare-based simulation and visualisa-

tions presented in this paper is one aspect of a more com-
pact immersive LPS prototype we built. The future di-
rections of this work aims to conduct a formal user study
to evaluate all aspects of our immersive lighting simu-
lator which includes interior/exterior lighting design and
simulation, daylight analysis, energy consumption, and
cost analysis. We also aim to explore the advantages and
disadvantages of using immersive displays and six de-
grees of freedom input devices compared to a standard
PC-mouse desktop setup for lighting analysis, and design.
Current implementations of our system is limited to a
uni-directional exchange of data between Revit and Unity
using the Industry Foundation Class. A future direction
could be to develop a workflow that creates a real-time
bi-directional exchange of BIM data between Revit and
Unity. Finally, using the ZED Mini depth-sensor we aim
to incorporateMixedReality support into our system. This
will allow users to navigate between AR and VR perspec-
tives which has previously been identified as a potentially
valuable tool for lighting analysis, and design[10].

5 Conclusion
This paper presented VRGlare: An immersive Lighting

Performance Simulator supporting real-time glare simula-
tion and analysis through the integration of Virtual Reality.
In summary, we discussed the hardware, algorithms, equa-
tions, visualisations, and multi-sensory representations of
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glare in respect to the simulator. Five visualisation tech-
niques were presented capable of representing glare and
providing feedback to the user in a simplified, and effec-
tive manner. We also presented two multi-sensory glare
discomfort techniques using an audio and haptic-based
interfaces designed to simulate the physical discomfort
caused when experiencing glare. Lastly, we discussed
the limitations associated with our simulator, future direc-
tions, and goals. Our hope is that this work will act as
a stepping stone towards the future research and develop-
ment of using three-dimensional visualisation techniques
for real-time lighting performance simulation.
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Abstract –  
Construction, one of the most information-

intensive industries, plays a vital role in the prosperity 
of nations and is expected to grow to new heights. This 
significant expansion, along with the increased 
complexity and sophistication of construction 
projects and rapid advances in emerging technologies, 
has fueled construction companies’ interest in 
innovation as a source of competitive advantage. 
Augmented Reality (AR), a pillar of Industry 4.0, is 
an emerging technology that is gaining traction in 
construction. AR can be described as both an 
information aggregator and a data publishing 
platform that allows the user to (1) passively view 
displayed information, (2) actively engage and 
interact with published content, and (3) collaborate 
with others in real-time from remote locations. The 
objective of this paper is to develop an Augmented 
Reality Fitness Index (ARFI) to assess the suitability 
and applicability of AR for contractors in the 
construction industry. The rationale behind the 
proposed index is to understand the perception of 
stakeholders regarding the eligibility of AR in the 
construction industry and to investigate the potential 
degree of usage of AR throughout the seven phases of 
the lifecycle of a construction project: conceptual 
planning, design, pre-construction planning, 
construction, commissioning, operation and 
maintenance, and decommissioning. From the 
literature review, 43 AR use-cases were identified and 
grouped into the seven phases of a construction 
project. A survey was then developed to capture 
contractors’ level of familiarity with AR in 
construction, level of usage of AR in construction, and 
perceived possible use of each AR use-cases. Next, 
contractors’ perceived relevance of each of the 43 AR 
use-cases was obtained by surveying a group of 
subject matter experts. Using the collected data, a 
mathematical model was developed to compute an 
ARFI for each phase. The computed ARFI is used as 
an indication to guide the implementation of AR in 
construction.  

Keywords – 
Augmented Reality; Fitness Index; Contractors; 

Mathematical Model 

1 Introduction 
Construction, one of the most information-intensive 

industries, is a major contributor to the prosperity of 
nations and a sector that is expected to continue to grow 
[1]. This growth, along with the increased complexity of 
construction projects and rapid advances in digital 
technologies, heralds an increased interest by 
construction companies to innovate and transform their 
business-as-usual to remain competitive [2]–[5]. One 
emerging technology that is gaining interest in 
construction is Augmented Reality (AR). AR, a pillar of 
the fourth industrial revolution (Industry 4.0), both an 
information aggregator and a data publishing platform 
that allows the user to (1) passively view displayed 
information, (2) actively engage and interact with 
published content, and (3) collaborate with others in real-
time from remote locations [1].  

Various research efforts have investigated the 
potential use and impact of AR on construction projects. 
Some studies explored AR use-cases in specific phases 
of the construction project lifecycle, and others 
developed prototypes to investigate the impact AR on 
construction projects. While these efforts are critical to 
understanding the potential of the technology, they don’t 
measure the degree of fitness of AR in construction. 
Therefore, the objective of this paper is to develop an 
Augmented Reality Fitness Index (ARFI) to assess the 
suitability and applicability of AR throughout the 
construction project lifecycle, using data collected from 
contractors.  

2 Research Methodology 
The methodology employed to fulfill the main goal of 

the research encompasses the following sub-goals. First, 
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a comprehensive and thorough review of the existing 
literature is conducted to extract AR use-cases. These AR 
use-cases are then mapped across the project lifecycle. 
The lifecycle of a construction project consists of a series 
of phases, and the literature review showed that there is 
no single definition for what the phases are. The project 
phases adopted in this research are those introduced by 
[6] and are as follows: 1) Conceptual Planning, 2) Design,
3) Pre-Construction Planning, 4) Construction, 5)
Commissioning, 6) Operation and Maintenance, and 7)
Decommissioning. Once the AR use-cases were
identified, a survey was developed and distributed to
contractors to collect their perception of AR in
construction. The data collected from the survey was then 
analyzed, and a mathematical model was developed to
compute an Augmented Reality Fitness Index for each
phase of the construction project lifecycle.

3 Augmented Reality Use-Cases 
Research studies by [7]–[35] were reviewed, and 43 

AR use-cases were identified and grouped into the seven 
AR phases, as shown below.  P1 is Conceptual Planning, 
P2 is Design, P3 is Pre-Construction Planning, P4 is 
Construction, P5 is Commissioning, P6 is Operation and 
Maintenance, and P7 is Decommissioning:  

P1 Real-time visualization of conceptual projects 
P1 Overlaying 4D content into real-world (or physical 

objects) such as traffic flow, wind flow, etc. 
P1 An understanding of how the desired project 

connects with its surroundings  
P2 Overlay of 3D models over 2D plans (i.e. Design [or 

project] visualization in the office over 2D plans) 
P2 Design (Project) visualization at full scale on-site 
P2 Virtual tours for clients while on-site or in the office 

(AR walk-through) 
P2 Real-time design change (material selection, design 

functionalities) 
P3 Clash detection  
P3 Early identification of design errors 
P3 Constructability Reviews during design  
P3 Full-scale site logistics (virtually locate equipment, 

trailers, laydown areas, storage, etc.) 
P3 Space Validation and Engineering Constraints 

Checks (collaboratively locate and operate virtual 
construction equipment, such as cranes) 

P3 Virtual planning and sequencing 
P3 Safety orientation (do safety orientation in an 

augmented virtual environment) 
P3 AR-simulation based safety training programs for 

workers 
P4 Visualizing layout and integration of prefab 

components in the shop 
P4 Site layout without physical drawings 

P4 4D Simulations on-site (augmented simulated 
construction operations) 

P4 Monitoring the progression of workflow and 
sequence 

P4 Visualization of augmented drawings in the field 
P4 On-site inspections 
P4 Remote site inspection 
P4 Visualization of underground utilities 
P4 Visualization of the proposed excavation area 
P4 Visualization of the construction systems/work (i.e. 

MEP, structural, etc.) 
P4 Planning the positioning and movement of 

heavy/irregular objects/equipment 
P4 Real-time support of field personnel 
P4 On-site safety precautions (site navigation and in-

situ safety warning) 
P4 Augmented Mock-ups 
P4 Construction progress visualization and monitoring 
P4 On-site material tracking 
P4 Create design alternatives on-site 
P4 Visualization of augmented work 

instructions/manuals/procedures in the field 
P4 Real-time visualization, review, and analysis of data 

associated with a particular worker, equipment, 
construction system, etc.  

P5 On-site inspection/Punchlists 
P5 Remote site inspection 
P6 Availability of Maintenance information 
P6 Locate building systems that need maintenance 

without destructive demolition or further survey 
work 

P6 Refurbishment visualization 
P6 Real-time support of engineers and technicians 
P6 Training for maintenance and repair 
P7 Remodeling visualization 
P7 Evaluation of the new facility/installations over the 

existing one 

4 Data Collection 

4.1 Survey  
Once the 43 AR use-cases were identified, a survey 

was developed, tested, and distributed to contractors. The 
survey was designed to capture the following data: 
1. Respondent’s level of familiarity of AR in the

context of the construction industry measured on the
following scale: (0) never heard of it; (1) vaguely
heard of the term before; (2) basic understanding; (3) 
good understanding; and (4) very good
understanding.

2. Respondent’s level of usage of AR in the context of
the construction industry measured on the following
scale: (0) have not experienced AR before and not
interested in the technology; (1) have not
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experienced AR before but interested in the 
technology; (2) explored/ exploring AR applications; 
(3) tested/ testing AR applications; and (4) have used
AR on at least one construction project.

3. Contractor’s approximate average annual revenue in
the last three years (measure in U.S. dollars).

4. Respondent’s perceived level of usage of each of the 
43 AR use cases measured on a five-point Likert
scale of (1) very low; (2) low; (3) moderate; (4) high; 
and (5) very high. Respondents could also select
“N/A” (coded as 0) if they don’t think an AR use-
case will be used.

4.2 Data Characteristics  
A total of 46 responses were collected. Survey 

results showed that 13% of respondents had vaguely 
heard of AR, 2% had a basic understanding, 14% had a 
good understanding, and the remaining 17% had a very 
good understanding of the technology. When asked about 
their usage of AR in construction, 13% indicated that 
they had not experienced AR before but are interested, 8% 
stated that they had explored/are exploring AR 
applications, 11% mentioned that they had tested/are 
testing AR application, and the remaining 14% reported 
that they had used AR on at least one construction project. 
It should be noted that none of the respondents indicated 
that they had not heard of AR before or are not interested 
in the technology, proving that AR is a promising 
technology in construction.  

4.3 Data Analysis  
Researchers indicated that the perception of users of 

a technology is influenced by the users’ familiarity and 
degree of usage of the technology [36], [37]. Therefore, 
before developing the mathematical model, the 
relationship between: 
1. The respondent’s perception of an AR use-case and

the respondent’s familiarity with AR
2. The respondent’s perception of an AR use-case and

the respondent’s usage of AR
were evaluated using the Kruskal-Wallis H test and 
Kendall’s tau-b. Additionally, the impact of the 
economic volume of the respondents (i.e. average annual 
revenue) on the respondent’s perception of an AR use-
case was also investigated using Kruskal-Wallis H test. 

The analysis of these three relationships resulted in 

significant p-values, providing statistical evidence at the 
95% confidence level that the respondent’s perceived 
level of usage of each AR use-case differs across the 
different levels of familiarity and usage of AR and the 
economic volume of the company.  

5 Augmented Reality Fitness Index (ARFI) 
The objective is to develop an Augmented Reality 

Fitness Index (ARFI) to assess the suitability and 
applicability of AR in the construction industry using 
contractors’ data. Using the data collected for the survey 
and the statistical relationships that were identified in the 
previous sections, this section outlines the steps 
undertaken to develop the mathematical model. 

5.1 Motivation 
ARFI is a proposed measure on a normalized scale 

from 0 to 1 of the usage potential of AR in a particular 
construction phase and throughout the lifecycle of a 
construction project. The rationale behind the proposed 
index is to understand the perception of contractors 
regarding the eligibility of AR in the construction 
industry and to investigate the potential degree of usage 
of AR throughout the seven phases of the lifecycle of a 
construction project. ARFI in each phase is computed as 
a weighted average of the usage potential of the 
technology’s identified use-cases in that phase and based 
the perceived relevance of each use-case.  

The usage potential (𝑈𝑃௝ ) of an AR use-case j is 
calculated as a weighted average of the perceived 
possible use of this use-case in its corresponding phase 
obtained from the survey. However, this variable is 
subjective by nature and differs among respondents. To 
reduce the influence of this subjectivity, the perceived 
possible use of an AR use-case j is, therefore, 
subsequently weighted based on three variables: 
familiarity with AR, current usage of AR, and economic 
volume of the respondent. These three variables are 
combined into one variable, namely the response weight 
(𝑤௜), which is used to weigh the perceived possible use 
of an AR use-case corresponding to respondent i.  

Contractors’ perceived relevance of an AR use-case j 
was obtained by surveying a group of subject matter 
experts on each of the 43 identified use-cases. 
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Figure 1. Breakdown of the Augmented Reality Fitness Index Mathematical Model 

5.2 Mathematical Formulation 
The model computes for each phase 𝑝 of the lifecycle 

of a construction project a corresponding Augmented 
Reality Fitness Index, 𝐴𝑅𝐹𝐼௣.  

𝐴𝑅𝐹𝐼௣  is based on the evaluation of the weighted 
usage potential of a set of AR use-cases in phase p. In the 
following, 𝐽 denotes the total number of AR use-cases 
(𝐽 ൌ 43), and 𝐺௣  (with 1 ൑ 𝑝 ൑ 7) denotes the disjoint 
sets of AR use-cases within a phase 𝑝, with: 
 𝐺ଵ ∪ 𝐺ଶ ∪ 𝐺ଷ ∪ 𝐺ସ ∪ 𝐺ହ ∪ 𝐺଺ ∪ 𝐺଻ ൌ ሼ1, 2, 3, … , 43ሽ, 
where: 
𝐺ଵ ൌ ሼ1, 2, 3ሽ , 𝐺ଶ ൌ ሼ4, 5, 6, 7ሽ , 𝐺ଷ ൌ ሼ8, 9, … , 15ሽ , 
𝐺ସ ൌ ሼ16, 17, … , 33ሽ , 𝐺ହ ൌ ሼ34, 35ሽ , 𝐺଺ ൌ
ሼ36, 37, … , 41ሽ, and 𝐺଻ ൌ ሼ41, 42ሽ represent the sets of 
AR use-cases in the Planning Phase, Design Phase, Pre-
Construction Phase, Construction Phase, Commissioning 
Phase, Operation and Maintenance Phase, and 
Decommissioning Phase, respectively. 

The model used to calculate 𝐴𝑅𝐹𝐼௣ is defined as: 

𝐴𝑅𝐹𝐼௣ ൌ  ෍ 𝑣௝ ∙ 𝑈𝑃௝
௝∈ீ೛

(1) 

where:  
 𝑝 denotes the number of phases of the lifecycle of a

construction project (1 ൑ 𝑝 ൑ 7ሻ,
 𝑈𝑃௝  denotes the usage potential of AR use-case 𝑗,

and

 𝑣௝  denotes the relevance weight of AR use-case j,
with 𝑣௝ ൒ 0 and ∑ 𝑣௝௝∈ீ೛ ൌ 1.

The underlying assumption here is that the index
𝐴𝑅𝐹𝐼௣ solely depends on the AR use-cases in phase 𝑝. 
To compute this index, we need to determine the values 
of 𝑈𝑃௝ and 𝑣௝. 

5.2.1 Usage Potential of AR Use-case 𝒋 

The Usage Potential of AR of use-case 𝑗 is defined as: 

𝑈𝑃௝ ൌ  ෍𝑤௜𝑥௜௝

ூ

௜ୀଵ

 (2) 

where:  
 𝐼 denotes the number of respondents,
 𝑥௜௝ denotes the normalized perceived possible use of

an AR Use-case 𝑗  corresponding to respondent 𝑖 .
These normalized values are calculated using 𝑥௜௝ ൌ
𝑋௜௝/5, with 𝑋௜௝ being the original perceived impact
of a barrier 𝑘 corresponding to respondent 𝑖, where
𝑋௜௝ ∈ ሼ0, 1, 2, 3, 4, 5ሽ. And,

 𝑤௜  is a response weight assigned to respondent 𝑖 ,
with ∑ 𝑤௜ ൌ 1ூ

௜ୀଵ .
 𝑤௜ is computed based on the following four variables, 

𝐴௜, 𝐵௜, and 𝑢௜, where:
 𝐴௜ is the AR familiarity of respondent 𝑖, with 𝐴௜ ൌ

ሼ0, 1, 2, 3, 4ሽ,
 𝐵௜  is the AR Usage of respondent 𝑖 , with 𝐵௜ ൌ

ሼ0, 1, 2, 3, 4ሽ, and
 𝑢௜ is the economic impact of respondent 𝑖, with
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𝑢௜ ൌ  
𝐴𝑛𝑛𝑢𝑎𝑙 𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑜𝑓 𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑡 𝑖

∑ 𝐴𝑛𝑛𝑢𝑎𝑙 𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑜𝑓 𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑡 𝑖ூ
௜ୀଵ

 

It should be noted that none of the respondents 
selected 0, and therefore, original values did not need to 
be adjusted to account for zeroes. Original values were 
normalized, and as a result, the following variables are 
defined: 
 𝑎௜  is the adjusted AR familiarity of respondent 𝑖 ,

where 𝑎௜ ൌ 𝐴௜/4, so 𝑎௜ ∈ ሼ0.25, 0.5, 0.75, 1ሽ, and
 𝑏௜ is the adjusted AR Usage of respondent 𝑖, where

𝑏௜ ൌ 𝐵௜/4, so
𝑏௜ ∈ ሼ0.25, 0.5, 0.75, 1ሽ.

The variables 𝑎௜, and 𝑏௜ are then combined into a new 
variable, 𝑑௜ , which represents the “expertise factor” of 
respondent 𝑖. 𝑑௜ is calculated as the geometric mean of 𝑎௜ 
and 𝑏௜, i.e. 

𝑑௜ ൌ  ඥ𝑎௜𝑏௜ . 

As shown in Figure 2 the geometric mean (right) gives 
smaller weights to respondents with lower expertise in 
comparison to the arithmetic mean (left).  

௜

Figure 2. Effect of Using geometric mean on the 
expertise factor, 𝑑௜, for 𝑎௜ ൌ 1  

For each respondent 𝑖 , 𝑤௜ is then assumed to be 
proportional to 𝑢௜ (their economic impact) and 𝑑௜ (their 
expertise factor). Therefore: 

𝑤௜ ൌ 𝛼𝑢  𝑑௜ 

𝛼 is then calculated by:  

1 ൌ෍𝑤௜

ூ

௜ୀଵ

ൌ  𝛼෍𝑢௜𝑑௜

ூ

௜ୀଵ

. 

Thus, 

𝛼 ൌ  
1

∑ 𝑢௜𝑑௜ூ
௜ୀଵ  

and,  

𝑤௜ ൌ
𝑢௜𝑑௜

∑ 𝑢௜𝑑௜ூ
௜ୀଵ   

ൌ
𝑢௜ඥ𝑎௜𝑏௜ .

∑ 𝑢௜ඥ𝑎௜𝑏௜.ூ
௜ୀଵ   

(3) 

5.2.2 Perceived Relevance of AR Use-case 𝒋 

The Usage Potential of an AR use-case 𝑗 , 𝑈𝑃௝ , 
obtained from equation (2) is then weighted using the 
perceived relevance of that AR use-case 𝑗. 𝑅௝ denotes the 
perceived relevance of each AR Use-case 𝑗 obtained by 
averaging the responses of a group of 10 subject matter 
experts, where 0 ൑ 𝑅௝ ൑ 5 . These rates were then 
normalized to 𝑟௝ , with 0 ൑ 𝑟௝ ൑ 1. Therefore, for each 
AR use-case 𝑗, 𝑟௝ ൌ  𝑅௝/5. 

For each AR use-case 𝑗, the relevance weight 𝑣௝  is 
assumed to be proportional to 𝑟௝ . Therefore, 𝑣௝ ൌ  𝛽𝑟௝ , 
and similar to 𝛼, 𝛽 is calculated by: 

𝛽 ൌ  
1

∑ 𝑟௝௝∈ீ೛

thus, 
𝑣௃ ൌ

𝑟௝
∑ 𝑟௝௝∈ீ೛   

(4) 

Consequently,  
𝐴𝑅𝐹𝐼௣ ൌ  ∑

௥ೕ
∑ ௥ೕೕ∈ಸ೛

∑
௨೔ඥ௔೔௕೔.

∑ ௨೔ඥ௔೔௕೔.
಺
೔సభ

ூ
௜ୀଵ 𝑥௜௝௝∈ீ೛   (5) 

5.3 Model Validation 
The objective of the mathematical model is to reduce 

the subjectivity of the data by adjusting the answers of 
the respondents based on their level of familiarity and 
usage of AR in construction. An important question 
arises as to how to prove that the methodology employed 
to develop the model is effective. [38] noted that 
simulations provide a powerful technique for answering 
this question. Therefore, a simulation study was designed 
to evaluate the mathematical model developed and to 
compare it to competing approaches, i.e. using the 
arithmetic mean instead of geometric. The objective of 
the simulation is to prove that the values computed from 
the model are more representative than the observed raw 
data collected from the survey. 

The Latin-Hypercube Sampling (LHS) experimental 
design technique in Python was used to run the 
simulation 1,000 times in a Monte Carlo Fashion.  

Four datasets are generated in this simulation: the 
assumed true dataset, the observed dataset, the 
arithmetic-based modeled dataset, and the geometric-
based modeled dataset. The observed dataset was 
generated by adding noise to the true dataset, and it 
represents the data collected from the survey. The 
arithmetic-based modeled dataset was generated by 
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adjusting the observed dataset using the arithmetic mean 
(i.e. 𝑑௜ ൌ  ௔೔ା௕೔

ଶ
). The geometric-based modeled dataset 

was generated by adjusting the observed dataset using the 
geometric mean (i.e. 𝑑௜ ൌ  ඥ𝑎௜𝑏௜).  

In order to evaluate the effectiveness of each model, 
the squared deviations between 1) observed and true 
values, 2) arithmetic-based modeled and true values, and 
3) geometric-based modeled and true values were
calculated. Results showed that the deviation between the 
geometric-based modeled and true values is statistically
significantly less than the other two deviations, justifying
the use of the geometric mean.

6 Discussions 
ARFI in each phase is computed using equation (5), 

and the values are displayed in Table 1 and illustrated in 
Figure 3.  

Table 1. 𝐴𝑅𝐹𝐼 values for each phase 

Phase ARFI 
Conceptual Planning 0.743 
Design 0.768 
Pre-Construction Planning 0.719 
Construction 0.709 
Commissioning 0.589 
Operation and Maintenance 0.701 
Decommissioning 0.646 

Figure 3. A radar chart of 𝐴𝑅𝐹𝐼 values throughout 
the construction project lifecycle 

It can be shown from Table 1 and Figure 3 that all 
ARFI values are greater than 0.5 indicating the potential 
of AR in construction. According to contractors, AR is 
perceived as the highest fitness index in Design (0.743), 
followed by Conceptual Planning (0.743), Pre-
Construction Planning (0.719), Construction (0.709), 
Operation and Maintenance (0.701), Decommissioning 
(0.646), and finally commissioning (0.589).  

These results highlight the importance of 
integrating AR throughout the entire lifecycle, placing a 
greater emphasis on early phases. Although the ARFI 
values were computed from the perspective of 
contractors, the construction phases – which traditionally 
is the most relevant phase for contractors – did not have 
the highest ARFI value. This shows that contractors are 
aware of the need to integrate AR early in the project for 
the later project phases to reap the benefits. The results 
also suggest that the construction industry is shifting the 
traditional delivery systems as contractors’ involvement 
and engagement in the early phases of the project is 
increasing.  

7 Conclusions 
AR is a promising technology in the construction 

industry. While previous research efforts have 
investigated specific AR use-cases, this paper 
investigated the fitness and applicability of AR 
throughout the seven phases of the construction project 
lifecycle. Forty-three AR applications were identified 
from the extant literature and were grouped into the seven 
phases. Next, a survey was developed to collect 
contractors’ perceptions of the potential of AR in 
construction, and 46 responses were collected. Data 
summary showed that all respondents had some level of 
familiarity with AR in the context of the construction 
industry, and the majority had previously used the 
technology to some extent. Statistical analyses showed 
that the respondent’s perception of the potential use of an 
AR use-cases depends on three variables: 1) the 
respondent’s familiarity with AR, 2) the respondent’s 
usage of AR, and 3) the company’s economic volume. A 
mathematical model, ARFI, was then developed to 
compute an AR fitness score between 0 and 1 for each 
phase of the project lifecycle. The calculated ARFI 
values were all greater than 0.5, indicating that AR can 
be well integrated into all phases. Additionally, while 
ARFI was developed using contractors’ data, 
construction did not have the highest ARFI value. Early 
project phases, namely design, conceptual planning, and 
pre-construction planning, had an ARFI score slightly 
higher than construction, indicating contractors’ 
awareness of the potential of AR and increased 
involvement in early phases. Future work can survey 
other stakeholders, including Architect/Engineers, 
subcontractors, facility managers, and owners, and 
investigate variations of stakeholders’ perceptions of the 
fitness of AR.  
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Abstract – 
Well detailed, informative and accurate work 

instructions are a necessity to mitigate delays in 
construction. Today, this is done through a 
combination of shop drawings, documents, sheets, 
work pre-planning meetings and onsite verbal work 
instructions to transfer knowledge and information 
between all actors. Due to the subjectivity of these 
methods, many incorrect assumptions and man-made 
errors originated from miscommunication and 
misinterpretation can occur. Such issues are tough to 
identify prior to their occurrence on construction sites, 
leading to construction delays. Virtual Reality (VR) 
technology can simulate and visualize assembly 
processes using Standard Operating Procedure (SOP). 
The visualization aims to ensure a quality 
communication with skilled workers and to aid their 
interpretation of SOPs by reducing assumptions. As a 
result of a more effective education, it can support the 
collaboration between actors. Utilization of SOPs for 
visualization of Work Instructions (WI) and assembly 
processes are important, because many process WIs 
on construction sites are repetitive. Modularity can 
increase the efficiency by supporting instancing and 
variation creation of construction tasks and products. 
Interactivity can support the continuously changing 
status and demands of construction sites. 

A method has been iteratively developed to 
support visualization of modular and interactive 
SOPs within the context of industrialized house-
building (IHB), to increase the quality and 
consistency of communication at construction sites. 
Concurrently to development of the method, a 
prototype using VR technology was developed. 
Interactive functionalities along with VR technology 
make it possible to adjust SOP and WI modules to suit 
the demands and conditions of the construction site, 
including real-time. As a result, the developed method 
is responsive and adjustable to conditions such as 
weather, man-made errors, assembly re-sequencing 
and re-scheduling. Combining product design, SOPs, 
WIs and assembly process in early stages of 
construction has shown to help identify potential 

issues and aid in planning for cautious measurements. 
Results show that by using the developed method, 
skilled workers were able to identify occurring 
miscommunications, and misinterpretations between 
them, site managers and foremen as well as ensuring 
their understanding. 
Keywords – 

Virtual Reality; Standard Operation Procedure; 
Work Instruction; Process Visualization; Interactive; 
Modular 

1 Introduction 
Usage and distribution of information within offsite 

manufacturing by having Standard Operating Procedures 
(SOP) and Work Instructions (WI) have improved the 
manufacturing workflow in industrialized house-
building (IHB). This has however not been well 
translated to onsite construction, which has been lacking 
in development efficiency and has become a bottleneck. 
A well detailed SOP and WI, that are thoroughly and 
correctly communicated is a necessity to mitigate onsite 
construction delays.  

The difference between the usage of SOP and WI in 
offsite manufacturing compared to onsite construction 
has been significant. Standardization reduces the 
complexity of information flows and its coordination [1]. 
With adoption of assembly line manufacturing and 
increased standardization, IHB has optimized offsite 
manufacturing tasks, resource flow, and repetitive 
assembly processes for the skilled workers. IHB has 
invested time and resources to create high quality SOPs 
and WIs that are thoroughly communicated to the 
associated skilled workers. This has however not been 
translated to a construction site in which the flow-
oriented workflow meets the project-oriented workflow. 
Skilled workers on construction sites perform a variety of 
tasks and often have a limited holistic view of the project. 
This is due to only performing their allocated tasks and 
becoming indifferent to assembly sequence, schedule, 
construction quality and other tasks, leading to the 
hampering of progress and an increase in waste [2]. 
Current document-based WIs are time consuming, error 
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prone, and inconsistent, leading to miscommunications 
and misinterpretations, which causes delays [3]. With 
one of the reasons being that many of the skilled workers 
are contractors, requiring reintroduction to SOPs and WIs 
of the said project and company, reducing the long-term 
sustainability benefits that can be acquired from a SOP 
and WI.  

WIs are communicated through a combination of 
shop drawings, text documents, sheets, and meetings. 
This means that the recipient of the information, 
engineers and skilled workers, must interpret the 
information and create a visual image of the construction, 
its assembly sequence and its tasks. Due to the risk of 
misinterpretation, and in turn assembly errors, WIs are 
communicated to skilled workers mainly through verbal 
communication [3], resulting in the verbal 
communication often being a time-consuming and 
inefficient communication method [4]. Verbal 
communication of WIs leads to skilled workers having 
many uncertainties and misinterpretations, including 
assembly sequence, task instructions, and resource usage 
[5]. Uncertainty prevents them from recognizing 
potential problems, communicating potential 
improvements and simultaneously reduces their 
motivation [2,5]. 

The purpose of this study is to iteratively develop a 
method for the creation of modular interactive 
visualization of SOPs and WIs within the context of IHB. 
With the aim of increasing the quality of communication 
at construction sites, a prototype based on game engine 
technology was developed and evaluated to reduce man-
made errors in construction sites. 

2 Research Approach 
The study has been conducted with a design science 

(DS) approach by Hevner [6], to develop the knowledge 
and understanding of the problems within the field by 
iteratively building a prototype. Data collection methods 
were semi-structured interviews, observations, meetings 
and supplemented by a literature review. The primary 
activities in DS research are the designing, building and 
evaluation of prototypes [7]. Prototypes can comprise 
processes, models, methods, and software. This paper 
uses DS to describe the development of a software 
prototype for modular and interactive visualization SOP 
and WI, and to propose a method based on this process. 

To support the development of the method and its 
evaluation, a study was conducted in multiple IHB 
construction projects. These projects were selected for 
the study due to them having new assembly processes for 
onsite construction, meaning that SOPs and WIs for said 
assemblies were under development. In an iterative 
process, the method was designed and built for 
evaluation of construction sites works in collaboration 

with site managers and foremen. Using results from the 
evaluation of the prototype, the method was further 
developed for upcoming projects. Skilled workers were 
collaborated with within the later stages of the 
development, only when a certain maturity had been 
achieved. 

Semi-structured interviews with process development 
engineers, site managers, foremen and skilled workers 
were used to identify the information flow within the 
company, the perception of the prototype, and for 
comparison of the prototype with text based WIs as well 
as mapping and development of assembly sequence, 
SOPs and WIs.  

3 Theory 

3.1 Standard Operating Procedure & Work 
Instruction 

Standard Operating Procedure (SOP) is a means of 
documentation that describes the best-known practices 
within a specific company, often in the form of text-based 
documents. A company can use SOPs to achieve a 
reduction in scheduling waste, quality issues and 
environmental impacts, while simultaneously increasing 
the safety and consistency of assembly processes [2,8]. 
SOPs also benefits the company by encouraging the 
documentation of information resulting in knowledge 
staying within the company [2,8]. 

A SOP can include working methods, precautions, 
task durations, preparatory tasks, step-by-step 
instructions, resources, etc. [9]. The step-by-step 
instructions contain a specific start point and a 
description of each sequenced instruction, where a group 
of instructions is a WI. A SOP must be user-friendly, easy 
to understand and must be easily revisable [2]. 

Work instruction (WI) is an approach to manage the 
dissemination of information and knowledge within 
companies [10] and the best practices of work [11]. 
During its life-cycle, a WI goes through three phases, 
creation, use and maintenance phase [12]. The creation 
phase consists of product information, such as 3D models 
and shop drawings, and resource information such as 
tools, machinery, skilled workers, and process 
information that contain step-by-step instruction of the 
assembly process and construction rulesets [11,12]. 
Under the use phase, a WI is performed by skilled 
workers to support the sequenced assembly tasks with 
guided step-by-step instruction [12]. 

Process modularity improves the adaptability of a 
product, its requirements and standardization by 
simplifying the re-sequencing and addition of new 
modules to the assembly sequence [13]. It further 
improves the possibility of parallel assembly, hence 
reducing lead times [14]. Modular processes are built on 
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three principles [15]: 
• Standardization: Breakdown of a standard

process into main sub-processes and
instance sub-processes that can be derived
and customized from the main sub-processes.

• Re-sequencing: Reordering of sub-
processes.

• Postponement: Postponing instance sub-
processes to increase flexibility.

3.2 Visualization & Interactivity of Modular 
SOP 

Visualization is an effective method for introducing 
SOP to construction sites, where it can improve the 
understanding of construction aims, standards, quality, 
safety instructions, assembly sequence, schedule, and 
potentially give an improved holistic view of the 
construction project [2,16]. With the aim to reduce man-
made errors, due to miscommunication and 
misinterpretation and prior expertize [2], an animated 
SOP and WI can enhance the holistic view of a project. 
In comparison to documents and static-pictures, 
animations are more effective, particularly when 
combined with realistic graphics and task instructions 
[17,18]. The improved holistic view and better 
understanding of construction tasks conducted by other 
skilled workers can encourage communication, and 
improve motivation, which can lead to further 
development of SOP and WI [2,5]. Text based SOP 
documents are more cognitively demanding, followed by 
pictures [10], whilst animation could reduce cognitive 
demand [17]. Visualization might also reduce language 
gaps, as they simplify communication of important 
information [8]. 

WIs require a combination of paper documentations, 
such as shop drawings and text-based instructions, 
risking misinterpretations due to subjectivity. Therefore, 
WIs are instead often delivered via verbal 
communication to skilled workers by foremen [11]. In a 
study comparing instructional texts, diagrams and 
animations for assembly tasks, visualization of WI 
through animations showed an increase of step-by-step 
instructions understanding, leading to less man-made 
errors, increases in efficiency and accuracy of process 
assembly for the novice users [17].  

Best practice changes, design changes and personal 
changes require revisions and re-education of WI 
documentations to reflect the changes. These 
modifications to WI are performed in the maintenance 
phase [12]. Therefore, effective communication, where 
information is filtered according to the need of every 
actor, can improve lead times [17]. 

4 Development of the method 
Real-time visualization of assembly processes with 

game engine technology can visualize SOPs and WIs. 
Game engine technology, through Unity, see Figure 1, 
was used due to its possibility for real-time rendering of 
realistic environments and models in combination with 
scripting to create interactivity and modularity as well as 
for its capability of developing and distributing the 
prototype to a variety of IT-platforms. 

4.1 Development of SOP & WI 
Due to the assembly process being a new roof 

solution within the studied company, no registered SOPs 
or WIs existed beforehand. Their development started 
with usage of a detailed 3D-model (with 6565 
components) and shop drawings of the roof. In 
collaboration with process development engineers, site 
managers and foremen, the assembly process was 
iteratively mapped, modified and optimized. The 
mapping led to the possibility of identifying main and 
repetitive SOPs, WIs, instructions and some foreseeable 
issues that could occur, mainly due to their limited 
tolerance values, weather or logistics. 

A total of 8 pre-defined main SOP modules were 
mapped and developed for the roof assembly sequence. 
These SOPs clarify the WIs required to be performed 
together with the information needed for a successful 
onsite construction. Therefore, emphasis on their 
development, content of information and visualization 
has been a major focal point. This was conducted through 
quality control procedures, where the prototype was 
evaluated by professionals with several roles using 
different IT-platforms. Every main SOP contains 
information about its title, a description and a list of 
sequenced WIs. The main SOPs were utilized to create a 
total of 25 SOP instances for the roof sequence assembly. 

Similar to the described SOP above, a total of 26 pre-
defined main WI modules, with 237 instances, were 
developed for the roof assembly sequence. Every main 
WI contains information about its title, a description and 
a sequenced list of step-by-step instructions. 

A total of 6102 components have received 
instructions and animation information. A component 
(e.g. a single roof truss) contains a 3D model representing 
its geometrical, positional and rotational data as well as 
an instruction template. For reusability of information, 
component information is modularized using 
instructional templates, with a total of 18 main templates 
developed for the roof assembly sequence. A template 
consists of data about instruction, including descriptions, 
materials, tools, machinery and precautional notes. Each 
listed instruction has its template parameters gathered, 
sequenced and sorted in lists available to associated WI. 
Additionally, the instruction template describes how and 
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when an animation should occur. This is described using 
four parameters: task duration, sequence type, adaptive 
position and adaptive rotation. 

Adaptive position and rotation are three-dimensional 
vector values that indicate how far from the original 
position and rotation the animation should start. 

Sequence type parameter modifies the relation of an 
instruction with other instructions under the same WI, as 
in, it makes it possible for the developer to decide when 
the sequences are animated, from sequence to sequence. 
The developer can give the user the choice to decide 
when to start a specific animation by setting its sequence 
type value in instruction to wait for user input, OnClick, 
(indicated by a mouse icon, Figure 2). In some cases, it 
might be preferable to start the next sequenced animation 
immediately when the previous animation is done instead 
of requiring user input. The developer can for such cases 
set the sequence type value in an instruction to wait and 
be played when the previous animation is done, 
AfterPrevious, (indicated by a clock icon, Figure 2). For 
cases where multiple animations should be played 
simultaneously, such as repetitive screwing of multiple 
screws, the developer can set the sequence type value in 
instruction to play the animation when the previous 
sequence animation starts playing, WithPrevious, 
(indicated by an arrow icon, Figure 2). 

Alternative Sequences (AS) are pre-prepared 
solutions or modifications to foreseeable changes or 
issues that can be required to conduct a SOP correctly. 
From meetings and observations, AS has been identified 
as a possible interactive functionality where it opens the 
possibility to develop SOPs and visualize alternative 
construction solutions that existed but were not included. 

AS is integrated with the modularity and interactivity 
of the method to allow the selection between multiple 
assembly sequence alternatives. AS modifies the WI 
sequence within a specific SOP, indicated by the circle 
icon as seen in Figure 2. Due to AS modifying data within 
SOPs in real-time, having and caching lists of precaution 
notices, task durations and resources, which according to 

theories mentioned before exist in SOP is no longer 
possible. The information has instead been moved to the 
individual instructions. With that, SOP now has access to 
this data through its list of WI, meaning that it 
dynamically collects data from instructions in accordance 
with the animation. These dynamically generated lists 
can later be presented to the user. As it is built on using 
modular WIs, it is possible for the user to swap modules 
of WI with other modules. 

Sequence details are parameters available within 
SOPs. The parameter can modify the sequence type and 
task duration values for all instructions of the SOP. 
Sequence details were developed to utilize the instances 
and modularization of SOP by making it possible to use 
a single SOP in multiple different levels of detail, instead 
of being required to recreate the SOP or a variety that 
needs to be modified manually. As an example, in Figure 
2, the SOP “Roof Cassette Montage” is using a sequence 
detail value of Low Detail, while “Roof Cassette & Gable 
Montage” is using Normal Detail. Both of the SOPs 
contain instances of the same main WI “Roof Cassette 
Assembly”, we can however see that their instructions 
have different sequence types due to their sequence detail. 

Sequence details follow rulesets defined by the 
developer to determine how the sequence type and task 
duration modifications occur. A ruleset can be based on 
fixed values but also instructions sequence order, such as 
first or last sequence. By default, a higher sequence detail 
value results in fewer simultaneous but more total 
animations. This corresponds to a more detailed 
instruction with more steps. Example of a sequence detail 
ruleset: 

• Very High Detail: All Sequence Types to OnClick
• High Detail: WithPrevious to AfterPrevious
• Normal Detail: Preassigned values
• Low Detail: OnClick to AfterPrevious &

AfterPrevious to WithPrevious
• Very Low Detail: All Sequence Types to

WithPrevious

Figure 1. Prototype in Unity. Selected roof cassette (left, Scene tab) is using a Roof Cassette template (right, 
Inspector tab). Template information is utilized to visualize it (middle, Game tab). 

51



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Figure 2. Data model for the developed 
conceptual model, identifying relations for SOP 
instances, WI instances, AS and instructional 
templates. Sequence type and sequence detail 
effect on instruction templates is also visualized 
in the diagram. 

The use of modularity has been an essential factor for 
the development of SOPs, WIs and instruction templates. 
It has aided in the reduction of data redundancy by 
supporting reuse, updating and maintenance with the 
prototype. The main SOPs, WIs and instructional 

templates are developed from scratch. Variants and 
copies of SOPs as well as WIs are instanced, giving the 
potential to modify and update the main SOPs and WIs 
to automatically push the changes to all instances. 
Examples of main and instanced SOPs include the SOP 
“Roof Cassette Montage”, which is a main SOP, and the 
SOP “Roof Cassette & Gable Montage”, which is a 
variant from it (where a WI and an AS module are added 
to it), see Figure 2. 

As for instructional templates, the components are 
using templates to pull data. The SOPs, WIs and 
template-based instructions are interchangeable, 
organizable and are decoupled from other SOPs, WIs and 
templates respectively. Modularization of instruction 
templates is developed to avoid the need of component 
instancing and data pushing. For example, 3 components 
in 2 main WIs are using an identical template “681 – SFS 
Wood screw c/c 600”, as seen in Figure 2. This is 
desirable because components, in addition to containing 
identical data, also contain multiple unique data, such as 
geometrical, positional and rotational data. 

4.2 Interactive prototype development 
The developed method workflow is divided into 5 

phases. First, the initiation phase, see green in Figure 4, 
where additional data is generated and cached for core 
functionalities of the prototype. It starts with initializing 
all components, SOPs, WIs, and instructions. Each SOP 
that has its sequence detail value changed from normal, 
gets its instruction sequence type values modified 
(OnClick, AfterPrevious, WithPrevious). That occurs 
according to the sequence detail as well as pre-defined 
rulesets by the developer. To identify animation paths for 
each component, their original position and rotation data 
(originalPosition & originalRotation) are cached. 
Afterwards, through addition with the adaptive values 
(adaptivePosition & adaptiveRotation), the start position 
and rotation (startPosition & startRotation) are calculated. 
Direction of the local axis is considered into the 
calculation, when the local option is selected. For each 
instruction not played simultaneously (Sequence Type != 
WithPrevious), it has its next sequence instruction 
checked, if any exist, to find out if that instruction needs 
to be simultaneously played (Sequence Type = 
WithPrevious). The instruction is added to a list of 
instructions planned to be animated simultaneously with 
the original instruction (simultaneousInstructions list), 
the method loops continuously until either finding no 
more sequenced instruction or finding a non-
simultaneous instruction. The method, lastly in the first 
phase, disables and hides all component instructions for 
them to be later enabled and displayed when animated. 

The second phase, see orange in Figure 4, focuses on 
searching for the next sequenced instruction within SOP-
WI. A procedure to search for the next sequence starts. 
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This procedure can be called for multiple reasons, 
including when the user tries to view the next sequenced 
instruction. The SOPs, WIs and instructions are 
sequentially organized. Therefore, using current 
instructions sequence index + 1 in comparison with the 
total number of instructions within the WI, it is identified 
if there are more instructions available to be selected. 
However, if there are no more instructions available, 
using current WI sequence index + 1 in comparison with 
the total number of WI within the SOP identifies if there 
are more WIs available to be selected. The method selects 
found WI and selects the first available instruction. 
Otherwise, if none is found, using the current SOP 
sequence index + 1 in comparison with the total number 
of SOPs within the Process identifies if there are more 
SOPs available to be selected. If the method finds a new 
SOP, it gets selected together with the first sequenced 
WI/AS, with also a selection of the first instruction in 
case of it being a WI. The user is prompted to select one 
of the available AS options, if the first sequence was 
instead an AS, Figure 3. When none of the above 
processes can find a new instruction, the method 
identifies that no more instructions are available. 

For the third phase, see blue in Figure 4, to start, the 
second phase must find a new instruction. The method 
utilizes the components’ instruction data to animate them 
accordingly. The method ensures to loop through and 
animate all components if the instruction has 
simultaneously planned instructions to be animated 
(simultaneousInstructions list), else it only animates the 
selected instructions. The selected instruction is moved 
to its start position and rotation (startPosition & 
startRotation) and is made visible to the user. Through 
linear interpolation, it is possible (with a timer counting 
the duration of instruction animation as an interpolant) to 

calculate and animate a moving and rotation pattern for 
the component. This is a continuous process, until the 
component reaches its original position and rotation 
(originalPosition & originalRotation). Using the method 
in the second phase, the next sequenced instruction is 
searched. If found, and found instruction is planned to be 
animated immediately afterwards (Sequence Type = 
AfterPrevious), the next sequenced instructions 
animation is started. 

Figure 4. AS, user selects a WI from list to modify 
current SOP. Including step-by-step instructions. 

The fourth phase, see yellow in Figure 4, is 
simultaneously run with the third phase. This phase 
moves the camera to target the animated components. 
Using an orbit camera, it is possible, by moving the 
camera target, to rotate around and view the current 
instruction. An orbit camera also opens the possibility to 
zoom in/out (distance parameter). To customize and pre-
define the camera viewpoint, two new parameters were 
added in the prototype to each component of all 
instructions, rotation (x & y) and distance. Through linear 

Figure 3. Flowchart of the prototype using the iteratively developed method. 
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interpolation, in combination with a transition duration 
timer as the interpolant, the camera glides to its target 
from its current position to its target position. In addition, 
linear interpolation occurs even for rotation and distance, 
ensuring a smooth rotation and modification of the 
camera’s distance to the component’s values. 

The fifth phase, see gray in Figure 4, runs 
simultaneously with the second phase. This phase 
ensures that the user interface is functioning and 
displaying updated information. The user interface, 
Figure 5, to not overload the user, only presents the basic 
information. With additional information being only 
available when requested by the user. With each newly 
started animation of a component, its instruction data 
with description, resources and precautions are added to 
a list and presented to the user when requested. When a 
new SOP or WI is selected, the SOP and WI titles as well 
as descriptions are updated and can be presented to the 
user. The list is cleared when the selected SOP changes. 
Combining it all together results in a prototype that can 
be exported and utilized by a variety of devices for usage 
in construction sites, see Figure 5. 

Figure 5. Prototype running on Android 
smartphone. 

5 Discussion & Conclusion 
According to the study, onsite construction at an IHB 

company has shown to utilize many repetitive processes 
as well as variants of these processes. Development of a 
method for the conception and usage of modular SOPs 
(main & instances), WIs (main & instances) and 
instructional templates has opened the possibility for 
reuse of information and experience within multiple 
construction projects, reducing data redundancy and in 
turn even decreasing lead times. Reusability of modular 
AS has encouraged the IHB company to increase their 
SOP quality by putting more resources into their 
development and identifying foreseeable issues. 

Interactively defining modular SOPs, WIs and 

instructions has shown the potential to simplify and 
streamline the assembly sequence process with data 
within SOPs, etc. The structure of main and instances as 
well as templates ensured that modifications to mains and 
templates updated all instances accordingly, aside from 
unique values within said instances. The interactive 
modularity has aided the creation of unique variants for 
mains and templates that later can be utilized in the 
creation of instances and their connection to components, 
respectively. 

Interactive visualization of modular SOPs, WIs and 
instructions with user inputs, accurate information and 
animations have been described by interviewees using 
the prototype as a usable and useful tool. This, combined 
with 3D models, potentially gives an improved holistic 
view of the construction project, assembly process 
sequence as well as step-by-step instructions that 
otherwise with many shop drawings and information 
sources was difficult to obtain. It has assisted the 
communication between site managers, foremen and 
skilled workers, resulting in earlier identification of 
misinterpretations and misassumptions that traditionally 
instead were identified during the assembly process by 
foremen. For inexperienced skilled workers and new 
processes, visualization of the assembly sequence is seen 
as a massive help in describing and educating how an 
assembly is correctly performed. Also, ensuring that site 
managers, foremen and skilled workers have a similar 
understanding of the construction’s assembly processes. 
Reducing communication deficiencies that can occur due 
to actors having different backgrounds, experiences or 
standards is a key to reducing man-made errors. This is 
supported by theory, as 3D models and good quality 
instructions could be used for training of new assembly 
processes as well as for new skilled workers [3]. 
According to interviewees, inclusion of the developed 
prototype as a complimentary data source in construction 
site has shown to bring the typically occurring 
misinterpretations and misassumptions into the open. 
With many of them being due to usage of outdated and 
incorrect versions of the text-based instructions. Prior to 
usage of the prototype, interviewed skilled workers were 
certain that their processes were up to the standard set by 
the company. However, after inclusion of the prototype, 
they were able to identify multiple processes that are 
being conducted differently, noting that this is how they 
used to do it before. 

Development of SOPs, WIs and instructions 
combined with detailed 3D models has been shown in the 
study to aid project engineers in the identification and 
mapping process of assembly sequences, their 
optimization possibilities, sequence errors as well as 
possible misinterpretations in early stages of the 
development. Leading to an improved holistic view for 
process sequence of the construction when the 
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information is joined together and in turn minimizing 
possible process errors by improving planning for 
parameters such as object collisions, zones (reachable & 
unreachable), avoidance of uncomfortable and risky 
working conditions. Many of these optimizations and 
sequence errors are traditionally identified at later stages 
by foremen and skilled workers, which are often 
communicated to project engineers. The prototype is 
expected to increase the construction efficiency by: 

• Reducing the required education time of
inexperienced skilled workers.

• Reducing misunderstandings and misinter-
pretations of the standardized processes.

• Visualization of critical sequences, safety
instructions, tools and materials.

• Simplifying the conduction of self-control.
• Assisting the daily follow-up of construction

job planning.
As a complementary result of the study, improved 

feedback loops between skilled workers and engineers 
was observed at early stages using the developed 
prototype, for assisting in assembly sequence and 
construction processes. 
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Abstract – 

Embedments (embeds) placed in concrete or 
masonry structures are used extensively in 
construction to connect the final product of one 
trade-contractor’s work to another and are therefore, 
a critical coordination facet for most construction 
projects. A failure in this coordination usually leads 
to lost productivity. Therefore, the need to 
productively improve the installation quality is 
paramount. A between-groups experimental study 
was designed to measure embed placement accuracy 
within an experimental space. One group inspected 
the work with a 2-dimensional set of construction 
plans while another group carried out the work with 
the assistance of an augmented reality (AR) 
inspection tool. An AR headset was used that 
presented a parametric model as a visual overlay on 
the walls of the experimental space. In this way, the 
embed placement accuracy could be inspected. The 
results indicated that accuracy was weakly 
significant between the two methods of embed 
inspection. However, a shortcoming discovered 
during the research required the precision of the AR 
tool to be tuned because of an image drift within the 
AR visualization. This paper analyzes the AR 
shortcoming, differences in accuracy, proposes 
reasons for the differences, and addresses the 
accuracy trade-off in a broader context of the 
framework. 

 
Keywords – 

Augmented Reality; Productivity; Construction 
Inspections; Embeds 

1 Introduction 

Construction coordination is a risk that is 
customarily assigned to the construction manager of a 
project. While the construction manager is often 
rewarded commensurate with accepting this risk, there 
is often a desire for them to develop better ways to 
manage this risk. Pre and post construction inspections 
are one way that construction managers have mitigated 

their risk, but sometimes this process fails. Sometimes, 
a lack of time becomes the root cause [1] and defects 
end up costing the project time and money. 

In this research, we explore a framework that 
addresses inspection defects with the understanding of 
the pivotal role that this process plays in a project’s 
productivity and for its success. 

2 Background and Rationale 

Concrete and masonry anchors are commonly used 
for the attachment of other structural members to 
concrete and masonry. In construction and civil 
engineering disciplines they are commonly called 
embedments (embeds). It is best if they can be installed 
prior to the completion of the concrete or masonry 
structure [2]. Failure to place embeds prior to the 
concrete or masonry construction can be problematic for 
several reasons [3], [4], some of which include: 

1. Drilling holes for a post-installation anchor will 
often hit or compromise the internal steel 
reinforcing 

2. Lost time to re-design and retrofit the structure for 
a post-installation anchor 

3. Added cost of re-design and specialized post-
installation anchors 

Augmented reality (AR) is a technology that is used 
to add supplemental information to a real-world view 
[5]. By adding this meta-information to a person’s 
perception of the real-world view, more insight may be 
gained by the viewer of what is being observed [6]. AR 
is quickly finding practicality in the construction 
industry and some researchers are beginning to refine 
the ways by which AR can be used for inspection of 
defects [4]. When inspectors can gain additional insights 
about what they are observing, they can enhance their 
work and help to resolve issues prior to construction, 
when cost and time are less vulnerable to inflationary 
change [7]. 

The process of embed placement prior to the 
construction of concrete and masonry structures is one 
such situation on a construction project that is 
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vulnerable to cost and time inflation if they are missed 
or improperly installed. Therefore, the need for this 
research was determined based on this observed 
dilemma and the aim for this research is to use AR 
technology to assist an inspector in the process of defect 
detection of embed placement. 

 

3 Methodology 

This study was conducted using a between-groups 
design. One group of randomly selected students were 
chosen to perform an inspection of installed embeds 
using 2-dimensional (2D) embed placement drawings. 
The other group was randomly selected to conduct the 
same inspection using an AR inspection tool. The 
following section describes the setting, tools, and 
procedures that each group was to follow. 

3.1 Demographics 

A convenience sample was used consisting of 
postsecondary students in a construction management 
program in the Southeastern United States. These 
students were requested to participate in this study at a 
normally scheduled class time. Students in this CM 
program, at this point and time in their academic career, 
have taken plan reading courses, understand building 
information modeling practices, and several of the 
students have had some construction-related internships. 

3.2 Setting 

The study was conducted in a vacant space within 
the academic building where the students take their 
classes. This indoor space is approximately 54’-0” long 
(16.5 m) and 12’-6” wide (3.8 m). The height of the 
room is 17’-0” (5.2 m) with no finished ceiling – all 
MEP equipment, conduit, and piping are exposed. On 
the long side of the room is a 30’-8” x 12’-6” (9.4 m x 
3.8 M) window wall, which does not have any window 
treatments and allows an abundance of outdoor natural 
light within the space. Refer to Figure 1 for a composite 
layout of the experiment room. 

 

Figure 1. Rendering of the experiment room 

 
The room in Figure 1 has exposed masonry walls 

and provided a setting to place mockup embeds on the 
walls of the space. A parametric model of the room was 
created in Autodesk’s Revit and embeds were positioned 
throughout the room as shown in the closeup rendering 
of one side of the room (see Figure 2). 

 

Figure 2. Closeup within the parametric model of 
experiment room showing embed placement 

Some embeds were designed to simulate steel angles 
(colored yellow) and others were designed to simulate 
flat plates (colored green). Upon completing the 
parametric model, the embed coordinates were loaded 
into a total station and the researchers positioned the 
mockup embeds within the room to match their 
locations in the parametric model. 

3.3 The Embeds 

The mockup embeds were fabricated from colored 
cardboard and matched the color of the embeds in the 
rendering shown in Figure 2. A Microsoft first 
generation HoloLens was used for the AR inspection. 
The researchers used HoloLive and Visual Live to 
upload the model into the HoloLens and for the 
inspection of the mockup embeds. Figure 3 illustrates 
the workflow involved in transitioning the parametric 
model coordinates to the total station that was used to 
layout the mockup embeds in the experiment room. 
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Figure 3. Workflow for migrating parametric model 

information to a total station for embed layout 

The researchers preselected that some of the embeds 
would be placed with identifiable issues. The student-
inspectors would have to identify these preselected 
issues. These issues are summarized below along with 
the frequency of their use identified in Table 1. The 
embed issues (listed below) were categorized into three 
Issue Categories. 

1. Embed was installed with no issues 
2. Embed was installed but has a placement issue 
3. Embed was NOT installed 

Table 1. Embed configuration 

Embed ID Status Color 
Issue 

Category 
10 Installed Yellow 1 

12 Left Missing Yellow 3 
12 Right Installed Yellow 1 

14 Installed Yellow 1 
15 Missing Yellow 3 
16 Missing Yellow 3 
21 Installed Yellow 1 
23 Installed Yellow 1 
A Installed Green 1 
B Installed Green 1 
D Installed Greed 1 
G Installed Green 1 
P Missing Green 3 
Q Installed Green 1 
S Installed Green 1 

TOTAL 15 Embeds 

Lastly, once the coordinates for each embed was 
determined, the researchers affixed the mockup embeds 
to the wall as shown in Figure 4. 

 

Figure 4. Mockup embeds placed in the 
experiment room (descriptions are shown for 
clarity but were not included in the experiment 
room) 

3.4 2D Embed Placement Drawings 

The parametric model was used to create 2D embed 
placement drawings. These drawings were printed on 8 
½” x 11” paper without color. The 2D drawings used 
interior elevations and annotated dimensions to locate 
the embed within the experiment room. An example of 
the 2D embed placement drawing is shown in Figure 5. 

 

Figure 5. Partial image of 2D embed placement 
drawings 

Students using the 2D placement drawings were to 
visually compare what they observed on the 2D 
drawings, matching to what was installed within the 
experiment room. 
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3.5 AR Inspection 

Students using the HoloLens were to visually 
observe where they perceived a difference between the 
image rendered in the HoloLens’ overlay of the room to 
the installed condition within the experiment room. 
Figure 6 shows what an inspector using the HoloLens 
would see when inspecting embeds in the experiment 
room. 

 

Figure 6. Framework of inspecting embeds using 
AR 

The use of the HoloLens in this way allowed for the 
student inspector to view the correct placement through 
a model of the room that was superimposed on the 
visual of the real-world experiment room.  

3.6 Experiment Procedures 

As mentioned, this experiment was designed as a 
between-groups procedure. The students were randomly 
selected to conduct an inspection of the experiment 
room’s embed layout using either 2D embed placement 
drawings or using the HoloLens for inspection.  

All students were asked to record their findings on a 
paper inspection sheet. Because AR does not completely 
replace the view of the user, the student inspectors were 
able to report their findings on the paper inspection 
sheet. Both groups of students used the same type of 
inspection sheet to record their findings. The inspection 
sheet contained numbers ranging from 1 to 31 and 
letters A through Z. With both methods, if the student 
identified an error, they were asked to record the 
problem on the inspection sheet with the associated 
embed identification (number or letter). There were 
more numbers and letters on the inspection sheet than 
were embeds placed within the experiment room. This 
open-endedness was purposefully designed to control 
for a situation where students may assume that all 
embeds on the inspection sheet needed to be identified 
to properly complete the inspection. All inspection 
sheets were collected and tabulated at the end of the 
experiment. 

4 Data and Results 

A total of 46 students participated in the experiment. 
25 students used the 2D embed placement drawings to 
conduct the inspection while 21 students used the AR 
inspection method. 

Table 2 tabulates the error frequency for each of the 
15 embeds used in this experiment grouped by 
inspection method. An error was determined if the 
student inspector did not accurately identify the 
installation state of the mockup embeds. While 
conducting the experiment, some students using the AR 
inspection reported seeing illusions that obscured the 
reality of what was installed within the experiment room. 
The researchers identified these visual anomalies as 
mirages in Table 2. The frequencies identified for the 
AR Inspection Errors is independent of the AR Mirage 
Errors. 

Table 2. Embed error frequency for each inspection 
method 

Embed ID 

2D Embed 
Placement 
Drawings 

Errors 
(n=25) 

AR 
Inspection 

Errors 
(n=21) 

AR Mirage 
Errors 

10 1 1 - 
12 Left - - - 

12 Right - - - 
14 3 4 1 
15 24 11 1 
16 - 4 1 
21 22 1 - 
23 - 1 - 
26 - - 1† 
A - - - 
B - - - 
D - - - 
G - 1 1 
P 1 5 1 
Q - 1 - 
S - 2 2 

† denotes an embed that was identified as a mirage and 
not a part of the experiment. 

 
The researchers tabulated the errors per embed ID 

and calculated an accuracy score for each inspection 
method. The average accuracy for the 2D embed 
placement drawings was 86.4 out of a possible perfect 
score of 100. The average accuracy for the AR 
inspection method (not including the observed mirages) 
was 90.2 out of a possible perfect score of 100. A Two-
Sample T-Test was calculated for the difference 
between the two averages. Eight outlier results were 
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excluded to correct for skewness of the data. Assuming 
a Confidence Interval percentage of 95% (CI=95%) 
then t(38)=-2.281802, p=0.0342029 (p≤0.05), resulting in 
a weak significance in the difference between the two 
averages. 

5 Discussion 

The weak significance resulting from the difference 
between the average accuracy scores for both methods 
leads to a conclusion that is somewhat indeterminant. In 
this section, the impact of the results are discussed along 
with suggestions for the outcome. 

5.1 Visibility 

The experiments were conducted during day-light 
hours. With the room lighting and the allowable natural 
light in the room, there were no significant shadows or 
dark areas of the room that could notably affect either 
method of visual inspection. Despite this fact, the data 
indicate that identification of embeds “15” and “21” 
were more successful when the AR method of 
inspection was used. Embed “15” was accurately 
reported 4% of the time using the 2D placement 
drawings and 48% using the AR inspection. Embed “21” 
was accurately reported 12% of the time using the 2D 
placement drawings and 95% using the AR inspection. 
Both embeds were simulated steel angles (yellow) and 
place in a side view when observed from the elevation 
view of the wall (example embed “15” shown in Figure 
7). One embed was missing (embed “15”) and the other 
was installed (embed “21” see Figure 8). 

 

Figure 7. Placement of embed “15” (side view) 

 

Figure 8. Placement of embed “21” (side view) 

The low profile of these embeds on the 2D 
placement plans made it difficult to verify, especially 
when the embed was missing, as is the case for embed 
“15”. This condition is a reality for most construction 
projects. If an inspector takes 2D plans to the field for 
inspection and only observes what is available to them 
in an elevation view without querying for alternate 
detail views – omissions can occur. With the AR 
inspection, the original model is available, and an 
infinite amount of views are available to them by simply 
adjusting their physical position on the construction site 
– much like an inspector naturally does to inspect 
installed work at a construction project. Lastly, although 
the condition was not tested in this study, the embeds 
tend to be distinguished during the inspection process 
because a colored view was available during the 
inspection process using the HoloLens. Conversely, the 
monochromatic view when looking at 2D construction 
plans does not have this advantage which is why most 
inspectors tend to highlight their inspection drawings 
with colored annotations. 

5.2 Accuracy 

The findings are not strongly significant for the AR 
inspection method and the data indicate that the 2D 
embed placement plans were in most cases equally 
accurate. Aside from the visibility issue discussed for 
embeds “15” and “21” in the previous subsection, most 
of the time, the 2D plan inspection method had slightly 
fewer errors. For instance, embed “16” was a missing 
embed and was erroneously reported five times with the 
AR method. It was not erroneously reported using the 
2D plan method. Additionally, embed “P” was also a 
missing embed and erroneously reported once with the 
2D plan method and five times with the AR method. 
Nothing was controlled in the experiment to gather data 
for these occurrences; however, it is speculated that 
something within the AR inspection distracts the viewer 
while performing their inspection. As will be discussed 
in the next subsection, illusions were noted that caused 
some misreporting during the inspection process for the 
AR inspectors. 
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5.3 Mirages 

During the AR inspection, it was anecdotally noted 
to the researchers that in some cases, the student 
inspectors could not see the embed or that there 
appeared to be an embed present, when in fact it was not. 
The researchers allowed for this condition by having the 
student inspectors note the aberrations in their 
inspection reports. As seen in Table 2, this occurred 
eight times. In two cases, a missing embed was not 
accurately identified as missing and in the remaining six 
cases, the embed was present but was missed in the 
inspection report. 

During the experiment, the researcher needed to 
continually adjust the HoloLens for a condition called 
“drift” [8]. Drift was identified by the student inspectors 
as they conducted their inspection and would notice that 
the image of the model in the HoloLens was not 
superimposed accurately within the experiment room. In 
some cases, the difference was slight – enough so that 
the inspection could continue without stopping the 
experiment. At other times, the drift was noticeably 
distracting to the point that a satisfactory reporting 
could not be made. It is surmised that this condition was 
responsible for the mirages present during the 
inspection. This condition is not localized to the 
HoloLens, it is in fact a common issue within the AR 
discipline [9]. 

5.4 Limitations 

While the researchers sought to minimize the 
conditions of the study that could adversely affect the 
results, upon completion of the experiment some 
elements became known that should be considered if the 
study were to be repeated. 

5.4.1 Color and Shape 

The researchers did not collect data explicitly 
regarding the shape and color of the embeds used in this 
experiment. In fact, the color of the embed was not 
typical to the actual color of an embed installed on a 
construction project (see Figure 9). 

 

Figure 9. Visual comparison of experimental 
embed and an actual embed. 

The difference between the two images in Figure 9 
is obvious. Because this study was designed to establish 
a framework for future experimentation, it was not 
necessary to obtain data from actual conditions just yet. 
In future studies, the color of the surrounding material 
(concrete, stone, masonry, etc.) may not have enough 
contrast to make a successful inspection. Therefore, a 
consideration of the color of the embed and the color of 
the surrounding materials would be prudent. 

5.4.2 Student Work Experience 

This study was conducted with a convenience 
sampling that is not representative of practitioners in the 
construction industry. While the students that 
volunteered for this study do have some construction 
knowledge and skills, they lack experience and 
advanced visualization skills that more seasoned 
practitioners may have [6]. Consequently, the results 
when practitioners are involved in the study may yield 
different results. Again, future iterations of this study 
should be conducted with practitioners to obtain more 
practical results in the accuracy of inspection using the 
two methods. 

5.4.3 Image Drift 

Image drift is an issue when working with AR [8], 
[9]. This study did not collect data for this condition, 
including its effect on accuracy. However, a more 
detailed study should be attempted that ascertains the 
accuracy of the HoloLens when used for inspection, 
controlling for variables such as lighting (natural and 
artificial), temperature, reflectivity, and other items that 
may affect the visual acuity of the inspector. 

6 Conclusions and Future Work 

This experiment yielded a significance that was 
weak in terms of accuracy when student inspectors were 
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trying to identify errors in embed placement. The data 
however, eluded to some interesting points about using 
AR as an inspection tool for embed inspections, and 
quite possibly for other types of inspections as well. In 
this study, the researchers aimed to create a framework 
that could be used in ongoing and future studies where 
AR is used to assist a construction inspector. One key 
finding that was advantageous when inspectors used the 
AR method was the visibility of certain elements that 
were difficult to find on a 2D plan. The drawback with 
using plans has always been the experience of the 
person reading and interpreting them [10]. In a time 
within the construction industry when many seasoned 
professionals are departing from the workforce [11], 
either through retirement or disability, their 
replacements (recent academic graduates) lack the 
experience to accurately perform these inspections at 
the same level as their predecessors. This experience 
gap creates a challenge and an opportunity that the 
construction industry has always seemed to face. When 
compared to other non-farming industries, the 
construction industry’s productivity has not made 
significant improvements [12]. Similarly, the industry’s 
focus on research and development has been paltry – yet 
may be improving slowly [13]. Therefore, the 
overarching goal for this research study was to set forth 
a framework that can improve accuracy, productivity, 
and fill the ever-widening skills gap in a small part of 
the construction process. 

The researchers acknowledge that the practicality of 
this tool is experimental at the moment, however, 
through continued field experimentation and with the 
continual improvement in the hardware and software, 
there is promise for more advantageous results for the 
AR method. 

Lastly, the researchers would like to express that 
future developments in this research will include an 
approach toward having the AR make use of artificial 
intelligence (AI) for the automatic recognition of embed 
placement errors. The inspector’s attention could be 
drawn to errors that the AI finds, allowing the inspector 
to focus more on the serious problems and waste less 
time on the embeds that meet a certain threshold for 
accuracy. This process, if perfected, could save a 
tremendous amount of time for inspectors to perform 
more worthwhile tasks. 
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Abstract – 
While the global impact of plastic waste is 

increasingly concerning, the application of reused 
materials in the built environment remains little 
explored. This paper presents research into the reuse 
of plastic in architecture by means of computational 
design and robotic fabrication. Design possibilities 
using reclaimed plastic artefacts were explored by 
testing their structural stability and robotically 
modifying them in order to create a pavilion. While 
the design conceptualization started  with the 
reclaimed material and the analysis of its potential, 
the digital workflow involved generative and 
performance- driven design, structural optimization 
and geometry  generation for robotic fabrication. 
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1 Introduction 
Applications of Industry 4.0 technologies, such as 

automation, Internet of Things (IoT), and cyber-physical 
systems [3] are relatively new in architecture but they 
have already proven to revolutionize the way architects 
think and practice. 

For instance, Design-to- Robotic-Production (D2RP) 
approaches developed at TU Delft since 2014 establish a 
feedback loop between the design and the production of 
the 1:1 scale building components [1]. 

This implies that the initial generative design is 
optimized in order to address functional, structural, 
environmental, material, etc. requirements and then 
converted into robotic tool paths to add, remove or 
transform materials according to requirements.  

The challenge is to identify tasks that can be robotized 
and develop future interaction scenarios between humans 
and robots. In this paper, work is presented that explores 
both while taking the challenges of circular economy into 
account. 

2 Circular Economy 
Plastics production has increased twentyfold since 

1964, reaching 311 million tons in 2014 [4]. 
Despite the economic crisis, the world plastics 

request is continuously increasing and it is expected to 
almost quadruple by 2050. With the increase of the 
plastic production, the plastic waste increases as well, so 
much that the ocean is expected to contain by 2050, more 
plastic waste (by weight) than fish. 

Figure 1. The plastic container is tested for 
structural strength 

Currently, this problem is addressed on two levels, 
firstly the manufacturing of plastic materials from oil is 
gradually replaced with renewable bio-sourced materials; 
secondly the recycling or reusing products is considered. 
When recycling is not the best option because soiled 
plastics and multi-layered plastic products may not be 
suitable or difficult i.e. expensive to be recycled, reuse is 
considered (Fig. 1).  

The research presented in this paper explores how by 
employing D2RP methods and by applying circular 
economy principles [5], thus reusing objects otherwise 
designated for the landfill, an approach that can be 
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applied to various geometries is developed and tested. 
The reused objects were searched for in a traditional 

manner, by going to stores and selecting potentially 
usable components. 

Figure 2. Development of the node from the 
unrecyclable plastic container using a 
combination of D2RP and traditional methods 

Considering the potential of IoT to connect the D2RP 
system with materials that are provided with 
unique identifiers (UIDs) and filter databases for specific 
plastic materials and products catalogued with respect to 
their physical and chemical characteristics, it is 
conceivable that a variety of designs for diverse functions 
could be easily generated. 

2.1 Architectural Structure 
From an array of available components, several have 

been structurally tested and the unrecyclable drill 
container, which has been chosen to be used in the design, 
showed a peak close to 80 kg (Figure 1). The test 
highlighted that the base is the weaker part of the element. 

By developing joints (Figure 2) from the drill 
container that could connect linear frame elements (of 
Polyvinylchloride or PVC pipes for water supply) with a 
membrane (of semi-open water repellent fabric) a 
pavilion has been created (Figure 3). 

The vaulted structure has a double-curvature that 
increases the structural performances. Once inflated, the 
designed mesh is improved using the Mesh Machine 
component after which it is tessellated with the Dual 
Graph component. Joints, PVC pipes, and membrane are 
then placed resulting in a pavilion that serves as event 
space. 

In order to test structural stability, the mechanical 
properties of the materials were retrieved from CES 
Edupack 2018 and used as input for the structural 
analysis. Furthermore, the structure was analyzed in the 
Grasshopper plugin Karamba 3D. The latter, being 
embedded in the parametric design environment of 
Grasshopper, gives the possibility to combine parametric 
3D models with finite element calculations.  

Following up the structural analysis, joints, PVC 

pipes and membrane were further developed and tested. 
The node was developed by removing and folding parts, 
so that the folded part of one component fits perfectly 
into the cut part of another component. The connection is 
then secured by rivets (Figure 2). 

With the robot, the component can be cut at a specific 
optimum angle in a precise and accurate way. Because of 
the complexity of the geometry, all the components that 
form the connections need to be custom cut at a specific 
angle, thus the use of robotic fabrication will make the 
process more accurate and faster compared to traditional 
methods. 

The workflow involved several steps such as robotic 
cutting (drilling holes and material removal), manual 
folding (with a heat gun), manual gluing of the washers 
and connecting parts with rivets using pop rivet gun. 

While the robotic tool path was integrated into only 
one path for drilling holes and milling i.e. cutting, which 
made the process faster and more efficient, the folding of 
the material of the component itself, the gluing and 
connecting with rivets remained manual. 

Figure 3. Generative design optimized in order to 
address functional, structural, environmental, 
material, etc. requirements  

The robotization of the folding, gluing, and 
connecting with rivets would have required additional 
investigation, which due to time constraints has only 
been simulated as robot-robot cooperation and 
envisioned as Human-Robot Collaboration (HRC).  
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2.2 Human-Robot Collaboration 
In order to semi-automate the fabrication of the node, 

a multi-robot setup has been proposed in combination 
with an HRC approach. In this context, HRC is defined 
as work performed simultaneously and co-located by a 
robot and an operator during production [2]. 

Figure 4. Picking of the first component using the 
master robot, which is equipped with a gripper, moving 
then the object around the milling tool and performing 
the necessary material removal (first image), heating 
(second image), folding (third image) and placing the 
rivets (fourth image).  

 The fabrication sequence of the joints includes two 
fixed tools, a milling tool and a heat gun, and two moving 
tools, a gripper and a bolting tool. Hence the component 
will not be fixed in front of the robot as in the first 
scenario but it will be moving with it.  

The first step of the fabrication sequence will consist 
in picking up the first component using the master robot, 
which is equipped with a gripper, moving then the object 
around the milling tool and performing the necessary 
material removal (Figure 5). 

After that, the object is positioned in front of the heat 
gun, in order to heat the folding line of the component for 

one or two minutes, time enough for the plastic to become 
malleable and for the second robot to come in and easily 
fold the material using a gripper. The above-mentioned 
sequence between the two robots is repeated for all the 
other components. 

The last step of the fabrication sequence regards the 
connection of the objects to each other. The connection 
will be performed by the second robot, which is equipped 
with a bolting tool, in collaboration with the master robot, 
which will hold the component in place. 

This proposed HRC approach relies on practical 
methods facilitating collaborative sawing [7], 
collaborative polishing [8], etc. It involves limited 
Artificial Intelligence (AI) that enables the physical 
collaboration between two robots [7]. 

This approach is transforming the D2RP process of 
the joints into a choreography of two cooperating robotic 
arms alternating their roles along the fabrication process. 

In this context, the human may not only orchestrate 
the sequence of actions implemented by the robots but 
may help with tasks that could be easier implemented by 
humans as for instance, inserting the rivets in the holes. 

3 Future Steps: Cyber-physical Systems 
While the presented research has taken advantage of 

D2RP and explored the potential of human-robot 
cooperation, it has not exploited the potential of IoT, 
which allows selection of materials form a vast variety of 
materials appropriate for circular economy approaches. 

It furthermore, speculated but did not develop and test 
HRC approaches, which have the potential to make the 
sequence and safety of human-robot interaction possible. 

Figure 5. Simulated and prototyped subtractive D2RP 
link the virtual and the physical worlds 

Both involve tagging and tracing, machine and deep 
learning in order to establish a cyber-physical system that 
in time could become an automation ecosystem, wherein 
architects and constructors collaborate with robots and 
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customers can purchase online customizable designs 
using an automated marketing platform that puts the 
manufacturing plant in action. 

The virtual and the physical D2RP&O processes are 
linked (Fig. 5) and need to take into account the inherent 
multifaceted nature of  building from the early design to 
the latest building operation phase. Challenges in terms 
of scale, multi-tool and multi-robot production and 
operation need to be examined in order to achieve 
chained processes by linking virtual models (such as 
Rhino 3D model with Grasshopper plug-ins such as 
Millipede, Ladybug, etc. for simulating structural and 
environmental performance) with robotic devices. The 
aim is to develop/implement chained D2RP&O 
processes in which robots take specific roles while all 
(human and non-human) members of the setup including 
respective (virtual and physical) systems receive 
feedback at all times. 
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Abstract – 
In 2018, the United States Department of 

Transportation Federal Highway Administration 
reported that Americans traverse over 1,000 miles a 
month on average. Maintenance of pavement 
marking conditions is crucial to creating a safe 
driving environment. Traditionally, pavement 
markings are assessed periodically through manual 
road inspectors. This method is time consuming and 
ineffective in capturing the deterioration of the 
pavement markings throughout their service life. The 
incorporation of Unmanned Aerial Vehicles (UAVs) 
and machine learning techniques provide promising 
ground to detect pavement marking defects. The 
study proposes a system based on Deep Convolutional 
Neural Network (DCNN) that can collect, store, and 
process data to predict pavement marking conditions 
throughout their service life. The developed pavement 
marking detection tool has four stages. The Data 
Collection stage consists of obtaining images using 
different methods. In the Classification stage, a 
method for assessing the defects from images is 
created based on current methods by Departments of 
Transportation (DOTs) and the Manual on Uniform 
Traffic Control Devices (MUTCD). The third phase—
the Model Development and Data Processing— and 
the Model Testing phase are to train and test the 
model using a multi-level classification program and 
complex algorithms to process the data collected and 
output a result. The system was implemented, and the 
preliminary results show that the model can identify 
and classify the pavement marking defects. The 
developed system will help transportation authorities 
identify and forecast future deteriorating rates and 
intervention timing. 

Keywords – 
Automation; Construction; Data Acquisition; 

Transportation 

1 Introduction 

Road pavement markings are a characteristic of road 
design that influence drivers’ perception of roadway 

alignment and the ability to maintain safe vehicle 
positioning [8, 17]. Features such as edge lines, 
centerline, lane lines, and other pavement markings guide 
users and provide physical and intuitive barriers that 
ensure road safety and reduction in traffic congestion 
[17]. When strategically placed, pavement markings 
ensure adherence to speed limits [3, 21]. Environmental 
factors and wear from vehicle contact, as well as 
misplaced markings, call for the inspection and 
maintenance of these road markings [21].  

The current practices of pavement marking inspection 
are mainly done manually. Manual inspection techniques 
such as Visual Nighttime Inspection, Measured 
Retroreflectivity, Expected Service Life, and Blank 
Replacement methods are a few of the vision-based 
techniques employed by DOTs to assess and evaluate 
pavement marking conditions [9]. Handheld devices, 
measurements, and Senior Citizen vision characterize 
these methods. These manual methods allow for high 
subjectivity and rely on trained inspectors that must go 
through training to follow the appropriate protocols. 
These visual assessment techniques require investing 
time, money, and resources. These processes often 
require workers to drive in nighttime conditions, evaluate, 
and record pavement conditions that pose public and 
individual safety risks. 

 Experimental studies have found short-term and 
long-term reductions in speed along hazardous curves by 
installing and maintaining pavement markings [21, 3]. 
Drops in speed from 41.3 to 33.9 miles per hour were 
attributed to pavement markings “designed to make the 
roadways appear narrower at the beginning of the curves.” 
Other sites saw up to a 50% increase in adherence to 
advisory speed after the pavement marking installations 
[3]. Additional pavement markings in 42 sites in advance 
of roundabouts and termination of high-speed roads saw 
a 52% reduction in crashes after 2 years. Verbal and 
symbolic pavement markings consisting of the word 
“SLOW” and a left curve arrow installed before entering 
sharp horizontal curves also saw significant reductions in 
average vehicle speeds [3]. Earlier studies showed crash 
reductions after the installation of edge lines ranging 
from 19% to 46% [7, 19]. Despite differences in modern 
days traffic, vehicle design, and design speeds, more 
studies continue to report crash reductions as a result of 
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pavement markings. Particularly, a study across 10 states 
found crash reductions of 36% after installing edge lines 
and an average of 21% attributed to pavement markings 
overall [4, 22]. 

There are two ways of assigning pavement marking 
defects: manual and automated. A manual evaluation of 
pavement markings from photogrammetry data would be 
highly subjective and time-consuming, thus an 
automated identification method presents an efficient and 
reliable alternate [2, 13]. This paper aims to propose an 
innovative UAV-based Pavement Marking Identifier 
Tool using a deep learning technique that automatically 
identifies the pavement marking defects. The tool uses 
data collected from Google Maps to train and test the 
model. This stage of the research looks at the 
applicability and efficiency of the technique.  

2 Literature Review 

2.1 Overview 

An assessment of the effects of pavement markings 
on road safety reveals the importance of identifying and 
addressing current defects and missing pavement 
markings. Efforts are underway to mitigate the risks of 
missing important pavement markings and those in poor 
condition. For example, the Michigan Department of 
Transportation (MDOT) plans to require wrong-way 
arrows at all target exit ramps [18]. At paired 
exit/entrance ramps, the left turn into the exit has resulted 
in several fatal crashes. By installing pavement marking 
extension lines, vehicles could be guided into the correct 
ramp. They are considered a low-cost treatment with a 
benefit-cost ratio of 45.9 and the potential to reduce 
traffic-related deaths and increase road safety [3, 18]. A 
study was also conducted to assess whether pavement 
markings before wrong way entries in two sites were in 
good condition, or at all present [14]. The study found 
that both sites lacked pavement markings, such as 
Wrong-Way Arrows and stopping lines, which are linked 
to a reduction in fatal crashes. Also, in 2004, the Missouri 
Department of Transportation began implementing lane 
departure countermeasures consisting of pavement 
markings such as edge lines, centerlines, and skip lines, 
as well as other road features focused on lane departure 
countermeasures [8]. As a result, from 2005 to 2007, 
there was a 25 percent reduction in lane departure 
fatalities. Pavement markings wear out due to constant 
vehicle contact and weathering and therefore require 
inspection and maintenance. Given the role they play in 
road safety and the limited resources some cities struggle 
to keep pavement markings up to the standards due to 
limited resources. In addition, prioritizing pavement 
repair and maintenance in a very efficient way is critical 
for decision-makers to plan future budget allocation and 

prioritizing road maintenance. 

2.2  Data Acquisition 

New technologies of real-time data collection such as 
drones are an increasingly popular technology in 
construction and transportation [5, 19]. A recent study 
developed a framework for using UAVs in transportation, 
which defined the drone block as (1) flight planning, (2) 
flight implementation, and (3) data acquisition [15]. This 
framework was implemented by a later study to capture 
images of pavement defects [14]. This study outlined the 
importance of taking weather conditions and flight 
restrictions into account in the flight planning process. 
This ensured optimized visuals and adherence to 
regulations. For flight implementation, flights can be 
conducted manually or autonomously. For automated 
surveys, an advanced image processing algorithm is 
required such as Support Vector Machines (SVM) or 
Structure from Motion (SfM) [12, 13, 2]. These machine 
learning algorithms allow UAVs to quickly identify the 
presence of defects and cracks on the road, although they 
have yet to be implemented to detect defects in pavement 
markings. The SfM is an innovative photogrammetry 
method used to transform photo data sets into 3D models; 
however, research on its applications for road pavement 
is limited [13]. The data acquisition consists of captured 
images by the drones. These images are deemed adequate 
for analyzing and monitoring the condition of unpaved 
roads [23] and road pavement distresses [13], but there is 
very limited research in its applications to pavement 
markings. Data collection via UAVs also mitigates the 
risks associated with workers in high traffic zones [14]. 

2.3 Data Processing and Inferencing 

Data processing and analysis is critical in developing 
an automated defects detection system. Efficient data 
extraction, noise removal, and storage are necessary 
components to have a functioning system [15]. Manual 
evaluations of the drone-captured images based on visual 
observations are associated with high levels of 
subjectivity, and low production rates [13]. For example, 
in a study analyzing the condition of road pavement, 
different crack types were assigned different ratings to 
assess and prioritize remedial actions according to the 
severity and average traffic volume [2]. Due to limited 
resources and a large area to cover, metric accuracy must 
be consistent [13]. Therefore, automated identification 
methods and severity numerical index assignments are 
considered a fundamental goal in transportation efforts to 
maintain the assets. Autonomous surveys incorporating 
machine learning algorithms can process the images 
automatically to identify the distress type [13]. A study 
that incorporated a UAV-based system with a machine 
learning algorithm observed an accuracy in pavement 
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crack identification of 90.16 [12]. 
Other studies incorporating the use of multi-level 

classification and deep machine learning to develop 
predictive models for addressing pavement defect repairs 
and maintenance continue to advance [25]. These 
improvements in machine learning models are pivotal to 
the development of smart cities and autonomous vehicles. 
Furthermore, deep convolution neural networks (DCNNs) 
have been implemented to detect pavement cracks and 
reduce noise [24]. Using datasets for training and testing 
models set the basis for a system that can characterize 
road conditions [25]. 

Multiple studies have also incorporated a Geographic 
Information System (GIS) to enable automatic 
visualization of road conditions and automated pavement 
management [2, 12, 16, 6, and 20]. This system can be 
used to position classified images into Google Maps [12] 
and can cover thousands of miles of roadways as well as 
smaller volume roads [14]. GIS has spatial analysis 
capabilities that can integrate the graphical display of 
pavement condition and the assigned prioritization based 
on classification to facilitate pavement management 
operations [6, 20]. Currently, the system cannot predict 
the rate of deterioration of pavement marking based on 
its current condition but using a Matlab-GIS-based 
application, it can rate the condition of road segments [2]. 
Studies integrating this system for the inspection of 
pavement markings are very limited. 

3 Methodology 

The proposed framework for the pavement marking 
identifier tool is outlined in Fig.1. The framework 
encompasses four stages: (1) data collection using UAV, 
(2) data classification, (3) model development and
training, and (4) model testing.

3.1 Data Collection 

In the proposed framework, the data concerning 
pavement marking condition is collected using either a 
UAV or a Light Detection and Ranging (LIDAR) device. 
In this paper, the authors are using the UAV method 
given the high number of images that can be collected in 
a short time. For training and testing the model, two sets 
of data are required. The authors used Google maps and 
the Google search engine to collect images that show the 
defects as highlighted in Table 1.  

3.2 Data Classification 

The data classification phase consists of 
developing terminology that informs developed 
framework users of the pavement marking defects 
present in a surveying site. These terms, as specified in 
Table 1, are designed to provide a visual evaluation based 
on criteria outlined in the MUTCD.  Per the standards, all 
lines must be continuous, and uniform in shape. Class 3, 
7, and 8 defects address this standard. Lines must also 
have clear and sharp square edges, as well as be parallel 
to each other with discernible space. Class 1, 2, 4, 5 
address this. Marking visibility and obstruction are 
addressed in defect classes 6 and 9.  

Based on these standards, the set of defects was 
developed to inform the user when a pavement marking 
did not fall within these guidelines, as seen in Table 1. 
This study categorizes the images by lane feature and the 
associated defect type. These terms can be modified or 
expanded to suit the needs of any given road segment or 
the regulations of a company or department of 
transportation. The output is the class type. 

Figure 1. Automated System for Identifying Pavement Marking Defects 
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Table 1. Classes of Defects 
Class Type  Feature 
Class 1 Edge Missing 
Class 2 Corner Missing 
Class 3 Segment Missing 
Class 4 Edge Faded 
Class 5 Corner Faded 
Class 6 Segment Faded 
Class 7 Misalignment 
Class 8 Cracking 
Class 9 Ghost Marking 

Figure 2. Pavement Marking Annotation and 
Data Preparation for Model Training 

For purposes of this study, lane type identification 
was added to ensure that the labeling algorithms can 
differentiate between spacing between dashed center 
lines and faded sections along a continuous edge line. As 
seen in Fig. 2 a multilevel classification software was 
employed in this study in order to annotate the features 
of the road segment onto the image. This step is essential 
in developing a reliable and consistent algorithm-based 
system for future automated classification of roads. The 
annotations made must be precise and consistent to 
increase confidence levels.   The second round of 
annotations classifies the markings based on defect types 
from Table 1. The pavement markings from the training 
and testing data must be fully categorized to be processed 
correctly according to MUTCD standards. 

3.3 Model Development and Data Processing 

3.3.1 Model Development  

The model used to detect the objects in the test images 
was based on a region proposing convolutional neural 
network (RCNN) written in python. This model initially 
had the original settings of a pre-trained model called the 
“faster_rcnn_inception_v2” model from tensor flow’s 
library of packaged models open to anyone for usage and 
particular implementation. The layers of the neural 
network were pre-defined for optimal speed and result, 
and required weights adjusted and optimized for the 
pavement images.  

Figure 3. Deep Learning Model Precession Data 

3.3.2 Model Training 

For this study, this model was trained to identify the 
specific features of the pavement images. The model was 
trained using a dataset named pavement marking images 
(PMI). The model was fed aerial images from Google 
Maps, which are accessible to all and contain data from 
roads all over the world. These are updated about every 
1-3 years, which renders the satellite-images mostly
accurate. Images were captured along the highways of
San Luis Obispo County, CA, which were manually
inspected and annotated according to the lane type, as
seen in Fig. 1, and the defects identified. A multi-level
classification program was used in this process.

To train this model, each image’s data is passed 
through the network. Once all the images go through the 
network, this is considered an epoch. After each epoch, 
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the weights of the network are changed slightly to yield 
better predictions on all of the data. 100 training images 
were collected and annotated and 50 images more were 
selected for testing. 

3.4 Model Testing 

The model was only given 80 training images and 20 
test images. A snapshot of the model results is shown in 
Fig. 3. The results of the Validation Data are outlined in 
the Preliminary Results and Analysis section of this 
report. 

Once all the training and testing images have been 
processed, the images captured by a UAV, or similar 
technology, can be automatically processed using 
complex computer vision algorithms to extract multiple 
features from the images captured. If these images are 
annotated consistently and with reduced background 
noise, the output should be accurate and reliable. The 
coded data from the collection and classification stage is 
processed, and its output informs what type of defect, if 
any, is found along a given road segment.  

4 Preliminary Results and Analysis 

This study presented preliminary results of the 
proposed system that automatically predict the pavement 
marking condition. The proposed deep learning model 
was trained with a sample of annotated images, and 
another sample was used for testing purpose. The model 
was able to predicate road segments with and without 
pavement marking defects. A group of the defects 
classified as corner faded and missing were identified 
with an accuracy of 50% to 80% as shown in Figure 4. 
Although the model was intended to generate preliminary 
results using machine learning technique, the results still 
showed promising trends and levels of confidence for 
expansion and fine-tuning. The model projected higher 
accuracy in detecting larger features than small and 
medium ones. This was expected because larger objects 
in the image contain more pixels which inform the object 
detector of what defect it might be, than small and 
medium-sized features. These results will guide the 
manual annotation of additional sets of data to enhance 
the model prediction algorithm. Annotating defects in 
images, and ensuring less noise within the boundary 
circling the defects was found to be critical for the model 
accuracy. 

Figure 4. Defects Detection by the Deep 
Learning Model 

Despite the small number of data sets used to train 
and test the model, the deep learning model was able to 
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predict road pavement defects with over 50% confidence. 
In some instances, it predicted the defects with 80% 
confidence, as shown in Fig. 4. These results also yield 
increased confidence in identifying pavement markings 
without defects. This was expected since faded segments 
vary in levels of marking deterioration and visibility, 
while pavement markings in good condition are similar 
in contrast to the pavement in their clean-cut edges. The 
results of the model were validated manually by 
comparing the model outcomes with the manually 
annotated images.  

These results inform us of the current condition of 
pavement markings in the area, as well as which road 
segments require immediate attention, and which should 
be monitored. The preliminary state of these results 
cannot replace traditional methods for pavement marking 
inspection, but it can still inform road agencies of which 
road segments output the most defects in an initial site 
survey using a drone. By expanding the training and 
testing data, these results could be used to predict the 
remaining service life of each road segment captured.  

Lastly, the results of this pavement marking 
identifier tool are expected to show an increase in safety, 
a reduction of labor and equipment-associated costs, a 
fast identification of defects, and expedited repairs. 

5 Conclusion 

In this paper, a method for assessing and predicting 
pavement marking defects using machine learning was 
presented. Images extracted from a satellite imagery 
web-mapping service were processed to create a dataset 
of over 100 annotated images. For image optimization, 
images compiled were carefully annotated to ensure 
noise reduction, consistency, and proper labeling. The 
method employed in this paper used images in PASCAL 
VOC in a multi-level classification program. For image 
annotations, tighter rectangles enclosing road features 
were found to produce results that are more accurate. The 
preliminary results show higher accuracy and detection 
for larger segments and most common features. These 
show potential in an integrated manual identification of 
pavement marking defects and a python-based image 
extractor software. Future research will be focused on 
integrating retroreflectivity analysis and reading into the 
model to better resemble the standard maintenance 
protocols used by departments of transportation. This 
will result in a comprehensive system for assessing, 
monitoring, and maintaining roads. By implementing this 
model, drones can automatically detect and classify the 
pavement marking defect classes. The machine-learning-
based methods employed in this research are accessible, 
cost-effective, and relatively safe to conduct pavement 
marking assessments and evaluations. With enough data 
and proper annotation, the model developed can detect 

marking defects from an aerial view using different 
camera views. This reduces labor and equipment costs 
otherwise incurred from manual inspection and reduces 
the risk of construction-related accidents from placing 
workers in high-speed roads. The improvement of 
machine learning models for maintaining pavement 
markings up to standard is essential for the digital maps 
integrated into the programming of AV’s to detect road 
surface markers (RSMs). By maintaining roads up to 
MUTCD standards, AV machine learning can detect the 
necessary road features to allow for the integration of 
autonomous vehicles on our roads. Improved roads pave 
the way for improved cars, transportation systems, and 
societies. 

In the future, this study will be extended to address 
the relationship between road defects and road pavement 
marking defects. Many studies suggest that the causes 
that contribute to pavement defects also contribute to 
pavement marking defects.   
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Abstract -
A teleoperated hydraulic excavator is introduced to per-

form safe and quick restoration work in sites affected by
disasters. However, the current efficiency of this system is
approximately 40–60%, compared to boarding an actual hy-
draulic excavator, because of the communication delay. To
reduce this delay, we developed a system that can display the
predicted position of the excavator attachment to the opera-
tor. For predicting the movement of the hydraulic excavator
relative to the lever input, it is necessary to consider the
dynamic characteristics of the hydraulic excavator. In this
study, the dynamic characteristics of the turning motion of
the hydraulic excavator were assumed to be the first-order
delay with a dead time system, followed by the construction
of the turning motion simulator of the hydraulic excavator.
Through an experiment in which the bucket tip was stopped
toward the target position, the operational time was con-
firmed to be significantly shortened by displaying the pre-
dicted position.

Keywords -
Teleoperated hydraulic excavator; Swinging motion; In-

terface; Communication delay

1 Introduction
Hydraulic excavators often operate in dangerous loca-

tions, such as disaster sites. Recently, teleoperated hy-
draulic excavators have been introduced and have gradu-
ally become mainstream, through which several unmanned
construction works have been carried out [1, 2, 3]. How-
ever, it is believed to have approximately 40–60% work
efficiency compared to an actual machine boarding. Thus,
the performance improvement of the teleoperated hy-
draulic excavator is necessary. Communication delays are
one of the factors that reduce work efficiency. Michael et
al. [4] investigated the effect of time delay on the surgical
performance of teleoperated surgery and confirmed that
the accuracy of moving the remote surgery robot decreased
as the time delay increased. In the teleoperated system of
a hydraulic excavator, Sugawara et al. [5] achieved high
picture quality with low image delay and confirmed the
operational efficiency improvement through simulation.
However, for a teleoperated hydraulic excavator, which
is supposed to be utilized in various work sites, secure
and stable communication cannot always be guaranteed.

Consequently, eliminating communication delay is chal-
lenging. Therefore, a technique that can improve work
efficiency, even when communication delay exists, is nec-
essary. Richter et al. [6] developed a system to predict a
position without time delay to an operator in a teleoperated
manipulation robot. When positioning was difficult, the
ring was picked up by one arm and placed back after pass-
ing it to another arm. By evaluating the operating hours,
with and without the proposed system, a significant dif-
ference was confirmed. Walker et al. [7] showed that the
operation could be facilitated using a virtual aerial robot,
which can provide information regarding where and how
the robot finally reaches a position. However, to the best of
our knowledge, the prediction superposition technique has
not been applied to the teleoperated hydraulic excavators
yet.

In this study, we propose a teleoperated system for hy-
draulic excavators that can overlap the predicted position of
the arm with the operation input. We focus on the turning
motion of the hydraulic excavator and verify the effective-
ness of our proposed method through simulation. First, a
simulator of a teleoperated hydraulic excavator was gen-
erated; then, the overlapping system for the arm predicted
position was mounted for the turning operation. Finally,
the difference in the work efficiency with and without the
existence of the proposed system was experimentally ver-
ified.

2 Simlation of overlapping the predicted po-
sition of the arm

A simulator was developed to confirm the effectiveness
by the overlapping predicted position and by displaying
it in the turning operation of a teleoperated hydraulic ex-
cavator. A hydraulic excavator was installed in a three-
dimensional virtual space using the Unity game engine.
A joystick (Logitech Extreme 3D Pro) was used as an
operator interface. It was possible to turn the simulated
hydraulic excavator by tilting the joystick to the right and
left like the operation lever of an actual machine. The
transfer function G(s) of the teleoperated system was ap-
proximated by the first-order delay with the dead time
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system, as shown in Equation 1. Here, the input was the
operation quantity, and the output was the turning angular
velocity of the hydraulic excavator, where K , T , and L
represent the system gain, time constant, and dead time,
respectively.

G(s) = K
1 + Ts

e−Ls (1)

The communication delay caused by the teleoperated
system of the hydraulic excavator is demonstrated in Fig-
ure 1. If the communication delay, L1, is known, the
relationship between the operation input and predicted po-
sition can be expressed by the following transfer function,
Gpre(s).

Gpre(s) =
K

1 + Ts
e−(L−L1)s (2)

Using the transfer function of Equation 2, the predicted
angular velocity was derived from the master input, as
shown in Figure 2, and displayed as translucent in Figure 3.

Figure 1. Delay occurred in teleoperated excavators

Figure 2. Derivation method of predicted turning
speed

Figure 3. Presentation of predicted position of the
attachment in the simulator

Figure 4. Initial state of the pointing task

Figure 5. Turning operation state of the pointing task
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Figure 6. End state of the pointing task

3 Experiment
3.1 Procedure

Using the simulator, a pointing experiment was con-
ducted, in which the bucket tip was turned to the red pole
(target position) and stopped. The task started with the
state shown in Figure 4 and the subject operated the joy-
stick to turn the hydraulic excavator as shown in Figure 5.
Once the target position was reached, the word“GOAL”
was displayed on the screen as shown in Figure 6, indi-
cating the completion of a task. The target positions were
30◦, 60◦, and 90◦ angles. These were used ten times each
for thirty trials forming a task set, and the trial order was
randomized. The measured items were the operation time
of each task. The subjects performed the above set under
the following three conditions.

1. Without dead time and without predicted position
display (WOd+WOp)

2. With dead time and without predicted position dis-
play (Wd+WOp)

3. With dead time and with predicted position display
(Wd+Wp)

Condition 1 assumes the case of operating an actual
hydraulic excavator; condition 2 assumes the case of op-
erating a teleoperated hydraulic excavator; condition 3 as-
sumes the case of operating a teleoperated hydraulic exca-
vator by overlapping the predicted position of the arm.

By comparing these three conditions, it was verified
how close the working time approaches were in the board-
ing operation by overlapping the predicted position of the
arm in the teleoperated system. Regarding L and T , we set
them based on the assumption of an actual machine with a
13-ton excavator, as shown in Table 1, which presents all
the relevant parameter values. The communication delay,
L1, was set to 0.26 (s). The subjects were ten healthy per-
sons (Average age 22.7±1.50 years). Before initiating the
experiment, the subjects were instructed to finish the task
as soon as possible and informed that the target position
was on the right side. To eliminate the order effect, the ex-
ecution order of the above three conditions were randomly

made for each subject. Moreover, all subjects performed
the test after sufficient practice and agreed to informed
consent beforehand based on the Helsinki Declaration.

Table 1. Experiment parameters
L(s) T(s)

Acceleration 0.576 1.207
Deceleration 0.422 0.685

3.2 Result

The results of the simulation experiment were shown
in Table 2 and Figure 7. For each condition and target
position, the average operation time of each subject, as
well as that of all subjects, were obtained. Applying the
Fisher’s LSD test (α = 0.05 significant level) revealed that
there existed significant differences between Wd + WOp
and Wd + Wp at 30◦ and 90◦. Furthermore, a significant
difference between the conditions of WOd + WOp and
Wd + WOp was confirmed at 30◦ and 90◦. No significant
difference was found between the WOd + WOp and Wd
+ Wp conditions. Detailed statistical results are given in
Tables 3, 4, and 5.

Table 2. Result of the experiment
WOd+WOp Wd+WOp Wd+Wp

30◦ 2.89 ± 0.51 3.93 ± 0.67 3.27 ± 0.67
60◦ 3.73 ± 0.41 4.17 ± 0.77 3.75 ± 0.59
90◦ 4.42 ± 0.49 5.69 ± 0.98 4.93 ± 0.63

Table 3. Result of the t-test (WOd+WOp，
Wd+WOp)

degree of freedom p-value
30◦ 18 1.00 × 10−3

60◦ 18 0.14
90◦ 18 1.00 × 10−3

Table 4. Result of the t-test (Wd+WOp，Wd+Wp)
degree of freedom p-value

30◦ 18 3.0 × 10−2

60◦ 18 0.15
90◦ 18 4.00 × 10−2

Table 5. Result of the t-test WOd+WOp，Wd+Wp)
degree of freedom p-value

30◦ 18 0.20
60◦ 18 0.96
90◦ 18 0.16
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Figure 7. Result of the experiment

3.3 Discussion

This study verified the effectiveness of overlapping the
predicted position of the arm in the turning operation using
a simulator. The experimental results confirmed that the
turning operation time was decreased at 30◦ and 90◦ by
overlapping the predicted position on Wd + WOp. More-
over, the decreasing tendency of the operation time can be
observed even at 60◦, although the significance of this ten-
dency could not be confirmed. As seen from Figure 7, it is
confirmed that the operation time of Wd + Wp approached
that of WOd + WOp. However, some subject commented
after the trial that, "The predicted position was always over-
lapped, and I thought it was in the way.". We think that
determining which position should be viewed and which
should be operated was challenging when the predicted
position overlapped with the current position. Therefore,
the work efficiency is thought to be further improved by
investigating the display technique of the prediction posi-
tion, and that it may approach the turning work efficiency
of WOd + WOp. Concretely, when the distance between
the predicted position and the present position approaches,
the predicted position will not be displayed.

4 Conclusion

In this study, the overlapping effects of the predicted
position of the arm of the teleoperated hydraulic excavator
was verified, during the turning operation, through simula-
tion. The experimental results confirmed that the turning
work efficiency, decreased by becoming tele-operational,
approached the efficiency of the boarding operation by
overlapping the predicted position of the arm. There is the
problem of the predicted position on the screen blocking
the current arm position. In the future, work efficiency
could be further improved by examining the display tech-
nique. Furthermore, installing on the actual teleoperated
system of the hydraulic excavator is a future investigation
topic. With the moment of inertia changes caused by the
inclination of the machine body and the weight of the
loaded soil, it is necessary to improve the accuracy of the
predicted arm position in the actual teleoperated system of
the hydraulic excavator.
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Abstract 

The rotary snow blower vehicle operated for 
removing accumulated snow on road shoulders must 
be performed even in the conditions of a poor 
visibility due to a snowstorm or road markings 
completely covered by snow. The operators of the 
vehicle have to pay full attention to avoid contacting 
road structures and ordinary cars passing just beside 
the snow removal vehicle. Therefore, we have 
developed a high-precision snow removal vehicle 
positioning device using a quasi-zenith satellite and a 
high-precision expressway map for the first time in 
Japan. The device can indicate precisely the exact 
position of the snow blower vehicle on expressways in 
real time and the operator can drive the vehicle by 
watching a monitor showing the assistant information 
provided by the device. The error of the indicated 
location would be relatively small such as less than a 
few ten centimeters and several tests have been 
carried out in a special test field and on the 
expressway in Hokkaido 

 
Keywords – 

Quasi-zenith satellite based driving support 
system; Snow and ice countermeasure 

1. Introduction and background 
Since most of the expressways operated by East 

Nippon Expressway Company (NEXCO East) pass 
through snowy areas, one of the biggest challenging 
operational tasks is to ensure smooth and safe traffic even 
in cold winter.  

However, as Japanese future population is in decline, 
it is anticipated that skilled workers will be aging and it 

will be difficult to secure the required workers. Since it 
is expected that snow and ice countermeasures will need 
to be performed by workers with lesser skills in the future, 
it is necessary to create an environment that enables such 
work to be performed more safely and reliably than at 
present. 

In addition, snow and ice countermeasures on 
expressways involves various types of work and requires 
skilled operators. The visibility in the environment is 
particularly bad during snowfall and in snowstorms, and 
it is difficult for snow and ice work vehicle operators to 
determine the position of their vehicles on the road at 
such times, and this labor-intensive work requires the 
operators to pay close attention to avoid colliding with 
general vehicles and road structures. 

The scarcity of skilled workers in the future is 
expected to inevitably require this work to be performed 
by unskilled workers. As such, it is necessary to create an 
environment where even unskilled operators can perform 
the work safely and reliably, and this required aiming to 
provide support for operators by means of driving 
support technology. 

Therefore, we have developed a high-precision snow 
removal vehicle positioning device using a quasi-zenith 
satellite and a high-precision expressway map for the first 
time in Japan. As Wang & Noguchi (2019) reported, the 
satellite is going to be used in the Japanese agriculture. 
The device can indicate precisely the exact position of the 
rotary snow removal vehicle on expressways in real time 
and the operator can drive the vehicle by watching a 
monitor showing the assistant information provided by 
the device. The error of the indicated location would be 
relatively small such as less than a few ten centimeters 
and several tests have been carried out in a special test 
field. In addition one of the tests was conducted on the 
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expressway in Hokkaido. 
In this report, we would like to outline this novel 

approach to provide a real time exact location on the 
expressway by comparing a quasi-zenith satellite 
information with a high-precision map data and some 
representative test results are going to be explained. 

 

 

Figure-1. Snow and ice countermeasure 
work on the expressway  

(snow blowing work) 

 

Figure-2. Expressway during snowstorm  

 

2. Outline of the developed system 
Snow blowing work is performed while running at 

low speed between the white line of the shoulder and the 
curb of the shoulder, and the operator of the rotary snow 
blower vehicle must take care that the vehicle does not 
run outside the white line on the shoulder into the vehicle 
lane or collide with guardrails on the shoulder of the road. 
Using a quasi-zenith satellite positioning device and a 
high-precision map of the curb, it is possible to 
continually identify the positional relationship between 
the rotary snow blower vehicle and the shoulder white 
line and curb when the vehicle is running out of bounds 
into the lane or colliding with the guardrails. In this study, 
we developed a system to warn the operator of a rotary 

snow blower vehicle when the vehicle was running out 
of the shoulder area. (Figure-3) 

 

 

Figure-3. Narrow working range of rotary snow  
blower vehicle 

 

3. Creation of high-precision maps 
3.1 Map creation range 

The road features required for snow blower work 
were created as map information from high-precision 
three-dimensional point group data by a mobile mapping 
system (MMS) to create the three-dimensional maps. The 
target section is 3.0 km (32.4 KP to 35.4 KP) of the 
outbound lane between the Iwamizawa Interchange and 
Iwamizawa Service Area on the Hokkaido Expressway. 
(Figure-4) 

 

 

Figure-4. High-precision map creation range 

 

3.2 Mapped road features 

The features required for monitoring when the rotary 
snowblower vehicle runs out of bounds into the vehicle 
lane and the road features required to avoid colliding with 
vehicles and blown snow when removing snow are 
mapped from the high-precision three-dimensional point 
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group data.(Figure-5) 
 

 

 

Figure-5 Mapped features 

 

4. Guidance system 
4.1 System screen 

The system recognizes the running position of the 
rotary snow blower vehicle from the satellite information 
and uses the result of collation with the map data to 
provide guidance for the snow removal work by judging 
when the vehicle is running out of bounds. The system 
screen is composed of two screens, a 2D display and a 
3D display, and the 3D display screen also displays 
various types of information about objects requiring 
caution to make it easier to understand the vehicle's 
current position and the situation ahead of the vehicle. 
(Figure-6) 

 

4.2 System operation when a warning is issued 

As shown in Figure-7, in both the 2D and 3D screens, 
when the vehicle goes out of bounds, the white line on 
the side the vehicle went out on changes to a red line, 
“OUT” is displayed in the “Running status” display field, 
an arrow (⇒) is displayed indicating the side the vehicle 
went out on, and the amount the vehicle went out of 
bounds is displayed in meters in red in the "Clearance 
width (out-of-bounds width)" display field. 

 
 

 

Figure-6. System screen 

 

 

Figure-7. System operation when a warning is issued 
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① 3D display area 
 
 

Displays an image of the vehicle viewed from behind. Displays 
the curb ahead and objects requiring caution, and the white lines 
turn red when the vehicle runs outside the lines on the left or 
right. The blue line indicates the front position of the vehicle. 

② 2D display area 
 

Displays an image of the vehicle looking down on it from directly 
above. The white lines turn red when the vehicle runs outside the 
lines on the left or right. There is no display of objects requiring 
caution. 

③ Outside the road shoulder 
warning information 

A warning is displayed when there is an object requiring caution 
outside the road shoulder 30 m ahead of the vehicle. 

④ Road warning information A warning is displayed when there is an object requiring caution 
in the road 30 m ahead of the vehicle. 

⑤ Running status 
 

When the vehicle is running in the shoulder lane (within the white 
lines), "OK" is displayed, and when the vehicle runs outside the 
lane, "OUT" is displayed in red letters. An arrow is displayed 
indicating the side on which the vehicle ran outside the lane. 

⑥ Left clearance  
(out-of-bounds width) 
 

Displays the clearance to where the left side of the vehicle runs 
outside its lane. When vehicle is outside its lane, the 
background turns red and the distance outside the lane is 
displayed. 

⑦ Right clearance  
(out-of-bounds width) 
 

Displays the clearance to where the right side of the vehicle 
runs outside its lane. When vehicle is outside its lane, the 
background turns red and the distance outside the lane is 
displayed. 

⑧ Skew running angle Displays the skew running angle of the vehicle. 
⑨ Road shoulder width Displays the width of the road shoulder at the point where the 

running vehicle is located. 
⑩ Current time Displays the current time received from the satellite. 
⑪ Reception status display Displays the reception status and type of position information 

output from the receiver. 
⑫ Sound switching Switches the warning sound ON and OFF. 
⑬ Settings Switches to the setting screen for vehicle information. 
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5. Trial test results 
A trial test of the system was performed by running 

the rotary snow blower vehicle equipped with high-
precision positioning equipment and a work guidance 
system on the shoulder of a road. The test was performed 
on the shoulder of the outbound lane on a section of the 
Hokkaido Expressway from the Iwamizawa Interchange 
to the Iwamizawa Service Area. The trial method 
involved installing the system equipment and video 
cameras on a rotary snow blower vehicle in the 
maintenance yard at the Iwamizawa Interchange, then 
after moving to the shoulder of the main lane 
(Iwamizawa Interchange to Iwamizawa Service Area), 
the rotary snow blower vehicle was run at actual working 
speed, and system log data and video camera images 
were recorded. 

The method used to verify the trial results was to 
calculate the error between the system and the actual 
measurement values from the recorded system log data 
and each video camera image, and extract and verify the 
evaluation target section as representative points. 

The trial test resulted in an average error value of 
approx. 0.2 m. By road structure, the error for 
embankments section was 0.19 m, the error for cuttings 
section was 0.22 m, and the accuracy of embankments 
was higher due to the better satellite reception 
environment. (Figure-8) 

The target error of this system is set at 0.2 m, and the 
above results were almost satisfactory. Therfore, operator 
would trust the system and could keep the vehicle in an 
expressway shoulder based on the guidance imformation. 

 
 
 
 
 
 
 
 
 
 
 
 

 

 
 

 

 
  
 
 
 
 
 

Figure-8. Trial test verification method and system 
errors 

 
 
 
 

 Satellite signal receiving antenna 

Video cameras are mounted on the left and right sides of 
the rotary snow blower vehicle facing downward, and the 
vehicle runs while the cameras are recording the distance 

between the vehicle body and the white line or curb. 

 Guidance system 

 

 
Right camera image 

Vehicle body White Line 

Road 
structure 

System error (m) 
Average 

value Sample 

Overall 0.22  171 
Embankment 0.19  27 

Cutting 0.22  144 

Checking the separation difference 
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6. Conclusion 
The developed guidance system could provide 

resonable results to assit snow blowing operation. We are 
now under additional testing for improving its further 
accuracy and plan to use the system practically at the end 
of 2020.  

The system can achieve both providing safer winter 
expressway for drivers and reducing the burden of the 
snow blower operatiors, so we are making best effort to 
complete this project. In additon, we are going to 
challenge to develop an automonous snow blower based 
on the quasi-zenith satelite system as the second stage of 
the project. 
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Abstract – 
Although several previous studies have reviewed 
3DCPs, they have been based on few cases and do not 
include the latest 3DCPs. This study analyzed 139 
academic papers and 98 types of three-dimensional 
concrete printers (3DCPs) developed from 1997 to 
2020 through a systematic literature review. A 
chronological distribution analysis showed that the 
number of papers and printers suddenly increased 
after 2012. Most papers (89%) and 3DCPs (86%) 
were produced from 2012 to 2020. A geographic 
distribution analysis showed that while Switzerland 
published more papers than the US, the latter 
developed more than twice as many 3DCPs than 
Switzerland. The difference is attributed to who led 
the development: the industry (US) or academia 
(Switzerland). Among nozzle-traveling 3DCPs, 
gantry and cable-suspended platforms were the most 
common types for some time, but the robotic arm type 
has spread considerably in the last five years. Since 
2013, mobile and collaborative 3DCPs have also 
increased. 
Keywords – 

Concrete; 3D Printing; Additive Manufacturing; 
Technical Specification 

1 Introduction 
Over the last 30 years, additive manufacturing has 

been explored to improve construction safety, reduce 
construction time and production costs, and produce 
geometrically challenging building elements [1]. In 2012, 
the number of 3D concrete printers (3DCPs) suddenly 
increased [2, 3]. Early 3DCPs included contour crafting 
[4] and D-Shape [5]. 

Recently, 3DCPs have evolved to support large-scale 
3D printing [2, 6]. For example, the Institute for 
Advanced Architecture of Catalonia [7] developed a 
family of small-scale mobile robots, each of which can 
perform a specific task during construction. Keating et al. 
[8] employed a robotic arm system with a long reach and 
a terrestrial mobile system as a platform to maximize the 

building size. Zhang et al. [9] utilized multiple mobile 
robot printers to collaboratively print a large structure. 
DediBot [10, 11] adopted an aerial drone-based system 
to overcome the limitations of conventional 3D printing 
devices.  

Although several studies have comparatively 
reviewed 3DCPs, none have analyzed their geographic or 
chronological distributions. This study examined the 
geographic and chronological distributions of studies and 
3DCPs through a systematic literature review of 139 
academic papers and 98 types of 3DCPs published from 
1997 to 2020. The year 1997 was selected as the starting 
point because the earliest paper found was published in 
that year. 

The rest of this paper is divided into five sections. 
Section 2 presents a review of previous studies related to 
the field and identifies their limitations. Section 3 
describes the overall design of the literature search. 
Section 4 reports the results of the analysis. Section 5 
discusses the current status and future directions of the 
technology. Section 6 summarizes the results and 
concludes the paper.  

2 Previous Studies 
Previous studies comparatively reviewing 3DCPs are 

characterized by two main limitations. First, they have 
been based on only a few cases. Lim et al. [1] 
comparatively analyzed only four types of 3DCPs: Pegna 
[12], contour crafting [13], concrete printing [14], and D-
Shape [15]. Ma et al. [16] and Zhang et al. [17] analyzed 
three types: contour crafting, D-Shape, and concrete 
printing. Bhardwaj et al. [18] reviewed six 3DCPs, and 
Paul et al. [19] reviewed 10. Second, diverse 3DCPs have 
recently been developed, such as multiple mobile printers, 
aerial drone-based systems, and entrained reinforcement 
cable systems. These new 3DCPs have not been included 
in previous analyses, although some studies were 
published in the past couple of years.  Moreover, Chung 
et al. [20] recognized that new 3DCPs could not be 
properly categorized using the existing classification 
system for 3D printers and proposed a new classification 
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system; however, the classification was based on only 12 
relevant papers. 

3 Literature Search Method 
A systematic literature review (SLR) is a widely used 

review method in the medical and management fields [21, 
22], as well as in the construction field [23, 24]. SLRs 
aim to minimize bias through exhaustive literature 
searches related to a specific research question [22, 25, 
26].  

This study followed the SLR method proposed by 
Saade et al. [24], Tranfield et al. [22], and Wohlin [26] 
and used two methods: a keyword-based search and 
snowballing—a method for finding additional references 
through the reference lists of identified papers. Figure 1 
describes the flowchart of the keyword-based search and 
snowballing.  

 
Figure 1. Flowchart of the literature search 

The literature search was performed in two steps. The 
research question on which the search was based was, 
“What are the geographic and chronological distributions 
of 3DCPs from their early days to date?” The keyword 
string [(“concrete” AND “3D printing”) OR (“additive” 
AND “manufacturing”)] was used to search relevant 
papers in the Scopus database [27]. To collect as many 
papers as possible, we intentionally left out specific 
keywords, such as “classification” or “property,” and 

used generic terms, such as “concrete,” “3D printing,” 
“additive,” and “manufacturing.” Only peer-reviewed 
journal papers in English were included in the review.  

Initially, 433 papers were collected through the 
keyword search. Irrelevant papers were excluded by 
reviewing the titles (247 papers), the abstracts (75 
papers), and the contents of the full papers (47 papers). 
The exclusion was performed conservatively. The 
remaining 64 papers were divided into two categories: a 
comparative analysis of 3DCPs (29 papers) and a group 
of studies focusing only on the technical specifications of 
a 3DCP (35 papers). 

Snowballing was then applied. This method is 
divided into forward and backward snowballing. 
Forward snowballing identifies studies citing a paper 
under examination. Backward snowballing identifies 
studies cited in a paper under examination. Both methods 
were iterated until no more papers were found. In the first 
iteration, six papers were added to the first category 
(comparative analysis), and 51 were added to the second 
category (technical specifications). A second iteration 
was then conducted based on these 57 papers, identifying 
18 papers, all belonging in the second category. A third 
iteration returned only one paper, also of the second 
category. No new papers were found in the fourth 
iteration, and the process was terminated. In total, the 
snowballing method identified six papers for the first and 
69 papers for the second category. Overall, 139 papers 
were identified by the two search methods.  

4 Results 

4.1 Chronological Distribution of Publications 
The chronological distribution of the collected papers 

shown in Figure 2 indicates a growing interest in 3D 
concrete printing technology. As previously stated, the 
earliest paper found was published in 1997. Only five 
papers were published from 1997 to 2004, and 10 papers 
were published between 2005 and 2012. After 2012, the 
number of papers suddenly increased, with 89% (124) of 
the collected papers published from 2013 to 2020. There 
has been an upsurge in the number of published papers 
per year (an average of 15.5 papers per year) during the 
last eight years. This reflects the increasing interest in 
3DCPs and 3D printers in general since 2012. One 
directly related event is U.S. President Barack Obama’s 
speech about 3D printing as the future in February 2013 
[28]. 
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Figure 2. Chronological distribution of 
publications 

4.2 Geographic Distribution of Publications 
Figure 3 shows the number of publications per 

country. The assignment of publications to countries is 
based on the affiliation of the first author only. As shown 
in the figure, Switzerland and the US contributed the 
most publications related to 3DCPs, followed by 
Germany, France, and the UK.  

 
Figure 3. Geographic distribution of publications 

4.3 Chronological Distribution of 3DCPs 
An analysis of the selected papers identified 98 types 

of 3DCPs. Figure 4 shows their chronological 
distribution. Only two were developed from 1997 to 2004, 
and 12 were proposed between 2005 and 2012. Most (84) 
3DCPs were proposed from 2013 to 2020, accounting for 
86% of the identified cases. This shows that the number 
of proposed 3DCPs per year (12.25 per year on average) 
has substantially increased during the last eight years. 
This trend is in line with the number of relevant 
publications and conforms the findings of previous 
studies [2, 3]. 

 
Figure 4. Chronological distribution of 3DCPs 

4.4 Geographic Distribution of 3DCPs 
Figure 5 shows the number of 3DCPs per country. 

Many 3DCPs were developed in the US, China, and 
Germany. An interesting discrepancy can be observed 
between the number of papers and the number of 3DPCs 
per country. Although more papers were published in 
Switzerland than in the US, the number of printers 
developed in the US was more than double that in 
Switzerland. This is because many 3DCPs in the US were 
developed by companies, which tend not to publish their 
outcomes. In contrast, 3DCPs in Switzerland were 
developed by research institutions, which are encouraged 
to publish their work. 

 
Figure 5. Geographic distribution of 3DCPs 

4.5 Distribution of Nozzle-Traveling 3DCPs 

To identify chronological trends, 3DCPs were classified 
based on the classification system proposed by Chung et 
al. [20]. One of the classification criteria in this system 

is a type of nozzle-traveling system. Figure 6 shows that 
the most widely used system has employed a gantry 

method to move a nozzle since 1997 with some 
intervals. A cable-suspended platform was the most 
common system between 2004 and 2010; however, 

since 2012, the gantry type has become the most 
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common, and several new types of nozzle-traveling 
systems, such as the scara, delta, crane, and robotic arm 
types, have emerged. Especially the number of robotic 
arm type systems has substantially increased during the 
last five years. This is because this type can extend the 

printing range without requiring a massive external 
framework to support the print nozzle [9]. Considering 
this tendency, it is possible that the number of robotic 
arm systems will exceed gantry-based systems in the 

future.

 
Figure 6. Chronological distribution of nozzle-
traveling 3DCPs 

4.6 Distribution of Mobile 3DCPs 
Another classification criterion is the mobility of the 

building platform, which means a movable platform 
equipped with a terrestrial mobile system or an aerial 
drone-based system. Figure 7 shows that although the 
fixed system remains the most common system, 
terrestrial mobile and aerial drone-based systems have 
printed larger building volumes since 2013. These 
systems do not require planning or specific infrastructure 
on the construction site, such as cranes [29, 8]. Given that 
it enables fully autonomous on-site fabrication, the 
mobile system can become central to developing 3D 
concrete printing systems in the future instead of the 
fixed system. Our analysis also revealed combinations of 
the nozzle-traveling and mobile platforms: 75% of the 
terrestrial mobile systems employ robotic arms, and all 
aerial drones employ fixed nozzles. 

 
Figure 7. Chronological distribution of mobile 
3DCPs 

4.7 Distribution of Collaborative 3DCPs 
Figure 8 shows the chronological distribution of 

collaborative robots identified in the 3DCP collection. 
Eight collaborative 3DCPs have been developed in the 
last eight years. Although single 3DCPs still represent the 
most common system, some systems have adopted 
multiple robots to collaboratively print large-scale 
structures without increasing the size of the robots. 
Several researchers have predicted that the collaboration 
capability of 3DPCs will be a key feature of the 
technology in the future [2, 8, 9]. Collaborative 3DCPs 
can be grouped into two types. The first is a collection of 
different robots designed to perform each task of a series 
of printing processes. An example is minibuilders 
composed of three robots [7]. The second type comprises 
identical robotic 3DCPs simultaneously crowd-printing 
different parts of a large-scale structure. 

 
Figure 8. Chronological distribution of 
collaborative 3DCPs 

5 Current Status and Future Directions 
This section discusses the current status and future 

directions of 3DCP technology with regard to nozzle-
traveling systems, building platform mobility, and 
collaborative printing. 

Regarding the nozzle-traveling system, the gantry 
and robotic arm types are currently the most popular. 
However, most nozzle-traveling systems are designed to 
print small- or medium-sized structures off site or at fixed 
locations. To enable 3D-printing of large-scale structures 
on site in the near future, the development of nozzle-
traveling systems on mobile platforms with collaborative 
printing functionality will be inevitable.  

Regarding the mobile platform, although terrestrial 
mobile and aerial drone-based systems have been 
developed since 2013, they are still in an early stage. 
Even if several terrestrial mobile systems were employed 
on a construction site, they would only be operated on 
flat concrete slabs. Aerial drone-based systems, on the 
other hand, are characterized by limited payloads and 
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unstable printing. If they are to be used in real 
construction projects, these issues must be addressed. 

Regarding collaborative printing, although the 
number of studies on crowd-printing robots has increased, 
Nanyang Technological University is the only institution 
that has implemented the collaborative system—and only 
in a laboratory environment. To raise collaborative 
printing to a practical level, more studies on robot 
localization and nozzle trajectory planning are required.  

6 Conclusion 
This systematic literature review was conducted to 

address the limitations of previous studies: few reviewed 
cases and no reviews of new 3DCPs. The collected 139 
papers and 98 types of 3DCPs and the analysis results can 
be used as a basis for developing a technical specification 
framework of 3DCPs.  

The results show a dramatic increase in the numbers 
of papers and printers developed after 2012, accounting 
for an average of 15.5 papers and 12.25 3DCPs per year. 
Although Switzerland boasts the most publications, the 
US is home to more printers developed. This is because 
many manufacturers in Switzerland have been research 
institutions, which tend to publish their outcomes, 
whereas many manufacturers in the US have been 
companies, which do not. The robotic arm type of 3DCP 
has gained considerable popularity in the last five years, 
in contrast to the cable-suspended platform. Some types 
of mobile and collaborative 3DCPs have been adopted 
since 2013. Given that these types offer greater printing 
efficiency as relatively new technologies, they can 
become central to the future development of 3DCP 
systems.  

In the future, we plan to identify the properties of 
3DCPs based on a comparative analysis of 35 review 
papers and 98 types of 3DCPs. We also plan to develop 
and validate a technical specification framework by 
conducting surveys or focused group interviews. A 
technical specification framework can be used as a 
reference for 3DCP developers and users. 
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Abstract -
Autonomous road construction offers the possibility to im-

prove the demanding and error-prone process of road com-
paction. Compaction results and surface coverage are opti-
mized through the coordination of automated tandem rollers. 
This paper evaluates the impact of different road compaction 
strategies, ambient influences, and coordination errors on the 
resulting road. Thereby, suitable compaction parameters for 
track length, or number of rollers are determined. The con-
cept has been validated in a simulated road construction 
environment. Additionally, real compaction tests have been 
performed using autonomous tandem rollers.

Keywords -
Off-road robotics;   Behavior-based   control;   Automated 

road construction
Topics: (B-1), (B-2)

1 Introduction
Recent construction robotics proceeds towards the com-

plete automation of demanding tasks as high-quality road 
construction [1, 2, 3, 4]. Thereby, the efficiency, safety, 
and quality of processes are increased while errors can be 
reduced. The area of road construction can profit from 
automation in particular because a fleet of machines has to 
be coordinated according to time restrictions, and spatial 
coverage to fulfill clearly defined tasks.
The automation of road work depends on the local con-

struction and communication infrastructure and AI skills 
of construction robots. The project Autonomous Mo-
bile Machine Communication for Off-Road Applications 
(5G-AMMCOA) funded by the German Federal Ministry 
of Education and Research (BMBF) targets key topics. 
The project demonstrators are two pivot-steered BOMAG 
tandem rollers BW 154 and BW 174 which have been 
equipped for autonomous operation.

This paper presents a set of improvements to increase 
the quality and efficiency of a road construction scenario. 
Furthermore, tests using different roller and road setups are 
done to conclude a setup for efficient road construction. 
Sect. 2 presents the state of the art of autonomous street 
construction. Sect. 3 gives an insight into the road model

used for task distribution. Details on the road construction
approach are provided in Sect. 4. Details on the robot
control approach are stated in Sect. 5 including pivot point
selection and multi-field compaction. In Sect. 6 handling
of communication errors and task abortion criteria are
presented. Finally, simulation and real-world experiments
are shown (Sect. 7) followed by a summary and conclusion
(Sect. 8).

2 Related Work
Current research aims to improve the quality of road

construction processes. Cutting edge technologies as
Blockchain and Machine Learning are deployed to im-
prove road construction documentation and monitoring
and prevent documentation frauds [5]. Also, road con-
struction efficiency can be improved using the Internet of
Things and Industry 4.0 techniques [6]. Additionally, the
context-realistic training of construction site personnel as
tandem roller operators using Virtual Reality and simula-
tion is of importance to improve the quality [7].
Besides this, research targets the automation of the over-

all road construction process including the construction
machinery as compactors. The automation of tandem
rollers and the coordination with a paver was investigated
by [3, 8]. Real-time path-planning and data exchange of
compactors were investigated in the SmartSite project [2].
The follow-up project Road Construction 4.0 aims to fur-
ther improve the intelligent control of construction pro-
cesses [9]. A behavior-based multi-robot coordination ap-
proach exploiting 5G-communicationwas presented in [4].
Additionally, assistance functionality for road construction
tooling as automated edge cutting or autonomous collision
prevention aid during reverse drive operations has been
published in [10].

3 Road Model
The autonomous road construction approach involves a

fleet of machines, as tandem rollers, feeders, pavers, and
trucks. In the following, the tandem roller automation is
targeted. Thereby, the tandem rollers share data with the
paver to update a road model and coordinate themselves

90



37th International Symposium on Automation and Robotics in Construction (ISARC 2020)

accordingly. The road model utilized by the robot control
approach is described by [4]. Themodel considers a spatial
description of the individual road segments as lanes, fields,
tracks, seams, and edges.

S1

S2

L1

L2

F1,1
T3

F2,1

Eright

Eleft

T2

T1

T4

G

F1,2

S3

Figure 1. Road model for compaction planning. The 
road R has lanes L , seams S , fields F , edges E , grids G , 
and tracks T [4, p. 955].

Further, the temperature of the road is considered since 
sufficient compaction is only possible within a given tem-
perature span and therefore time duration.
The temperature visualization scheme is depicted in 

Fig. 2a. The road’s amount of compaction is estimated 
through the number of transitions as shown in Fig. 2b. 
Resulting from current compaction status and tempera-
ture, the criticality for ongoing compaction can be de-
termined. The compaction priority visualization can be 
seen in Fig. 2c. Areas with a low temperature and low 
compaction amount are visualized orange (high critical-
ity) while hot areas or compacted areas are green (low 
criticality).

(a) Road temperature model (blue: cold asphalt ≤80 °C, pink: hot
asphalt ≥160 °C).

(b) Compaction transition count (red: 0 transitions, green: ≥ 5
transistions)

(c) Compaction priority visualization (green: low priority 0, orange: 
high priority 1).

Figure 2. Road visualization.

4 Road Construction Approach
The tandem rollers use a distributed, behavior-based

control approach [4]. Thereby, several extensions help to
improve the compaction result as a more dedicated pivot
point selection, multi-field compaction, and the consider-
ation of overtaking maneuvers for a larger group of robots
located within the same area.

4.1 Pivot point selection

During road construction, rollers move back and forth
between two reversing points: one close to the paver, one
further away. The reversing points in a trackmove forward,
as the paver moves forward. The close reversing point will
have approximately the same distance to the paver every
time, assuming a constant temperature of the delivered
material and a continuous material stream. Since the close
reversing point is in very hotmaterial, drivers usuallymake
a small curve towards the end of the track. This leaves the
wave of material in front of the drum in an angle to the
next pass on this position, resulting in a better distribution
of the material wave. Otherwise, the next pass could not
distribute the material and a permanent wave in the road
would be the result. The further reversing points can be
chosen on the base of the track length.

Figure 3. Visualization of the reversing points close to the 
paver from a real world example.

Fig. 3 visualizes the close reversing points in a real world 
scenario. The building direction is from left to right. One 
can see how the close reversing points move from right 
to the left side as the roller changes the track to keep up 
with the paver. In the middle, there was a temporary 
paver stillstand due to a lack of material and the roller had

Figure 4. Spatial road visualization with pivot point (blue 
diamond), support points (track 1), and turn-in point (end 
point, track 2).
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to pass some time resulting in an accumulation of close
reversing points. After the stillstand the order in which
the roller compacts the tracks change from right to left,
to left to right. This is because the curvature of the road
has changed and so did the cross slope. The roller always
wants to start on the lower side of the road, building a
foundation to compact against when moving up.
A lane, a set of support points, is generated to control

the autonomous tandem roller. Since abrupt steering ma-
neuvers damage the asphalt surface, sudden steerings have
to be avoided. A smooth roller trajectory can be achieved
on a track as depicted in Fig. 4. Therefore, a pivot point
Pt as a turning point for moving to the next track has to be
determined with a minimum distance of dmin to the end of
the track. The value of dmin depends on the track width
wtrack andmaximum allowed steering value ctrack, max. The
BW154 has a drum width of wdrum = 1.5m and a maxi-
mum curvature of

cBW154, max =
tan

(
22°

)
1.35m

= 0.299
1
m

(1)

In the particular case followswtrack = 1.3m (resulting from
the track overlap), and cmax = 0.1 1

m to prevent sudden
steering movements. In contrast to track switching, a turn
in maneuver is executed at the front of each track.

4.2 Multi-field optimization

A suggested extension to the compaction process is
multi-field optimization. The paver continuously lays
out asphalt which can be structured into fields F . For
a slower compaction process resulting from a small num-
ber of rollers, it may also occur that the tracks Ti+1, j of the
field Fi+1 already cool down without being compacted ac-
cordingly. This results from rollers that are still occupied
with the tracks Ti, j of the previous field Fi (Fig. 5a). Due
to the low compaction amount of the field Fi+1, a track of
Fi+1 may have a higher priority as the tracks of Fi.

(a) No multi-field optimization: the front field cools down since the
current field is finished first.

(b) Multi-field o ptimization, t he f ront fi eld is  in cluded in to the 
compaction task.

Figure 5. Priority map visualization.

Multi-field o ptimization i s u sed t o a void insufficient
compaction. Therefore, previous tracks Ti, j of the field 
Fi are included into the current compaction task (Fig. 5b). 
The compaction of track Ti+1, j also blocks Ti, j since the

vehicle needs the track to adjust to the task. Accordingly,
track Fi, j is only added to the task if its compaction is
not finished yet. Furthermore, it is checked if the task is
currently blocked by another roller. By that, it is avoided
that the temperature of the unfinished field Fi drops below
the minimum compaction temperature threshold while the
rollers are compacting field Fi+1. Further, the optimiza-
tion prevents the adjustment of a task on any unfinished
fields. Besides, it is more time-efficient since two tracks
are compacted while only adjusting to the task once.

5 Robot Control
The following section proposes further navigation-

based robot control add-ons. Such are overtaking maneu-
vers of othermachines in blocked sections and an improved
path planning for refueling of water and diesel.

5.1 Overtaking and local trajectory adaptation

An alternative pathway for traveling can be computed
as follows (Alg. 1). Considering the field the roller is
positioned on it is calculating a path to fieldFi−1 in front of
the targeted field of the next taskFi. Using the information
saved in the road model a working begin Fw is defined.
This is the first field of the road which is not finished
due to its temperature and compaction value. A field is
considered as finished if the temperature is too low or the
compaction amount is sufficient. If a roller’s position Fi
is behind the working begin (i < w) it approaches Fw by
following the points saved in the tracks Ti+1,t−1 toFw−2,t−1
where t is the number of tracks.

Algorithm1:Pseudo code for calculation of avoid-
ance points.
if current field id < working begin then

drive to working begin;
end

if task’s field id - current field id > 2 then
for i = task’s field id; i < current field id; i++ do

add avoidance points of field i to target points;
end

end
add task points to target points;

It is ensured that the rollers are always taking a path in
driving direction right on the road by taking the points of
the trackwith the highest ID. The tracks are numbered from
left to right and split a field into longitudinal overlapping
paths, which are driven by the rollers. This ensures that
the driven path is never blocked by a roller driving in the
opposite direction.
Next, a path to the task’s field has to be determined

while not interfering with other rollers currently perform-
ing tasks. Usually, the number of rollers compacting a
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field at the same time is limited by the number of tracks.
Additional rollers can be exploited by compacting fields
further ahead. Since rollers are occupying the access route
it is not necessarily possible to approach the task directly.
Based on the number of fields between the current vehicle
position and the target field of the task it can be deter-
mined if it is necessary to task evasive actions. If the
number of fields between the current vehicle field Fi and
the targeted field of the task Fk is smaller than two, the
task can be approached directly. This is the case since
task Tk, j is blocking all neighboring tracks, including the
tracks on Fi+1 which could be needed to approach the task.
If the number of tracks between Fi and Fk is larger, other
rollers may be occupying the tracks needed to approach
the task directly. In this case, an avoidance lane is used
which is located on the side of the road. In the case that
a roller is required to take the avoidance lane, a request is
sent to the paver. The paver is handling the assignment
of this avoidance lane in the same way as the handling
of the tracks. When performing an evasion maneuver a
roller on-field Fi is aiming for the avoidance points of Fi+1
and re-enters the road at Fk−1. Afterward, the task can be
directly approached.

5.2 Refueling

It is necessary to ensure the water and fuel supply of the
rollers to achieve a successful compaction process. For
this purpose, it is necessary to periodically send rollers to
a refill station. Since the limiting factor of the compaction
process is the slow speed of the paver, the refill process
should not interrupt the compaction of the road. Typically
at most one roller should perform a refill task at a time to
secure ongoing compaction.

The refill task is assigned similarly to the standard com-
paction task. The fill levels of fuel and water of all rollers
are monitored at the paver. The paver is creating and
assigning the refill tasks based on the fill levels and two
thresholds trefill and tcritical. A roller is ready to be as-
signed a refill task in case the fill level is below trefill. The
tcritical threshold defines the fill level when the roller cannot
perform any compaction tasks anymore before refueling.
Therefore, each fill level is checked before assigning a
new compaction task and refueling is started if at least one
roller is fallen short of trefill. Below a specific roller count,
only one refill task can be performed at the same time. Ac-
cordingly, it is checked if a refill task is currently running.
If this is the case, a second refuel task is not assigned and
the assignment of the compaction tasks continues. In con-
trast, if no refill task is running, the roller with the lowest
fill level starts refueling. The only case where more than
one refill task can be performed similarly is the situation
where multiple rollers fall below tcritical . In this case, the
task is assigned independently of the currently running

tasks, since the roller is incapable to perform other tasks
anymore.
A roller with an assigned refill task follows the previ-

ously compacted road up to the road’s begin using the
points of Ti−1,0 to T0,0. Ti denotes the field where the
roller is currently placed on. The overtaking mechanism
is used to avoid mutual interference at other field locations
that have to be passed. A predefined path is driven which
leads to the corresponding refill station after reaching the
road’s begin. Similarly, after refueling is finished, the
roller navigates back to the entry point of the road Fw.

6 Error Handling
Amajor issue in the communication between rollers and

pavers is the handling of message loss and robot control
failures. Those problems occur unintended and can conse-
quently not be avoided. Typical situations are a data loss
in the communication interface or safety-critical events
as construction workers on the road which cause a safety
stop of a roller. Therefore such events need to be explic-
itly regarded by the robot control to prevent a standstill
of construction. This includes dynamically adding and
removing rollers from the road works.

6.1 Communication failures

Rollers are continuously communicating with the paver
and other rollers during the compaction process. Rollers
are periodically sending the status of their currently as-
signed tasks. This is used for calculating new compaction
tasks and monitor the state and finished tasks. Addition-
ally, these updates are used as an acknowledgment mecha-
nism to registerwhether an assignmentmessage is received
successfully. Besides, the messages are used to monitor
if a roller is still active. If the paver’s remote interface
does not receive a status update of a roller for a set period
tactive the roller is set to inactivity. Consequently, it is no
longer part of the task assignment process. As soon as the
roller is resuming the data transmission, it is reintroduced
into the compaction process and can again receive tasks.
Thus, tactive has to be chosen in a way that rollers can
complete their current task before the threshold time is ex-
ceeded. A larger threshold is used for refill tasks (around
30min) since they require a larger time duration due to the
potentially large travel distance and the refilling time.

6.2 Task abortion criteria

Task abortion criteria are defined in addition to the com-
munication failures. These should guarantee the revival of
the process if an unforeseen event occurs as a roller does
a safety stop. Even though the collision of the rollers is
prevented by safety systems [11, 12], this does not resolve
the problem that a path is not traversable. It is possible to
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define upper bounds which should not be exceeded since
the time needed to perform a compaction task does not
vary considerably. It can be estimated based on the track
length and roller’s velocity. Therefore, the task is aborted
and the roller moves back to the starting point of the task
if the execution of a compaction task exceeds this time.
Consequently, a new task can be assigned.

7 Experiments
A series of simulated and real-world compaction tests

have been performed to evaluate the road construction re-
sult. The robot control was implemented using Finroc,
a C++/ Java-based framework for intelligent robot con-
trol [13]. For simulation, Unreal Engine 4 was used which
interacts with the control framework using an interface
plugin [14].
Simulated compactions trials were performed on a static

test road and the virtual B10 highway, Germany. In a long-
term test, a road segment of 800m with a field width of
7.5m was compacted. Thereby, the number of rollers
and the general road layout data structure were adapted to
evaluate the impact on the compaction result (Fig. 6). In
a second series, both tandem rollers BW154 and BW174
of the 5G-AMMCOA project compacted a road on the
ZAK test environment, Germany (Fig. 7). Approximately,
300m road with a width of 6.5m have been processed.

Figure 6. Simulated autonomous road compaction tests 
on the B10 highway using a varying number of rollers and 
field length.

Figure 7. Autonomous compaction trial on ZAK road 
using the tandem rollers BW 154 and BW 174.

7.1 Single field compaction

In the first series of experiments, the influence of  dif-
ferent numbers of tracks and rollers on the compaction 
time of a single field is s hown. For this, a set of rollers is 
compacting a static street segment with a length of 25 m. 
The tests aim to show the advantages of additional rollers 
on the compaction time of single fields ( Table 1 ). The 
tests were performed simulating an ambient temperature 
of 20 °C, and a wind velocity of 5 m/s. To reach the tar-
geted compaction value each track had to be driven two 
times. Driving a single track on this street approximately 
takes one minute plus some additional time for the task 
approach.
Using just one roller, it was not possible to completely 

compact fields with more than four t racks before the as-
phalt is cooled down below the stop temperature of 80 °C. 
Also, it can be seen that a third roller has no impact on 
the compaction of a field with four t racks since the field 
overlap limits the space to two rollers at the same time. On 
larger track numbers, the advantage of additional rollers 
can be seen on the compaction duration of the field.

         Table 1.  Compaction duration for different track
      parametrization and varing roller counts.

# rollers # tracks duration [s]
1 4 630
2 4 360
3 4 360
1 5 –
2 5 540
3 5 350
1 6 –
2 6 600
3 6 420

7.2 Simulated B10 compaction

In the simulation, a paver laid out asphalt on the virtual
B10 highway. Hereby, each test run was repeated with dif-
ferent test parameters as the number of rollers, compaction
field length, and ambient conditions. Each test was run-
ning for approximately 30min creating a road segment of
250m length. A base course was paved which had a width
of 7.5m resulting in four tracks. The ambient conditions
are an initial temperature of 20°C and wind velocity 5m/s.

Number ofRollers In the first tests a fixed field length of
25m is used and the number of rollers is varied. Thereby,
it was not possible to sufficiently compact the road using
a single roller only since the maximum area the roller can
compact in a given time is lower than the area created by
the paver. Therefore, after successfully compacting the
first fields, the single roller is not able to finish the later
fields before cooling off. Using two or three rollers, it
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(a) Temperature measurements single roller trajectory over time.

(b) Temperature measurements dual roller compaction over time.

(c) Temperature measurements three roller compaction over time.

Figure 8. Compaction temperature for the tests with one 
(a), two (b), and three (c) rollers. The top straight line 
represents the start temperature (160 °C) the bottom line 
the stop temperature (80 °C).

(a) Temperature-trajectory plot single roller test.

(b) Temperature-trajectory plot dual roller test.

(c) Temperature-trajectory plot three roller test.

Figure 9. Temperature plot according to the roller trajec-
tories. Light green depicts a high temperature (160 °C), 
purple is below the stop temperature (80 °C).

was possible to compact the road within the temperature
windows. However, it should be mentioned, that due to

the short test duration, no refills had to be performed.
Upcoming refill tasks might negatively affect dual roller
performance because the scenario changes to a single roller
case in-between. Due to this, the deployment of a third
roller is recommended in this scenario.
Fig. 8 depicts the surface temperatures measured by the

rollers. It can be seen, that in the single roller case, the
roller operates most of the time close to the lower com-
paction threshold temperature of 80 °C. After a while, the
roller always compacts tracks which are close to the stop
temperature, since they are the most urgent ones. Fig. 9
plots the temperature data against the spatial position of
each roller. It can be seen that the overall track temper-
ature is colder (in the visualization more bluish) than in
the multi-roller tests. Also, at a later position on the road,
only two of four tracks are compacted. In the temperature
visualization of multiple roller tests (Fig. 8b-c), it can be
seen that the track’s temperature is usually close to the start
temperature (160 °C). This provides some buffer time for
unforeseen delays. Additionally, it can be observed, that
in the three roller tests idle times appear in the temperature
plot since no task is valid at the moment. In such a situa-
tion, the roller has the default behavior to iron a part of the
road until a new task becomes available. Temperature data
is measured at the kinematic center of the roller. There-
fore, some gaps appear in the multi roller spatial plot. This
results from the length and width of the roller.

Field length In another trial, the impact of the field
length is considered. In addition to the standard field
length of 25m, two additional runs are performed using
field lengths of 12.5m, and 50m. In general, the de-
sired compaction was achieved in all three road setups.

(a) Compaction criticality for a field length of 12.5m

(b) Compaction criticality for a field length of 25.0m

(c) Compaction criticality for a field length of 50.0 m

Figure 10. Critically of the for a field length of 12.5 m (a), 
25 m (b) and 50 m (c)
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(a) Trajectories for a field length 12.5m

(b) Trajectories for a field length 25.0m

(c) Trajectories for a field length 50.0 m

Figure 11. Driven trajectories for different field length.

Anyways, the different layouts had various advantages and 
disadvantages.
In the tests with a short field l ength, t he approach 

seemed to be much more reactive. The tracks are finished 
faster and are mostly compacted at high temperatures. This 
can be seen in the plots of the track criticality value of the 
road. The critical value is a combination of the temper-
ature and the current compaction, indicating how critical 
the compaction of a track is at the moment (see Fig. 10). 
A roller has to wait shorter for a smaller field l ength to 
start the compaction than for a larger field l ength. A major 
issue is the approach of a task start destination. On one 
side, the number of task approaches is doubled, since the 
number of tracks is double. However, the main issue with 
the task approach is, that the maneuvering needs space in 
front of the track which should be compacted Fig. 11. The 
needed space behind the field is larger than the field length 
of 12.5 m. By that, when approaching a task at field Fi, 
both the corresponding tracks of Fi−1 and Fi−2 have to 
be blocked, while the tests with higher field l ength only 
require to block the tracks of Fi−1. Driven trajectories are 
easier to perform using the 50 m fields because less steer-
ing are needed Fig. 11. In contrast, the critically of the 
compacted asphalt is higher in these tests (Fig. 10c) due to

the increased time to travel to a track. This is the case due 
to the larger temperature differences between the start and 
the end of the field. I t also leads to a  later beginning of 
the compaction, since the compaction is started after the 
average temperature of the track is below the start temper-
ature of 160°C. Finally, another disadvantage is that the 
number of tracks available for compaction is low and that 
additional rollers are not exploited. In long term tests a 
field length of 25 m has achieved the best results.

7.3 Ambient Influences

The time available to compact a field is strongly depen-
dent on the ambient temperature and wind velocity. For 
simulation, an estimation of the temperature is done. In the 
real scenario, the temperature is updated using the mea-
surements of the rollers in addition to the model. To show 
the importance of ambient influences, the available sim-
ulated compaction time is shown for different conditions 
(Table 2).

Table 2. Compaction time based on ambient influences.

temperature [°C] wind velocity [m/s] duration [s]
10 5 580
20 5 630
30 5 690
20 10 400
20 20 240

7.4 Real-world ZAK compaction

Finally, tests on the real machine were performed. A
single roller was compacting a road consisting of one field
(Fig. 12) using the best performing setup from the simu-
lation tests. In general, the roller was able to compact the
field as expected and all timing and temperature constrains
were fulfilled. However, the accuracy of the trajectories
is lower than in simulation and has to be regarded more
careful in future. Also, the steering actions are often too
large which is not desired when driving on hot asphalt.

Figure 12. Track compaction trajectory of the ZAK test 
using BW 174 on a single track.

8 Conclusion
This paper presented different extensions to improve 

the results of autonomous road compaction, regarding the 
road mode, robot control optimization, and error handling. 
The impact of different parameters as number of rollers,
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field length, and ambient conditions was evaluated within
a series of autonomous compaction trials in simulation and
real world. The number of required number of rollers and
the impact of different field length have been discussed.
Future work aims to consider trucks properties into the

compaction planning. So, varying asphalt installation tem-
peratures resulting from transport are included into plan-
ning. Also, real-world autonomous compaction tests on
hot asphalt are targeted and the impact on sensor quality
and the control behavior further examined.
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Abstract – 
Bridge designs are typically governed by a 

voluminous set of requirements in various design 
standards and codes. The requirements are aimed at 
ensuring the structural safety against different 
environmental risks experienced by a bridge facility 
during its service life. The requirements provided in 
the bridge design standards are generally 
prescriptive in nature that do not explicitly specify 
the types of risks addressed in them. As a result, the 
understanding of the risks hidden in the requirement 
text is solely associated with the individual designer 
who often lacks adequate training in interpreting the 
risks addressed in prescriptive requirements. The 
conventional practice of manual identification of 
risks encoded in the prescriptive provisions requires 
much effort, domain knowledge and may include 
human errors as well. Little attention has been paid 
towards automated identification of risks encoded in 
the prescriptive requirements. The paper presents 
an ontology-based risk decoding model to decode the 
risks implied in the prescriptive requirements. The 
risks included the earthquake, flood, wind, fire, 
vessel collision, blast loading, temperature and 
overloading. An ontology for conceptualizing the 
domain knowledge of the eight risks was first 
developed. The ontology-based decoding model 
ranks the risks for a prescriptive requirement by 
measuring the semantic similarity between the 
requirement and the risk ontology. The model was 
tested on the AASTO bridge design specifications 
and evaluated in terms of Spearman, Kendall tau 
and Pearson rank correlation test. This study is 
expected to assist the designers in the improved 
understanding of risks encoded in prescriptive 
design standards. 

Keywords – 
Bridge design;Prescriptive requirements; Design 

standards; Environmental risks; Natural language 
processing; Deep learning 

1 Introduction 
Bridge designs are generally carried out in 

accordance with a set of requirements specified in the 
design codes and standards [1]. The primary goal 
behind these requirements is to ensure the structural 
stability and durability of the bridge against several 
environmental risks [2]. The major risks experienced by 
the bridges are flood, earthquake, wind, fire, etc. In 
order to execute a safe and reliable design, the precise 
understanding of the requirements is very crucial [1]. 
The requirements currently available in the bridges 
design codes are mostly described in a prescriptive 
manner where the main intention or the objective behind 
the requirement is not clearly stated [3]. Accordingly, 
there is a need for an automated framework which can 
decode the risks hidden in the text of prescriptive 
requirements. 

The accurate decoding of the risks in the prescriptive 
requirements is very important to produce a design that 
can enable the safety of the bridge against all hazards or 
risks [4]. The prescriptive requirements are typically 
produced by the code writers with years of experience 
in the industry and research.  In addition, a detailed 
study of the past failures along with the full-scale 
testing of the proposed models are also performed while 
designing the prescriptive requirements [5]. The code 
writers only present the final criteria for the safest 
designs without providing any information regarding the 
types of risks considered while developing that criteria. 
For instance, the prescriptive requirement “The 
maximum girder spacing shall not exceed 10½ ft.” may 
fulfill the design requirements against overloading, 
earthquake, and flood but may not fulfil the 
performance required against the fire risk. Another 
requirement “The spacing of intermediate bracing shall 
not exceed 20 ft.” may achieve the goals of flood, wind, 
and earthquake risks while the fire, temperature and 
overloading risks may not be mitigated by 
implementing this requirement. However, such 
information of the risks is not provided in the 
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requirement text. Since many prescriptive requirements 
have certain limitations in terms of risks, the 
implementation of the prescriptive requirements without 
understanding the risks addressed in them may result in 
the scenarios where a few risks may be go unchecked in 
the bridge design [6]. Young engineers in the industry 
mostly lack the experience and knowledge required for 
understanding the risks encoded in the prescriptive 
requirements. The blind implementation of the 
prescriptive requirements by young engineers without 
understanding the objectives and performance level 
implied in the requirement may result in an unsafe 
design. In addition, since the objectives covered in the 
prescriptive require are not known, it is difficult in 
international construction industry to establish an 
equivalence between two different criteria stated in 
codes of two different countries [7]. Therefore, a risk 
decoding model is required that can precisely decode 
the risks encoded in the prescriptive requirements. 

The current body of knowledge lacks methods to 
address the issue of risks hidden in the prescriptive 
requirements. To fill the gap, this study has attempted to 
develop an automated ontology-based risk decoding 
model using the linguistic methods such as vector space 
models and ontologies. A detailed ontology covering the 
domain knowledge of the eight risk categories was first 
developed. The risk categories included earthquake, 
flood, wind, fire, vessel collision, blast loading, 
temperature and overloading. Following this, the trained 
vector space model and ontology were employed to 
decode and rank the risks encoded in the prescriptive 
requirements according to the semantic similarity of the 
requirement text and the risk ontology.  

2 Background 

2.1 Risks in bridge design codes 
The risks involved in the bridge design are 

controlled and mitigated by the implementation of 
requirements available in the design codes [1]. The 
bridge design codes generally include two types of 
requirements; (1) prescriptive requirements, and (2) 
performance-based requirements [8]. The prescriptive 
requirement only states the acceptable solution without 
indicating the performance level while the performance-
based requirements specifies the performance level 
required without providing any prescription or solution. 
The prescriptive requirements can further be classified 
into two categories. The first category is when the 
quantitative prescription is explicitly stated, for example, 
“The maximum girder spacing shall not exceed 10½ ft.”. 
The second type is when the relevant code or method is 
specified to be followed in design, for example, “The 
deck overhang shall be designed in accordance with 

Section 13 of the LRFD Specifications.” Since the goals 
or intention behind the recommendations in prescriptive 
requirements are not specified, the young designers 
often assume that the requirements cover all the risks. 
However, this is not the case for the prescriptive 
requirement since prescriptive requirements always 
have certain limitations as well [4]. The implementation 
of the requirement for a scenario for which is not 
designed often results in the failure in achieving the 
required performance. Therefore, the decoding of the 
risks is very important to ensure that the requirements 
are applied to the scenarios for which they are actually 
designed. 

2.2 Text processing using ontologies 
Ontologies are the knowledge representation 

methods widely used to present the domain knowledge 
shared among different systems [9]. Ontologies are 
employed to provide the background knowledge in a 
machine-readable format for the development of several 
automated systems for text classification, word sense 
disambiguation, etc. [10]. The representation of 
knowledge in the form of concepts in ontologies enables 
the reuse of the ontologies for other systems [11]. 
Concepts are the domain entities which are represented 
in a hierarchical form in ontologies. The relationships 
are used to define the type of connections between the 
different concepts and sub-concepts. Ontologies can 
also play a key role in text processing. For instance, the 
ontologies can be used to represent the features of a text 
document. The extracted features can then be used to 
classify or rank the labels using a machine learning 
algorithm [12]. In addition, ontologies can also be used 
to represent the domain knowledge of class labels. The 
developed ontologies of the labels can then be used to 
analyze the documents followed by the assigning of 
labels or ranks [13]. 

2.3 Related studies 
Several researchers have studied the limitations pf 

the prescriptive requirements, however, most studies 
have been focused on the addressing a few specific 
limitations such as design hinderance while many other 
limitations such as absence of risk information in 
prescriptive requirement have not received the equal 
attention. For instance, [14] studied the limitation of the 
prescriptive codes in addressing the fire risk. As a 
solution, the authors stressed upon the improvement of 
current prescriptive codes, ensuring their proper 
implementation along with the promoting the fire 
education. Another study by [15] highlights the 
limitations of the prescriptive codes in introducing 
innovative solutions to mitigate problems associated 
with the climate change. A five-step solution was 
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provided by the author to control the degradation of 
environment due to the use of specific materials 
prescribed in the prescriptive requirements. [16] also 
addressed the same limitation of hinderance in using 
alternative methods to improve the project performance 
in design-bid-build and design-build projects. The study 
carried out the textual analysis of the performance-
based requirements provided in the Swedish design-
build contracts. 

Prescriptive requirements in the transportation 
domain also presents the same limitation of disallowing 
the innovative solutions. Since manufacturers have to 
follow the prescriptive dimension and weight 
requirements, they cannot practice new solutions to 
reduce the road accidents. [17] suggested a 
performance-based system to address this limitation. 
The developed regulatory system requires the 
certification of vehicles as well as operators to meet the 
approval requirements. [18] highlighted the increase in 
accidents in Malaysia due to not allowing the new 
alternative methods in design to prevent the accidents. 
The author studied the limitations in the prescriptive 
codes of Malaysia and explored the potential 
opportunities of improvement by comparing it with the 
well-established performance-based specifications 
implemented in Australia. [19] also highlights the 
limitations of prescriptive requirements in dealing with 
the complex risks such as blast loading and fire.  

Many studies have investigated the limitation of 
prescriptive requirements in hindering the innovation. 
However, despite the significant importance, the 
limitation of prescriptive requirement in specifying the 
performance level or risk information have not been 
studied yet. The current study is aimed at developing an 
automated framework to decode the goals implied in the 
prescriptive requirements.  

3 Methodology 
The methodology adopted in this study comprised 

four major steps illustrated in Figure 1. Firstly, an 
ontology reflecting the essential semantic knowledge 
associated with the eight environmental risks was 
produced. Following this, a vector space model was 
trained using a domain specific corpus. The third step 
includes the computation of the semantic similarity 
scores between the requirement text and the risk 
categories. After ranking of risks according to the 
similarity scores, the model was evaluated using 
different rank correlation coefficients. 

Figure 1. Methodology of the ontology-based 
risk decoding model 

3.1 Step 1: Ontology development 
Before development of ontology, the major risks 

involved in the bridge designs were identified. Upon 
reading of the relevant published articles, following 
eight (08) major risks were identified: flood, wind, 
earthquake, fire, temperature, vessel collision, 
overloading, and blast loading. A detailed ontology to 
model all the domain specific knowledge of each of the 
eight risk categories was developed. The four steps 
involved in the ontology development are explained 
below. 

1. Identification of purpose: In the first step, the
reason behind the development of ontology was
explicitly defined. The ontology developed in this
study was aimed to decode the environmental risks
hidden in the prescriptive requirements.

2. Identification of concepts and sub-concepts: The
second step involved the identification of all
concepts and sub-concepts related to each of the
eight risk categories covered in this study. The
bridges design codes and published articles were
used to identify the concepts and sub-concepts. For
instance, ‘liquefaction” and ‘cyclic loading” is
related to earthquake, so these concepts were
present under the earthquake category in the risk
ontology.

3. Identification of relations: The third step is aimed
at defining the relationships between the concepts
and sub-concepts in the ontology.

4. Ontology modeling: Finally, the concepts and sub-
concepts were modeled in the protégé tool to
produce the final ontology.

Figure 2 illustrates a partial ontology of a risk 
category “flood’. The ontology of a risk category 
mainly shows the essential semantic knowledge 
associated with the risk category in a hierarchical form. 
As shown, all the sub-concepts below a particular sub-
concept provides additional information regarding the 
upper concept. The higher concepts are the abstract ones 
while the lower concepts in the ontology provides 
detailed knowledge of the upper concepts. Each of the 
eight risk categories has a different number of sub-
concepts below it in the ontology depending on the 
semantic knowledge required to present the risk 
category. 
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Figure 2. Partial ontology of risk category ‘flood’ 

3.2 Step 2: Vector space model development 
Several bridge design codes, standards and the 

published articles were collected to build a vector space 
model to learn the semantic meanings of the technical 
terms used in the design codes. The design codes of ten 
different state department of transportation (DOT) as 
well the U.S. DOT was employed to develop the corpus 
for the training of vector space model. The tables and 
equations were excluded from the corpus since they are 
not supported by the natural language processing (NLP) 
methods. The final corpus used in the training process 
comprised a total of approximately 1 million words. The 
domain-specific corpus was pre-processed by 
implementing the following NLP methods; (1) 
Lowercasing: The complete corpus was converted into a 
lowercase format to consider similar meaning words 
such as “Cracking” and “cracking” as one word. (2) 
Tokenization: The whole corpus was transformed into a 
sequence of tokens where a token could be a word, a 
number or a punctuation. (3) Lemmatization: 
Lemmatization was performed to convert different 
grammatical forms of a single word into the root form, 
for instance, “cracks”, “cracked”, and “cracking” was 
converted to the root word “crack”. 

After pre-processing of the corpus, the wor2vec 
algorithm was applied to build a vector space model. 
Both architectures of the word2vec including 
continuous bag-of-words (CBOW) and hierarchical 
skip-gram algorithm were applied [20]. Both algorithms 
have reported comparable performance in the literature 
[20]. The whole vocabulary in the corpus was presented 
on a high-dimensional vector space where each unique 
word holds a unique vector. The distance between the 
vectors on vector space indicates the semantic similarity 
between the corresponding words. The training of the 
vector space model includes the tuning of several 
parameters such as window size (number of co-
occurring words examined in analysing the semantic 
meaning of a word), vector dimensionality (dimensions 
of each word vector), frequency threshold (minimum 
frequency of a word  required to include the word in the 
training process). Different values of the vector 
dimensionality ranging from 300 to 1200 were tested in 

this study to determine the optimal value. The window 
size and frequency threshold considered in all the 
experiments were 10 and 1 respectively. 

3.3 Step 3: Decoding of the risks hidden in 
prescriptive requirements 

The risk decoding approach adopted in this study is 
the similarity-based. The similarity scores indicating the 
semantic similarity between the requirement text and 
the risk ontology were first determined. Based on the 
similarity scores, the risks encoded in the requirement 
were ranked in the descending order of relevance. The 
details of the two steps are provided as follows.  

3.3.1 Measurement of the similarity scores 

The trained vector space model was employed to 
compute the similarity score of each term in the 
requirement and each concept in the ontology. Cosine 
similarity function was applied for the computation of 
similarity scores. Cosine similarity computes the angle 
between the two vectors where a smaller angle shows 
higher similarity between the corresponding words. The 
detailed risk ontology and the prescriptive requirement 
were provided as input to the risk decoding model 
where the semantic similarity between each word of the 
requirement and each concept of the ontology were 
computed using the trained vector space model. After 
similarities calculation, the similarity values of all terms 
in a requirement with a specific concept were then 
summed up to get the total similarity value for the 
requirement with that specific ontology concept. Since 
the current study is focused on the decoding of risks 
which are present at the level 1 of ontology, the 
similarity scores at the level 1 of ontology are 
determined by adding the similarity scores of all the 
concepts below that level 1 concept. Each level 1 
concept includes a different number of concepts below 
it in ontology, therefore, the total similarity values are 
normalized by the frequency or number of nodes below 
each level 1 node of ontology. The mean normalized 
method was applied to compute the total similarity score 
at the level 1 of ontology. Eq. 1 was used for the 
computation of mean normalized scores. A total of eight 
mean normalized scores were obtained where each 
value corresponds to the total semantic similarity score 
of the requirement with a specific level 1 concept. 

𝑚𝑒𝑎𝑛 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑠𝑐𝑜𝑟𝑒 =  
∑ (∑ 𝑠𝑡𝑐

𝑇
𝑡=1 )𝑁

𝑛=1 𝑘

𝑁

(1) 

Where stc indicates the semantic similarity score of 
the term ‘t’ in the requirement and concept ‘c’ in the 
ontology, ‘T’ indicates the total number of terms in a 
specific requirement, ‘N’ indicates the total number of 
concepts below a level 1 concepts in ontology. 
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3.3.2 Ranking of the risks 

Once the total similarity scores of a requirement 
with the eight risk factors at level 1 of ontology are 
calculated, the risk factors are ranked in descending 
order of relevance. The risk category revealing the 
highest total mean normalized score was assigned the 
rank 1 while the remaining categories are ranked from 2 
to 8 according to the total similarity scores. 

3.4 Step 4: Model evaluation 
The risk decoding model was evaluated on a test 

dataset of 151 prescriptive requirements. The test 
dataset was manually labeled with the ranks of risks 
according to the content of the requirement. The 
performance of the model was evaluated using different 
rank correlation tests including Spearman, Kendall tau 
and Pearson rank correlation tests (as shown in Eq. 2-4). 
The rank correlation value shows the level of agreement 
between the actual ranks and the predicted ranks. A 
value of 1 indicates a complete agreement while a value 
of -1 indicates a complete disagreement between the 
two sets of ranks.  

𝑆𝑝𝑒𝑎𝑟𝑚𝑎𝑛 = 𝑟𝑠 =  1 −  
6 ∑ (𝑥𝑖 − 𝑦𝑖)2𝑛

𝑖=1

𝑛3 − 𝑛

(2) 

𝐾𝑒𝑛𝑑𝑎𝑙𝑙 𝑡𝑎𝑢 = 𝑟𝑘 =
2

𝑛(𝑛 − 1)
(|𝐶| − |𝐷|) (3) 

𝑃𝑒𝑎𝑟𝑠𝑜𝑛 = 𝑟𝑝 =
𝑛 ∑ 𝑥𝑖𝑦𝑖 − ∑ 𝑥𝑖𝑦𝑖

√𝑛 ∑ 𝑥𝑖
2 − (∑ 𝑥𝑖)2  √𝑛 ∑ 𝑦𝑖

2 − (∑ 𝑦𝑖)2

(4) 

where ‘xi’ and ‘yi’ are the ranks of a risk category ‘i’ 
in group 1 and 2, ‘n’ indicates the number of predefined 
risk categories, ‘C’ is set of concordant pairs, and ‘D’ is 
set of discordant pairs. 

4 Results and Discussion 
This section presents the results of the experiments 

carried out to evaluate the performance of the risk 
decoding model. Two different architectures of the 
word2vec such as CBOW and skip gram algorithm were 
used to compute the semantic similarities of the 
requirement terms and the ontology concepts. For each 
algorithm, four vector space models were developed 
using a different value for vector dimensionality ranging 
from 300 to 1200. The window size and minimum 
threshold value of 15 and 1 respectively were same in 
all the experiments. 

Table 1 presents the results of the risk decoding 
model using the CBOW algorithm for the similarity 
computation. The results show that performance of the 
model was increased with the increment of vector 
dimensionality until 900. The performance was 
decreased as the value of vector dimensionality was 
further increased from 900 to 1200. The highest 

spearman, Kendall tau and Pearson correlation 
coefficient of 0.30, 0.23, and 0.29 was achieved with the 
vector dimensionality of 900 whereas the lowest 
spearman, Kendall tau and Pearson correlation 
coefficient of 0.24, 0.19, and 0.23 was achieved with the 
vector dimensionality of 300. 

Table 1. Performance of the ontology-based risk 
decoding model using CBOW algorithm for similarity 

computation 

Vector 
dimensionality 

Spearman Kendall 
tau 

Pearson 

300 0.24 0.19 0.23 
600 0.29 0.22 0.28 
900 030 0.23 0.29 

1200 0.26 0.20 0.25 

Table 2 presents the results of the risk decoding 
model using the skip gram algorithm for the similarity 
computation. The same trend as previously seen with 
the CBOW was observed with the skip gram as well. 
However, unlike CBOW, the performance of the skip 
gram model did not change significantly while varying 
the value of vector dimensionality. A minor increment 
has been observed till vector dimensionality of 900, 
however, a decrease in performance was observed for 
higher values. The skip gram also revealed the highest 
Spearman, Kendall tau, and Pearson correlation 
coefficient of 0.64, 0.51, and 0.63 respectively at the 
vector dimensionality of 900. Among the two word2vec 
algorithms, the performance exhibited by the skip gram 
was almost twice better than that achieved by the 
CBOW algorithm. 

Table 2. Performance of the ontology-based risk 
decoding model using skip gram algorithm for 

similarity computation 

Vector 
dimensionality 

Spearman Kendall 
tau 

Pearson 

300 0.63 0.51 0.62 
600 0.62 0.50 0.61 
900 0.64 0.51 0.63 

1200 0.63 0.51 0.62 

4.1 Model performance for different risk 
categories 

The performance of the model in terms of each risk 
category was further investigated using the best model 
of skip gram for similarity computation. Figure 3 shows 
the mean deviation of the predicted ranks from the 
actual ranks. As shown, the risk categories such as 
‘temperature’ and ‘fire’ performed the best among the 
eight categories. For temperature, the mean deviation of 
0.23 shows that the model predicts the correct rank for 
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temperature category most of the times. No risk 
category exhibited a mean rank deviation of above 2 
which proves the adequacy of the model.  

Figure 3. mean deviation of the predicted ranks 
from actual ranks 

5 Conclusion 
Bridge design are performed according to the 

requirements presented in the design codes and 
standards. However, the requirements are mostly 
prescriptive in nature where the main objectives or risks 
addressed in the requirements are not clearly specified. 
As a result, the designers often face challenges in 
estimating the limitations and performance level implied 
in the prescriptive requirements. The study has 
produced an automated framework using the vector 
space models and ontologies which can decode the risks 
encoded in the prescriptive requirements.  

An ontology covering the domain specific 
knowledge associated with the eight risk categories was 
first developed. In addition, a vector space model was 
trained on a corpus of approximately 1 million words 
using the CBOW as well as skip gram algorithm. The 
model was validated on the unseen prescriptive 
requirements extracted from the AASHTO bridge 
design specifications. The experiments revealed that the 
skip gram algorithm performed better than the CBOW 
algorithm. The performance exhibited by the skip gram 
algorithm was double than the performance achieved by 
the CBOW algorithm. Moreover, the performance was 
found to be increasing with the increment in the size of 
word vector dimensions till 900, however, the 
performance was decreased for higher vector 
dimensionality values. The overall highest Spearman, 
Kendall tau, and Pearson correlation coefficient of 0.64, 
0.51, and 0.63 respectively was reached by the skip 
gram model for the similarity computation at the vector 
dimensionality of 900. Comparing the risk categories, 

the ‘temperature’ category performed the best where the 
model predicted the correct rank in most cases. The 
model showed the mean rank deviation of 0.23 for the 
temperature category while the highest mean rank 
deviation of 1.84 was exhibited by the ‘vessel collision’ 
category.  

The study has certain limitations in terms of 
performance. The current model uses the simple mean 
method to compute the total semantic similarity. In 
future, the authors will investigate different averaging 
methods such as weighted average and Bayesian 
average for the computation of the total similarity scores 
to examine the improvement in performance. A 
threshold analysis by setting of a threshold value to 
exclude the similarity scores of the irrelevant concepts 
may also improve the performance of the model. In 
addition, the authors will develop a larger dataset for the 
training of vector space model to examine if the 
performance can be improved by using a large dataset. 
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Abstract –  

Unmanned construction work is civil engineering work 
carried out by remotely operating construction machinery 
located in a caution zone (a zone whose entry is prohibited 
or restricted), thus enabling the operator to perform 
remote work from inside the safe area without any need to 
enter the caution zone. 

This technology came into being as a result of a 
proposed public offering of technology from each civilian 
company, which utilized the test field* of January 1994, 
and also technology verification at the site. From then 
onward to the present time, new technology was acquired 
continuously, then it evolved, and spread throughout 
Japan. 

This paper describes the birth of unmanned 
construction, the development of related technology, and 
the trend of current technology. 

*A system for constructing a life-size building 
intended for increasing the degree of completeness 
through technology verification in the field.  
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Keywords –  
Unmannde Contruction; Remote control; Operation guid- 

ance; Wireless communication; Safety monitoring 
 
1   Description of unmanned construction 

This unmanned construction technology consists of 
construction machinery that is operated remotely, and 
supporting equipment for operating remote operation of 
this machinery (Figure 1). 

Also, it is necessary to arrange the shape of the the 
civil engineering structure  and equipment constructed 
in the caution zone, and also the quality confirmation 
method. 

A description of each item is set out below. 

1.1  History of unmanned construction 
Work using remote-operated construction machinery 

commenced in 1969. In this case, land reclamation was 
carried out on the Joganji-gawa River in Toyama 
Prefecture using an amphibious bulldozer (Figure 2). 
Subsequently, the use of remote operation was extended 
to land type back hoes, bulldozers and dump trucks. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 Figure 1.  Unmanned Construction Technology  
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Figure 2.  AMPHIBIOUS  BULLDOZER  

1.2 The birth of unmanned construction 
A test field system tests new technology at the 

jobsite, in order to confirm its integrity. 
In the case of the test field at Mt. Unzen-Fugendake, 

because mudslides occurred due to the increase in 
volcanic activity, and sand and soil accumulated in sand 
ponds, it is necessary to urgently remove boulders and 
also sand and soil. Because it is difficult to carry out 
construction using manned machinery, topics are 
assigned such as the acquisition of technology for 
continuous excavation and removal of soil by unmanned 
construction (Table1).   

 
Table 1. Technical subject of a test field ［1］ 
 
 
 
 
 
 
 
In response to this emergency technology, public 

offering of technology that could be used together with 
procurable technology were selected, and then grouped 
together. The base machines consisted of large, remote 
operation type construction machines (bulldozers, 
backhoes, dump trucks) grouped together. As the 
operation support equipment, an ITV camera was used 
for securing adequate visibility over an operation 
distance of 100 m. Also, because the operation signals 
transmitted to and from the construction machines, and 
the image information obtained from the camera is 
transmitted wirelessly, wireless relay facilities for 
preventing instantaneous shutdown of wireless 
transmission, mobile camera vehicles which compensate 
for the dead angle of the camera image, remote 
operation rooms, and other ancillary facilities that are 
peculiar to unmanned construction were installed 
(Figure 3).  

 
 
 

 
 
  
 
 
 
 
 
 

Figure 3.  Relay vehicle＆camera car 
 
At the commencement of construction, work is 

extremely difficult to carry out, even in the case of 
excavation work which is considered to be easy work. 

Examples include radio interference, power source 
problems, a breakdown due to impact during 
construction, and problems concerning contact between 
construction machines at the in the dead angle of the 
camera. Upon completion of the test construction it was 
determined that excavation work could be carried out. 

 

2  Improved technology used at Mt. Unzen-
Fugendake 

At Mt.Unzen-Fugendake, there is a danger of the 
lava dome collapsing, even at present. For this reason, a 
sand arrestation facility was fabricated using unmanned 
operation, from August 1994 corresponding to the 
completion of a test construction under the field system, 
to the present day. Concerning unmanned construction 
which has been employed in the Unzen region over the 
past 50 years, it was considered necessary to make 
technology improvements in communication by using a 
variety of sand arrestation structures and also the 
positional relationship between the safety zone and the 
work location. Also, on the other hand, equipment and 
other items for performing quality control was installed 
on trial. These items basically consist of existing useful 
technology that has been converted into remote 
technology. 
 For this reason, “unmanned construction” has been 
used from August 1994, corresponding to the 
completion of test construction, to the present day. This 
technology has been improved according to changes in 
the situation of the work, such as the object of 
construction or the operation position. Also, whenever 
new technology was employed, it was corrected and 
verified at the jobsite and its effectiveness confirmed. 

2.1 Application to a variety of sand arrestation 
structures 

Excavation technology that was confirmed by test 
construction was developed to the final structure. 

 Contents of a technology Technological standard 

① 
Excavatingand carriage accompanied 
by the smash at the condition and 
moreover, of a rock that isn't uniform 

A pellet smash as much as 2 in diameter - 3 m is 
possible 

② 
A temperature in a spot is prepared to 
the humidity conditions. 

It has been possible to operate even the condition as 
much as 100 °C of a temperature, 100 % of the 
humidity temporarily as a peripheral condition 

③ The remote control can do a building 
machine. 

Equal to or more than 100 m of remote control is 
possible. 
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2.1.1 Construction of a weir using the RCC method 
The RCC (Roller Compacted Concrete) method 

which enables construction work to be performed by 
improving earthmoving machines was adopted. To 
enable this method to be used, vibration rollers, water 
spraying vehicles, cleaning cars, and sand and soil 
formwork shaping machines were developed. (Figure 4) 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Building of RCC 
2.1.2  Building of a steel slit dam 

In the construction of a steel open type dam, 
transportation and installation were carried out, taking 
into consideration the shape of the steel slit. The dam 
was fixed by using high-fluidity concrete. Also, 
conveying of the concrete, conveying of the concrete to 
be laid, laying of the concrete, and surface-finishing 
were carried out. (Figure 5). 

 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Building of a steel slit dam 

2.2  Operating method 
The operating methods are classified as shown in 

Table 2.  
Table 2. operating method 

 
 
 
 
 
 
 
 
 
 

2.3  Quality control 
  

In Japan, the control outline was formulated in 2012. 
Presently, “Compaction control using TS-GNSS” has 
come into general use. When compaction was carried 
out in the Unzen zone using unmanned operation, it was 
used from 1995 as RCC method concrete laying control 
and also compaction control using a GPS in 1999 
(Figure 6, Figure 7). 
When an unmanned operation was performed at Mt. 
Unzen-Fugendake, concrete laying control using a GPS 
occurred in 1995. In 1999 compaction control took 
place using an GPS. 
In this way, when unmanned operation was performed 
at Mt. Unzen-Fugendake,new technology was 
introduced proactively, enabling the performance to be 
confirmed. As a result, the spread of new technology 
advanced (Figure 8, Figure 9). 
Subsequently as well, efforts were made to promote 
remote operation of surveying equipment, flat plate 
loading tests, and core boring machines. 

 
 
 
 
 

Figure 6.  Management of an leveiing 

 
 
 
 

 

 Figure 7.  Management of an compaction 

 
 
 
 
 

 Figure 8.  Remote control type measure equipment 

  

 
 
 
 

Figure 9.  Measuring machine of a remote control type 
bearing power of groun  

 

 Watching operation Monitor operation 

Form of 
construction 

work 
It operates directly. Monitor operation 

Utilization of a 
becoming ICT 

Utilization of  
TCP/IP 

Overview Watching operation 
It operates while seeing the monitor of a camera. 

- Utilization of TCP/IP 

Overview of 
the 

construction 
system of 

becoming of 
the 

unmannedness 

Independent work of a 
remote type operation 
machine 

Direct method 
A remote type 
construction machi 
nery communicates 
with an operation 
place directly. 

Relay method 
An operation place 
and remote type 
operation machine 
are done through a 
relay-aircraft. 

Utilization of a 
 becoming ICT 
 

GNSS measure uses a 
technology and guida 
nce equipment. 

Utilization of TCP/IP 
 
It adopts a wireless 
LAN to the operation 
and transmission of 
the picture infor 
mation. 
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3  Information transmission base of a new 
technology 

 
Building of becoming of the unmannedness was 

established by a thing such as it develops Unzen 
Fugendake as a base in various parts of Japan and that 
technology feeds back into Unzen Fugendake again 
with a technology. 

Also, we used it at an early stage such as  
compaction control using GPS to verify its performance.  
 
3.1 Whole country spread of building of 
becoming of the Unmanned Construction 
Technology 

Building of becoming of the unmannedness of an 
Unzen area makes it the causing place of a nucleus 
technology, and that technology is developed in the 
volcanic disaster / landslide disaster of various parts of 
Japan (figure 10).Also, also, that disaster occurrence 
form is done to the improvement adjusted to the 
characteristic of each place to be different respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 10. Building of becoming of the unmannedness 
implemented in Japan 

 
4 Recent situation concerning unmanned 
operation at Mt. Unzen-Fugendake 

 
Preparation of a sand arrestation on a dry river bed at 

Mt. Unzen-Fugendake is advancing, and the object of 
unmanned construction also changes. Very recently, this 

work consists of reinforcement work for existing sand 
arrestation facilities. Compared with the previous 
operations, it can be seen that this work is carried out on 
a narrow working area. When carrying out unmanned 
construction in the applicable zone, technology will be 
updated. 

A description of the latest technology is set out 
below. 

4.1  Construction technology 
The most up-to-date technology is used. at Mt. Unzen-

Fugendake. 

4.1.1 Machine control bulldozer 

An operation guidance system is provided as standard. 
Regarding control of the blade of the bulldozer that 
determines the quality of the concrete compaction, a 
automatic control system is used. 

 
4.1.2 Compaction using a Excavator 

When performing compaction work in confined spaces, 
a excavator bucket with compaction equipment was 
used in order to regulate the compaction time (Figure 
11) . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11.  Bucket total firming equipment 
 

4.1.3 Surveying by using TS tracking and electronic 
reference points 

In order to increase the accuracy of UAV surveying, 
it is necessary to use the altitude points (verification 
points and evaluation points) inside the measurement 
points. In order to reduce the number of measurement 
points inside the prohibited zones, the number of 
elevation points was reduced by measuring the position 
of the camera mounting on the UAV, by means of an 
automatic tracking total station. Regarding the 
evaluation points, a device that measures the self-
coordinates by static conveying, of a remotely operated 
type construction machine was installed on a remote-
operated construction machine. (Figure 12). 
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Figure 12. Electronic tacheometer tracking and 

              UAV measure by an electronic reference 
              mark 
 
 

 4.2  Safe watch 
 
When carrying out unmanned construction at Mt. 

Unzen-Fugendake, it is important to carry out safety 
monitoring as well. The greatest danger is that of the 
lava dome collapsing. Consequently, visual monitoring 
and image monitoring were carried out. 
 
4.2.1 Securing visibility by image clarification 

processing 
Much fog and mist envelope the Mt. Unzen-

Fugendake zone, posing an impediment to monitoring. 
For this reason, image processing was performed to 
determine whether foggy or misty areas are thin or 
dense, and also whether the distance is near or far, in 
order to improve the visibility of misty areas (Figure 13). 

 
 
 
 
 

 

 
 
 
Figure 13. Securance of the visibility by processing 

 of becoming of the image clearness 
 
4.2.2 Obtaining an early grasp of an earthquake 

There is a danger of the lava dome collapsing due to 
an earthquake. For this reason, an integrated type quake 
detection system has been installed in the operation 
room to permit earthquake monitoring (Figure 14). 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 14.  Earthquake watch 
 
5  Conclusion 
 
Even after the eruption of Mt. Unzen-Fugendake, 

Japan has been fraught with many disasters such as the 
eruption of Mt. Usu, the Mid-Niigata Prefecture 
Earthquake, the Iwate-Miyagi Inland Earthquake, and 
the Great East Japan Earthquake. As a result of the 
adoption of unmanned constructions, the regions 
concerned quickly recovered from the disasters. 

In this way, unmanned construction enabled quick 
action to be taken for all disaster regions in Japan. This 
is because even after the end of the test field system, 
unmanned operation was performed continuously at Mt. 
Unzen-Fugendake, and also because efforts were made 
to realize performance improvement. Also, in recent 
years, informationalization construction as well is used 
in advance at Mt. Unzen-Fugendake enabling the 
performance to be confirmed. It also performs an 
important role with respect to new technology in the 
construction zone at Mt. Unzen-Fugendake. 

However, at Mt. Unzen-Fugendake, there still exists 
the danger of an avalanche due to the collapse of the 
lava dome, and also apprehension concerning the 
possibility of the disappearance of the unmanned 
construction jobsite when the scheduled sand arrestation 
facility is completed. 

Japan, from its national land consisting of location, 
terrain, geology, and also its natural conditions, is 
considered to be a fragile land from the viewpoint of 
natural disasters including earthquakes, typhoons, and 
localized torrential rain. It is also considered that the 
securing of a providing ground for unmanned 
construction, which is effective technology for recovery 
from a disaster, is important for to the future 
development of civil engineering. 
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Abstract – 
Since March 2020, 5G has been commercialized 

mainly in urban areas in Japan, and 5G 
communication infrastructure demonstration tests 
are actively conducted among various industries such 
as telecommunications carriers and construction 
industries. 

The authors installed a portable 5G base station 
close to  tunnel portal in "Subcontracting for research 
and study of technical conditions, etc. for a fifth-
generation mobile communication system (Hereafter, 
5G). This can handle simultaneous connection 
requests from various terminals" (Hereafter, 5G 
demonstration experiment) of the Ministry of Public 
Management, Home Affairs, Posts and 
Telecommunications in fiscal 2019, and constructed a 
high-quality radio wave environment in the tunnel pit, 
and carried out various experiments to improve 
working environment such as safety. 

This paper describes an experiment in which a 
long-distance running and lifting work of a 
construction machine succeeded by remote control, 
while a high quality radio wave environment was 
constructed in a tunnel construction site by 5G, and 
clear multiple images which can surely carry out 
remote control, and other support information were 
acquired. 

Keywords – 
   fifth-generation mobile communication system(5G); 
construction machinery; remote control 

1 Summary 
Standardization of the next generation mobile 

communication standard (Hereinafter abbreviated as 
"5G") is advanced in 3GPP (3rd Generation Partnership 

Project) which decides the world standard of the mobile 
communication. 

5G can realize high speed and large capacity (eMBB: 
enhanced Mobile Broadband: up to 10 Gbps or higher), 
ultra-low delay (URLLC: Ultra-Reliable and Low 
Latency Communications: One-way transmission delay 
of 1 ms or less), and multiple simultaneous connections 
(mMTC: massive machine type communication: 1 
million devices/km²), and is expected to be used not only 
in conventional communications not only for 
smartphones but also in various industrial fields [1]. 

In recent years, there has been a strong movement to 
improve productivity at construction sites through ICT 
(information and communication technology) based on 
the "i-Construction (i-Con)" advocated by the Ministry of 
Land, Infrastructure, Transport and Tourism. Many IoT 
and ICT equipment easily used on site, have been 
introduced and put into operation. 

However, even before i-Con was proposed, there was 
a method using IoT and ICT, which is the focus of this 
paper, unmanned construction by remote control of 
construction machinery (Figure 1). 

Figure 1. Status of unmanned construction 
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This method is used at the restoration of natural 
disasters and in severe places such as radioactive 
environment, etc., where safety is concerned when 
person enters and work, and using radio-controlled 
construction machines communicating by radio and 
camera images for confirming the construction situation. 
Therefore, the construction of wireless infrastructure is a 
very large technical element for this method. 

If radio-controlled construction equipment cannot be 
operated smoothly due to the quality of the wireless 
infrastructure, or if the quality of camera images for 
acquisition of construction information is deteriorated, 
the construction efficiency is affected and construction 
becomes difficult. Therefore, the present unmanned 
construction is often carried out in the range of about 150 
m in which radio wave surely reaches by utilizing Wi-Fi, 
etc. 

Unauthorized and inexpensive Wi-Fi is said to have a 
considerable merit, but in reality, there are not many 
works that can be done within the range of one Wi-Fi 
communication device. 

Even if authorization is necessary, infrastructure 
which can stably communicate in a wide range will be 
required in future. Therefore, the experiment was also 
carried out from the viewpoint of whether the new 
communication means of 5G can become the 
communication infrastructure for the remote control of 
the construction machinery. 

Figure 2. Image of remote control 

2 Outline of experiment and 
demonstration site 

The Japan islands are divided into the Pacific Ocean 
side and the Sea of Japan side by chain of mountains.
Population tends to be concentrated in lowlands on the 
sea side and basins in mountains.

Because 70% of the land is mountain and hilly land 
occupy geomorphologically, the transportation 
infrastructure between cities in the lowland and basin 
passes through the mountain. 

Since old times, the transportation network has been 
constructed by cutting down the mountain. In recent 
years, transportation networks in mountainous areas have 
been disrupted by disasters caused by abnormal weather. 

Losses due to these disasters have social and economic 
impacts not only on damaged transportation 

infrastructure facilities but also on the isolation of regions. 
Therefore, it is highly necessary that the tunnel is newly 
constructed or improved as a review of the transportation 
network 

The reason we selected "tunnel" is because 1) we 
thought that tunnels are indispensable infrastructure for 
modern society as railway transportation infrastructure 
such as subway and life infrastructure such as water 
supply and sewerage; and 2) important as social capital 
in urban areas. 

Since the radio wave has the property of reflection 
and transmission, we thought that it was interesting in the 
aspect of how much radio wave reaches by repeating 
reflection and transmission in the tunnel environment. 

From such background, this experiment was carried 
out on a subject of "tunnel", assuming actual possible 
phenomena, and considering to propose a solution. As 
shown in Figure 3, it is assumed that a site survey and 
response are carried out when an inaccessible place 
occurs in a tunnel. A 5G base station is installed near the 
entrance (Hereinafter, the pit mouth) of the tunnel, and 
radio waves are outputted toward the tunnel pit. We 
decided to carry out remote control of the construction 
equipment within the range of radio waves. 

At present, when such a situation occurs, preliminary 
investigation and consultation with experts are carried 
out as much as possible, but there are cases in which 
eventually carried out by human power. In the future, 
these cases should be avoided from the viewpoint of 
worker safety, and they should be dealt with by IoT/ICT 
or 5G communication technology. This experiment is 
considered to be a practical use case. 

Figure 3. Outline of this experiment 

In the experiment, we mainly carried out the 
following two points. 

1. 5G radio wave propagation characteristics (reach
distance)
A 5G radio base station was installed near the tunnel
portal to the face, and determined the experimental
area by measuring where it reaches in the tunnel.
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2. Remote operation of construction machinery
The remote control of the construction machine was
carried out in the experimental area. (4-ton class
crawler carrier and 12ton class hydraulic excavator

2.1  Experimental Location 
Project names: Hokkaido Shinkansen Line, Shiribeshi 
Tunnel (Ochiai) 
Owner: Japan Railway Construction, Transport and 
Technology Agency (JRTT) 
Contractor: Taisei, Sato, Tanaka, Horimatsu JV 
Construction period: March 26, 2015 - June 24, 2022 
Main construction: Tunnel excavation 4,865 m (Standard 
cross section: 65 m2) 

2.2 Use of portable base stations
In conventional mobile communications, in order to 

deal with data communication traffic of mobile phones 
such as smart phones, base stations are often installed 
mainly from urban areas where the number of users is 
large. On the other hand, in 5G, by utilizing the features 
of eMBB, URLLC, and mMTC, it is considered that IoT 
(Internet of Things) will become the mainstream along 
with smartphone. 

However, when it is applied to IoT, not only in urban 
areas but also in suburban areas where the number of 
users is relatively small, a large amount of traffic 
processing will be periodically required. Construction 
sites are one of such IoT use cases, but constructing new 
base stations in suburban areas requires more time and 
cost than constructing in urban areas. 

In this experiment, we used a portable 5G base station 
developed by Softbank Corporation, which can construct 
a local 5G communication infrastructure (Figure 4). In 
this base station, not only antennas and radios but also 
core equipment in the data center can be arranged in the 
field. Therefore, in the field, the collected data can be 
processed at high speed and in a complicated manner. 

And, if prior adjustment such as license application is 
completed, 5G communication area can be rapidly 
developed in a few days, and will be suitable network 
solution for the development of IoT to the suburb. 

Figure 4. Portable 5G facility installed in the tunnel 
(4.85 Ghz, 120 W). 

2.3 Use of on-board remote-controlled robots
For the remote control, we used the construction 

machine mounted remote control robot (hereinafter 
referred to as Robot) developed by Kanamoto Co., Ltd. 
The experiment was carried out by mounting this robot 
on each of the two construction machines mentioned 
above. 

The robot is a humanoid twin-arm bipedal robot 
(Figure 5) with the total length of about 1.5 m and the 
weight of about 20 kg, which can be installed in the 
operator's seat of a construction machine. (conversion to 
radio-controlled equipment). By transmitting the image 
mounted on the construction machine in real time from 
the driver's viewpoint and transmitting the state of 
inclination and vibration of the vehicle to the driver's seat 
bilaterally, the system is capable reproducing the driving 
remotely feeling close to the real machine. 

In addition to such reproducibility, it is highly 
possible to respond more quickly than the method of 
procuring radio-controlled construction machinery with 
limited number of units. For the construction site, there 
is an economical merit that the construction machinery in 
the site can be utilized. In this experiment, it was also the 
first execution to control the Robot by 5G 
communication in the environment in which the visual 
observation was not effective at all. 
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Figure 5.  Robot 

2.4 Use of Human Body Detection Cameras
There is a report from advanced driver-assistance 

systems (ADAS) to support the driving operation of the 
driver of the car that the number of "Rate of contact 
accidents with people" is decreasing in the cars equipped 
with "Human body detection system". ADAS is a 
function to automatically stop a vehicle when a person is 
detected in a traveling direction by a camera mounted on 
an automobile, and is an epoch-making technology to 
improve safety of a driver and a pedestrian. 

One of the three major industrial accidents in the 
construction industry is "construction machinery", and 
there are many reports of cases in which people and 
machines come into contact. Taisei Corporation is 
developing technology to eradicate this disaster. 

In this experiment, we plan long distance running by 
remote control by crawler dump with high rough terrain 
running performance as an initial action. We also 
assumed that it was necessary to explore whether there 
were people left in the tunnel in an emergency. In this 
experiment, we used a technology that automatically 
stops construction machinery by sending a stop signal to 
the construction machinery side when a person enters the 
movable range of the construction machinery during 
remote control. 

Figure 6. Human body detection camera 
(Above: Detected human body) 

3 Experiments and Results
Troubles such as “fire”, “toxic gas”, and “rockfall” 

shown in Figure 3 are supposed in a tunnel pit, which is 
difficult for a human to approach. For such trouble, the 
experiment was carried out by the following procedure. 
(This is an assumption and is not related to the 
experimental site.) 

3.1 Experimental Scenarios 

1. Portable 5G base station installed near the tunnel
portal
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2. Investigation by crawler carrier. In addition to
cameras, gas detectors and scanners are installed on
vehicles.

3. Since the vehicle has high traveling performance, it
is possible to search for long distance while avoiding
obstacles

4. A loading machine is installed to remove the
obstacle

5. Image of Obstacle Removal

6. Removal completed. go further into

3.2 5G Radio Wave Propagation 
Characteristics (reach distance) 

A radio wave measuring vehicle was used to measure 
the processing speed (UL side throughput) of the 5G 
radio wave in the tunnel pit for each distance. The results 
are shown in Figure 7. 

Figure 7. Measured results of the distance reached. 

The site had a section including a curve (R = 6,500 
m), and it was an environment in which the back side 
could not be viewed directly, and in addition, it was an 
environment in which materials and equipment for 
construction were placed. Therefore, in the preliminary 
examination, the reach distance of several hundred 
meters was estimated. However, actually, the radio wave 
reached far exceeding it. At the 1,400 m point, the "tunnel 
lining form" which covers most of the tunnel section is 
located (Therefore, the radio measurement vehicle was 
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not measured on the face side.), and the processing speed 
is expected to drop rapidly beyond this point. 

3.3 Remote Control of Construction 
Machinery

Two models shown in Figure 8 and 9 were remotely 
operated 

Figure 8.  12ton class hydraulic excavator 

Figure 9.   4ton class crawler career 

The remote control which steers while watching the 
video information is usually carried out by in-vehicle 
video and bird's-eye view video. However, it is difficult 
to make a large numbers of birds-eye image acquisition 
facilities for remote control, because of technical and 
economic difficulties. 

Therefore, in this experiment, by taking advantage of 
the feature of large-capacity 5G communication, by 
adding a large amount of sensor information in addition 
to in-vehicle video as in the past, all remote operation 
support information was installed in the vehicle, and no 

birds-eye view video was used (Figure 10). 

Figure 10. Remote operation support information 

Table 1 lists the remote operation support information 
for this experiment. Here are two sensors to be noted. 

One is the detection of obstacles on the tunnel wall 
and ahead from the large-capacity point cloud 
information obtained by sensing with Lidar (Generic 16 
Line). The other is the adoption of the human body 
detection system by AI developed by Taisei Corp. 

In both systems, smooth transmission and reception 
are difficult using conventional Wi-Fi and low-power 
communication, but 5G communication is possible. 
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Table 1. List of Remote Operation Support Information. 

Each construction machine was able to carry out the 
following by remote control. Both were successful 
without birds-eye view (Figure 11). 

1. A crawler carrier ran 1,400 m by remote control.

2. 2) Hydraulic shovel: lifted and moved 1ton sandbag
by remote control.

Figure 11. experiments 

4 Conclusion
The verification of the portable 5G facility was 

carried out in the tunnel environment this time, following 
the external environment in fiscal 2018 [2]. 
From the result, it is considered a communication 
infrastructure which can be adapted to many construction 
sites. 

In the construction site, the construction is started by 
improving temporary facilities in accordance with the 
construction contents. In order to advance the ICT in the 
construction field, "temporary communication" will be 
necessary in future, and the possibility that 5G will 
become highly influential in the selection of the 
communication radio wave. 

The case verified this time is the technology which 

can be utilized for investigation of tunnel disaster and 
emergency work even in the present stage, and it is 
considered to be one of the effective utilization of 5G. 
We would like to continue our research on the 
improvement of construction productivity using 5G. 

I would like to take this opportunity to thank all of 
you who are participating in and cooperating with this 
experiment. 
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Abstract –  

We have developed a remote operation support 
system for underwater excavators and conducted Sea 
experiments. Underwater excavators have been 
operated by divers boarding on them. Their main task 
is levelling rubble mounds of port structures in 
Okinawa，Japan. However, in recent years, remote 
control is required due to the decrease in the number 
of the divers. Therefore, we have been developing tele-
operation support system for underwater excavators. 
This system integrates three elemental technologies 
such as “Underwater Information Presentation” that 
serves as a display interface, “Measurement Method 
of Mound Shape” and “Attachment for levelling 
works operated with simple input”. So far, we 
conducted elemental tests of each technology 
underwater and on land to confirm their usefulness. 

In this report, we performed experiments using 
this system in the sea. First, the elemental test of the 
attachment was performed by boarding operation of 
divers. The purpose of the attachment is to perform 
levelling works without difficult input for position 
adjustments in order to improve the work efficiency 
of remote operations. The purpose of the tests is to 
evaluate the performance of the attachment alone. 
The measurement items are the varies of mound 
height and the working time. As the results, the 
attachment was confirmed to be able to submerge the 
mound and the operability in the sea is the same as 
that on land. Next, a remote operation test simulating 
levelling works was conducted to measure the work 
accuracy and the work efficiency. As the results, by 
adding a mechanism to move stones to depressions, 
this system is demonstrated to level the mound from 
unevenness of ±30 cm to that of ±10 cm. In addition, 
it is confirmed that the working times with the system 
depends on the operators’ experiences of tele-
operations more than that of boarding operations. 

 From the above, the proposed system is 
demonstrated to be useful for levelling works of 
mounds by tele-operated underwater excavators. 

 
Keywords – 

Tele-Operation; Underwater Construction; Port 
Construction;  

1 Introduction 
Underwater excavators have been adopting for a long 

time in port constructions in Okinawa, Japan. They are 
similar in shapes and mechanisms to those on land. 
However, their hydraulic systems are powered by electric 
motors. Therefore, they have cables to supply the electric 
power for the motors from ships. They have been 
controlled by divers on their cockpits in the sea.  

Their main task is levelling works of rubble mounds 
underlying port structures. They perform the works by 
pressing the backs of buckets against the mounds or 
moving stones to depressions (shown in Figure 1).  

 
Figure 1. Conventional Levelling work of mound 
by divers using underwater Excavator  

Underwater
excavator

Operating
diver

Supporting
diver
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At present, there are two problems. One is that these 
operations require huge efforts for the safety 
management. Muddy sea water in construction sites 
prevents operators from grasping conditions of mounds. 
Thus, they have to be supported by other divers. The 
supporting divers change positions of stakes and check 
unevenness of the mounds. Therefore, they have to stay 
nearby the vehicles. For this reason, safety checks must 
be conducted Strictly. Secondary, the work productively 
is not high due to work suspensions caused by restrictions 
on dive times or sea conditions. Due to these 
backgrounds, in order to improve the safety and the 
efficiently, remote-controlled constructions are required. 

 Therefore, we have been developing a tele-operating 
support system for underwater excavators. 

2 Tele-operation Support System  
An outline of our system is shown in Figure 2.  

 
Figure 2. Image of Tele-operation system of 
underwater excavator 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Tele-Operation of underwater excavators is 
implemented by installing proportional solenoid valves 
in the pilot hydraulic circuits. Operators use remote 
consoles on ships, and control the valves by electric 
signal. Then, the flow rates of the pilot circuits vary and 
drive the main spool valves. In this way, the flow rates of 
hydraulic oil are controlled, and operate the hydraulic 
cylinders.  

In addition, we proposed Tele-operation Support 
System composed of three elemental technologies which 
are "Underwater information presentation", 
"Measurement Method of Mound Shape", and 
"Attachment for levelling works operated with simple 
input" (shown in Figure 3). 

2.1 Underwater Information Presentation 
This is an interface that shows work information to 

remote operators on a ship. It is difficult to visually 
recognize the position and the orientation of a underwater 
construction equipment from the ship due to turbidity.  

Therefore, the posture of the excavator is calculated 
with data measured by sensors installed on the vehicle. 
stroke sensors for cylinders, a gyro sensor, an 
inclinometer, a geomagnetic compass, a depth gauge, an 
underwater acoustic positioning device, an encoder etc. 
are installed (shown in Figure 4). 

On the ship, there are a remote console and 3 monitors 
showing cross-sectional views, bird's-eye views and top 
views (shown in Figure 5). In addition to them, design 
information input in advance are also displayed (shown 
in Figure 6). This allows the operators to work without 
directly watching the work area in the sea. 

So far, an installation test has been performed in 
actual construction site to verify the robustness of the 
underwater information presentation alone [1]. In the test, 
an operating diver ridded on an underwater excavator and 
performed the conventional levelling work of a mound. 
The information presentation monitor was installed in the 
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Figure 3. Three elemental technologies for Underwater Tele-operation Support system 

Monitors showing information
needed for operation

Underwater 
Information Presentation

Underwater Tele-operation Support System

Attachment for 
Levelling works

To level the mound with
simple input by tele-operation

Measurement of Mound shape
changed by levelling work

Measurement Method
of Mound Shape

119



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. Monitors for underwater information 
presentation system on remote console room 

 
Figure 6. Cross section view of underwater 
information presentation system in remote 
console room 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

cockpit and was used by the diver as a reference for 
operation. As a result, there was no failure of equipment 
such as sensors. However, the position measured by the 
sensor was not correct. The horizontal distance between 
the ship and the equipment was several meters, but the 
measured results were often over a hundred meter. This 
is due to the characteristics of the underwater acoustic 
positioning system. This system installs a reference 
station on the ship and a target station on the vehicle. The 
position is detected by performing triangulation with 
sound waves between the stations. In this experiment, the 
sound waves may be blocked by the bubbles from the 
diver's breathing. Thus, the sound waves may not reach 
the reference station directly from the target station. At 
that time, the wave reflected on existing caissons or the 
seabed may be measured and mistakenly recognized as 
the direct sound wave. For the reasons, it is considered 
that the measured values differ from the actual positions. 
In the experiments conducted in this study, in order to 
mitigate the effect of bubbles, the installation position of 
the underwater acoustic positioning system was moved 
to the rear end of the body. 

2.2 Measurement Method of Mound Shape 
The height of mounds changes from moment to 

moment due to the works. Therefore, it is necessary to 
measure the mound height during the levelling works. 
We implemented two methods in the system. One is the 
way using a profiling sonar. Profiling sonars are time-of-
flight distance meter using sound waves. Acoustic 
sensors are less susceptible to turbidity than optical 
devices such as laser scanners. Therefore, sonars are 
often used for underwater measurements. 

From this measurement, the difference between the 
mound surface and the target height can be calculated. 

Remote console

Monitor for
underwater camera 3 Monitors of information presentation

Planed height 
shown as    
green line

Measured height
Shown as blue line.

Current posture of
excavator

Mound height 
contacted by 
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Figure 4. Sensors installed on excavator for underwater information presentation system 
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The calculation result is shown on the monitors of 
underwater information presentation and serves as a 
substitute for the stake. This eliminates the need for the 
supporting divers to stay in the sea for the staking. This 
is essential for remote control constructions. In this study, 
M3 sonar (from Kongsberg Maritime Ltd.) was adopted 
in consideration of the time required for measurement. 
The sonar measures the coordinates of 128 points on one 
cross section up to 40 Hz. 

The profiling sonar was installed as shown in Figure 
7. The measurements are performed at each time when a 
certain range end. The sensor was moved with the 
rotations of the upper part of the excavator to measure the 
height of the mound surfaces. 

 
 

Figure 7. Top view image of position where 
Profiling sonar installed and the method to 
measure the height of mound surface 

In order to confirm the measurement accuracy, an 
elemental test was conducted in a water tank [2]. The 
profiling sonar measured the flat bottom surface of a 
water tank and mound model in the tank. The mound 
model was made of rubble stones which are same size as 
stones of actual rubble mounds in Okinawa, Japan. 

As the result, it was apparent that it is possible to 
recognize the shape of the bottom surface. However, we 
cannot grasp the contour shape of each stone. This is 
because the gap between stones could not be measured 
accurately. In addition, it cannot measure the height 
under the tip of the arm. Therefore, we cannot judge the 
completion whether the pressed points get within the 
acceptable hight. Hence, we examined another way to 
measure the mound height. 

Another method for measuring the height of mounds 
is to measure by contacting the tip of arms of excavators 
against mounds. When the attachment is pressed against 
mounds, the height of the tip calculated by the 

information presentation system is same as the mound 
height. It has been shown from the results of previous 
experiments that this method can measure the mound 
height with an average error of 31 mm. However, this 
method can measure only one point in one measurement. 
Hence, it is not suitable for surface measurement. 
Therefore, we use the two measurement methods 
properly depends on the purpose. 

2.3 Attachment for levelling work operated 
with simple input 

For the purpose of improving the work efficiency, we 
examined an attachment that can level mounds without 
delicate input based on detailed topographic information. 

So far, a remote operation test was conducted with a 
combination of elemental technologies which are 
"Underwater Information Presentation" and 
"Measurement Method of Mound Shape". In the test, a 
stone placed on a flat floor was grasped with a fork grab 
and moved to a predetermined place. we evaluated the 
working time depends on the observation method. As a 
result, it takes 1.8 times longer to perform the work with 
the profiling sonar, compared with the case of directly 
visual observation on land. It is considered because the 
contour of the stone is unclear, and it takes time to 
perform the operation of positioning for gripping. 
Therefore, we developed "attachment operated with 
simple input" for the purpose of improving the work 
efficiency.  

 In this system, we proposed a mechanism to attach a 
plate to the tip of a hydraulic breaker (shown in Figure 4). 
Not only the static load of the machine, but also the 
dynamic load of a breaker pushes down protuberances of 
mounds to perform levelling works. On the other hand, 
this attachment does not have the ability to raise the lower 
part than the plan. 

An element test was conducted on this device to 
perform levelling works on a rubble mound installed in 
the air, to confirm its performance [3]. As a result, it was 
revealed that the attachment has an ability to level to 
bring down to the target height from +30cm height. 

In addition, we conducted element tests of the 
proposed attachment in the sea. The purpose of the 
experiments was to confirm whether the attachment has 
the ability to level the mound in the sea and the time 
required for the work. The experiments were carried out 
at a rubble mound in Hirara Port in Okinawa, Japan. The 
top surface had a water depth of about 5 m, and 
unevenness of ±30 cm.  

In the experiment, the attachment was equipped on an 
underwater excavator TKM200-9 (owned by Kyokuto 
Co., Ltd) whose operating mass is about 20 tons. A diver 
boarded on and operated it. The diver had experience of 
controlling underwater excavators in normal tasks. The 
work was done according to the instructions of an 

Profiling sonar

Measured Points on a straight
when viewed from above

Excavator turns while
profiling sonar is measuring.

Locus of lines where has been measured.
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assistant diver.  
The attachment banged the mound for 5 seconds and 

paused. Then, we measured the mound height. We 
alternated 5 seconds of beating and measuring for 6 times 
at the same point. As a result, it was shown that the 
mound surface could sink 11 cm in 5 seconds and 25 cm 
in 30 seconds. 

In addition, an experiment simulating a continuously 
work in a range of 2m x 5m was also conducted. In this 
experiment, we could not recognize the height because 
we did not stake. Hence, the time for each impact was 
fixed at 5 seconds. The assisting diver instructed the 
banging position and the posture of the front part (arm, 
boom and bucket cylinder). As the result, the working 
time was the same as the land test if supporting divers 
guided them. It was confirmed that no deterioration in 
operability in the sea due to the attachment was observed. 

3 Performance test of the remote-control 
support system in the sea 

In order to examine the performance of the remote-
control support system, performance tests were 
conducted in the sea (shown in Figure 8). The experiment 
was carried out at a caisson mound at Hirara Port. The 
top is about 8.7m deep. The working areas were 5m x 7m 
areas on the top of the mound. In the initial state, the top 
of the mound had unevenness of about ±30cm from the 
target height. The target of the works is to level 
unevenness within ±10 cm in the working area.  

In the levelling works, the attachment banged a point 
of the mound until the height gets within the acceptable 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

height. The operator confirmed the completion by 
watching the cross-sectional view showing the hight of 
the tip of the attachment contacting with the mound. 
After that, the attachment was moved to another 
unlevelled point. The layout is shown in Figure 9. The 
work procedure is shown in Figure 10.  

 
Figure 8. Captures of sea experiments (left figure; 
Excavator craned into the sea, right figure; 
Excavator working without divers on cockpit) 

 
Figure 9. Layout of levelling tests of Site A (left 
figure) and Site B (right figure) 
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Figure 10. Procedure of levelling tests of mound using tele-operated underwater excavator 
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The right part of Site A was over 30cm higher than 
the target height in the initial state. Therefore, it was not 
possible to make it sink to the target height with the 
attachment. Therefore, the range was excluded from the 
evaluation of the work efficiency. On site B, a range in 
front of the vehicle was excluded from the evaluation. 
This is because it was out of the working range of the arm. 

In Site A, the test is performed by an operator who is 
an underwater excavator operator and has no remote-
control experience. On the other hand, an operator on Site 
B is not an operator boarding on underwater excavators, 
but has experiences of remote operations. 

3.1 Accuracy of Mound Height 
From the results, we assessed the accuracy of the mound 

height after the works. Before and after the experiment, 
the mound height was measured by divers using an 
underwater levelling instrument (shown in Figure 11). 
Figure 12 and Table 1 show the hight of the Site A after 
the test. The grey cells in the table are the excluded part. 
As the results, some points that were higher than the 
acceptable range remained. The point in yellow circle in 
Figure 12 is because the initial height was +40 cm from 
the target. Thus, the attachment could not enough subduct. 
The part shown in the red circle is because the operator 
did not bang there due to misunderstanding that it was out 
of the working range. 

 
Figure 11. Captures of measurements before (left 
figure) and after (right figure) experiments 

 
Figure 12. Bird-view of the Site A after 
experiment shown on monitor of “Underwater 
Information Presentation” 

Table 1. Unevenness from target height surveyed after 
experiment on Site A 

Height 
[cm] 

7 6 5 4 3 2 1 

e 23 12 22 21 8 20 25 
d 19 10 6 20 5 -2 7 
c 14 7 2 -5 -5 6 7 
b 2 10 2 4 -3 5 10 
a 1 -2 6 -9 9 0 5 

The misunderstanding was caused by the measurement 
error of the horizontal position of the vehicle. That can 
be dealt with by setting a larger construction range. 

In addition, the average height is 0.03m higher than 
the planed height and the deviation σ was calculated to 
0.05m excluding the points in the red and yellow circles. 
If the mound shape after the work has a normal 
distribution, 68 % of the mound is within 1σ (-0.02m to 
+0.08m) in height and 95% of that is within 2σ (-0.07m 
to +0.13m). 

On Site B, 3 survey points were measured -10cm or 
lower than the planed height. Table 2,3 show the 
measured height by divers before and after the 
experiments. Figure 13 shows that measured by the 
profiling sonar.  

The points in black circle in Figure 13 are a missing 
measurement. The initial height is so low that the sonar 
cannot measure it hiding behind the rock in front. The 
points in yellow circles are considered to be the result of 
striking too much. 

Table 2. Unevenness from target height surveyed before 
experiment on Site B 

Height 
[cm] 

7 6 5 4 3 2 1 

e 17 30 5 13 28 18 42 
d -6 62 52 32 18 24 22 
c 32 31 38 13 38 6 -18 
b -6 35 36 -1 13 33 27 
a -4 24 11 38 21 29 42 

Table 3. Unevenness from target height surveyed after 
experiment on Site B 

Height 
[cm] 

7 6 5 4 3 2 1 

e 17 34 21 11 30 16 27 
d -11 38 42 29 18 22 5 
c -12 1 -3 6 -1 -10 -17 
b -18 0 0 -2 -15 -5 -1 
a -9 -6 -2 0 -8 2 -2 

Position of Excavator

Site A calculated from
measured position

Acceptable range

-10cm
Target height

+10cm
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Figure 13. Top view of mound height on Site B 
measured by profiling sonar before (the upper) 
and after (the lower) experiment 

Since the attachment has only a mechanism that 
depresses mounds by vibrations, it is necessary to install 
another function that raises depressions. If the out-of-
range points are excluded, the average height is 0.02 m 
lower than the planed height and the deviation σ is 0.04 
m. It means that 95% of the mound is within the range of 
-0.09 m to +0.05 m in height. 

From the results, by taking above measures, 
underwater excavators with the tele-operation support 
system seems to have enough performance to level the 
unevenness of the mounds within ±10 cm from that 
within ±30 cm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.2 Working time 
We investigated the work efficiency of the remote 

operation. The working times in the tests were 
decomposed into that of each input action. The working 
time was analysed from the video movie which recorded 
in the remote-control room on the ship. Figure 14 shows 
the working times of each items to level one point off. 

In the experiment on Site A, the working time was 44 
minutes 33 seconds for the work area of about 28 square 
meters. There are 34 points banged by the attachment, 
and 0.82 square meters are levelled once. 

Site B had the work range of about 21 square meters 
and had a work time of 20 minutes 39 seconds. The 
number of banged points is 29, which averages 0.72 
square meters. 

As the results, the working times of A were longer than 
that of B in all items. It is considered that the effect of 
"training for tele-operation" is larger than that of 
"training of operation of underwater excavators itself". 
This difference is considered to be due to the fact that the 
operator engaged in remote operations had empirically 
predicted and recognized the movement of the equipment 
with respect to the lever input amount. 

In addition, we compared the working time of the 
boarding-operating work with the supporting diver 
written in Section2.3. The working times to level depend 
more strongly on the conditions of the mounds than on 
the operation method. Therefore, the times of levelling 
were not taken into account to compare them. Tele-
operation support system with highly trained operators 
was demonstrated to be able to increase the efficiency of 
the levelling works. 
The tele-operating works by operators with great 

experience of tele-operation is faster than the boarding-
operating works in the tests.  
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Figure .14 Working times of levelling works using underwater excavator 
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4 Conclusion 
In order to improve the safety and the productivity of 

underwater constructions, we conducted the study and 
the sea experiments on remote operation of the 
underwater excavators. 

We proposed a remote operation support system made 
up of the three elemental technologies. The elemental 
technologies are ”Underwater Information Presentation,” 
"Measurement Method of Mound Shape" and 
"Attachment for levelling works operated with simple 
input". 

In order to assess the performance of the remote-
control support system, we conducted the sea 
experiments simulating the levelling works on the 
mounds in the sea. The results are shown below. 
• The proposed attachment has the ability to level the 

unevenness of rubble mounds in the sea. The 
performance to depress mound height was 11 cm in 
5 seconds, and 25 cm in 30 seconds. 

• Turbidity caused by the attachment is not more 
terrible than that of conventional works. 

• For 28 survey points on Site A, there were 3 points 
of +10cm or higher than the planed height. Taking 
measures that set larger work ranges than the target 
may get rid of the remaining caused by the error of 
measured position of the vehicle. 

• On Site A, the average height was 0.03m higher 
than the planed height and the deviation σ was 
calculated to 0.05m without exceptional points. 

• For 21 survey points on Site B, there were 3 points 
of -10 cm or lower than the planed height. It is 
necessary to add another mechanism to move stones 
to places whose height are low.  

• Excluding exceptional points, the average height 
after the tests on Site B was 0.02 m lower than the 
planed height and the deviation σ was 0.04 m. 

• Working time was 65 minutes 12 seconds for the 
total work area of about 49 square meters, which 
was 45.1 square meters per unit time. 

• When the operator with remote-operating 
experiences performed the simulating task with 
remote-operating system, the working time is 
shorter than that performed by the operator with the 
conventional boarding work. The work efficiency 
by remote-control is considered to depend on the 
skill level of the operator. 

• By improving the attachment, remote-operated 
excavators are demonstrated to be able to level 
unevenness of the top surface of mounds within ±10 
cm in the sea. 

 
As the next step, we plan to study and sea experiments 

on an attachment to move stones into lower place than 
planed mound. 
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Abstract –  

The wall of the shield tunnel body is made by 
assembling panels called segments into a ring shape. 
For the segment transportation in this site, quick, 
accurate and safe operation is required in each device 
mainly using a crane. However, in recent years, it is 
difficult to secure human resources due to the aging 
of skilled workers, and automation of segment 
transport equipment has become an urgent issue. 

In this paper, we decided to work on automation 
of a 40t large overhead crane. The focus of this effort 
was to investigate an automatic gripping device that 
can handle various types of segments with different 
shapes, to study the selection and arrangement of 
sensors that achieve both high-precision positioning 
and fail-safe functions, and to efficiently use segments 
in narrow spaces. This is the construction of a 
management system using a color code for 
transporting to a computer. 

As a result, the number of workers was reduced by 
automatic operation, and rework due to human error 
in selecting the carry-in / carry-out segment was 
eliminated, and productivity was improved through 
labor savings. In addition, it eliminates damage to the 
segments due to erroneous operations and contributes 
to ensuring quality. 

 
Keywords – 

large overhead crane  (load limit:40t); 
Autonomous conveying technology; 
underground expressway construction site 

1 Introduction 
In this work, the main line tunnel is being constructed 

from the intersection of the Tomei Expressway and the 
Nogawa River in Okura, Setagaya-ku to Inokashira-dori, 
Kichijoji, Musashino-shi, as part of the Tokyo Outer 
Ring Road extending from the Kan-Etsu Expressway to 
the Tomei Expressway, by the EPB shield tunneling 
method (Figure 1). This work is characterized by a large 
section (outer diameter: 16.1 m), long distance (9 km), 
and high-speed excavation. 

The walls of the shield tunnel body are made by 
assembling panels called segments in a ring shape. At the 
construction site, segments are carried mainly by using 
cranes, which requires quick and accurate operation. In 
recent years, however, the aging of skilled workers has 
made it difficult to secure human resources, so there is an 
urgent need to automate the cranes. Therefore, this 
project worked on the automation of 40t large overhead 
cranes to be used for carry-in, storage, and carry-out of 
segments in the segment stockyard. This paper reports on 
how this project was planned and the actual operation 
results. 

 
Figure 1. Map of construction location 

2 Construction Overview 

2.1 Overall Construction Overview  
Construction name: Construction Work of the 

Tokyo Outer Ring Road Main Line Tunnel (Southbound) 
Tomei Expressway North Route 
Orderer: Tokyo Outer Ring Road Construction Office, 
Kanto Branch, East Nippon Expressway Company 
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Contractor: Specific Construction Work Joint Venture of 
Kajima, Maeda, Sumitomo Mitsui, Tekken, and Seibu 
Construction area: from Okura, Setagaya-ku, Tokyo  
to Kichijoji Minami-cho, Musashino-shi, Tokyo 
Construction outline 
・Section size 

Outer diameter of tunnel: φ15.8 m 
Inner diameter of tunnel: φ14.5 m 
Outer diameter of shield machine: φ16.1 m (largest in 
Japan) 

・Excavation length: 9,155 m 
・Construction method: EPB shield tunneling method 
・Horizontal alignment: R = 643 m (minimum) 
・Earth covering: 38.3 (at the riverbed of Nogawa River) 

to 55.7 m 
・Longitudinal slope: 0.3 to 1.5% 
・Cross Passage: 5 locations 
・Underground junction: 1 location 

2.2 History of Introduction of Automated 
Overhead Cranes 

A multi-shelf automated warehouse is an example of 
equipment that automatically carries segments in and out. 
Such warehouses are well-proven and technically 
established, but if used in construction work that handles 
large segments such as this project, the following 
problems arise: 

1. The multi-shelf warehouse for large segments 
requires a large frame structure and consequently 
large support piles, which increases the 
construction period and cost. 

2. The large frame structure also reduces the 
advantage of a small footprint of the multi-shelf 
warehouse. 

3. The equipment (a stacker crane) cost is also high 
(about 2.5 times that of an overhead crane) because 
it handles heavy loads. 

An overhead crane can move freely in three 
dimensions and function equivalently to a multi-shelf 
warehouse. Since the overhead crane does not require 
any special structure, it can shorten the construction 
period and reduce the cost, and is highly applicable to 
other similar construction works. Therefore, although it 
was an unprecedented attempt, this project worked on the 
automation of overhead cranes as equipment that can 
automatically carry in and out even large segments 
instead of a multi-shelf automatic warehouse. 

2.3 Segment Overview 
In this project the tunnel is constructed by using 

segments of different materials and widths depending on 
the purpose and conditions at each location. Over 70,000 

segments must be brought in to construct a total of 5,676 
rings over the total tunnel length of 9,155 m (Table 1) 

Table 1. Segment overview 

2.4 Overview of Segment Stockyard 
Figure 2 and 3 show the workflow from carry-in to 

carry-out in the segment stockyard. 
Segments are transported by trailer, and then picked 

up, carried in, and stored in the segment stockyard by the 
overhead cranes. In order to prevent the load from 
collapsing during transportation, the segments are 
stacked in only two tiers. In the stockyard, however, 
segments are stacked in four tiers in principle, and so 
three rows are used for one ring. In the tunnel, since a 
precast RC invert is to be installed when assembling 
segments, it is efficient to also carry in and store RC 
inverts in the segment stockyard and carry one out 
together with segments. Therefore, a RC invert storage 
area is also provided in the segment stockyard. The 
stockyard as a whole can store segments for 10 rings and 
RC inverts for eight rings (Figure 4). 

Segments stored in the segment stockyard are picked 
up by the overhead cranes and placed on a temporary 
receiving pedestal (hereafter, “temporary receiving 
setter”) to be carried out. The segments placed on the 
temporary receiving setter are transferred to a transport 
carriage to be carried into the tunnel. Once the segments 
are carried out of the segment stockyard, their order 
cannot be changed in the tunnel. Therefore the segments 
must be carried out in the order of assembly. 

Table 2 shows the mechanical specifications for the 
overhead crane body. Two overhead cranes are installed 
in order to shorten the cycle time by alternately carrying 
in and out segments, eventually enabling high-speed 
excavation (Figure 5). 
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 Reinforced concrete structure 
 Has high rigidity and excellent 

compression resistance and durability; 
Used for standard sections across the 
entire tunnel 

Number of rings: 4,247 
Number of divisions: 13 pcs/ring 
Weight: Approx. 10 ton/pc 
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 Hybrid structure of steel and concrete 
 Used in areas where high-rise 

buildings causing high loads may be 
constructed 

Number of rings: 628 
Number of divisions: 13 pcs/ring 
Weight: Approx. 11 ton/pc 
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 Box structure made of steel plates 
 Used for lateral connecting galleries 

requiring openings and underground 
widened sections that need to be cut to 
be removed 

Number of rings: 801 
Number of divisions: 13 or 14 pcs/ring 
Weight: Approx. 5 ton/pc 
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Figure 2. Carry-in/out of segments using 

overhead cranes 

Table 2. Mechanical specifications for overhead crane 

     
Figure 4. Plan view of segment stockyard 

 
Figure 5. Vertical section of segment stockyard 

 
Figure 3. Workflow from carry-in to carry-out in segment stockyard (for one ring)

Item Specifications 

Rated values 

Load 40 t 
Hoisting speed 0.172 m/s 
Traverse speed 0.417 m/s 
Travel speed 0.417 m/s 

Wire rope Type B: IWRC 6 × Fi (29)  8 hooks × 20 mm 

Construction 

Span 26.67 m 
Crane girder length 27.17 m 

Lifting height 14.25 m 
Crane girder height 10.345 m 

Motor 
For hoisting 2 × 45 kW 

For traverse motion 2 × 2.2 kW 
For traveling 2 × 5.5 kW 

Drum Hoisting drum PCD φ540 mm 

Sheave 
Hoisting sheave PCD φ558, 400 mm 
Equalizer sheave PCD φ400 mm 
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setter 4 
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setter 6 

Overhead crane No. 1 Overhead crane No. 2 

Carry in and out 
alternately 

RC Invert 

13 pieces for 1 ring 

RC Invert 

Transportation by trailer 
1st 

2nd 

3rd 

4th 

5th 

6th 

7th (RC Inverts) 

Stack on the trailer 

Carry-in and storage 

Invert installation 

Carry-out 

Stacking 

First carry-out 

Second carry-out 

Carried by carriage 

Carried by carriage 

Automated overhead 
crane 

Automated operation Manual operation 

(1) Entry of trailer, 
slinging, and 
pick-up 

(2) Carry-in and 
storage (3) Carry-out 

Temporary 
receiving setter 
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3 Automated Equipment 

3.1 Overview of Automated Cranes 
3.1.1 Scope of automation 

This time, segments are picked up manually from 
trailers. This is because there are various shapes of 
trailers and segments and therefore positioning is 
difficult, and also the segments brought in by trailers 
must be checked for damage, requiring human 
intervention. 

After segments are picked up and moved to the 
storage area, carry-in, inventory management, and carry-
out are performed automatically. 

3.1.2 System Configuration 

Figure 6 shows the system configuration of the 
automated overhead cranes. The system consists of 
overhead crane and segment grabs equipped with various 
sensors and control devices necessary for automation, a 
management system that issues transport instructions, 
and a ground control panel that exchanges signals with 
each piece of equipment. 

Figure 6. Configuration of automated crane system 

3.2 Overhead Crane 
3.2.1 Basic Configuration 

Table 3 lists the sensors mounted on the overhead 
crane body for the purpose of automation, and Figure 7 
shows the layout. 

The position coordinates of the overhead crane were 
measured by using a laser rangefinder for the travel and 
traverse directions, and by using an encoder for the 
hoisting and lowering directions. 

 
 
 
 

Table 3. List of overhead crane sensors 

Intended use Qty. Model Intended use of signals Mounting position 
and specifications 

Hoisting sensor 

Encoder for hoisting 
position detection 2 

MRE- 
G160SP061FKB 
(NSD) 

For hoisting position 
detection 

Mounted on hoisting 
drum 

Normal upper limit 
(for origin 
correction) 

2 PSKU-110CO 
(YE CONTROL) 

For correction of hoisting 
position detection encoder  
For automated operation 
control 

Weight type 

Upper and lower 
hoisting cam limit 
switch 

2 Supplied with hoist   

Emergency upper 
limit 2 Supplied with hoist For master interlock  

Load detector 2 DLS-5033A-1   
Traverse motion sensor 

Laser rangefinder 
for traverse position 
detection 

1 DL100 
(SICK) 

For traverse position 
detection 

Mounted on girder 
With reflector 
mounted on traverse 
grab 
Reflector: 0.5 × 0.5 m 

Traverse limit 2 PIKU-110 
(YE CONTROL) 

Triggers emergency stop 
when open  

Magnetic proximity 
switch for traverse 
position detection 

5 
(3) 

PSMM-R3E1H 
(YE CONTROL) 

For speed monitoring 
before traverse limit and 
trailer area detection 
Triggers emergency stop 
upon detecting abnormal 
speed while open 

Sensor: Mounted on 
girder 
(3 sensors for 
overhead crane No. 2) 

Magnet for 
magnetic proximity 
switch for traverse 
position detection 

1 PSMM-M450T 
(YE CONTROL) 

For speed monitoring 
before traverse limit and 
trailer area detection 
Triggers emergency stop 
upon detecting abnormal 
speed while open 

Magnet: Mounted on 
traverse grab 

Travel sensor 

Laser rangefinder 
for travel position 
detection 

2 DL100 
(SICK) 

For travel position 
detection 

Mounted on girder 
With reflector 
mounted on 
soundproof house 
wall 
Reflector: 1 × 1 m 

Travel limit 1 PIKU-110 
(YE CONTROL) 

Triggers emergency stop 
when open  

Magnetic proximity 
switch for travel 
position detection 

9 
(7) 

PSMM-R3E1H 
(YE CONTROL) 

For speed monitoring 
before travel limit 
Triggers emergency stop 
upon detecting abnormal 
speed while open 

Sensor: Mounted on 
travel girder 
(7 sensors for 
overhead crane No. 2) 

Magnet for 
magnetic proximity 
switch for travel 
position detection 

9 
(7) 

PSMM-M450T 
(YE CONTROL) 

For speed monitoring 
before travel limit 
Triggers emergency stop 
upon detecting abnormal 
speed while open 

Magnet: Mounted on 
soundproof house 
wall 
(7 magnets for 
overhead crane No. 2) 

Others 
Optical space 
transmission device 

1 pair 
(2 units) 

BWF-3EA/B 
(Hokuyo) 

For overhead–ground 
transmission: 1 pair 

Crane-ground 
transmission 

Anti-collision 
detector 1 TCR-30L3 

(Toyo Electric) 
For collision prevention 
between cranes 

Mounted on girder 
With reflector 
mounted on 
counterpart crane 

 
Figure 7. Layout of overhead crane sensors 

Overhead crane No. 1 Overhead crane No. 2 

Multiplex transmission 

Segment grab Segment grab 

Optical space 
transmission 

Optical space 
transmission 

Ground control panel 

Electrical  
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Management system 

Multiplex transmission 

Ethernet

  

  Optical space  
transmission

Soundproof house wall 
  Reflector for traverse 
laser rangefinder

Travel PG 
Traverse laser rangefinder 
  

  Traverse area  
monitoring sensor 

Traverse limit 
Magnet for traverse 
area monitoring sensor 

  Hoisting position  
detection encoder 

Traverse PG 
Hoisting PG 

Emergency upper
hoisting limit 
Load detector 
Normal upper 
hoisting limit 

Travel laser rangefinder 
  

  Reflector for travel 
laser rangefinder

Travel limit 

  Reflector for anti-collision detection 
Mounted on counterpart crane 
  

  Anti-collision detector 
  Upper and Lower 
cam limits 

  Travel area  
monitoring  
sensor 

  Magnet for travel 
area monitoring sensor 
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3.2.2 Positioning Accuracy 

The stopping accuracy of the overhead crane must be 
set to the target value ±50 mm, considering the possibility 
of interference between the segment to be carried into the 
tunnel and other equipment. Since high-precision 
positioning control is required, vector control with PG 
(pulse generator), which can output stable torque even at 
low speeds, is used to control the electric motor (Table 
4). 

Table 4. Specifications for overhead crane motor 

Intended use Qty. Model Output 
(kW) Control method 

Electric 
hoisting motor 2 For hoist 

180Fr 45 
Yaskawa Matrix Converter U1000 80 kVA 
Vector control with PG 
PG: MSK-510-1024 (1024 pulse/rev) 

Electric 
traverse motor 2 CNVM3-6120-

AP-B-21 2.2 
Yaskawa Matrix Converter U1000 8 kVA 
Vector control with PG 
PG: ERN1330 (1024 pulse/rev) 

Electric travel 
motor 2 CNVM8-6165-

AP-B-25 5.5 
Yaskawa Matrix Converter U1000 12 kVA 
Vector control with PG 
PG: ERN1330 (1024 pulse/rev) 

3.2.3 Safety Functions 

The following safety functions are provided so that 
the automated operation of the overhead cranes is 
stopped if the positions of the cranes cannot be measured 
accurately due to failure in the laser rangefinder or 
encoder measuring the positional coordinates of the 
cranes. 

1. Positioning monitoring 
If the deviation between the integrated value of the 
vector control PG and the value measured by the 
laser rangefinder, for the travel and traverse 

directions, or the deviation between the command 
value from the management system and the value 
measured by the encoder, for the hoisting and 
lowering directions, exceeds a certain value during 
positioning, it is regarded as a position detection 
error and the overhead crane is stopped. 

2. Area monitoring 
The area is monitored by magnetic detection sensors 
to prevent the overhead cranes from continuing 
automated operation after deviating from the 
predetermined area. These sensors are installed near 
the boundary between the manual and automated 
operation areas and that between the working areas 
of the two overhead cranes.Figure 8 shows the area 
monitoring plan diagram. 
A magnetic detection switch for monitoring 
deceleration is installed in front of the segment 
storage area at the end of each area. If the overhead 
crane is traveling or traversing faster than the rated 
speed when detected by the sensor, it is judged to be 
abnormal and the crane is stopped. This ensures that 
overhead cranes approaching an area boundary are 
decelerated without fail. 
If the overhead crane continues traveling or 
traversing even after reaching the segment storage 
area at the end of each area, the limit magnetic 
detection switch (or the limit switch for the travel 
and traverse ends) judges it as an overrun and stops 
the crane. The limit magnetic detection switch acts 
as an electric stopper and is set to the position such 
that the overhead crane stops before hitting against 
the mechanical stopper. 

 
Figure 8. Area monitoring plan diagram 
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Mechanical stopper 
* Only at travel and 

traverse ends 

Installed at a distance equivalent to the control range from the 
segment storage area at the end of the area. 
Triggers emergency stop upon detecting an abnormality. 

Limit magnetic detection switch 
Limit switch 
 (for travel and traverse ends only) 

Coasting 
distance 
after 
10% of 
rated 
speed 

Control range *1 
(200 mm) 

Coasting distance after 10% of 
rated speed until stop (6 mm) 

From limit switch to mechanical stopper 
(for ends only) (100 mm) 

Segment storage area 
at area end 

Deceleration (creep) range 

Automated operation area 

Emergency stop 

Coasting distance after 90% of 
rated speed until stop (506 mm) 
Coasting distance from rated speed 
to stop (625 mm) 

Installed at a distance equivalent to the “coasting distance after 
90% of rated speed until stop” from the segment storage area at 
the end of the area. 
Triggers emergency stop upon detecting an abnormality. 

Magnetic detection switch 
for deceleration monitoring 

Normal stop 

100% rated 
speed 

Normal deceleration 
start point 

Travel/traverse 
speed 

*1. Control range: Determined from the coasting distance due to sensor 
errors, control delays, and others while allowing a margin. 

*2. Figures in parentheses are the distance set this time. 
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3.3 Segment Grab 
Transportation of segments using a crane used to be 

performed by manually slinging the segments on a sling 
or the like. This time, a segment grab was newly 
developed as an automated segment slinging device. 

Figure 9 shows the mechanical drawing and Table 5 
lists the mechanical specifications for the segment grab. 
The segment grab is used as a slinging tool by hanging it 
on the hook of the automated overhead crane. However, 
the hook would rotate freely if left as it is, so it is pinched 
with plates to prevent rotation. 

In order to align the center of gravity between the 
segment grab and the segments even for those with 
different widths, the segments are sandwiched by two 
arms in the lateral direction and then placed on the 
grabbing jaws. The grabbing jaws that support segments 
are fitted with rubber plates, and the arms and the 
grabbing detection bar that come into contact with the 
segments are fitted with MC nylon plates (friction 
reducing plates), in order not to damage the segments 
during lifting. Photo 1 shows the segment grab grabbing 
segments. 

 
Figure 9. Segment grab drawing 

Table 5. Mechanical specifications for segment grab 
Item Specifications 

Rated load 33 t 
Opening/closing speed 75 mm/sec × 2 (9.0 m/min) 

Arm opening 520 to 2,020 mm 
Arm length 3,547 mm 
Arm width 1,950 mm 
Jaw length 240 mm 

Own weight 6,800 kg 

Electric 
cylinder 

Power supply 3-phase, 400 V, 50 Hz 
Stroke 750 mm 

Motor capacity 2.2 kW × 2 units × 2 arms 
Rated thrust (per piece) 2,000 kgf 

Accessories 
Thrust detector 
Rotary encoder 
Stroke adjustment LS 

In addition, anti-swing guide pipes are installed on the 
segment grab, which fit into the sheath pipes on the 
overhead crane when the grab is hoisted to the upper limit, 

preventing the load from swinging during traverse 
motion. Although it is necessary to hoist up the grab to 
the upper limit each time before making traverse motion, 
this enables high-speed traverse motion and highly 
accurate positioning. 

Table 6 lists the sensors mounted on the segment grab, 
and Figure 10 shows the layout. 

The grabbing sensors detect that the segments are 
sandwiched by the arms, and the loading sensors detect 
that the segments are engaged with the jaws. Both types 
of sensors work together to detect that the segments are 
securely grabbed. 

The pocket collision and bottom collision detection 
sensors are provided to prevent contact between the 
segment grab and the segment, RC invert or any obstacle 
in the event of an abnormality in positioning or an 
unexpected incident. 

The grab opening detectors are provided to detect the 
cylinder strokes of the left and right arms and are used 
for positioning correction in the traverse direction 
(Figure 11). In particular, when picking up segments 
from a trailer by manual operation, the center cannot be 
aligned precisely between the segment grab and 
segments, causing a difference in the strokes of the left 
and right arms. If the segments are carried in such a state, 
the center of the segments will deviate from the target 
position because the positioning is performed using the 
center of the segment grab as the reference. In order to 
prevent this, the strokes of the left and right arms are 
detected when grabbing the segments, and the traverse 
distance is corrected during positioning by the difference 
between the strokes. 

 
Photo 1. Segment grab grabbing segments 

Table 6. List of segment grab sensors 
Name Qty. Model Intended use of signals Notes 

Electric cylinder 4 
LPTC2000H7.5V
LRIJF-TK 
(Tsubaki E&M) 

For opening/ 
closing the grab 

With thrust detector, 
rotary encoder, and 
stroke adjustment LS 

Hole detection 
photoelectric switch 6 PEY-155C 

(Hokuyo) 
For detecting obstacles when 
opening/closing the grab 

Light 
projector/receiver 

Loading detection 
proximity switch 2 E2E-X3D1 

(Omron) Loading detection  

Grabbing detection 
proximity switch 2 E2E-X10D1 

(Omron) For grabbing detection  

Bottom collision 
detection 
photoelectric switch 

16 PZ-G41N 
(Keyence) 

For detecting obstacles under 
the grab  

Pocket collision 
detection 
photoelectric switch 

16 PD5-1MC 
(Hokuyo) 

For detecting obstacles when 
lowering the grab  

Grabbing device 
control panel 

Rated thrust: 2000 kg 
ST: 750 mm 

Grabbing arm 

2-Grabbing jaw 

2-Grabbing jaw bar 

2-Anti-swing guide pipe 
Segment grab relay 
board (for sensor) 

4-electric cylinder 

2-cylinder 
guard 

131



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

 
Figure 10. Layout of segment grab sensors 

 
Figure 11. Positioning correction in traverse 

direction 

3.4 Picking Up and Attitude Detection of 
Segments 

It is impossible to position the trailer strictly at right 
angles to the overhead crane or load segments exactly 
parallel to the trailer, and consequently, segments are 
angularly misaligned with the segment grab. As the 
segment grab is suspended by wires, it rotates to align 
with the segments upon grabbing the segments, but when 
the grab is hoisted up to the upper limit, the guide pipes 
on the grab fit into the anti-swing sheath pipes, so that the 
angular deviation is corrected (Figure 12). 

3.5 Management System 
The management system consists of a survey system 

and an ordering system. The configuration of the 
management system is shown in Figure 13. 

The survey system plans the allocation of future 
segments based on the survey results of the tunnel 
alignment and the design alignment plan. 

The ordering system orders the factory to ship the 
segments planned to be allocated by the survey system, 
and at the same time, specifies the loading order of the 
segments onto the trailer according to the types of 
segments, and is also able to check whether the segments 
are loaded onto the trailer in the specified order at the 
time of shipment from the factory. 

The automated overhead crane automatically 
determines where to store the segments in the stockyard 
from the information on the segments brought in by 
trailers and that on the inventory in the stockyard. In 
addition, it automatically selects the segments to be 
carried out according to the allocation plan and transports 
them from the stockyard to the temporary receiving setter. 

The color code shown in Figure 14 was adopted as a 
marker to identify each segment and RC invert. A color 
code sticker which identifies the segment type is attached 
to the side of each segment at the factory, and the color 
code is read by the camera on a tablet terminal at the site 
so that the automated overhead crane recognizes the type 
of the segment brought into the stockyard. Unlike 
barcodes and QR codes, multiple color codes can be read 
from a distance at a time, which is ideal for identifying 
stacked large segments such as those in this case. 

 
Figure 12. Angular misalignment correction flow for 

segments 

 
Figure 13. Configuration of management system 
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Figure 14. Color code 

3.6 Safety Measures 
In order to prevent accidents such as people getting 

caught in the overhead crane during automated operation, 
fences are installed at the boundary between the 
automated and manual operation areas. However, to 
allow people to enter the automated operation area for 
maintenance, open/close doors are provided at some 
points of the fences. A lockable open/close detection 
sensor is also mounted on each door in order to prevent 
people from accidentally entering the area during 
automated operation (Figure 15). If any door opens 
during automated operation, the overhead cranes are 
stopped. Furthermore, to ensure safety, people entering 
the automated operation area are obliged to carry the key 
of the open/close detection sensor with them so that the 
automated operation of the cranes cannot be restarted 
until they leave the area.  

 
Figure 15. Layout of fences and doors with 

open/close sensors 

4 Actual Operation Results 

4.1 Productivity Improvement 
4.1.1 Labor saving and reduced dependency on 

personnel 

As a result of the introduction of automated overhead 
cranes, all the segment stockyard operations were 
automated except unloading of segments from the trailer, 
which required only two operators. Before these cranes 
were introduced, it had been assumed that a total of six 
operators would be required, two for each of the two 
overhead cranes and two for the temporary receiving 

setter. Thus, the use of automated overhead cranes 
improved productivity by saving labor. 

This project significantly improved productivity also 
by reducing labor hours due to the reduced thinking time 
required for determining where to store segments and 
identifying the segments to be carried out, and by 
reducing the dependency on personnel so that even 
operators without specialized knowledge or advanced 
skills can perform the operations. 

4.1.2 Reduction of losses due to rework 

If a wrong segment is carried into the tunnel, the 
segment must be replaced, requiring shield excavation to 
be stopped. This would cause various losses, such as the 
stand-by hours of excavation operators and cancellation 
of materials and vehicles. In the case of a large-scale 
construction work like this, the cost incurred would be 
enormous. 

The segment selection function of the automated 
overhead crane has been working without requiring any 
rework until now. 

4.2 Quality Assurance 
While ensuring a positioning accuracy of ±50 mm, 

this project achieved automated transportation, and 
prevented malfunctions by means of various sensors and 
prevented erroneous operation by humans. The system 
has not caused any damage, such as cracking and 
chipping, to segments until now. The project has 
successfully built equipment that can make a significant 
contribution to quality assurance. 

4.3 Improved Safety 
In automated operation, the overhead cranes 

(machine) and segments and RC inverts (load) are 
completely separated from humans, eliminating the risk 
of man-made disasters and contributing to improved 
safety. 

5 Conclusion 
This project introduced automated transportation 

using overhead cranes, which was unprecedented in the 
carry-in/out of segments for shield construction work. 
The system improved the on-site productivity and safety, 
and also contributed to quality assurance. The automated 
overhead crane we developed can handle segments of 
different widths and shapes, and is highly applicable to 
other similar construction works. 

We will continue to work on improving the efficiency 
of construction work on-site in order to address the 
shortage of human resources due to the declining 
birthrate and aging population. 

Manual operation area 
Fences 

Open/close door (lockable and with 
open/close detection sensor) 

Automated 
operation area 
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Abstract – 

Currently, the high demands and needs to 
improve productivity and labor-saving in 
construction industries leads to many automation 
and mechanization. This report aims to address the 
shortage of skilled worker in the future as well as 
improvement of safety, productivity and quality. 
Comprehensive collection and utilization of 
information were carried out and with target to 
eliminate the over reliance of experience worker in 
mountain tunneling, “Automated Angle Control 
System” technology was developed to reduce the 
overbreak of tunnel during excavation. The concept 
of this method is to ensure that the productivity of 
drilling for blasting operation will not be influenced 
by the worker skills. This system was tested in Shin-
Tomei Expressway Takatoriyama west tunnel 
construction project and results confirmed that the 
system successfully minimized the overbreak of 
tunnel during excavation. The authors hope that this 
report will contribute to the improvement of safety 
and productivity. 

 
Keywords – 

automated angle control system; overbreak; 
drilling energy; safety; productivity 

1 Introduction 
Over 40 years have elapsed since the introduction of 

the New Austrian Tunneling Method in Japan; notable 
advancements have been achieved with respect to the 
construction methods. However, reliance of experience 
and instinct of skilled workers still remain because of 
the heterogeneity and uncertainty of the ground 
conditions (bedrock) which is the primary material of 
the tunnel, whereas bridges and framework structures 
use concrete and other materials of consistent quality 
and standards. 

The recent use of machines and automation to boost 
productivity, including reduced labor and improved 
construction methods, is a demand of the times and 
merits active involvement. In addition, the nature of 
public construction projects dictates that projects be 
implemented with greater transparency and objectivity. 

Against this background, this paper strives to collect 
and utilize as much objective information as possible 
with the aim of achieving construction that does not rely 
on experience or instinct, resolving the future shortage 
of skilled laborers, and improving safety, productivity, 
and quality. To meet these objectives, the authors 
developed the automated angle control system as a 
technology for reducing overbreak in mountain tunnels. 

 
 

Figure 1. The geological profile and demonstration test area (outbound lane). 
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The concept of this overbreak reduction technology 
aims at improved productivity unaffected by skilled 
labor in explosive drilling and achieves the designed 
cross-section while allowing accurate formation with 
minimal overbreak. This reduces the occurrence of 
mucks as well as shortens time required for mucking 
and shotcrete. Moreover, it also has the benefit of 
preventing ground from loosening by smoothing the 
excavation surface. Additionally, this technology can be 
used effectively to serve as a safety indicator for 
preventing accidental flaking of the face as it is possible 
to understand its ground morphology by using the 
drilling energy obtained as a byproduct of the drilling 
work required for explosive drilling. 

This paper will report on the results of the 
demonstration tests conducted in the Mt. Takatoriyama 
west tunnel construction project. 

2 Construction Site Details and Geology 
of the Demonstration Test Area 

Takatoriyama Tunnel is a twin-bore tunnel 
comprising two highway lanes, which connect the cities 

of Hadano and Isehara, and has a total length of 3.9 km. 
Its internal cross-sectional area is 80 m2, and the tunnel 
extensions on the western side measure 1,573 and 1,609 
m for the inbound and outbound lanes, respectively, 
with downslopes of 2% being observed in both the lanes. 
The geological profile and demonstration test area are 
presented in Figure 1. The system trials were initiated in 
tuff and tuff breccia (Oyama Formation) that are 
suitable for blasting and proceeded while trying to 
adjust the system functions. Further, 14-m zones of 
STA.46+79.1–STA.46+65.4 is designated as 
demonstration test areas and validated the effectiveness 
of the system. The demonstration test area is primarily 
characterized by distributed weathered tuff, with a 
tunnel face evaluation grade point of 41–44 belonging 
to CII of the ground classification. 

3 Automated Angle Control System 
This system is characterized by its ability to reduce 

overbreak without skilled labor and to prevent face 
accidents by utilizing drilling energy. Figure 2 gives an 
overview of the entire automated angle control system. 

 

 
Figure 2. Overview of the automated angle control system. 
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3.1 Overbreak reduction technology without 
the need for skilled labor 

The authors believe that there are limits for the 
reduction of overbreak even if a computerized drill 
jumbo is used to improve the drilling accuracy based on 
the predefined blast patterns because of the influence of 
the ground heterogeneity and bedrock fissures. The 
results supporting this assumption have been obtained 
from a previous report (1) (2). 

Conventionally, the skills of experienced workers 
are relied on to reduce the overbreak in heterogeneous 
ground. Our system (Figure 2) solves this issue. The 
overbreak reduction mechanisms (steps) can be given as 
follows: 

Step I: A blast pattern is created and displayed it on 
the computerized drill jumbo operating screen (the 
initial blast pattern is set based on the prior experience 
and ground strength). 

Step II: The jumbo operator accurately performs 
face drilling based on the generated blast patterns (at 
this time, the drilling energy is automatically calculated 
and recorded). 

Step III: After charging, blasting, and mucking, 
scaling will be carried out to ensure the safety of the 
tunnel face area is confirmed. Subsequently, a three-
dimensional (3D) onboard scanner is set in front of the 
tunnel face, and the face morphology is scanned 
immediately after the excavation (with a duration of 
approximately 3 min). 

Step IV: The scan result is digitized and examined 
on the spot to confirm the overbreak/underbreak 
amounts (underbreaks are eliminated on the spot). 

Step V: The corrected drilling angle value is 
automatically calculated from the predefined correction 
value derived from the relationship between overbreak 
amount and drilling angle (the corrected value does not 
rely on the ground morphology). 

Step VI: The corrected value is utilized in the blast 
patterns of the next cycle, automatically generating the 
subsequent blast pattern (go to Step II). 

3.2 Technology for preventing face accidents 
by utilizing drilling energy 

As indicated in Step II above, face drilling based on 
the blast patterns also records the drilling energy 
distribution in the depth direction of the drilling 
positions as shown in Figure 3. Figure 4 shows the face 
as seen from the ground. 

The drilling energy distribution map shown in 
Figure 4 is generated by calculating the mean of the 
drilling energy data obtained 0.5m below the face 
surface or deeper and projecting the result of each 
drilled hole onto the face surface. The parts that are 
relatively shallow from the face surface (less than 0.5 m 

 
Figure 3. Face drilling in action 

 

 
Figure 4. Distribution of drilling energy at completion 

of drilling 
 

 
Figure 5. Map streamed to computer jumbo screen 

 

 
Figure 6. Face monitoring personnel monitors the face 
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from the surface) are excluded from the evaluation data 
set because previous blasts and face sprayed concrete 
can obscure the true ground morphology. Figure 4 is 
automatically generated at the completion of face 
drilling. 

A face drilling energy distribution map generated 
such as the one shown in Figure 5 gives an objective 
indication of the ground morphology distributed along 
the face, which is referred to as a face safety index in 
this system, and is used to prevent face accidents. 

When the drilling work has been completed, a 
drilling energy distribution map is generated, after 
which the face safety index is immediately and 
automatically streamed to mobile devices such as 
smartphones and tablets of all tunnel construction 
personnel, including face monitoring personnel, jumbo 
operators, and JV personnel. This allows all personnel 
to continue working with the latest face information. 
Figure 6 shows the face monitoring personnel observing 
the face while checking the face safety index. 

4 Automatic Drilling Angle Control 
System Demonstration Test Results 

The results from the 3D scanning employed in the 
demonstration test area are presented in Figure 7. The 
red and blue colors represent the underbreaks and 
overbreak, respectively, enabling us to understand the 
overbreak and underbreak locations. The maximum and 
mean overbreak based on the obtained scanned data 
organized in a time series are presented in Figure 8. The 
following can be stated based on the results obtained 
from Figures 7 and 8. 

No. 721 can be attributed to explosive drilling from 
the initial blast pattern (set by considering the past 
experience and ground strength), with all the drilling 
angles in the outermost circumference drilled at the 
same angle. The maximum and mean overbreaks were 
67.0 and 30.2 cm, respectively, with an increase in the 
crown area. 

Subsequently, the drilling angle of the outermost 
circumference was individually corrected using the 
results obtained from the overbreak/underbreaks in No. 
721–724. Thus, it can be confirmed that No. 725 
showed the lowest number of underbreaks and the 
overbreak considerably decreased. The maximum and 
mean overbreaks were 21.0 and 6.6 cm, respectively, 
with decreases of approximately 69% and 78%, 
respectively, when compared with the results obtained 
from the initial blast pattern. 

Based on the drilling performance of the entire 
demonstration test section, it can be assumed that by 
operating the system several times, it is possible to 
reduce the effect of excessive overbreak and smooth the 
excavation surface. 

Figure 9 shows the statistical treatment of the 
relation between the corrected drilling angle of the 
outermost circumference among all the drilling results 
in the demonstration test area and the overbreak volume 
generated from that drilling angle. Despite the lack of 
sufficient drilling results for obtaining a definitive 
evaluation, an overbreak value of zero is predicted at a 
drilling angle of 2°–4°. Therefore, planning with a blast 
pattern involving drilling angles of 2°–4° is a logical 
choice for future drilling in a geological terrain similar 
to that of the Takatoriyama Tunnel (i.e., tuff breccia). 

 
 

  
[ Left wall ]                                                          [ Right wall ] 

Figure 7. Measurement results of the 3D scanner used in the demonstration test area 
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5 Summary 
The implementation of the automated drilling angle 

control system in multiple drilling cycles confirmed a 
reduction in the maximum and mean overbreak by 
approximately 69% and 78%, respectively. These values 
are observed to vary based on the ground conditions 
(e.g., ground heterogeneity and influence of rock 
fractures). 

Although the effectiveness of overbreak reduction 
differ based on the ground conditions, this test 
demonstrate that the system can effectively decrease the 
overbreak amount without relying on skilled labor 
forces. 

Based on these results, the authors expect to find the 
most suitable drilling angle and angle correction logic 
by applying this system to the various ground conditions. 

Face drilling energy is used to objectively show the 
ground conditions distribution in the face, which is 
regarded as a “Face Safety Index” in this system and 
used to prevent tunnel face accidents. 

While the authors do not consider this index to be an 
absolute assurance of safety, it has been recognized as a 
means for offering peace of mind by providing tunnel 
work personnel, such as face monitoring personnel and 
workers at the tunnel face, with the most recent ground 
conditions information that cannot be obtained by visual 
observation alone, as soon as the drilling work is 
completed. 
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Figure 8. Overbreak reduction effects (tuff/tuff breccia) 

 
 

 
Figure 9. Relation between the drilling angle and 

overbreak amount (tuff/tuff breccia) 
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Abstract – 

Most of the cities road marking inspection is 
performed manually and considered an ideal 
candidate for automation because it is a labour-
intensive process. We propose a solution based on 
automated quality assessment tool for road marking 
to detect and qualify road marking characteristics. 
Our data inventory and data collection approach 
work on images collected from a camera mounted on 
vehicle or drone. We use an automated procedure to 
choose images suitable for inspection based on road 
marks conditions. From the selected data we segment 
the ground and detect three different parameters; 
road markings conflicts, missing road markings, and 
road marking reflectivity. 

We describe convolutional neural network and 
image classification algorithms that identifies road 
marks conflicts, visibility, missing road markings. We 
also discuss the problem of evaluate the quality of the 
existing road markings, conserve human and 
financial resources that is caused by on-site 
inspections, reduce improper manipulation of road 
marking (human errors), and prompt jobsite 
management to focus on promoting fine 
workmanship of road marking during the execution 
and train the classifier. We present results from the 
prototype that shows the detection of the three trained 
parameters mentioned above. Finally, we show 
results computed using our method over a subset of a 
citywide urban and non-urban road network. 

 
Keywords – 

Road Marking; Road Detection; Automated 
Roads Evaluator; Focal Point Detection 

1 Introduction  
For at least two decades, the development of 

transportation systems has led to the development of 
embedded applications allowing to improve the driving 

comfort and to minimize the risk level of hazardous areas. 
More specifically, the researches in intelligent and 
Advance Driving Assistance Systems have provided a 
great number of devices on many types of automatic 
vehicle guidance and security systems such as obstacle 
detection and tracking [1], road visibility measurement 
[2], pedestrian detection, road departure warn- ing 
systems. However, one of the first embedded system that 
was studied is probably the lane detection system. This 
application is usually based on road marking detection 
algorithms. [3]. This system is also one of the most 
important sources of information in order to build a local 
perception map of an environment surrounding an ego-
vehicle. Indeed, this information provides relative 
vehicle location information to all other perception 
systems (obstacles, road signs, ...) that need to know the 
road and lanes attributes. For this reason, the system must 
be as robust as possible. Moreover, for several year, it 
appears evident the automation of the driving task is 
probably a solution in the reduction of the road injuries. 
But for automated or partially automated driving task, the 
road marking and lane localization are very important 
and provide a critical information. This information 
needs to be really accurate, certain, reliable in order to 
achieve some manoeuvers like lane changes or generate 
safe path planing (co-pilot) [4].  

The research and the study proposed in this paper are 
directly dedicated to this important topic of road 
markings detection and tracking, and lanes estimation for 
automated and/or partially automated driving 
applications. Our objective is to provide an assessment of 
the road surface attributes (road markings attributes, type 
of road marking, number of lane and characteristic of 
lanes). This method is based on use of one or several 
embedded cameras. 

Most of the algorithms are basically based on a three-
step scheme summarized as follows. First, images are 
processed in order to extract road marking features. 
Second, extracted primitives are analyzed in order to 
extract point distributions corresponding to a road 
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marking. And finally, in a third step, extracted and 
validated points are used to extract lane shape. In some 
previous work [5], the first extraction part has been 
studied, tested, and evaluated in order to determine the 
best way to extract road marking primitives. In this paper, 
a double extraction strategy is proposed to achieve the 
discrimination of the points for marking points and non- 
marking points. To guaranty the robustness of our 
approach, we proposed in addition a performance 
evaluation protocol for the first road primitive’s 
extraction stage based on the use of the SiVIC platform, 
which is presented in [6]. This protocol provides an 
accuracy measurement of the clustering and robustness 
relatively to a clustering threshold. 

In this paper, we present several significant 
improvements of the original method proposed by S. S. 
Ieng and D. Gruyer in [7]. The global scheme is the same 
one, but some enhancements have been done in each part. 
For instance, the combination strategy of several 
extractors, the management of the primitives in the 
detection stage, and the lane and markings estimation in 
the lane estimation part has been modified. In addition, 
instead of imposing a very discriminative threshold into 
the extraction part, we propose the use of the intensity of 
the extracted point into both the detection and the 
estimation parts. Lane marking detection, originally 
based on the study of a histogram containing projected 
points, is now made by using the same type of histogram 
but where the projected point is weighted in function of 
their uncertainty. Moreover, the poly-fitting mechanism 
has been replaced by a weighted poly-fitting, for the same 
reason. Higher is the extracted intensity points, more 
strongly weighted are these points in the estimation 
process. To robust our approach and avoid false alarms, 
distribution points which are not satisfying very 
discriminative criteria for peak clustering are submitted 
to a robust weighted poly- fitting. 

2 Literature Review 

2.1 Image Amendment 
Because of the point of view impact, it is troublesome 

and dreary to discover the path of the street just from the 
first front view. To relieve this issue, we utilize 
differentiate viewpoint imaging strategies to make an all-
encompassing perspective in the city. To do this, we have 
to figure the homograph network that maps the picture in 
the essential plane (essential camera pivot) to the vertical 
virtual camera. This transformation to IPM depends on 
the alignment boundaries of the network camera, the 
tallness of the camera over the ground, and the 
perspective of the camera comparative with ground. This 
implies the IPM is good with all camera designs in light 
of the fact that the homograph lattice is evaluated. Take 

these boundaries as indicated by [19] and change them 
separately for each shading channel of the picture. On the 
off chance that the skyline is known, the piece of the 
picture that contains the sky territory doesn't contain any 
valuable data identified with the street sign and is 
evacuated for additional thought.  

2.2 Image Improvement  
We improve feathered creatures eye picture 

differentiate by changing over shading esteems utilizing 
versatile limited complexity histogram evening out 
(CLAHE). This progression is important to evacuate the 
difference in the picture brought about by over the top 
sunlight-based light or. Nonetheless, the improved street 
picture may in any case experience the ill effects of 
extreme plan data, which might be unseemly for 
identifying street signs and may prompt mistaken street 
mark region proposition. To mitigate this issue, we utilize 
a snappy two-dimensional channel with portrayed 
advancements to expel structure data from perception 
while safeguarding edge data. From that point forward, 
we propose to use on-board data to improve street marker 
limits. Such an improvement would improve street 
marker recuperation results for various lighting 
conditions and assurance settled street mark zone 
recommendations at the territory identification stage. 
Along these lines, a top-notch edge map is separated 
utilizing the quickest edge locator proposed by Dollar et 
al. This edge discoverer depends on organized 
backwoods; it works at 60 fps and is impervious to 
different light conditions. In spite of the fact that this 
presents a method of producing material suggestions 
from edges, this calculation doesn't exhibit the precision 
of item recommendations good for our specific reason. 
Therefore, we propose an elective way to deal with 
recommendations of adjoining territories for recognizing 
street markings. 

2.3 Recognizing Regions  
Before we proceed onward to the subtleties of the last 

period of the field recommendation calculation [10], first 
depict a portion of the highlights that are helpful for 
expelling guide zones from the street surface.  
1. Street signs are normally light and, in this manner, 
have a higher incentive than their sides. This expands 
their permeability and the probability that the driver will 
really feel them. Likewise, traffic signs are typically 
geometric and here and there painted in various hues.  
2. Traffic signals are typically neighbourhood inside the 
road with long numbers (which are bigger than the width) 
to make it obvious to the driver in spite of the fast. 
3. Some traffic signs have a lot of signs or text.  

For this situation, all their contacts are near one 
another to guarantee that their mediator will be 
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equivalent to the street checking. Keeping these 
properties in mind helps us to develop a robust road 
marking detection algorithm. 

Our zone helps cut the picture of ROI discovery in 
zones that are acceptable possibility for street signs. 
Traffic scene symbolism, particularly in urban zones, 
includes a ton of things, for example, vehicles, 
individuals, trees, which are not important to us, wiping 
out most zones where street signs are not noticeable. 
Improves framework execution. We depend on the 
distinguishing proof of fascinating territories; street signs 
are in every case splendid around them since they are 
intended to look simple. For this reason, we utilize Fixed 
Additional Areas (MSER) to distinguish territories of 
intrigue that are street markers for our situation. The 
MSER is an associated locale, and the pixels in the 
districts are consistently more splendid or darker than the 
pixels inside the range. There are compelling calculations 
for processing MSER. We identify MSER in precise road 
see pictures. Alongside certain regions of different pieces 
of the scene, practically all zones with street signs were 
found. Be that as it may, these phony disclosures don't 
cause any issues in our calculation as they are detached 
at a later stage. MSER is steady in splendid and 
recognizable changes. In the writing, variable similitude 
of direction is acquired by adding circles to MSER areas, 
changing over curved districts into roundabout districts, 
and finding nearby element vectors. For our situation, in 
any case, rotational shakiness is unfortunate since it 
causes discovery. Street signs on the contrary roadside. 

2.4 Focal Point Detection 
We separate a lot of highlight focuses from the 

districts of intrigue registered as clarified previously. To 
empower constant calculation without the utilization of 
GPUs, we utilize the FAST corner locator proposed by 
Rosten et al [18]. Quick has been accounted for to be 
around multiple times quicker than the Harris corner 
locator, and multiple times quicker than SIFT. 
Repeatability of highlight discovery is accounted for 
better than, and even under the least favourable 
conditions practically identical to, the SIFT key focuses 
indicator. We apply the FAST corner finder on the 
locales of intrigue recognized on the redressed pictures. 

2.5 Highlight Extraction  
Every POI is gravitated toward an illustrative 

descriptor. We figure the histogram of the objective 
expressive (HOG) for every POI. The descriptor of the 
HOG comprises of a quality vector with 128 
measurements, determined utilizing the "best" approach 
at picture scales around explicit scales and POIs. 
Deciding these best scales and bearings is a long count. 
Given the necessary speed, we draw the HOG work 

vector with 3 fixed scales and 1 fixed bearing. For each 
scale, a 128-dimensional trademark is determined for 
every POI. By taking a gander at the included highlights 
at various scales, we get the last 384-dimensional 
element vector for every POI. For every single model 
picture, the arrival on speculation with traffic signals is 
gotten from reality on troublesome ground. Following the 
upgrades, POIs in the ROI named the pictures all things 
considered. From that point onward, the component 
vector is utilized for all POIs. All highlights are put away 
as vector reconciliation model pools and related POIs 
[20]. 

2.6 Solid twofold picture 
The significant data of primary property on how we 

can expel street signs [11]. Since the street signs are more 
brilliant than the territory around them, the top channel 
utilized in it tends to be utilized to feature territories of 
intrigue. The top warmth channel has the state of a 
rectangular progression capacity and channels the closest 
neighbour. Practically speaking, nonetheless, the top 
warmth channel produces inadmissible outcomes when 
seen to some degree because of obscure or outrageous 
light conditions. Furthermore, the channel is delicate to 
reaction boundary settings. 

2.7 Merging of Regions  
The third property gives us bits of knowledge into the 

reconciliation of recommendations in the region. We can 
see that some sign-based street markers have numerous 
associations. While some examination sums up territory 
recommendations by depicting bunch requirements and 
others treat every area exclusively, we propose a superior 
answer for this test. Specifically, we use commotion 
(DBSCAN) with nearby thickness-based bunching of 
uses created by Torr et al. Basically, DBSCN is a 
grouping calculation that makes bunches from high-
thickness models dependent on the local range, where 
searches are performed and the base number of explicit 
focuses in the group less TS. This calculation 
accomplishes the base number of focuses by choosing 
any point in the informational collection and imitating the 
current group from the current bunch point with the minP 
ts limitation. At the point when the calculation leaves the 
focuses to be added to the group, any new point is at long 
last chosen and the procedure is rehashed. Be that as it 
may, the calculation becomes flimsy when the limit 
purposes of neighbouring groups are recognized. The 
depicted places of business this issue and shows the 
exhibition of visual execution contentions for 
information with neighbouring bunches. This makes 
thickness based grouping a powerful acclimation to 
accomplish a lot of locales that have a place together and 
have a place with a similar class. The grouping 
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calculation is applied to the inside directions of the 
considerable number of proposals of the street checking 
zones in the wake of separating the wrong regions. The 
utilization of thickness-based grouping disposes of the 
need to consider every locale separately and combine 
districts utilizing experimentally decided imperatives. 

While path identification has been seriously read for 
a considerable length of time, the recognition of other 
street signs, (for example, representative and finished) 
has pulled in little consideration. To tackle the issue of 
finding street signs, numerous strategies depend on 
starter data about the area of paths. In any case, path 
exactness may antagonistically influence the 
acknowledgment of other street signs. Tao et al. He 
noticed the requirement for autonomous distinguishing 
proof of street signs and proposed an elective calculation 
to recognize and distinguish street signs. This 
methodology influences the recently applied IPM 
procedure to manage point of view impacts. From that 
point forward, numerous ROIs are recovered as MSER. 

 In this way, the FAST component identifier is 
utilized to remove the objects of intrigue, and the 
arranged inclination histogram (HOG) is utilized as a 
handle to make an example for each class. The layout 
picture is then contrasted with each picture in the format, 
and the class mark is doled out by looking at the vectors 
of the test highlights and each picture in the layout. 
Despite the fact that the creators report victory, this 
strategy depends on the precision of an exceptionally 
quick FAST finder and extricating substantial HOG 
capacities is computationally costly. On the other hand, 
[15], Perform low-level preparing to remove ROI from 
IPM pictures to distinguish target street signs. 
Recuperated ROIs are breaking down and distinguished 
dependent on rakish direction and bead size. In spite of 
the fact that this work has yielded good subjective 
outcomes, no quantitative appraisal is justified. Moreover, 
another calculation ought to be liable for recognizing a 
specific sort of street marker, which brings about lower 
adaptability. Correspondingly, it tries to expand the 
unwavering quality of the calculation by separating street 
markers into text and representative street markers. Text-
markers are recognized utilizing the optical character 
acknowledgment calculation, while character-based 
markers are distinguished by extricating the HOG 
highlights ordered utilizing the support vector machine 
(SVM). In any case, a slight improvement in the 
proposed calculation doesn't legitimize the need to 
process street markers independently, prompting 
computational repetition.  

In contrast to physically made assignments, whose 
exhibition relies upon their planned reason, classifiers 
have demonstrated their dependability for some PC 
vision applications dependent on fake neural system 
extraction (ANN) devices and AI. Various works have 

endeavoured to utilize neural systems to improve the 
discovery and recognizable proof of street markers. For 
instance, [17] the creators propose to utilize the 
coordinating edge in the IPM picture to discover likely 
contender to submit to a prepared neural grouping. 

 This strategy shows great quality against various 
states of light, climate and street surface. This is the 
primary method to utilize completely associated neural 
systems to perceive street signs. Rather than completely 
associated neural systems, virtual neural systems (CNN) 
have performed better in characterization results because 
of their capacity to remove increasingly powerful 
portrayal highlights. Be that as it may, with current 
ExxonMobil or VGGNET models, such a profound CNN 
as a rule requires a great deal of preparing information 
and is regularly executed on costly GPUs, permitting the 
vehicle circuit but there is more weight. Following this 
rationale, Chen and so on. Proposed a calculation that 
utilizes the Being Object Detector to give proposals to 
various potential areas with similitudes to the district's 
images. These up-and-comer territories are additionally 
grouped by the PCA Network (PCENT). PCN8 is a sort 
of profound learning system that utilizes PCA channel 
bank as opposed to confounding layers like CNN. As a 
rule, PCANet is a lightweight rendition of CNN that is 
basically basic and has demonstrated to be a compelling 
technique for picture arrangement. The impediment of 
the proposed approach is that a fixed number of BNB 
lines (30 offensive up-and-comers) are drawn per outline, 
which frequently prompts computational repetition, as 
the quantity of street signs from the survey perspective 
never increments. Doesn't reach such huge numbers of 
locales. 

Another disadvantage is that the street markings are 
not set accurately and regularly the determined bouncing 
box contains other disconnected articles. Simultaneously 
as our work, Hyeon et al. We have built up an elective 
framework for perceiving and perceiving street markings. 
This technique varies from multiple points of view. 
Extraction of associated sets is finished utilizing 
Gaussian diff rather than MSER. Locale put together 
gathering is accomplished based with respect to curved 
conditions while depending on thickness-based gathering. 
Arbitrary woodland is utilized for characterization 
errands. Rather, utilize further developed AI strategies. 
Likewise, this paper groups perceived regions into image 
based or text-based street markings, however the client 
needs to accomplish more acknowledgment. This 
technique, then again, treats all street markings similarly 
and perceives an unmistakable class of all street markings 
presented. Intrigued per users are urged to think about 
this synchronous work too. To beat the previously 
mentioned downsides of the current techniques, we 
propose a calculation that gives superior on complex 
datasets. Our commitment comprises of three sections. 
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We give a framework that dependably recognizes street 
markings in pictures. Wireframes process a few pictures 
in equal without expanding the calculation time. This 
commitment guarantees that street markings are 
distinguished under various lighting conditions and uses 
thickness-based bunching to amass street markings. 
These disposes of the need to process character and text 
territories independently and utilizes AI procedures to 
perceive street markings. Notwithstanding PCANet, it 
proposes a little CNN and gives an iterative answer for 
improve and keep up the steadiest districts. 

2.8 Runtime Template Corresponding 
We presently go to the execution coordinating 

calculation that improves the score. The means recorded 
in the past areas. Amendment, MSER check, sharp edge 
location and HOG-explicit computations are performed 
on each test symbol. The test pictures are uncovered 
based on POI after indication discovery. In the road see 
picture, there might be a wide range of traffic signs. 
What's more, one sort of image can show up in numerous 
spots in a picture. In this way, each example may have 
more than one comparing patch in the test picture. 
Moreover, P.O.I. The identifier doesn't have a 
redundancy of 100 reiterations, subsequently, a portion 
of the POI tests found in the test picture don't show up in 
the example, etc. Accordingly, the test picture for the 
most part has a similar POI substrate as the POI substrate 
in the example. There are two stages in our calculation to 
ascertain this comparability. In the first place, we acquire 
a positive POI coordinate dependent on their component 
vector, and second, we improve the outcome utilizing an 
auxiliary coordinating calculation that coordinates the 2D 
geometry of the POI in the street sign [3]. 

3 Research Methodology  
Our aim of this research is to develop an automated 

road marking detector based on multi-deep learning 
algorithms to detect and qualify the road marking 
conditions in which is evaluated the best selected road 
marking that fulfil the future autonomous vehicles needs 
and requirements, by utilizing deep learning algorithms. 
Using convolutional neural network and image 
classification technologies, the proposed prototype 
system first receives digital images of finished road 
marking surface and do the images processing and 
analysing to capture the road marking characteristics. 

Those characteristics are then evaluated to determine 
the quality level of road marking conditions. System will 
be trained by multi-real cases as well as demonstrated 
through three real cases to show how it works. In the end, 
a test comparing the assessment results between the 
proposed system and expert inspection will be conducted 
to enhance the accountability and accuracy of the 

proposed mechanism. 
Our system consists of training and testing phases. 

The input to the training phase is a set of images with 
ground truth masks and labels of the road markings as 
shown in Figure 1.  
 

   
Figure 1. Template Images 

 
We will call these training images as template images 

henceforth since these are used as templates for the road 
marking detection. 

For each template image, we first perform 
rectification to compensate the lens and perspective  

distortions. Within the regions of interest containing 
the road markings, a set of points of interest (POI) are 
detected, for which we use FAST corner detectors [15]. 
A Histogram of Oriented Gradients (HOG) [16] feature 
vector is extracted for each POI and the template set is 
built using the locations and the feature vectors of the 
POIs extracted from all template images for the particular 
type of road marking. 

During runtime, the same steps are repeated for each 
frame of the testing video, captured pictures and a set of 
POIs and their feature vectors are extracted, except that 
the regions of interest are detected automatically. 
Subsequently, we find multiple matching candidates for 
each POI in each template image. Lastly, a 
convolutional neural network and image 
classification algorithms are employed to test if a 
subset of the matched POI pairs forms a road marking the 
same as the ones in the template images. 

3.1 Image Rectifications 
The camera we use is mounted on a rooftop rack and 

focuses to the front of the vehicle. Because of this low 
perspective, there is a huge point of view contortion with 
separation. We correct the picture utilizing a reverse 
point of view change that altogether diminishes this 
mutilation. Converse viewpoint changes have likewise 
been utilized widely in past work on street stamping 
identification [16], [4]. The reverse point of view change 
is a lattice which just relies upon the camera adjustment, 
the tallness of the camera over the ground, and the review 
edge of the camera θ regarding the ground Figure 2. 
Applying the lattice changes an information picture to a 
feathered creatures eye see. A case of such a fowl’s eye 
see is appeared in Figure 3. Note that the change 
boundaries are adjusted beforehand accepting the ground 
is level, as opposed to aligned in real-time. Subsequently 
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the paths might be not ideal equal in the winged animals 
eye see when the vehicle is on slopes or has pitch and 
move developments. Acquiring the flying creatures eye 
see permits us to legitimately figure the slope on this 
picture to get the HOG descriptors. Without the winged 
creatures eye see, we would have been compelled to 
utilize an anisotropic angle administrator to represent the 
point of view twisting. 
 

 
Figure 2. The setting of Cameras 

 

 
Figure 3. Image Detection multi views 

3.2 Region of Interest Detection  
Our region of interest (ROI) detector helps prune the 

image to portions which are good candidates for being 
road markings. Since a traffic scene image, especially in 
urban areas, will contain many objects such as vehicles, 
people, trees etc., which are not of interest to us, 
removing most of these areas where road signs are not 
likely to occur improves the efficiency of our system 
considerably. 

We base our recognition of interesting regions on the 
perception that street signs are consistently more brilliant 
than their prompt environmental factors since they are 
intended to be seen without any problem. To this end, we 
utilize Maximally Stable Extremal Regions (MSERs) [17] 
to identify locales of intrigue, which are putative street 
markings for our situation. A MSER is associated district 
that is extremal as in the pixels inside the locales are 
consistently more splendid or darker than the pixels on 
the limit. Proficient calculations for processing MSERs 
exist. We recognize MSERs on the redressed street scene 
pictures. 

MSERs are steady across brightening and perspective 
changes. In the writing, perspective invariant 

coordinating is accomplished by fitting circles to the 
MSER areas, changing the oval districts to roundabout 
locales, and extricating nearby component vectors [15]. 
Be that as it may, for our situation, the subsequent 
revolution invariance is bothersome as it would prompt 
discovery of street markings in the contrary roadside too. 
A model is appeared in Figure 4, where there is a left go 
sign in the contrary path. Subsequently, we don't change 
the MSERs into circular districts. 

3.3 Runtime template matching  
We currently continue to the runtime coordinating 

calculations that perceive the street markings. The means 
referenced in the past areas viz. correction, MSER 
identification, Quick corner discovery, and Hoard 
descriptor calculation are performed on each test picture. 
The signs in the testing pictures are then recognized and 
distinguished dependent on the POIs. 

In a street scene picture, there might be numerous 
diverse street signs. Additionally, a solitary sort of street 
stamping may show up at different areas in a picture. In 
this way, every layout may have numerous coordinated 
fixes in a test picture. Furthermore, since the POI 
identifier doesn't have 100% repeatability, a portion of 
the POIs distinguished in the test picture may not be 
recognized in the layout picture and the other way around. 
Subsequently, there is generally a subset of POIs in the 
test picture that coordinate a subset of the POIs in the 
layout. Our calculation to process this coordinating 
comprises of two stages. Initially, we find putative 
coordinating sets of POIs dependent on their element 
vectors, and second, we refine the outcome through an 
auxiliary coordinating calculation that coordinates the 2D 
geometry of the POIs inside the street checking.  

4 Dataset  
To the best of our knowledge, currently there is no 

dataset that is designed for evaluating the performance of 
road marking detection and recognition. Hence, we 
collected our data using a mounted camera on a rack of a 
vehicle or drone and facing forwards. The vehicle was 
driven on urban and non-urban roads in Dubai and 
Sharjah Emirates, UAE under various road conditions. 
We manually annotated a subset of the road markings 
appearing in the captured images. We hope that this 
extensive dataset will provide a fruitful benchmark for 
other researchers working on this problem. An example 
of an annotated template image is shown in Figure 4. 
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Figure 4. Annotated template  

5 Experiments & Findings 
We tested our algorithm on the dataset described 

above. Our algorithm uses OpenMP for parallelization in 
the feature extraction stage. A value of 1.3 was used for 
the α threshold from (1), while the value for the β 
parameter from Section IV-B was set to 0.01. 
 

    

    

    
Figure 5. Detection Segments   

Fig. 5 Unqualified Detected Segments left side the 
wrong road marking and right side the template images 

Our system currently depends on two manually 
selected threshold values, the α parameter of (1) and the 
β parameter of section IV-B. It is future work to 
automatically select these parameter values and adapt 
them online for different test conditions. We currently 
observe that the values used in our experiments presented 
above are applicable in a wide range of scenarios 
including large variations in road marking conditions. 

Our system works robustly for complex road 
markings, but the false positive rate is higher for simpler 
markings such as forward arrows. Finding a tighter cost 
function that alleviates this problem is part of future 
work. 

In our experiment, we select several images as the 
templates, which contain different types of road markings 
including pedestrians’ crosswalks, intersections, and 
roundabouts. Our algorithm achieves a true positive rate 
of 90.1% and a false positive rate of 0.9%, indicating that 
false positive detections occur only very rarely. We 
found that our algorithm could also detect and recognize 
road markings clarity in case of sand dunes / snow 
accumulation.  

In our system, we trace and obtain several segments 
that contains unqualified road markings as shown in 
figure 5. 
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Abstract –
An on-site construction progress monitoring and 

presentation system is herein developed that overlays 
the virtual building information model (BIM) onto 
the real-time scene of the construction site using 
augmented reality (AR). The system utilizes the novel 
AR technology of simultaneous localization and 
mapping (SLAM), which is a real-time positioning 
technology based on visual-inertial odometry and 
point cloud map construction. Based on the scanned 
3D environment point cloud and the adopted plane 
detection method, the indoor positioning is first 
initialized by attaching a virtual BIM component, 
which is set up on the centerline for alignment, to the 
corresponding real component at the actual site 
environment. Then, according to the completion 
surface of the actual object, the parameters of the 
position offset are kept adjusted at different 
construction stages, so the model can remain in 
position with the current scene. In this manner, the 
3D BIM will be superimposed and displayed on the 
real-time view of the site based on the device’s 
understanding of the environment through the 
recorded point cloud map using SLAM. In addition, 
the system also provides application modules for 
monitoring the project progress on-site. The on-site 
engineer can perform data collection through the 
designed system by interacting with virtual objects, 
with visual feedback provided for monitoring 
progress and evaluating project performance. To 
monitor the progress of a construction project on-site 
in real time, a method is proposed to quickly update 
the SLAM-based indoor positioning for adapting to a 
changeable construction environment. This 
compensates for the lack of visualization in the 
current construction management methods. 

Keywords –
    Augmented reality; Simultaneous localization and
mapping; BIM; Construction progress management

1 Introduction 
Augmented reality (AR) has many applications in the 

field of civil engineering, where the aim is to calculate 
the user's orientation and position to superimpose virtual 
objects and information onto the real world through a 
display device, thereby providing the user with the 
corresponding 3D model information and spatial details 
of the project site. The augmented reality positioning 
mode differs according to the location and use, in 
addition to variations in the resulting usage restrictions. 

In the life cycle of construction projects, as building 
information modeling (BIM) is gradually maturing and 
being promoted, the combination of AR and BIM can be 
used to display increasing amounts of building 
information. Through visualization technology, the use 
of traditional 2D drawings has been traded for a more 
intuitive 3D model, and by combining the model with the 
actual scene to aid in decision-making, the design, 
materials, and configuration can be checked whether they 
are congruent with the designer’s concept. If there are 
issues with the construction, immediate modifications 
can be made, thereby greatly reducing the errors during 
design, and reducing the cost and time of retrofitting after 
construction completion. While some previous studies 
have attempted to apply AR to the field of architectural 
engineering [1-3], the applications have been mostly 
limited to outdoor construction sites or existing 
construction sites. 

Furthermore, in the project life cycle, the construction 
stage is where most changes occur and is the stage most 
prone to errors, with immediate corrections being 
challenging. Once the procedures have errors, the 
domino effect caused by errors will cause significant 
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delays and cost increases. Therefore, the accuracy of 
message transmission of relevant construction operations, 
flow processes, and information between various 
construction units appears to be particularly important. A 
closer look at the construction on-site environment can 
reveal several characteristics such as a “harsh 
environment”, “many on-site stacking objects and 
construction equipment”, “huge and rapid changing 
construction environment”, “difficulty in equipment 
setup, update, and maintenance” and “uncertainty in 
environment situation”. As a result, the positioning of an 
AR system on a construction on-site becomes a major 
challenge. For many of the technologies used in 
augmented reality such as GPS, marker indoor 
positioning, Bluetooth, Wi-Fi, and RFID, the use of some 
external sensor devices to initialize the AR system is 
required. Additionally, apart from inadequacies in 
efficiency and accuracy as well as a higher cost, for the 
rapid vicissitude of the construction environment, there 
is a need to set up a device such as a Bluetooth device for 
positioning, along with installation difficulties and the 
time-consuming and complex maintenance and updating. 
In traditional construction management, for progress 
tracking and checking the construction tasks, there is a 
need to manually collect data, illustrations, and other 
information from all construction units, which, can be a 
quite time-consuming and labor-intensive operation. 
Presentations through text and data do not provide 
adequate visualization for the on-site personnel. There is 
not enough specific intuition. It is not easy to 
immediately present the work tasks in progress within the 
local space, and for professionals from different 
backgrounds, further errors may result in message 
uploading[4]. Even with the assistance of 3D simulation 
in BIM, the construction personnel still have to rely on 
their spatial reasoning and map out the illustrations or 3D 
models to the physical space, and thus, real-time 
discussions cannot be made timely on-site, thereby 
further affecting the time and cost. Meža [5] used AR for 
the visualization of the preliminary design and the 
monitoring of the construction on-site, and when 
compared with other applications, AR was found to 
effectively and drastically improve the intelligibility of 
information. 

This study attempts to apply an existing AR 
framework and propose a set of construction 
management systems based on AR and BIM that are 
suitable for the construction stage. Through the visual 
tracking of simultaneous localization and mapping 
(SLAM) and AR system initialization based on dynamic 
reference benchmarks in response to the rapid changes 
and uncertainties of the construction environment, when 
the construction environment changes drastically, the 
BIM model is quickly fitted and positioned to improve 
the updating efficiency. In combination with construction 

management, interaction with the BIM model is 
conducted through AR for comparing the pre-planned 
construction progress with the actual progress on-site as 
reported by on-site personnel, as well as providing 
assistance in checking construction tasks. As compared 
with traditional construction management, visualization 
technology can be used to enable on-site personnel to 
view progress more intuitively and accurately, and to 
look for possible problems or risks in advance. 

2 Objective 
A “construction progress integrated management 

system based on augmented reality technology” is herein 
created with the aim to integrate the ARKit augmented 
reality framework as developed by Apple Inc., BIM, and 
construction management concepts, and present them on 
the site at the construction stage. Apart from the 
electronic construction management data collection and 
incorporating progress calculation functions into the 
system framework, this study proposes a model 
positioning and fitting system framework that is suitable 
for an indoor construction site through existing AR tools. 
The target application is under construction project sites. 

For the model positioning and fitting operation flow 
process, first, due to the unpredictable on-site 
environment and the characteristics of environmental 
changes at the construction stage, the on-site 
configuration cannot be accurately predicted and no fixed 
object can be used as a positioning reference point. Thus, 
the pre-setting of a reference point is challenging and it 
is necessary to set a dynamic reference plane when 
positioning the BIM model, whereby the plane is used as 
the basis for initializing the model positioning. This 
reference plane can be dynamically determined 
according to the instantaneous configuration of the on-
site environment and the offset position can be measured 
using the setting position in the original model. Then, the 
visual-inertial odometry (VIO) technology in ARKit is 
used to perform the positioning and feature point 
mapping of the AR system initialization in an uncertain 
space environment, and to create fitting-assisted 
reference components through existing structures or 
objects on-site during the mapping process. In this 
process, the reference components are used as fitting 
corrections for the 3D model when drifting is generated 
when a device is moved. Finally, the plane detection 
technology is used to pre-set the corresponding position 
of the initial dynamic reference plane in the BIM model 
onto the actual site. By entering the position parameters 
in advance, the AR system initialization is completed as 
the 3D model is fitted onto a relative spatial position. The 
operation preprocessing flow process for the 
initialization is shown in Figure 1. Through this process, 
quick dynamic positioning and fitting of the model can 
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be achieved. Subsequently, the model repositioning and 
fitting can be carried out according to the recorded 
feature point maps in response to the changing 
construction environment, thereby improving the 
efficiency of system initialization and achieving a 
marker-less indoor positioning. The actual operating 
process is shown in Figure 2. 

 

Figure 1. The pre-setting process of the proposed 
system. 

 

Figure 2. The operating process of the proposed 
system. 

Finally, the BIM model and the construction schedule 
are integrated to achieve a mechanism for automatic 
collection of construction task data, daily management 
operations, information transfer, progress information 
visualization, and feedback. The mechanism further 
improves the project AR management framework that is 
lacking in relevant literature for traditional construction 
management. 

The construction progress integration management 
system using AR will take the construction of a 

reinforced concrete (RC) as an example. Main 
construction operation tasks are divided into lofting, steel 
bar binding, formwork assembly, grouting, and concrete 
curing. To verify the proposed system, the positioning is 
subjected to a verification test on an actual site to monitor 
whether the BIM models can be efficiently fit to the site 
and are not affected by the work surface at various 
construction stages, and whether the system positioning 
accuracy is sufficient to meet the site requirements. 
Moreover, through the system display and comparison 
with the traditional construction management 
methodology, the proposed system is demonstrated to 
integrate planning and actual site information, and 
display this data on an AR device. The progress summary 
information is displayed using different colors 
corresponding to construction status, and it is verified 
that the user can perform queries and comparisons on 
construction task progress with the use of virtual reality 
as well as efficiently check construction tasks. 

3 System Requirements and Mechanisms 
To achieve these objectives, the functional 

requirements of the system are investigated, with 
Unity3D and ARKit frameworks used as the system 
development platforms. These analysis functions include 
the AR indoor positioning process based on SLAM visual 
inertia, system pre-position operation test, reference 
plane design and deployment rules, preprocessing of the 
BIM model, and the BIM model component information 
and progress information storage framework. The 
following subsections focus on introducing the 
functional analysis and proposed system methodology. 

3.1 BIM model preprocessing 
To achieve the “construction progress integration 

management system based on augmented reality 
technology” as mentioned in the aim of this study, the 
proposed system needs to establish a BIM model using 
2D illustrations. Analyzing the project scale, 
characteristics, management organization, management 
method, and work breakdown structure diagram of the 
RC structure, the scope when operating the system will 
provide visual feedback to users based on the floor level. 
To reduce the burdens on the display and storage space 
of the device, the pre-position processing of the BIM 
model segments the 3D model into floors, and stores 
them on the server for users to download. The primary 
pre-setting process is shown in Figure 3. 
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Figure 3. Pre-setting process of the BIM model. 

3.2 Augmented reality indoor positioning 
The ARKit framework is used as a development tool 

in iOS. ARKit is a framework based on SLAM combined 
with an inertial measurement unit (IMU). SLAM refers 
to a camera device equipped with a lens determining its 
own position and stance (sensors) by repeatedly 
observing environmental feature points (e.g., ground 
surface, walls, columns, etc.) during a movement process, 
starting from an unknown location in an unknown 
environment, and then calculating the feature point 
coordinate data intercepted from the image by its own 
position and stance to construct the feature point map, 
thereby achieving the self-positioning and mapping. 

3.2.1 ARKit framework 

SLAM has mostly resolved the two problems of 
positioning and mapping. “Positioning” refers to the 
device location as self-estimated in its environment at 
that moment, while “mapping” (a.k.a. feature points or a 
point cloud map) refers to the model of the identified 
local environment, i.e. the environmental map with 
incremental feature points as found through continuous 
movement and repeated observation of environmental 
features using positioning. The visual SLAM processing 
procedure is divided into five steps: (1) camera 
information image sequence acquisition and access, (2) 
visual-inertial odometry (VIO), (3) calculation 
optimization of device position and stance, (4) closed-
loop detection of repeated observations, and (5) feature 
point mapping. In the ARKit, stance estimation of the 
IMU has been added into the second step of SLAM to 
measure the acceleration and angular velocity of the 
device, and through Kalman filtering the most accurate 
position of the device is obtained. Through a combination 
of the camera and inertial sensor, the estimation errors 
are lowered to increase the positioning accuracy. In the 
framework of ARKit, feature points captured by each 
image will be stored as anchors attributes, indicating that 
there is an anchor list for tracked positions or objects as 
detected on the map., If images that are being taken are 
repeatedly identified, the device location can be 

repositioned. 

3.2.2 Plane detection 

As mentioned above, many feature points can be 
extracted from the camera images to develop a tracking 
and positioning feature point map. Under this framework, 
these feature points not only can be used for estimating 
the device position, any three extracted points can form a 
plane, and then these triangular planes is subjected to 
processing through an algorithm and several plane 
optimizations. Finally, a sufficient number of planes can 
be used to estimate the real physical plane. Through the 
estimated plane, model components can be placed at the 
captured anchor position through interaction with the AR 
system. 

3.2.3 Analysis of feature point mapping 

Based on the abovementioned positioning theory of 
SLAM under the ARKit framework, an analysis is 
conducted on the construction and operation behavior of 
the feature point mapping, and the results of a test of 
using the device movement rate for positioning and 
mapping, as well as using the measurement mode on the 
construction site, are presented as shown in Figure 4 and 
Figure 5. 

Figure 4. Actual environment. 

Figure 5. Schematic top-view. 

From multiple test results, the movement rate and 3D 
error with a varying number of intercepted feature points 
was obtained (Figure 6). Under the same movement 
range, it can be found that there are more feature points 
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intercepted at a slower movement rate, and the accuracy 
in positioning and mapping is also relatively higher. For 
the variance in errors with the number of feature points 
found via interception corresponding to the fitted model, 
it can be found that the errors generated at movement 
rates less than 0.5 m/s gradually converge to 
approximately 1% of the overall movement distance. 
Therefore, when the camera intercepts the feature points, 
blurring will increase in the camera due to the high-speed 
movement, which will cause errors in positioning and 
mapping. At slow movement speeds (approximately 0.5 
m/s), the generated errors begin to converge, and the 
resulting error falls to around 1% of the movement 
distance. Errors in a very harsh environment can almost 
be on the order of inches [6]. 

Figure 6. Movement (top) and 3D error (bottom) 
with number of feature points. 

3.3 BIM model fitting mechanism 
The model fitting mechanism is mainly to align one 

of the BIM model components with the corresponding 
real object for placement, and then to use the relative 
relationship between a single component of the BIM 
model and the entire model to fit the entire model on the 
map of feature points, thereby superimposing the model 
on the site. However, due to the unpredictable 
construction environment and characteristics such as 
environmental changes at the construction stage, the on-
site configuration cannot be predicted and no fixed 
objects on the site can be used as positioning reference 

points for the feature point map. Therefore, a dynamic 
reference plane is required as a reference point for 
position initialization. This reference plane can be 
dynamically configured according to the configuration of 
the site environment at the time of initialization. When 
configuring the reference plane, the positional distance 
difference ∆𝑹 from the reference plane in the BIM model 
is measured via centering and leveling operations, as 
shown in Figure 7. Finally, the offset data is recorded in 
the database. When fitting the model, the model file is 
first downloaded from the server according to the 
selected plane position and stage. Then, the system will 
first read the coordinate 𝑷 and angle 𝑸 of the previously 
loaded model. Next, the selected virtual reference plane 
is aligned and placed on the actual reference plane; 
during the placement, angles 𝑷‘ and 𝑸‘ (see Equation (1)) 
are obtained. Finally, the angle rotations of ∆𝑸  (see 
Equation (2)) and the model position movement distance 
of ∆P for the reference plane offset of ∆𝑹 will be first 
calculated and then uploaded together to the server as the 
basis for the model fitting (see Equation (3)). 

Figure 7. BIM model reference (left) and actual 
environment (right). 

𝑄‘ [𝑥’ 𝑦‘    𝑧’ 𝑤‘] = ∆𝑄 × 𝑄[𝑥 𝑦    𝑧 𝑤] (1) 

∆𝑄 = 𝑄 × 𝑄′−1 (2) 

∆𝑃 = |𝑃 − 𝑃′| + ∆𝑅  (3) 

3.4 Integrating BIM model data and progress 
schedule data 

During the construction project, due to the influence 
of different factors, each in progress construction task 
can either be ahead of schedule, behind schedule, or on 
schedule, further affecting the start of relevant 
subsequent tasks. As a result, the actual construction 
operations will change from the initial construction plan. 
Essentially, construction management and control are 
based on contracts that use the project schedule as a 
foundation, while for the proposed system, the user 
continuously updates the actual progress of work tasks on 
the BIM model via the AR system, as the BIM model 
components in the system framework are associated with 
their corresponding work tasks. Given that a user 
continuously interacts with the model to enter the actual 
construction progress to dynamically update the schedule, 
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this dynamic update is based on the successive 
relationship of construction operation tasks. The overall 
schedule obtained is thus a real-time prediction of the 
overall construction length based on actual project 
progress. Estimations for subsequent tasks can be based 
on this dynamic scheduling and in the same manner, 
engineering performance evaluations can be 
implemented based on planning and actual on-site 
scheduling; early deployment and improvement can be 
made on subsequent implementation of the same 
standard layer using AR feedback for the actual situations 
that have happened on the site. The operating mechanism 
of the real-time dynamic update for the construction 
schedule is shown in Figure 8. 

Figure 8. Operating mechanism of the real-time 
dynamic update for the construction schedule. 

4 Application Scenarios 
Based on the prototype system developed, four types 

of application modes that meet the practical requirements 
are proposed for integrating the virtual and real 
environments: (1) interface conflict and positional views, 
(2) component data presentation and task checklist, (3)
construction progress presentation and progress
comparison, and (4) presentation of affected construction
tasks and construction simulation. These modes are
applicable for the construction life cycle and acceptance
and review stages, with the mode adjustable depending
on the degree of detail in the BIM model and operation
requirements. It is not necessary that one type of mode
can only support operation in one stage. Below is a
detailed display and description of these four modes
following the characteristic classification of system
operations.

4.1 Interface conflict and positional views 
The first application mode is used for presentation 

before the construction of the structure begins. 
Surrounding a construction site, there are mostly existing 
buildings or structures such as adjacent houses, slopes, 
roads, and other structures. The aim of this application 
mode is to alleviate the ecological impact from the 
project site and to investigate countermeasures by 
viewing possible affected location (e.g. surrounding 
adjacent houses, slopes, channels, and other existing 

structures) before the construction starts, as well as 
confirming the construction disturbance range (e.g. 
construction access roads, earthwork, and material 
stacking areas, etc.) to determine the project 
configuration and for moving line planning. For the case 
study introduced in the present study, it can be clearly 
seen that there are slopes and existing channels 
surrounding the future water collecting well, as shown in 
Figure 9. Through the repetitive detection of the AR, the 
relative height of the water collecting well with actual 
possible affected location can be more clearly seen to 
discover problems in advance. The evaluation via 
repetitive detections determines whether the original 
design or construction plan needs to be further adjusted. 
During construction, this application mode can assist in 
confirming whether the depth after excavation is 
sufficient, as shown in Figure 10, and at the construction 
stage for the structure, this application can also assist in 
confirming the location of completed components on the 
site, as shown in Figure 11 for reference. 

Figure 9. The elevation of the water collecting 
well and possible a location. 

Figure 10. Excavation depth confirmation on the 
construction site. 
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Figure 11. Indoor location assistance for the RC 
structure construction. 

4.2 Component data presentation and 
checking form 

The second mode is to tap and interact with the model 
after it is superimposed to present relevant information 
for the selected component. Apart from the attribute 
parameters and associated construction progress item 
information, the main presentation content also can have 
various attached documents according to the component 
type or usage requirements. Due to the association 
between components and progress, a user can therefore 
mark the completion of a system component directly as a 
unit for a construction task and be provided the 
construction progress. The information on the progress of 
components that can be provided to the user based on the 
ARKit real-time positioning when the system is 
operating at the construction stage is given below. The 
application procedure as follows: 
1. When a project enters the construction stage, the user

enters the location where a task is to be completed
and then checks the task when completed to ensure
the quality of project work.

2. The user moves toward the component to be checked
after the completion of system positioning.

3. Attributes and progress information for the
component can be obtained by tapping the
component on the device screen.

4. When the quality audit confirms that there are no
errors, the task for that component will be marked as
complete and updated. At this point of time,
following the date of checking, the progress for that
will be determined as either ahead, on , or behind
schedule. The system will update the dynamic
progress schedule for subsequent associated work
tasks according to the date of checking, so that the
user can estimate future progress, as shown in Figure
12.

Figure 12. Component information query and task 
checklist. 

4.3 Construction progress presentation and 
progress comparison 

The third mode is to superimpose the actual objects 
with the virtual objects and view the current construction 
progress overview based on the schedule, where yellow, 
green, and red indicate in progress, complete, and 
delayed, respectively, as shown in Figure 13 (left). 
Moreover, this mode compares progress with the 
planning schedule and the actual checking date. It 
presents whether each work task in the past is ahead of 
schedule (green), on (yellow), or behind schedule (red), 
as shown in Figure 13 (right). On site, a user can carry 
out the presentation and review whether there are 
conflicts on the moving lines and configurations to adjust 
the schedule and for early deployment of subsequent 
work tasks. 

Figure 13. On-site progress presentation (left) and 
comparison of progress (right). 

4.4 Presentation of affected construction tasks 
and construction simulation 

The fourth mode considers the sequence of planned 
work processes and uses blue as the color for the work 
task component to be implemented in the future, so that 
the user can perform construction simulations on site, as 
shown in Figure 14 (left). Furthermore, following the 
results of using the previous several modes in sequence, 
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for the components that are likely to be subsequently 
affected due to delays in the work process, the 
components are presented in orange, as shown in Figure 
14 (right), giving the user a visual reference beyond than 
numerical data and text. 

Figure 14. A construction simulation (left) and an 
affected work task (right). 

5 Conclusions 
This study proposed the “A Construction Progress 

On-site Monitoring and Presentation System Based on 
the Integration of Augmented Reality and BIM”. The aim 
was to carry out the positioning of an AR system at a 
construction site through the ARKit framework based on 
SLAM for an indoor site at the construction stage, and be 
able to respond to unknown and rapid changes in the 
harsh site environment. Under different construction 
stages, the dynamic reference plane without pre-setting 
additional sensor devices conducts rapid system 
positioning initialization. The indoor position is located 
by visually scanning the site environment characteristics, 
and then, by downloading the BIM-related information 
and progress information from the database, a virtual and 
real integration mode on site allows for viewing the 
elevation, position, and progress of components. 
Furthermore, data collection is conducted through user 
interaction with the AR system, and the collected data is 
integrated to provide visualized feedback functions, such 
as a comparison on the difference between planning and 
on-site actual progress and construction simulations. 
Adaptability, immediacy, synchronization, and 
convenience as provided by the proposed system can 
improve the efficiency of on-site construction personnel 
in understanding the progress, in planning, and in 
decision-making. Through the combination of AR and 
indoor positioning, the proposed BIM information on-
site visualization can improve the existing BIM visual 
model, and can effectively and quickly collect and 
acquire information, thereby reducing complicated 

operations and the required time. Through the real-time 
visual feedback on site, the virtual and actual scenes can 
be superimposed on a single screen simultaneously, 
therefore supporting on-site construction monitoring and 
discussion. The future development of the system will be 
further integrated with computer vision for automatically 
identifying the completion rates of all BIM overlaid 
components in a scene through deep learning based AI. 
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Abstract –
The efficient construction of large industrial plants 
(e.g. concrete plants, chemical plants) in high quality 
requires precise planning and execution of the 
individual logistics and assembly steps. For this 
purpose, detailed step-by-step instructions should be 
prepared that can be clearly interpreted and thus 
implemented by the staff on site carrying out the work. 
Especially meaningful and project-specific assembly 
instructions are very important. In some cases, digital 
plant models are already being used to visualize the 
assembly sequences. The individual steps of assembly 
are animated together with the associated plant 
elements, staff and other resources. However, the 
exact assembly sequence has to be specified by a 
production engineer. This paper presents an 
approach for semi-automatic generation of step-by-
step instructions for assembly in large-scale plant 
construction. Basic information for the assembly of a 
plant can already be taken from digital (BIM) models 
(BIM: Building Information Modeling). They include, 
e.g., information on components, construction details 
and connections. Based on this information, specific 
assembly sequences can be defined as rules for 
various plant groups. These rules are collected in a 
central database and provided for further use. An 
example shows how individual assembly sequences 
can be generated based on a digital plant model using 
the rule set. The results can be made available as 4D 
animations to the involved employees on the 
construction site. The assembly sequences defined for 
a project can provide useful support for planning the 
processes on the construction site (assembly, 
transport and storage of building elements). A 
simulation provides the validation of the planning 
created for this project and therefore also the 
validation of the defined assembly processes.

Keywords – 
Logistics Scheduling; 4D BIM; Plant Construction; 

Assembly Sequencing; Simulation 

1 Introduction 

 Precisely coordinated individual construction site 
logistics are of great importance for the efficient and 
cost-effective handling of large-scale plant construction 
projects, especially when the transport and storage of 
very sensitive and large components are involved. 
Planning includes the selection, design, dimensioning 
and optimization of processes, material flows and 
resources. Depending on the complexity of the large 
plant, many different boundary conditions must be 
considered in the project-specific planning of site 
logistics. Therefore, planning is a very error prone and 
time-consuming process, exacerbated by the fact that it is 
usually performed manually. Even for the most 
motivated companies, the effort required for the first 
draft of a schedule can be so taxing that resources for an 
improved schedule are not available [1]. The automated 
planning and control of construction site logistics for 
such large-scale projects have not been sufficiently 
supported by digital planning tools so far. Today, 
planning and control of construction site logistics require 
extensive project experience. If transport and storage 
conditions are not properly analyzed and adhered to, not 
only can installation delays occur, but also damage to 
sensitive system components. In the worst case, 
reworking or complete disassembly may be necessary. In 
order to ensure that components are only delivered when 
they can be stored as required or directly installed, it is 
necessary to know the exact sequence of construction in 
advance. 

Digital models have also been used for several years 
in large-scale plant construction for the planning and 
prefabrication of plant components. However, the digital 
models are hardly used on site, e.g. for controlling 
processes on the construction site. Even though digital 
building models do exist, only low-detailed assembly 
sequences, if any, are currently created by hand and given 
to the workers carrying out the work in the form of a 
manual, but the sequences are usually only determined 
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on site. Even if plant components can be visualized on 
the construction site with the aid of mobile devices, there 
is currently no IT-supported assistance for compliance 
with a previously created assembly sequence. Certain 
information for the exact planning of the construction 
sequence is already available on the basis of the digital 
model or can be supplemented by categorizations based 
on our previous work [2]. However, the existing 
information is not sufficient for an assembly sequence 
and has to be systematically supplemented and properly 
linked. 

In our approach, we use geometric attributes and 
other IFC (Industry Foundation Class) model 
information in conjunction with a model-specific set of 
rules to create an assembly sequence that can be 
transferred into a 4D model by adding the respective 
performance factor. On this basis, the warehouse 
logistics, means of transport and shift schedules of the 
construction workers required for the respective 
component and assembly tasks can be planned.  

2 Related Work 

In contrast to industrial production, there are 
significantly more uncertain factors in construction 
projects that need to be taken into account during the 
planning stage and to which a quick and efficient 
response is required. The basis for the execution of a 
construction project is the schedule, which is nowadays 
manually defined by project managers based on their 
experience and linked to the construction elements. Even 
the linking of costs and schedules is still done manually 
today [3]. This is a time-consuming planning process. 
The project plan is only adjusted in case of interruptions 
due to due to material shortages caused by delivery 
delays, lack of storage space or weather conditions [4]. 
In a global view of construction projects, little attention 
is given to the logistics on the construction site. Thus, 
unforeseen events cause delays to the entire project 
schedule. These delays could be minimized by an 
iterative re-planning of the project plan based on the 
current construction status. 

In the construction industry, the transition to digital 
construction planning is mainly taking place with the 
help of BIM. The BIM methodology allows a seamless 
transfer of construction project information throughout 
the entire product life cycle. This is achieved by linking 
geometry information with other relevant information. 
With the right BIM management software, this linked 
data can be used for visualization, checking for 
compliance with rules, collision detection, assignment of 
schedules to components (4D), cost estimation (5D) and 
the generation of construction plans.  

As part of our research, we have already developed 
an approach for linking BIM with logistics information, 

especially for large-scale plant construction. We created 
the method of classifying required logistics information 
for each element and storing it in form of an OWL-
formatted ontology (OWL: Web Ontology Language)  
[2]. A created ontology represents a knowledge model 
with information for planning and controlling logistical 
processes on the construction site. The information in this 
ontology forms the foundation for the generation of 
assembly sequences in a construction project as used in 
the methodology presented in this paper. With the help of 
BIM management software and the extension developed, 
it is possible to assign any elements to these categories, 
thus enabling identification for our methodology 
presented in this work.  

In contrast to the collision database shown in this 
paper, Borrmann and Schraufstetter implemented in their 
research metric operators of an SQL (Spatial Query 
Language) with octree and B-Rep approaches to reflect 
distance relationships between spatial objects [5]. Daum 
and Borrmann extended this SQL-based approach by a 
method for its topological and directional predicates 
which operates directly on the boundary representation 
[6]. Liu, Lei et al. developed an automatic scheduling 
approach exclusively for panelized construction in 
residential buildings [7]. 

3 Methodology 

We developed an approach consisting of two steps to 
determine an automatic assembly sequence. In a first step, 
a sequencing of element by element according to the 
ascending Z-axis is generated. Basically, this procedure 
is logical for most elements, as the lower edge of an 
element usually rests on the upper edge of the element 
below. However, when generating assembly sequences 
based exclusively on the Z-coordinate of elements, it 
becomes apparent that logical errors can occur, for 
example when elements are levitating without being 
connected to a support structure.  

 

 

Figure 1. Model elements and corresponding bounding 
boxes 

Therefore, in a second step it is necessary to determine 
whether all elements located under or next to an element 
and touching the element in question have already been 
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built. Although there is the possibility to link elements in 
construction software, these links are not necessarily 
created for each element. Thus, we determine such links 
for any IFC model ourselves. To determine these links 
between elements, we use the bounding boxes of the 
elements and define an offset within other elements as 
shown in Figure 1. We then compare the bounding boxes 
of each element with those of all other elements and 
check for overlaps. In the example above (Figure 1), a 
collision is found between the angle cleats and the 

column, due to a defined offset which slightly enlarges 
the bounding boxes, but not between both angle cleats. 
Using these overlaps, a collision database is created in 
which all collisions per building element are recorded. 
This procedure offers a great performance advantage for 
the actual creation of the construction manual, as the 
database only needs to be created once for each model 
and thus in the following steps different rule sets can be 
applied and tested with little time expenditure. As soon 
as the rule sets have been defined correctly, i.e. 
completely, the construction sequence for each element 
can be determined. In doing so, each foundation is 
considered separately so that processes can easily be 
parallelized if necessary. 

To be able to assign the construction rules to the 
individual building elements, these building elements 
must first be assigned to the ontology categories. We 
have provided two different methods for this: On the one 
hand, an automatic assignment can be carried out using 
regular expressions. These regular expressions must 
either be stored in the ontology for each category or can 
be defined in a JSON (JavaScript Object Notation) 

database. This is to achieve that in the best case all 
elements can be automatically assigned to a category 
with the help of regular expressions. Once this step is 
completed, the user can display all elements that could 
not be automatically assigned and thus the user can 
assign them manually to the categories of ontology. If 
desired, the manual assignment can be performed 
globally for the entire model, if elements with similar 
names are present. The available categories  are taken 
from a direct connection to an Apache Jena FUSEKI 

ontology server, where a created ontology is uploaded 
(see Figure 2). If a required category is not available in 
the ontology, it can be created directly via the software 
extension developed by us and transferred to the ontology. 
After all elements have been assigned to a category, an 
assembly sequence can be defined using the rule database 
and collision database. The creation of the rule database 
and the creation of the assembly sequence is explained in 
the next chapter. The assembly sequence as well as the 
logistics information per element can be provided at the 
output. With the help of a provided effort value database 
it is also possible to create a schedule for the construction 
process from the assembly sequence and to validate it 
together with the geometric information from the 3D 
model in a simulation study, see chapter 5. 

4 Automatically Generated Assembly 
Sequencing 

To specify a construction sequence, a rule database is 
required in addition to a collision database and 
components classified in categories of the created 

Figure 2. General methodology 
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ontology. The rule database contains rules for assigning 
certain numbers of components to other components with 
AND connections. For each component, different rules 
can be linked together in the form of OR links. Since this 
is not a physics simulation, any torques occurring on 
components are not tolerable and must therefore be 
prevented by the rule set. 

As an example, the rule set for the construction of a 
beam disregarding joining elements is shown below. The 
following rules apply to the construction of a beam: 

 

 

Figure 4. Example rules 

The beam can therefore be attached either to two columns, 
one column and one beam, or to two beams as shown in 
Figure 4. This ensures that there are always two supports 
for the beam, so that no moments can occur at the 
supporting structure or the beams themselves and 
allowable moments in beams [8] and other parts can be 
neglected. When the rule set is defined, the construction 
manual can be generated. As shown in Figure 3, we start 

our rule-based assembly sequencing with the generation 
of an internal object list. This list contains all building 
elements which are then added to a queue by their 
ascending Z-axis. This ensures that the order of the 
objects is as close as possible to the actual order because 
we focus on buildings that are generally built from the 
bottom to the top. For a bridge construction, for example, 
two-way sorting would be necessary. Now the next 
element is taken from the queue in a loop and its category 
is passed to the rule database. The rules database 
compares already built elements with the requirements of 
the category of this element and returns a building 
permission or not. If the element receives a building 
permission, it will be appended to the building order. In 
the next step (not shown in the figure), the system always 
checks directly, independently of the queue, whether 
neighboring fastening elements (bolts, angle cleats and 
welds) can be built according to the rule set. If so, all 
required fastening elements will be immediately attached 
to the element to be fastened in the construction sequence, 
followed by the element to be attached. If the element has 
not received a building permission, it will be reattached 
to the queue. If there are no further building permissions 
and it is the last element in the queue, the rule set used 
will not be sufficient and the generation of the assembly 
sequence will be aborted. Otherwise, the element is 

Figure 3. Rule-based assembly sequencing methodology flowchart 
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reattached to the queue so that it can be built later. If the 
element has received the building permission, it will be 
added to the building order. The construction sequence 
also serves the rule database as a basis for the decision. If 
there are no more objects in the queue, the assembly 
sequence can be output. 

4.1 Case Study 1 – Simple Steel Construction 
Model 

For the validation of our methodology, a simple steel 
construction model containing 78 elements is used as 
shown in Figure 5. Despite its low complexity, the design 
features correspond to an actual steel construction model. 
The model has two storage areas and simple steel 
structure on top of a concrete foundation. The steel 
construction consists of four columns and five beams 
with two concrete slabs on top, 60 bolt connections (in 
30 groups), 16 angle cleats, 16 anchor rods and six steel 
plates (two of which are already welded to a beam before 
installation (pre-assembled)). 
 

 
Figure 5. Overview of the simple model 

After completion, this model is exported in IFC 
format and finally imported into DESITE MD. Using the 
software we developed, the elements of the model are 
then divided into categories of the ontology according to 
the methodology [2]. This is achieved using the 
implemented procedure, which matches elements by 
their names using regular expressions and automatically 
categorizes them. The collision database is created with 
an offset between elements of −0.02 m for the bolts and 
0.03 m for all other elements. The collision database is 
checked against the model to ensure that all elements 
have collisions and that all elements of the model are 
considered in the later generated assembly sequence. 
Afterwards the rules for the assembly manual are defined. 
These can be quickly and easily adapted by using our rule 
editor. Once the rule set is defined, it is tested by creating 
an assembly based on it. To check the correctness of the 
rules, it has to be possible to create an assembly 
instruction in the first instance without causing any errors. 

In the second step, the correctness of the building 
sequence is checked by an expert. Special attention is 
paid to whether the sequence is logical and consistent, for 
example, that no elements are built until elements that 
were not previously required have been built and thus no 
elements are levitating. If problems are found during the 
check, the rule set will be adjusted and then re-tested. 
Here, both the linking rules and the prioritization can be 
modified. To clarify the dependencies between the 
elements and to identify possible sources of error, the 
construction plan can be visualized as a Work 
Breakdown Structure (WBS). Figure 6 shows an example 
of the construction plan for a beam: 

 

 

Figure 6. WBS graph of a beam 

To build the beam, 15 additional elements are required, 
with the dashed elements representing connecting 
elements. Thus, the WBS shows the connection concept 
and not the construction sequence, since, for example, the 
final beam is first inserted and then directly bolted to the 
bolts. The advantage of the WBS illustration is that 
parallel processes can be identified. In addition, it offers 
the possibility to develop strategies to compensate for 
bottlenecks in a WBS branch by first building other 
branches for which all materials are available. 
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4.2 Case Study 2 – Complex Model 

Once the assembly schedule for Case Study 1 has 
been successfully created, we test the developed rule set 
on a more complex real model. The complex model is a 
section of a plant construction project of thyssenkrupp 
Industrial Solutions and contains 780 elements. To 
ensure general compatibility, the model is reduced to a 
steel construction tower as shown in Figure 7. The model 
consists of 16 concrete elements, 16 anchor rods, 4 base 
plates, 4 columns, 8 beams, 14 vertical bracings, 114 
plates and 221 miscellaneous elements, connected with 
94 bolt assemblies and 216 weld connections. Since the 
model was engineered in Trimble Tekla Structures, it has 
a completely different terminology. Therefore, the first 
step is to adjust the regular expressions to assign the 
categories of the created ontology. The first attempt to 
create an assembly sequence shows that the previously 
developed set of rules is not sufficient. A closer 
examination of the issue reveals that the existing 
categories of the ontology are also not sufficient.  

 

 
Figure 7. thyssenkrupp steel construction tower 

Therefore, different categories are created via the 
communication link to the ontology server (as shown in 
Figure 2), especially for the fasteners that were 
previously assigned to only one category.  

Based on this, the rule set is extended and tested using 
the collision database. After a few iterations the assembly 
sequence can be correctly created. This comprises 713 
individual steps. However, a detailed step-by-step 
analysis shows that the assembly sequence for the 
diagonal beams is not logical, because one end of each 
beam has no direct connection. This problem is solved by 
recreating the collision database with a lower offset of 
0.015 m to prevent the detection of a false number of 
required building elements in the surrounds. 

5 Detailed Validation using Simulation 

The detailed validation of the method for creating the 
assembly sequence is carried out with the help of discrete 
event simulation. For this purpose, the processes on the 
construction site are first planned. The generated 
assembly sequence is an essential prerequisite for a 
detailed analysis of the construction site assembly and the 
logistics processes. Using a generated assembly sequence 
(e.g. the simple model of Case Study 1 with 78 elements), 
a detailed BIM-based model and related information 
from the developed ontology, planning of processes on 
the construction site is carried out. For this purpose, 
different planning scenarios are defined for the processes 
on the construction site. In the planning scenarios the 
construction and logistics activities as well as the 
planning-relevant properties of the construction elements 
and materials of the building project are considered. For 
the creation of the scenarios, the assembly sequences 
specified by the construction plan and the dates of 
delivery of building materials are considered in detail. 
For the representation of scenarios, Gantt charts are used 
in planning. In the Gantt diagram, the individual 
deadlines of the planned processes on the construction 
site (such as transport, storage, and assembly) and the 
delivery schedules are coordinated. In addition, 
information from the ontology (e.g. requirements of 
building materials for storage and transport on the 
construction site) and formal descriptions of the 
processes are used to design the processes. 

To enable simulation to validate the automatically 
generated assembly sequences, the defined processes on 
the construction site (such as the sequence of assembly, 
transport and storage) as well as the use of available 
resources (such as storage areas or transport equipment) 
need to be modeled.  The planned processes, restrictions 
and resources can then be validated by simulation. For 
this purpose, material flow simulation models are built in 
AnyLogic based on the supplemented BIM model. 
Validation scenarios are experimentally examined using 
the simulation model. The simulation model provides 
valuable performance data in advance of construction 
activities and checks the planned equipment of the 
construction site (material flow and storage technology) 
and the planned deadlines.  

In the following, this simulation-supported procedure 
is discussed for Case Study 1 – Simple Steel Construction 
Model (see Figure 8). For the execution of the 
simulation-supported validation of the construction 
manual, in addition to the data from the BIM model, the 
layout and the prepared construction plan (see section 
4.1), assumptions are made regarding the dates of 
delivery of the components, personnel deployment and 
resources on the construction site. When designing the 
planning scenarios, it is necessary to know the exact 
construction sequence and deliveries in advance, because 
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they are coordinated with each other and thus transports 
and storage on the construction site need to be planned. 

Information on material and resource requirements 
for each process (e.g. storage conditions for steel beams) 
from the ontology (see [2]) is used to design transport and 
storage. 
 

 
Figure 8. Example simulation model for Case Study 1 – 
Simple Steel Construction Model 

In the simulation model (Figure 8) the layout, the 
positions of the six assembly locations of the elements, 
and the project-relevant processes (such as the assembly 
queues in the Processes area and the storages in the 
Storages area) are formalized. The processes sequences 
(transport by crane, deliveries to the construction site, as 
well as assembly and pre-assembly) are built in the 
simulation model (see Figure 8). The modeled processes 
conform to the generally valid process description at the 
construction site. They can therefore be extended, 
adapted and reused for new construction projects or 
planning scenarios. The relevant process sequences are 
used in the simulation according to the planning scenario. 

The resources planned for the project are one crane, 
one crane operator, and one worker. The planning data 
from a defined scenario is implemented in the simulation 
model as tables, e.g. bill of materials for each 
construction process, scheduled deliveries to the 
construction site, scheduled start times of construction 
processes, transport processes and warehouse processes 
as well as resources scheduled for the processes. The 
simulation ensures that the components will only be 
delivered if they can be stored or installed directly. The 
simulated process times of the assembly processes are 
entered into a table during the simulation run, so that the 
duration of the individual construction processes and the 
total duration of the project can be estimated. An 
animation of the processes illustrates the approximate 
sequence of logistics processes on the construction site. 

To evaluate the planning scenario, in addition to the 
simulated process times, key performance indicators, 
such as the utilization of resources (in percent) or the 
utilization of storage areas (in storage units) are 
calculated over the entire duration of the simulated 
project. The simulation-based validation provides a 
consistent and valid logistics model that can also be used 
to control logistics on the construction site. In case 1, the 
simulation points out that the crane, the crane operator, 
and the employee are almost always working at 100% 
capacity at the beginning of the simulated time (see 
Figure 9). This indicates that a new scenario with a 
second crane could lead to a better utilization of 
resources and personnel. Therefore, this scenario with 
two cranes is also being tested in a simulation study. The 
use of two cranes for Case 1 leads to a reduction of the 
simulated project time. However, this scenario is not 
regarded to be economical.  

 

 
Figure 9. Utilization of resources (%) and utilization of 
storage space (storage units) 

In the first scenario with one crane, the simulation 
carried out shows the utilization of the storage areas as 
an example. At the beginning of the construction 
processes the delivery area is highly utilized and the 
construction site storage (open storage) only stores a few 
parts over simulated project time (max. five storage 
units). Thus, the simulation provides the requirements for 
dimensioning of storage areas on the construction site 
(see Figure 9). 

6 Conclusion & Outlook 

Our approach demonstrates that creating step-by-step 
instructions for IFC files from any source works very 
well even at this early stage. The main effort lies in the 
categorization of the elements. Depending on the source 
of the IFC file, this can be greatly simplified and thus 
accelerated by using regular expressions. However, 
regular expressions can only be used across projects for 
models in which elements of the same type also have a 
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similar name. Therefore, it is very important that the 
models or their elements are always classified in the same 
way. If a uniform classification is not available, a manual 
revision based on given guidelines must be carried out. 
To avoid this problem, interfaces to different modeling 
tools must be developed. These interfaces could be 
designed in such a way that they provide more 
information than the respective IFC export function 
provides. In addition, this also eliminates the need to 
create a collision database, since the links between 
components can usually be determined directly by the 
design software. This is particularly advantageous for 
components with a more complex geometry, such as 
angled pipe connections or reinforcement meshes. 
Bidirectional communication is also conceivable. With a 
sufficient number of previous design projects and thus 
maintenance of the ontology as well as regular 
expressions it will be possible to generate the design 
instruction with a single click. In addition to the 
application for simulation, cost estimation [3] is also 
possible.  

To evaluate our methodology in terms of its practical 
applicability, we have presented it to seven experts from 
the industry. The experts are representatives of 
companies from the fields of plant construction and 
logistics. They agree that detailed digital construction site 
logistics planning is of high importance or is becoming 
increasingly important. The participants in the evaluation 
survey are convinced that enriching the BIM model with 
information on construction site logistics will offer their 
companies advantages in future in the exchange between 
company departments and project partners. In their 
opinion, this information should also be available in 
digital form directly on the construction site. The semi-
automatic generation of step-by-step construction 
instructions is less or not important for two in seven 
participants in the evaluation survey, while five in seven 
rate it as important or very important. However, all 
respondents agree that semi-automatic generation of 
schedules is very helpful for their companies.  

The high potential lies in the iterative construction 
process and construction logistics planning which is 
made possible by our methodology. This iterative 
planning requires that the current state of construction is 
known accurately at all times. There are already many 
established possibilities for this today, by means of 
automated continuous construction progress monitoring 
[9]. As soon as an interface for communication with the 
simulation tool has been developed, it is possible to 
generate the simulation model semi-automatically. In the 
end, a decision maker will still make the final choice for 
the preferred scenario. In this way, in case of delays due 
to bad weather or delayed deliveries, damaged material 
etc., alternative strategies can be developed in a short 
time and with little manpower, which ensures an efficient 

construction process despite the disruption and also 
minimizes otherwise occurring delays in the best possible 
way. 
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Abstract –
The rapid growth on the field of project 

management and building information modelling 
(BIM) has led not only to the enhancement of 
architectural/structural design, construction 
methodology and operation of facilities but also to the 
generating of the new and exciting applications such 
as 4D simulations, project scheduling and controlling. 
4D planning and scheduling is one of the BIM uses 
based on the BIM guidelines. Poor quality of 
construction works, and ineffective scheduling and 
planning can be significantly mitigated by adopting 
BIM in early design processes. In this paper, the 
advantages, possible risks of 4D-BIM construction 
scheduling, existing and future challenges of 4D 
planning in the construction industry are discussed. 
First presented is the primary concept of 4D-BIM 
simulation with its possible applications and 
capabilities in construction planning. After that, 
weaknesses and strengths of generation of 4D 
simulation/animation of the conventional and 
prefabricated construction building projects 
according to the construction schedule are analyzed. 
The results show that the integration of BIM model in 
the construction program is essential and ensures 
greater control over the construction projects. Also, it 
can be concluded that the automation in 4D-planning 
needs to be more considered and optimized by 
programing and formulating of construction 
planning and geometric model creation. Finally, this 
study contributes to the construction/project 
managers to improve their management performance 
and efficiency of works, also this investigation 
contributes to identify research gaps and 
opportunities for future study. 

Keywords –
Building information modelling (BIM); 4D 

simulation; Project scheduling; Construction projects  

1 Introduction 
Nowadays, construction building projects are 

becoming much more difficult and complex. Prevalent 
problems regarding construction building projects arising 
from weak and insufficient connection between design 
and construction phases due to inefficient transferring of 
information and data have been reported. Building 
Information Modelling (BIM) is a digital presentation of 
functional and physical characteristics of a project which 
is regarded as a potential solution to challenges within the 
design and construction stages.  Therefore, BIM is a good 
technology not only in the design stage, but also in the 
construction stage, provided it ensures time saving and 
working effectiveness throughout the project life cycle. 
To create a 4D model, BIM as a powerful planning and 
3D modelling tool need to be complemented with a 
specific planning software package. The 4D model of a 
project can be developed to simulate a graphical 
sequence of execution tasks and construction operations, 
therewith providing the stockholder with a visual and 
virtual understanding of the construction process [1-3]. 
4D-BIM has been used by designers, engineers and 
planners to optimize design, and to analyze the 
buildability of a project plan and manage resource 
requirements [3]. 4D planning and scheduling are some 
of the BIM use based on the BIM guidelines. Poor quality 
of construction works, and ineffectual construction 
planning can be significantly diminished by adopting 
BIM in the early design process [1, 4]. It should be noted 
that the virtual project planning and progress reporting 
are the scheduling-related themes of the construction 
stage and some of the intent of these themes are safety 
planning, cost reporting, and equipment machine control. 
The utilization of 4D-BIM modelling in line with 
analyzing the effectiveness of delays on the project 
schedule and tracking the actual progress of the project 
schedule improved the construction performance. The 
onsite construction performance can be enhanced by 
linking building information models with schedules so as 
describe the: 1) material handling and site logistics 2) 
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virtual building model 3) site production structures 4) 
environmental management controls and related 
equipment [5]. A study presented a BIM-based integrated 
scheduling approach for detailed scheduling under 
resource constraint to simplify the automatic generation 
of the optimum construction schedule for building 
projects by performing in-depth integration of 
BIM/project models with process simulation and work 
break down (WBS) information. The proposed 
scheduling system can produce schedules for panelized 
construction. This system facilitates on-site assembly 
work by lessening human error [2]. The contractors’ 
tender team can use 4D-BIM scheduling in developing 
executable risk mitigation strategies. In addition to that 
the advancement of efficient risk mitigation strategies are 
supported by 4D-BIM tool during the procurement phase 
of an actual construction project. Using the 4D-BIM tool 
has some challenges due to the dynamic nature of the 
procurement phase resulting the 4D model was not an 
invaluable tool for contractors [6]. A study reported the 
development of a control method and logistics 
scheduling for site assembly of Engineer-to-Order (ETO) 
prefabrication building system using 4D BIM as a 
mechanism for dealing with the uncertainties in the 
construction project [7]. 4D-BIM contributes to improve 
the work-space scheduling and the associated 
frameworks enable the detection of possible site 
congestions by utilizing workspace specifications, 
construction schedule and activities. 4D-BIM tool 
improves safety planning process by analyzing site-
specific temporal and spatial information [8]. Another 
investigation introduced a framework for automatic 
scheduling of construction project through automatic 
data extraction by using BIM. The proposed framework 
creates a schedule which contains construction tasks, 
duration and the activity’s sequences. The model has 
some limitations which is related to the scalability and 
complexity. The model is a simple BIMs with limited 
details so by increasing its complexity the model requires 
more time to generate the construction schedule, and 
finally some practical methods need to be applied to 
determine the interdependency between activities and 
associated elements to minimize the use of use input and 
default settings [9]. An innovative BIM-based 
management workflow has been suggested which 
integrates digital programing with BIM to implement 
cost planning and efficient schedule of building fabric 
maintenance. In this research Weibull Distribution is 
utilized to specify the main information about the 
corrective and preventive maintenance for building fabric 
components. A case study was conducted for checking 
the validation of the model and the practicability of the 
proposed workflow. This study not only reduced the 
knowledge gap between practical maintenance 
applications and maintenance theory but also linked the 

maintenance phase with design and construction phases. 
The investigation asserted that a lot of manual works 
related to information flow need to be done such as data 
gathering, entering details and creation of functions and 
tables [10]. 

By considering the development of the 
abovementioned applications and technologies, this 
study accomplishes a review of the relevant literature 
with the following objectives: 1) summarizing the 
capabilities and applications of integrating BIM/4D-BIM 
in construction projects; and 2) identifying advantages of 
integrating BIM/4D-BIM in construction projects; and 3) 
summarizing the potential risks and challenges in 
integrating BIM/4D-BIM in construction projects 4) 
analyzing of previous investigations 5) conducting a case 
study for validation of results. This paper aims to identify 
research gaps and opportunities for future study by 
considering the advantages, risks and challenges of using 
BIM and 4D-BIM planning in construction projects.  

2 The Implication of 4D-BIM in the 
Construction Projects: Capabilities and 
Applications  

2.1 4D-BIM Capabilities 
The increasing utilization of 4D modelling in 

construction projects emphasizes on chances for using 
these capabilities in recent digital management system 
incorporating with role reorganization, workflows and 
practices providing a tool for onsite monitoring and 
constructability analysis of construction progress. The 
4D-BIM can only be developed by the accretion of three 
main capabilities as follow, 1) capability is the 
visualization of space and time relationships of 
construction project activities, 2) analysis of the 
construction program to evaluate implementations, and 3) 
reduction of errors via construction schedule validation 
to improve the integrity of communications and 
collaborations between the project team. 4D-BIM 
capabilities can be dived into two categories: 1) 
construction scheduling, and 2) site scheduling. Some of 
the prevalent end points in leveraging 4D-BIM 
capabilities are exemplified to improve scheduling, 
monitoring and waste management. Rule-checking 
method is a 4D-BIM platform with a rule engine which 
provides a capability to determine effective 
environmental rules to support a rule-checking method. 
In this method, a time-space detection would 
automatically recognise environmental hot-spots and 
enhance monitoring performance [5]. 4D simulation 
allows for the investigation of different scenarios to 
optimize the construction process. The arrival of BIM as 
a first commercial tool has made this discipline 
noticeably easier, specifically with the capability to use 
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BIM to streamline the creation of links between activities 
and the 3D models. 4D modelling provides some 
planning capabilities and incorporates the CPM logic into 
the software [11].   

2.2 4D-BIM Applications  
4D-BIM is used to identify project clashes by 

applying the outcomes to the case study in order to assess 
feasibility of the system and practical applications. The 
application of BIM technology to task scheduling is an 
appropriate choice for clarification and organization of 
the execution scheduling [12]. A communication strategy 
has been proposed between 4D-BIM and 
Chronographical scheduling application developed on 
VBA Excel. The use Chronographical 4D planning and 
its compatible approaches, not only consider the linearity 
of team’s production and the workspaces, but also make 
the study of links between activities easier. This 
modelling simplifies the automation of the 4D-BIM and 
change management process [11]. 4D-BIM is used to 
investigate and validate necessary details to incorporate 
a special type of sensor (ultrawide band localization 
system) and try to diagnose the right amount of details to 
capture the movement of equipment, work force and 
material. In this application, semantic data modelling and 
data mining have been used. This integration provides a 
flexible and high-performing pattern recognition 
methods [13]. A BIM base decision-making framework 
is proposed to minimise construction waste in design 
phase and to automate waste analysis by planning the 
process of work to reduce the material wastes for roof 
sheathing installation for prefabricated buildings. A 
hybrid algorithm integrating greedy algorithm and 
particle swarm is used to optimize material cutting plans 
for minimising sheathing material waste [14]. 

Integration of 4D-BIM with as-built photographs 
using time-laps photos was presented for monitoring of 
construction progress. Visualization is needed to create 
an automatic monitoring system, and this could be 
achievable via creating a 4D-BIM modelling from point 
cloud images and implementing an image classification 
for detection of progress and as-scheduled model from 
BIM. Regarding to this matter a framework is proposed 
to develop a concept archetype of a hybrid system to 
demonstrate the capability of processing images of 
construction site and integration of them with the nD-
BIM within a game like VR environment. This 
framework enables stockholders and construction 
managers to use an advanced decision-making tool while 
detecting the inconsistencies in and efficient manner [15]. 
4D-BIM is used to illustrate the planning phase to 
communicate, interact and get the final design approval 
and construction sequence. For improving the 
communication of construction planning and sequencing, 
4D-BIM is developed to link BIM to the project schedule. 

in addition to that for generating a cash flow 4D-BIM is 
linked to the costing data [16].  4D-BIM is presented as 
a practical tool for determining construction risks in early 
stages of construction building projects to take proactive 
measures in the design and scheduling phase to mitigate 
site hazards and to plan for safety resource allocations 
[17, 18]. 

3 Advantages of Integrating BIM/4D-BIM 
in Construction Projects 

 Four case studies demonstrate the time and cost 
savings realized in using and developing a BIM model 
for the design, preconstruction, project scheduling and 
construction phases. As mentioned, some noticeable 
benefits are realized through the applying of BIM 
technology in construction projects. The time and cost 
benefits to the owner were important and the unknown 
costs that were reduced via visualization, coordination, 
realisation and detection of clashes and conflicts. Some 
effective negative issues or risks related to the project 
planning phase can be controlled or mitigated via using 
BIM technology such as 1) incomplete documents and 
design 2) numerous uncoordinated consultants 3) field 
construction ahead of design 4) owner’s frequent 
design/scop changes and constant design development 
[19]. One of the most crucial benefits regarding to the 
integration of BIM within prefabrication is the reduction 
of disagreement in a final model between manufacturers 
and designers.  Second vital advantage is the simplifying 
the procurement plan as a united BIM system can 
facilitate design coordination from the beginning of the 
project. Early detection of long completion time, 
exploring design limitations for prefabrications, reducing 
the fabrication cycle time and coordination errors are also 
listed as the benefits of integrating BIM in prefabrication 
industry. The reduction in project duration and the 
increment in mass customisation are the other advantages 
of integrating BIM into the design and construction 
stages of a prefabrication building projects [20]. BIM 
gives unique opportunities to further harness the 
performance of prefabricated construction. BIM 
mitigates the risks of programing in prefabricated 
construction industry [21]. 

 An study showed that only 7 advantages out of 18 
advantages are identified and ranked as important with 
high value as follow: increase efficiency and productivity 
in pre-construction and main construction process, 
determine cost and time related to design changes, rectify 
clashes in design, enhance and maintain synchronized 
communication, develop integrated construction 
planning and scheduling, recognise time-based clashes, 
track and monitor the progress of project during 
construction. It should be noted that the benefits are 
significantly depends on BIM implementation which is 
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driven by some factors the such as personal commitments, 
mutual trust/respect, early involvement of project team, 
capability to use BIM technology [22]. 4D environment 
planning contributes to plan and manage the construction 
phases including logistics and operations. Also, the 4D-
BIM development allows to status, monitor and update 
the construction progress. 4D-BIM is a practical tool and 
technology for development of economic and technical 
documentation such project schedule to be submitted for 
a construction project bidding. Visualization of work 

schedule performs a better control and construction 
management over the different stages of project. Correct 
distribution of workers, minimising interferences among 
different construction tasks and preventing unnecessary 
overlaps into the various construction sectors are the 
other benefits of using 4D-BIM. 4D modelling increases 
and modifies the logical-temporal connections between 
the various tasks which brings a high level of off-site 
prefabrication and continues improvement of works [23].  
Table 1 illustrates a synopsis of 4D-BIM benefits. 

 
Table 1. A summarised list of 4D-BIM advantages 

No. Advantages of 4D-BIM   Sources in Literature 
1 Enhancing the project performance    [24, 25] 
2 Efficient planning and scheduling    [25, 26] 
3 Detailing the project stages    [25, 26] 
4 Generating multiple planned scenarios    [25, 27] 
5 Being used for project bidding purposes    [25] 
6 Enhancing the ability to adapt future plans and network changes    [25, 28] 
7 Utilising 4D-BIM in line with VR and mixed reality technologies   [24, 25] 
8 Using 4D-BIM in line with 3D point cloud scanning technology   [25, 29] 
9 Being a proactive platform for risk detection   [26, 25] 

10 Being proactive in directly advising and addressing on solutions 
for projects issues    [27, 25] 

4 Potential Risks of Integrating BIM/4D-
BIM in Construction Projects 

BIM risks are defined in two categories: contractual 
and technical. Lack of designation of possession of the 
BIM data and protection regarding to the copyright laws 
and other legal issues are known as the first risk. 
Determining a person to be responsible to enter the BIM 
data into the model and ensuring its accuracy and 
consistency is another contractual risk. Cost and schedule 
are the other dimensions of BIM and the associated 
contractual and technological responsibilities are 
becoming an issue. Many contract administrators require 
subcontractors to present detailed critical path method 
plans and related work costs prior to start of the 
construction project. Having an efficient collaboration to 
share the risks of using BIM between the project 
participants is one of the most effective way to coupe 
with these risks [19]. Misunderstanding of BIM as the 
potential management barrier leads to serious risks such 
as hindering the remarkable achievement and benefits of 
BIM in construction industry. Having no mature dispute 
resolution mechanism increases the risks of BIM 
implementation. There are some risks related to the costs 
and training time due to learning curve which justifies the 
noticeable decrease in staff member’s productivity and 
performance. Some employers are worry about 
squandering money and time on labor training. In 

comparison with conventional methodologies and 
techniques, the use of BIM increases the costs during the 
design phase which might increase the risk of BIM 
implementation. BIM impeding profitability in 
construction building industry is known as a significant 
risk. Insufficient standard practices and insurance 
applicable to BIM implementation brings new risks to all 
project’s participants. Lack of a standard form of contract 
brings uncertainty regarding to the BIM implementation 
and to dealing with this uncertainty more money and time 
is needed to be spent [21]. 

5 Challenges in Integrating BIM/4D-BIM 
in Construction Projects 

The main Adoption and acceptance of the BIM has 
been much lower than expected due to the main two 
reasons, managerial and technical. As the technical sake: 
a well-organized transactional construction process 
model is needed to omit data interoperability necessities, 
the requirement need to be identified that the digital 
design data is computable, and Practical strategies for 
deliberate exchanges and integration of meaningful 
information need to be developed between the BIM 
components. The managerial reason cluster around use 
and implementation of BIM. Now, there is no an explicit 
consensus on how to use or implement BIM. As 
mentioned, a standardise BIM process need to be 
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established to define guidelines for its implementation. 
On the other hand, finding an appropriate time to include 
and engage project’s participants into BIM process will 
be a serious challenge for owners [19]. The changes in 
business practices to support BIM process is the most 
significant challenge in the prefabrication. Changing 
CAD technology to BIM needs more investment in BIM 
software, also hardware and training are other two 
challenges in prefabrication. BIM requires 
comprehensive knowledge of construction processes, 
methods and extensive resources. As mentioned, legal 
and collaborative issues are known as barrier of using 
BIM in construction projects since using BIM contrasts 
to assign the responsibility to each party and to define 
liability issues between the parties. In addition, applying 
BIM in prefabrication building projects increases the 
complexity of the model of intellectual property rights 
[20]. Difficulty in reengineering the current existing 
process and adaptation to the BIM process is a challenge. 
Lack of adaption of BIM tools to the building codes to 
meet the requirements is another barrier for BIM 
implementation. Increase workload for modelling, 
resistance to alterations, negative orientation towards 
data sharing and collaborative working, lack of a well-
stablished workflow, lack of an efficient interactivity, 
lack of sufficient external stimulus, lack of doing 
research on BIM implementation, costs of tools and 
hiring BIM specialists, vague economic benefits, lack of 
protective legislation for protecting the IP rights and lack 
of BIM standards are listed as BIM challenges in 
construction building projects [21].  

Some stakeholders believe that 4D-BIM is used as a 
business tool for marketing purposes and that most are 
not interested to develop a 4D-BIM model as opposed to 
a 2D program during construction projects which are 
frequently changing. Previous studies emphasised that 
some 4D-BIM approaches are constrained due to lack of 
a cooperative environment. The behaviour and culture of 
those who involved in BIM processes need to be changed 
to accept this technology. Modifying of culture can be 

difficult for those who have accomplished their works in 
the same method may find it challenging to adapt and 
accept. Project team and client experiences to implement 
4D-BIM are further barriers to the associated technology 
and process. The size of the organization or company, 
resources availability and risks of each projects might be 
effective to the adaption of 4D-BIM technology. 
Insufficient knowledge and technical matters are two 
barriers for adoption of 4D-BIM in safety management 
[30].       

6 Analysis of previous investigations 
All The database of the selected papers includes 100 

articles (including the above cited studies) published 
from 2010-2020. 4D-BIM Construction Planning, BIM 
scheduling, 4D planning, 4D scheduling, 4D 
Construction Planning, 4D-BIM Construction and BIM 
are used as the search criteria and key words for the 
advanced search through ScienceDirect website. 
According to the database of selected papers, as analysis 
has been done to find the most occurring keywords. 
VOSviewer, a source graph and network analysis 
software has been used for this analysis [31].  

The outcome is shown in Figure. 1, showing the high 
occurrence of some words such as building information 
modelling, BIM implementation, 4D model, construction 
process, visualization, schedule and etc in 2 various 
clusters. The size of each circle represents its weight. The 
higher weight of an item resulted in the larger circle and 
label of the item. It is quite obvious that the red cluster is 
the representative of the fourth dimension of 4D-BIM 
and the most related keywords to this study. 4D model 
which is grouped by schedule related cluster has the 
strong direct and indirect connection with building 
information modelling, collaboration, BIM 
implementation, adoption, productivity, analysis, cost 
and time from the green cluster. 

 

Figure 1. Network representation of keywords re-occurrence in literature 

From the above figure, this can be comprehended that 4D modelling as a demanding visualization methodology 
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is the best solution to visualize the construction process 
and 2D construction schedule. This would be a practical 
approach to the successful completion of a construction 
project, saving time/cost and improving performance of 
the work, resource management and decision-making 
process. Automation of construction scheduling as a new 
approach need more collaboration between different 
parties to be implemented in construction industry. The 
adoption of this approach has some benefits like 
improving the performance of site manufacturing and on-
site works, increasing the productivity of works and site 
safety, and challenges such as BIM implementation and 
rules as these have been mentioned in literature review. 

7 Case Study 
The Ovolo Hotel is a 6-storey building including 123-

guest room, basement and a ground floor common area. 
This project is also featured SYNC bathroom pods and 
prefabricated modules which helped to reduce the 
construction timeline and fast track the project. Program 
reduced by up to 30% using fast-track prefabricated 
system in structure. It should be noted that the 
prefabricated system design, fabrication and on-site 
installation always come with BIM modelling. Some 
advantages, risk and challenges of using prefabricated 
system integrated BIM are mentioned as follow: 

7.1 Advantages of prefabricated system and 
BIM/4D-BIM in Prefabrication 

Time saving is an important advantage of the 
prefabricated system, for instance, once level 4 is 
installed and bolted, level 1 can be completely stripped 

out and the level is ready for fitting out. But in the 
conventional system fitting out is going to be started 
about 8 levels below the wet deck. As it is illustrated in 
Figure 2, you can see that façade is already erected and 
the fitting out period is reduced by 5 working days in 
average for each level. The financial advantages of the 
prefabricated system far outweigh than its drawbacks. It 
should be noted that the cost of pre-construction works in 
early stages including design and prefabrication cost is a 
prefabricated project is significantly higher than pre-
works cost in a conventional project, but these costs can 
be offset in construction stages by proper sequencing and 
coordinating of off-site and on-site works. Prefabricated 
system eliminates costs of few trades on site such as 
façade installation costs which is 60% cheaper than 
façade installation in a conventional system. 
Prefabricated system requires less labor on site which 
means less labor cost in construction period. In terms of 
safety, the prefabricated system does have some risks 
both horizontal and vertical. Proper sequencing of 
loading elements and prefabricated modules on to the job 
reduces safety-related risks on site. Façade is already 
installed, and this feature creates full protection. In the 
prefabricated system there is no form work and back 
propping, so site is always clean which this increases site 
safety. As it is mentioned, using the prefabricated 
modules have noticeable advantages by itself, but by 
providing an effective sequence of construction/loading 
and visualizing them construction works can be 
optimized, and site safety and more time/cost saving can 
be guaranteed. As the prefabricated system is totally a 
crane-based system, optimization and visualization of 
construction sequence and loading plan is highly 
recommended.

 

  
Figure 2. 3D Geometric model of the structure and prefabricated modules 

7.2 Challenges/risks of prefabricated system 
and BIM/4D-BIM in Prefabrication 

The main issue in BIM/4D implementation is related 
to services. Everything related to design such as shop 
drawings and coordination of shop drawings need to be 

locked-in early. If all the design related to services is not 
locked-in on time and early, then technically all 
penetrations would be wrong due to this fact that all 
penetrations are casted already in the prefabricated 
modules. So, any changes need to be captured or any 
rectifications need to be done early and before pouring 
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concrete off site. If all related design things are not 
locked-in enough, all hard works such as over layering, 
penetrations/service coordination go down to drawings 
which is required to be checked and reviewed by 
different groups engaged in a project and this is a very 
time-consuming process. In a conventional system 
because everything is in-situ, manipulations and making 
some changes is possible even in last minutes. But as it 
mentioned above in the prefabricated system pre-works 
should be well organized because making changes on site 
is quite impossible after fabrication of modules. In 
general, design works in a prefabricated project is more 
complicated than those in conventional project. To make 
a prefabricated system perfect, effective and to make key 
decisions early, less duration should be allocated to the 
design and material procurement in construction program. 
For this purpose, in addition to the practical experience, 
high level of technical knowledge is required in different 
areas such as creating an effective design (3D model), 
coordinating of trades off site and planning the 
construction sequence well enough. Because the 
prefabricated system method is almost new, labors need 
to be trained and engineers should teach them the new 
critical path and sequence of work to change their mind 
set from conventional to the prefabricated system. In 
summary, from the above-mentioned challenges and 
risks in both literature and the case study, it can be 
concluded that using BIM-4D or in another word 
visualizing the 3D model contributes a lot in clash 
detection for early rectifications, optimizes the program 
of the project from design to construction stages and 
clarifies construction sequence for engineers, 
coordinators, managers and labors to streamline the 
construction process and reduce the associated risks and 
challenges.  

8 Conclusion 
The study identified some noticeable advantages, 

risks and challenges of using BIM/4D-BIM in 
Construction Projects. The research concludes that the 
adoption of 4D-BIM in construction industry is highly 
recommended to improve and facilitate off-site and on-
site construction works. Shortening and streamlining the 
procurement, design, prefabrication and construction 
duration and process in the project schedule are the 
significant advantages of 4D-BIM integration in the 
construction industry. Using BIM/4D-BIM can reduce 
coordination risks, the fabrication cycle time and risks of 
programing in construction industry. 4D-BIM enables 
different project teams to be involved early in design and 
prefabrication/construction process to detect the existing 
clashes and design errors. For setting a more realistic 
target, 4D-BIM contributes to visualize the construction 
and logistic plan. Some serious risks and barriers are 

acknowledged such as contractual and technical 
limitations which lead to legal risks and 
misunderstanding of BIM/4D-BIM. Implementing 
BIM/4D-BIM requires enough national and international 
standard practices, comprehensive practical and 
technical knowledge in the construction industry. 
Regarding to technical limitations and practical 
experiences, the automation of the 4D-BIM is required to 
optimize and simplify the process for better 
understanding of clients and subcontractors who are not 
advanced enough to understand the 4D-BIM concept. By 
automating the process less time and cost are needed to 
develop the 4D model and less technical knowledge is 
needed for model implementation which could lead to 
more future development and adoption of 4D-BIM. 
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Abstract – 
To support mass customization for industrialized 

construction, researchers and industry have adopted 
product configuration strategies. Based on the theory 
of modularization, pre-defined module libraries can 
be configured into feasible construction projects. 
However, the digital representation of configuration 
knowledge is understudied. Current Building 
Information Modeling (BIM) product modeling does 
not enable automatic generation and reasoning of 
configuration solutions for new products. This study 
proposes an ontology-based strategy to configure 
modular buildings. The proposed BIM-to-ontology 
workflow collects and formalizes configuration 
constraints. In particular, we elaborate on how those 
constraints can be modeled within the ontology in a 
modular building case. The ontology maintains the 
product hierarchy needed for product assembly. Such 
ontology development can support the rapid 
development of new products with customized 
variations. The paper identifies the limitations of the 
current product modeling approach. The proposed 
ontology can act as a foundation for BIM-based 
product platform development and increase the use of 
mass customization for industrialized construction. 
Keywords – 

Product configuration; ontology; BIM; Modular 
buildings 

1 Introduction 
Although mass production increases production 

efficiency and product quality, it lacks design flexibility 
and customization [1]. Increased design flexibility can be 
achieved through the configuration of standard 
components and variant components (i.e. modules) via a 
platform-based strategy [2]. To support the product 
configuration, a flexible product model is required [3,4]. 
It should not only describe the product composition in 
terms of the assemblies, sub-assemblies and parts, but 
also satisfy configuration reasoning and inference. 
However, few scholars uncover how product modeling 
could support the configuration of industrialized 

construction, especially modular buildings. For example, 
software vendors often embed a product structure in 
configuration applications, i.e. component trees and 
feature models. The structure has no functionalities to 
specify how a correct product could be configured from 
the available parts and assemblies. In many industrialized 
construction settings, the configuration is done manually 
based on document-based design handbook. The project 
practitioners need to familiar with the rules and abide by 
them. Considering the nature of low digitalization and 
fragmentation of construction information management, 
the procedure is difficult to implement. There is 
significant potential risk of rework and changes during 
the project.  

To fix this problem, the authors propose an ontology-
based structure to represent the configuration knowledge 
for modular buildings. The results facilitate the reuse of 
the configuration knowledge and lay a foundation for 
technical platform development. The paper is organized 
as follows. In the next section, strategies for product 
modeling in the manufacturing industry and the 
construction industry are first reviewed. Then, the 
ontology modeling approach is explained. Built upon that, 
an ontology-based product modeling is adapted to the 
modular building settings. In the end, a modular building 
case is used to illustrate how the configuration semantics 
could be modeled via ontology. 

2 Literature Review 

2.1 Product Modeling Strategies 
Due to trends of product complexity and global 

manufacturing, the unified product model is becoming 
increasingly important throughout the product lifecycle. 
A unified model that supports the integration and 
transformation of different model views can improve 
industrial competitive advantage [5].  

In the manufacturing industry, bill-of-material (BOM) 
is the most widely used approach in modelling a product 
structure. It uses a tree structure to represent the product 
hierarchy. However, it is not efficient to enable derivative 
product modelling with an increasing number of variants 
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[6]. An alternative approach is the Generic bill-of-
material (GBOM). GBOM attempts to fix the variants of 
the product configuration by inheritance. The parameters 
of primary generic products are passed through the levels 
of GBOM and inherited by lower level of generic 
subassembly products [7].  However, GBOM is only able 
to model a product with a predefined set of components. 
It cannot support engineer-to-order variants, which are 
designed according to special customer requirements.  

Two approaches – Adaptive generic product structure 
(AGPS) and product variant master (PVM) –have been 
developed to solve limitations of engineered-to-order 
products by categorizing the base models, reused variants 
and new components [8] [9]. Two types of syntaxes, 
including “part-of” and “kind-of” are used to model the 
structures of aggregation and specialization respectively. 
Rules are set to restrict the variant selection and property 
determination. The PVM depicts properties, functions 
and structure of a product at the engineering view and 
production view, similar to the engineering bill of 
material (E-BOM) and manufacturing bill of material 
(M-BOM).  

2.2 Product Modeling for Modular Buildings 
Unlike products in the manufacturing industry and 

projects in traditional site-built construction projects, 
industrialized construction product platforms combine 
both product-level information and project-level 
information [10,11]. The hierarchy between components 
is more important in industrialized construction 
systems[10,12], compared with site-built construction.  

Several researchers have adapted or proposed product 
modeling structures for use in industrialized construction. 
Hvam and Thuesen used Product Variant Master (PVM) 
to represent a product part view [13]. Ramaji et al 
proposed a Product Architecture Model (PAM) to 
capture the product information of modular buildings 
[14]. Both strategies build upon a hierarchical structure 
[15,16], where modules are defined at different levels of 
complexity. First, the overall product architecture uses a 
hierarchical determination for sub-assemblies and parts. 
Then, the variations of each assembly and part are 
decided as a set of interchangeable components, which 
share similar features and functionalities. Finally, the 
components and related attributes are categorized based 
on the level of details. The benefits of the hierarchical 
structure include ensuring easy connection to the 
information management systems (e.g. ERP and PLM)
[17,18], maintaining consistency with the construction 
classification system (e.g. Uniclass and Omniclass) [19], 
and providing customization at different hierarchical 
levels of products [20].  

2.3 Current Product Modeling using BIM 
Product modeling in the construction industry is 

implemented in existing BIM applications. Firstly, the 
architects have a rough design concept of a certain type 
of modular construction, such as volumetric modular 
structures. A general building outline can be created as 
mass models, including facility layout, building shape 
and direction, floor plan, etc. Secondly, the conceptual 
design is developed with architectural modules. The 
modules are categorized by product hierarchy [21]. For 
example, these modules can contain standalone units (e.g. 
smaller room pods), components (e.g. level, floor, wall, 
ceiling components), and/or subcomponents (e.g. pillars, 
beams, framing studs). Thirdly, the engineering team 
receives analytical models to conduct structural and 
mechanical analysis. The generated component-level 
BIM is validated and optimized in terms of material use 
and geometric dimensions. This feedback information is 
incorporated into the BIM with updated parameters. 
Finally, a detailed design is conducted by production 
teams to split the components into subcomponents [22].  

Due to BIM’s low compatibility with the production 
systems, the subcomponents are usually modeled within 
the third-party application, such as HSBCAD. The 
industry foundation classes (IFC) and a documented 
information exchange manual (IFD) are used to support 
the information exchange between model views. Beetz et 
al. developed ifcOWL and a mechanism to transform IFC 
specification from EXPRESS to OWL [23], which 
improves knowledge extraction [24], integration [25] and 
reasoning [26] from BIM. However, a product hierarchy 
which reflects the product composition is usually not 
represented in the exported IFC file.  

3 Research Approach 

3.1 Ontology Modeling 
Ontology is widely applied in many industries for 

domain knowledge management. Due to its formal 
representation, ontology facilitates the knowledge 
capture, reuse and integration [27]. The construction of 
ontology for product configuration has been studied as 
early as the 1990s [4]. It is applied to manufacturing 
products, such as Personal Computers (PC) [28], 
manufacturing machines [29], and automotive [30]. The 
formal procedures to build an ontology follow five steps 
[31]: 1. identifying the purpose and scope of ontology; 2. 
reviewing existing ontologies, taxonomies, or other 
sources; 3. Enumerating main classes and build 
corresponding class hierarchy; 4. constructing an 
ontology in an ontology editor tool (e.g. Protégé); 5. 
ontology validation. The construction and validation 
steps are illustrated via an illustrative example in Section 
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3.1.1 Define Scope and Purpose 

This research looks specifically at floor plan 
configuration. The proposed ontology is built to represent 
both the building structure / composition and constraints 
in a well-defined formal semantics to validate a 
customized configuration. The information involved in 
the configuration process includes customer 
requirements and design regulations. Customer 
requirements specify the acceptable combinations of 
spatial modules or variations of compositional building 
elements in the final floorplan design [15]. The design 
regulations, such as the horizontal stability, can be 
encoded to validate the customized floorplans.   

The intended users of the ontology are customers 
without sufficient design knowledge. The ontology is 
maintained by professionals with the means to develop 
new spatial modules and building elements for their 
product platforms. 

3.1.2 Reuse Existing Ontologies 

Building Information Modeling (BIM) applications 
contain taxonomies and content libraries, which can be 
extracted to enable ontology construction. Generally, a 
BIM project contains system families and loadable 
families. The former one is embedded in the project 
template with default structures, while the latter is 
created independently and loaded into projects. Because 
most BIM libraries do not contain well-defined 
components for industrialized construction, design teams 
for modular construction usually need to create 
customized ones. The customized BIM modules can be 
reused in different project settings. In this study, a MEP-
integrated volumetric unit is defined as the first level 
hierarchy under the project. Each unit is modeled as sub-
project, which can be further linked to the main project. 
The main project and linked models are stored separately 
to facilitate the reuse of linked models. The components 
of volumetric units, such as walls, floors and ceilings are 
the second level of product hierarchy, which is modeled 
in the linked project.  

To extract the BIM data of the module as well as their 
components, Revit API is used in this study. First, the 
volumetric units can be filtered under the category of 
“RvtLinks”. The “RvtLinks” is a built-in category used 
to represent linked models in the main project file. Then, 
the linked document is located. The component 
granularity is extracted from linked document through 
the “FilteredElementCollector”, which provides access 
to obtain a collection of elements by category. 

3.1.3 Build Class Hierarchy 

The extracted BIM data, including BIM families, 
instances and parameters, should be mapped to the 
ontology structure. The structure of an ontology is 
constructed as a tree structure of classes, to represent the 

hierarchy of the modular buildings. The object properties 
are used to assert relationships between classes. The 
attributes of each class are modeled as data properties. 
The mapping relationships are illustrated as BIM family 
to Ontology class, BIM instance to Ontology individual, 
BIM parameter to Ontology data property. In addition, 
some inexplicit relationships in BIM, such as the hosted 
relationship between opening families (e.g. windows and 
doors) and wall families, can be mapped to the object 
properties. The extracted objects are collected as key-
value pairs in the C# dictionary, where the keys are 
unique “ElementId” used to maintain the one-on-one 
relationship between BIM and ontology, and the values 
are attributes of elements. The Python module “Owlready” 
[32] is used to write the BIM data into the ontology.

The above concepts of an ontology contain the basic
taxonomy for a configuration problem. However, they 
are usually not enough to describe complex semantics. 
These semantics, including the constraints over the 
product structure, are useful to reason the correctness of 
a configured solution. The typical constraints for 
configuration include composition, compatibility, 
dependency and cardinality [33]. Composition rules 
define which components are mandatory or optional in 
the product architecture. The product architecture can be 
built as a tree structure. A component can be either a root 
node, an intermediate node or a leaf node. Once a non-
leaf component is selected, the direct child component 
can be automatically added to the product. Compatibility 
rules define which components cannot exist 
simultaneously in the product. If a component with a 
compatibility rule is selected, the system will exclude 
certain components from the option lists. Dependency 
rules define which components must belong together in a 
product. If a component with a dependency rule is 
selected, the system will add its mated components to the 
product. Cardinality rules define the required or limited 
number of components under certain circumstances. The 
product structure can only represent the existence of a 
components. A component with a cardinality rule need to 
be assigned the quantity occurring in the product and 
checked against its validity. 

4 Implementation 
To demonstrate the ontology usage, a multi-story 

modular residential project from a European construction 
company is used as an illustrative example. The project 
consists of prefabricated, highly standardized volumetric 
units that are combined under a set of restrictions to 
create apartment buildings. Each module is fully 
designed for certain functionalities. While the product 
concept is standardized, the individual configuration can 
vary from the building profile on the selected site, the 
layout of the apartment on the floor plan, the material 
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type of façade, the roof types and the balcony types. The 
project-specific configuration is supported by a library of 
3D models in Autodesk Revit that define all relevant 
design regulations. The BIM content library can be 
linked to the proposed ontology following the process 
mentioned above. Then, the project can be configured 
with the BIM library and reasoned for correctness. 
Figure 1 shows the classes and object properties 
in the configuration model. 

Figure 1. Class hierarchy and object property 
hierarchy of the modular building 

4.1 Composition constraint 
“An Apartment_2 is composed of 1) one entrance 

module; 2) one kitchen module; 3) one sleeping module.” 
The definition of the class “Apartment_2” in Protégé is 
shown in Figure 2. The “Entrance”, “Sleeping”, and 
“Kitchen” are disjointed classes. The “hasEntrance”, 
“hasSleeping” and “hasKitchen” are object properties 
which map from the apartment class to the corresponding 
module class. “Exactly” keyword is used to restrict the 
existence of a certain class. 

Figure 2. Composition constraint to define a 
three-module apartment 

4.2 Cardinality constraint 
“A two-story modular project is developed for wind 

loads in terrain type 1, which requires at least five 
modules in width per floor.” The constraint is encoded in 
SWRL and SQWRL (Semantic Query Enhanced Web 
Rule Language) as shown in Figure 3. SQWRL support 
collection operators that provide the grouping and 

aggregation functionalities. In this scenario, each type of 
modules, including “Sleeping”, “Kitchen” and 
“Entrance”, are grouped and added. Then, the total 
number of selected modules is compared with the 
required number of modules based on the design 
requirements. 

Figure 3. Cardinality constraint to check the 
required number of spatial modules 

4.3 Compatibility constraint 
“The Kitchen modules should not be selected to 

configure a studio apartment”. The constraint is defined 
as a SWRL (Semantic Web Rule Language) as shown in 
Figure 4 via the SWRLTab of Protégé. The constraint is 
a conjunction of four positive atoms. The “Project (?x)” 
and “Kitchen (?m)” represent the instance of project (x) 
and kitchen (m) respectively, while the “onlyStudio(?x, 
true)” represents that the project only contains studios. 
Finally, when the kitchen module (m) is added to the 
project (x), the “hasModule (?x, ?m)” will be generated 
automatically. As the consequence of the rule is void, the 
checker returns an error, representing the event at the left 
side of arrow cannot occur. 

Figure 4．Compatibility constraint to limit the 
module selection 

4.4 Dependency constraint 
“If a user specifies an apartment with balcony, the 

matched canopy will exist in the same configuration.” 
Similar to compatibility constraint, the constraint is 
defined in the SWRL as shown in Figure 5. For the 
specified apartment, if a balcony with width equals 1.5 
meters is required in the sleeping room. The rule will 
automatically add the matched canopy and set its width 
same as the balcony. 

Figure 5.  Dependency constraint to select mated 

174



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

components 

5 Discussion 
The proposed ontology-based product modeling is a 

novel approach to represent design information for 
modular buildings. It is aimed at achieving mass 
customization by linking customer requirements and 
design regulations with a predefined module library. The 
research is built upon the product modularization. With a 
module library, the various configuration can be achieved. 
Compared with the PVM and PAM approaches, this 
ontology-based approach is capable to represent more 
complex product structures and semantics. Furthermore, 
the proposed ontology can be well-connected to BIM 
tools through ifcOWL to avoid reconstruction of 
taxonomies. 

6 Conclusion 
Mass customization has been strongly emphasized in 

the construction industry, especially the industrialized 
construction. Product configuration is an idea borrowed 
from the manufacturing industry to achieve mass 
customization. Similar to the automotive industry, 
modular buildings can be configured with different 
categories of modules, such as volumetric units and 
panels. Compared with the traditional design process, the 
key benefits of configuration are the fast derivation of 
product variety to satisfy customer’s needs, and the reuse 
of digital BIM contents to improve design efficiency and 
product quality. However, the existing product modeling 
only deals with the categorical classification of product 
composition, without considering a configurable product 
structure. 

To support the digital representation of configuration 
knowledge, this research proposes an ontology-based 
modeling approach. First, it illustrates how configuration 
tasks can be implemented in a BIM environment via a 
BIM-to-ontology workflow. Second, the paper focus on 
how product hierarchical structure and semantical 
constraints can be modeled in an ontology. A modular 
building project is used as a case study to explain it in 
detail. Ultimately, this lays the foundation for the 
technical configuration platform development.  

The research has some limitations. First, the 
configured product is limited at the floor plan. A wider 
scope of building products, such as MEP systems, should 
be included in the configuration process. This might 
require a better understanding of customer requirements 
on the building performance. Second, the complex 
semantics of product configuration has to be manually 
added into the ontology. Previous scholars have 
identified that building such large-scale ontology 
requires domain knowledge, which will take time and 

considerable resources [34]. Future research direction 
might be the automatic construction of multi-domain 
ontology with natural language processing. 
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Abstract – The construction industry suffers from low 
productivity, and the Building Information Modelling 
(BIM) has not been successful in enhancing the 
productivity and the flow of information throughout 
highly fragmented construction projects. Hence, this 
study aims to facilitate consistency in information and 
addresses the current gaps in BIM by applying the 
Productization and Product Structure concept. The 
study follows conceptual research approach and 
accordingly, previous studies on productization and 
product structure are reviewed. The Part-Phase-
Elements Matrix is proposed as a construction-
specific product structure to facilitate consistency in 
information and enhance BIM.  

Keywords– Productization; Product structure; 
Information Management; BIM; Construction 

1 Introduction 
Construction industry is highly fragmented and 

complex and suffers from low productivity improvement 
[1]. Building Information Modelling (BIM) has shown 
some promise to assist in improving productivity [2] but 
remains essentially ineffective despite the potential of 
enhancing the collaborative way and providing relevant 
parties with reliable information [3]. Simultaneously, 
construction projects suffer from different stakeholders 
and suppliers using a variety of systems [4] resulting in 
considerable conflicts when operational integration and 
automation are needed [5]. Loss of relevant information 
and data corruption are inevitable in such circumstances. 
Hence, strong needs exist for a unified concept to 
organize and manage information, including product and 
process information to facilitate the integration of 
construction processes.  

With increasing moves toward achieving the 
concurrent construction goal by advanced BIM [6], the 
construction industry is getting increasingly similar with 
manufacturing industry. The current situation in 
construction is quite alike to the experiences by complex 
manufacturing companies some decades ago [7]. 
Considerable interests exist for implementing well-

established methods from the manufacturing industries to 
improve BIM implementation [8]. These have common 
goals with BIM to ensure process fluency and product 
data integrity among multiple systems.  

Various approaches have been proposed for the 
purpose of improving BIM. The BIM improvement based 
on Product Lifecycle Management (PLM) [7], [8], 
adoption of Industry foundation classes (IFC) as a well-
known data model standard to deliver the integrated 
building information [9], implementing situation based 
management approaches such as Last Planner [10], 
proposing a central information repository as a multi-
disciplinary collaboration platform [11], and 
modularization via considering the building as a product 
[10]. Further, Holzer [12] suggest that BIM should be 
built so that standardized product data can be derived 
directly from the model to the existing information 
systems utilized in the industry, rather than transforming 
BIM into a construction-dedicated PLM. However, the 
current research is particularly deficient in construction 
specific information system considerations. 

BIM modelling based on a standardized Product 
Structure (PS) has been argued to be the missing link 
between BIM approach and the disconnected 
construction processes to some extent in the literature 
[12]–[14]. Product structure is a consistent unit 
representing a physical or conceptual grouping of 
product components which can be easily identified and 
replaced [15]. Product structure is the core entity for the 
transmission of information across the entire life cycle of 
a production project system [13] that enables platform-
based production, and strengthens stakeholder 
engagement and cooperation from product development 
to marketing agents [16]. Indeed, the product structure 
bridges the development and marketing of new products 
within the concept of Productization [17].  

The productization concept was originally borrowed 
from managerial texts and mainly used in the service or 
software industries [18].  The concept has evolved over 
the years, but at a general level, productization is used in 
the context of creating products or services and covers all 
the activities required before a product is ready 
commercially [19]. Productization also refers to 
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commercial and technical modelling the offer products 
according to a consistent product structure [20]. 
Consequently, product structure plays a key role in the 
Productization process as a structured product 
information repository and makes products and related 
data more systematized and manageable. Despite some 
researchers having addressed the concept of 
productization in relation to modelling of products and 
services and the potential of product structure involving 
acting as a unified concept to ensure consistency of 
information, the context of construction industry has only 
been discussed to a certain extent [21]. Further work is 
necessary to detail the found links and to establish an 
equivalent central backbone structure to enhance the 
implementation of BIM. 

This study explores the core of productization 
concept, and the product structure as an eminent solution 
to facilitate consistency in information, and hence 
addresses the current gaps in BIM. This is based on the 
argument that product structure -focused construction 
modelling is the missing link of the BIM approach and 
has potential to improve BIM performance. Addressing 
the gaps in BIM can support the long-term vision of 
improving the of product data management in the 
construction industry. The goal is to create a standardized 
concept for product information and to provide a 
mechanism for the effective sharing of product data 
between different phases of the building lifecycle. The 
intention is to enable flexibility in how many 
stakeholders can be involved in a specific project. 

The above discussion can be outlined along the 
following research questions (RQs); 

1. How does a conceptual product structure look like
in a general level?

2. How can the conceptual product structure support
BIM Implementation?

3. How can a specific product structure be formed to
enable reliable information exchange between
different stakeholders in collaboration?

This study is a conceptual research. The research 
methodology is presented in section 2. The Literature 
Review on Productization and Product Structure at the 
general level forms the basis to answer RQ1. Meanwhile, 
the literature review on construction project 
specifications and challenges of BIM implementation in 
conjunction with the conceptual product structure, offers 
a response to RQ2 and also supports the creation of a 
construction-specific product structure that responds to 
RQ3. Discussion and conclusion are presented in sections 
4 & 5 respectively. 

2 Methodology 
The study follows conceptual research approach. The 

literature on productization and product structure are 
reviewed first, while seeking for different approaches to 
interpret concepts at a general level.  A construction 
specific product structure is designed and developed to 
support BIM implementation. A three-dimensional 
matrix to is used to combine product structure, building 
product library as a structured database, and user 
specifications layers from various construction project 
phases.  

3 Literature Review 

3.1 Productization 
The term "productization" has been used 

interchangeably with standardization, systemization, 
productivisation, industrialization and 
commercialization. Productization is seen to mean 
standardization of the elements in the offering [22] and 
concern all the activities before the product is ready 
commercially [19]. Productization is also defined as a 
transformation process from customer specific (low 
productized) to standard mass market products (high 
productized) offering [17], [22], in relation to which 
rationalization is necessary to produce deliverables from 
individual level tacit abstract knowledge to organization 
level easier to communicate knowledge [17], [23]. 
Productization has been seen as a delivery-oriented 
concept [24], which enables an optimal balance between 
customization and standardizationas well as the ability to 
make and to sell [23].  

Productization refers to the conversion of custom or 
incidental products to  standard ones [25]. Considering 
all the above mentioned, productization id a 
transformational process in which product information 
and materials are streamlined, systematized and 
standardized through replicable methods and transparent 
format. Productization can be seen as a process that 
transforms inputs into outputs, which is in line with 
Transformation-Flow-Value theory proposed [26] in 
which the production in construction is conceptualized in 
a way that production is one of the major concepts 
(transformation from inputs to outputs, as a flow to fulfil 
customer needs and add value). Figure 1 illustrates 
productization as portrayed by the literature to provide 
systematics for the discussion. Indeed, productization 
contributes through systematization and routines to both 
efficiency and profitability [27], covers aspects relevant 
to both new product development and marketing by the 
product-centric view. Literature on product management 
[14], [17], [28] further splits productization into 
technological and commercial perspectives. It is also 
claimed that productization should be split into Inbound 
and Outbound activities relating to capacity to produce 
and sell to build a harmonized development process and 
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avoid duplicating tasks using existing platforms and 
modules [18]. The outbound productization aims at 
improving product value for consumers and providing 
wider product families to satisfy consumer needs. It is 
believed that productization should cover both abilities to 
make and sell by finding a balance between 
standardization and customization [17] .  

Figure 1. Productization 

Evidently, the concept of productization is strongly 
connected to module-based product development and 
mass customization (MC). Modularization refers to a 
product and process structure in which the design 
elements are divided into modules with well-defined 
interfaces along a formal architecture [24]. Module based 
product development is enabler and one of the success 
factors for MC [29]. 

MC addresses distinct market requirements and 
promotes modularization, which can be seen as higher 
levels of standardization [23]. By increasing the level of 
productization, the clarity of the offering increases, and 
becomes more understandable and communicable 
towards customers [17]. “Successful MC products must 
be modularized, versatile, and constantly renewed” [29, 
p. 4]. This is promoted by developing modular product
families for the provision of an appropriate variety of
products [30] to satisfy customer needs. The concept of
productization begins with the core product followed by
routines.

3.2 Product Structure 
A broad range of definitions for product structure 

exist in the academic literature [31]. The product 
structure term is commonly used in various fields under 
different terms: product architecture [15], configuration 
model [32], product structure tree [33]and modular 
product structure [30]. In a general level, product 
structure is defined as an organized hierarchical 
classification [34], [35], structural representation [36] 
and basis for all information of product components 
(characteristics, technical objects, product functions 
requirements) [31], [35], [36] and their assembly 
relationships [15], [31], [37]–[39]. 

Product structure is a context-dependent explanation 

of the product’s composition from the elements and the 
relations between the elements in which all ‘instantiated 
data’ is managed and stored [40] to realize the product 
function [41] and form a consistent unit that can be easily 
identified and replaced [15]. Product structure captures 
not just the product components’ assembly relationship, 
but also the data relationship that distinguishes them. 
“This data materialises as files with revisions and 
versions" [13, p. 11]. To ensure that product data can be 
handled well and that the change can be monitored and 
recorded, the product data should be sorted and managed 
according to the product structure [39]. 

Product Data Management (PDM) enriched by 
unified product structure serves as a central repository of 
information for process and product history and 
facilitates integration and data sharing among all 
business users dealing with products [42]. Several studies 
have addressed how product structure is the basis for the 
implementation of product data management (PDM), and 
fulfils the criteria of generating a manufacturing plan and 
schedule [39] supports managerial decision-making 
[39]and collaborative workflow in maintaining all design
details up to date [38], so that they are dynamic and
reusable.

A generic product structure is a hierarchical structure 
of either abstract or physical elements [43] which 
represent the structure of the entire product family and 
show which modules and part types, or classes are used 
in the products or a product family [31], [32]. The generic 
product structure offers information on possible 
implementations of existing templates in a wide variety 
of similar products [31]. Opposite of general product 
structure is a specific or precise product structure in 
which the information is only limited to a particular 
product. Specific/precise product structure shows the 
particular modules and parts, which together form the 
product [31]. A specific/precise product structure is a set 
of descriptions of components organized into a part of the 
hierarchy that is required to create or order the part [44]. 

Bill of Materials (BOM) is one of the most common 
product structures which identifies the parent-child 
relations between product components. BOM is a list of 
all sub-assemblies, intermediates, parts and materials that 
form a parent assembly and show the quality of each 
assembly needed to produce a complete product [45]. 
The terms product structure and BOM can be used 
interchangeably in spoken language, however, “The 
definition of product structure is more comprehensive" 
[34, p. 54]. At some point during the life of the product 
development, BOM is regarded as a basic filtered product 
structure snapshot [35]. 

BOM itself tends to fall into two main types; 
Engineering Bill of Material (EBOM) and Manufacturing 
Bill of Material (MBOM). EBOM is the cornerstone of 
the “As Designed” Product Structure that describes ‘what’ 

Input
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• Resemble product

• Customer specific product
• Service offering
• Management knowledge
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the product is [46], [47], which is later converted into 
MBOM. MBOM, refers to ‘how’ the product is produced 
and assembled [46] by maintaining manufacturing 
interactions through the planning of production 
processes[47]. Also other product structure based BOM 
categories exist. According to the product structure tree 
EBOM and MBOM are designed automatically as 
requested [37]. BOM is the core part of any integration 
system as a means of communication during product 
development [48] and it is widely evidenced that the 
BOM related processes and implementation activities 
dramatically affect how an organization can run multiple 
systems like Computer-aided Design (CAD), Product 
Data Management (PDM), PLM, and (Enterprise 
Resource Planning) ERP [42]. 

Product structure can encompass and store various 
kinds of product information. It is viewed that the product 
structure description data can be summarized into natural 
attributes (product and part names, ID, size, material, 
weight, and origin) and the relevance between the 
components (father-child relationship between products 
and parts) [49]. It is also argued that product structure 
information consisting of product structure 
decomposition, part ratios and outgoing fractions, help to 
frame the limits of a system and to model and analyse the 
subsystems, which can be retrieved from BOM and 
disassembly BOM [50]. Some academics also suggest an 
extra node between the product and part nodes and refer 
to modules [31] or components [37] that can be common 
or alternative/optional components equipped with 
configuration rules [43].  

3.3 Construction Projects Context 
3.3.1 BIM in Construction Project Context 

Construction projects have certain properties that 
complicate their management, to name a few, quite 
volatile planning environment, evolving production 
locations, highly fragmented and extremely 
multidisciplinary non-linear work processes, spatial 
restrictions, and specific regulations [13]. These 
properties place difficulties on the construction projects 
regarding cooperation, accurate exchange of knowledge, 
and incorporation of various stakeholders.  

It is widely acknowledged how the collaboration of 
numerous multidisciplinary project members through 
continuous, accurate and real time information sharing, 
play a vital role in overcoming these difficulties [51]. The 
ambiguity that surrounds the definition, business value 
and purpose of BIM impede a common understanding of 
BIM implementation between stakeholders [52]. 
Accordingly, the major issue is that "BIM is a powerful 
but complex technology" [53, p. 321]. 

The challenges of BIM implementation have been 
widely discussed in literature. Lack of defined standards 

and technically integration requirements and 
management of outcomes as the main barriers to BIM use 
[2]. BIM implementation faces challenges like the need 
for a well-design transactional structure and practical 
strategies for integration and the exchange of information 
among involved parties, a need for well-developed 
guidelines, a need for someone to be responsible for the 
distribution of operational development, cost and to 
identify a suitable time for the engagement of 
stakeholders in different segments to exchange the 
information [3]. Therefore, the challenges to the 
implementation of BIM with regard to the scope of this 
study needed to be examined with the capabilities of the 
construction-specific product structure. In this regard 
Section 4 presents debate. 

3.3.2 Product Structure in Construction Project 
Context 

Product structure concept relating to construction 
projects follow the general product structure logic in 
terms of structure and context. A construction project and 
the related productization mechanism, could be split into 
capacity to produce (Inbound) and sell (Outbound) 
activities as proposed by [17]. Harkonen et al. (2018) 
further modelled the technical product portfolio and 
commercial product portfolio in the construction project 
context by simultaneously relating to the development 
and sales capability activities.  

The product structures are generated during the 
design phase [40], where all necessary stakeholders 
should be involved to design the product structure 
according to their requirements [38]. The requirements 
help to clarify what the product must do, or the qualities 
of the product. These requirements tend to fall in three 
categories: functional requirements referring to things the 
product must do, non-functional requirements referring 
to qualities the product must have, and constrains 
referring to context specific limitations that shape the 
requirements [54].  These requirements must be gathered 
and categorized according to the customer needs, 
regional business resources, and context-specific 
constraints [15]. Nevertheless, product structure might be 
overloaded with a wide variety of requirements and 
become difficult to handle should the large number of 
stakeholders and different domains be considered, 
meaning all those involved in construction projects. 
Therefore, also considering the capacity of product 
structure is vital while attempting to satisfy the various 
user criteria and the needs of different construction 
project phases. An unified product structure should be a 
tradeoff between individual requirements of various 
stakeholders (differentiation) and keeping 
standardization and commonality product’s components 
[55]. 

The next preliminary concept to consider is a 
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database for potential technical objects that support is 
among them [2]. General product structure determination 
proposed by [36] involves arranging functional elements, 
mapping them to physical components, and defining 
interface specifications among components, and a 
technical objects. It is also worth noting that in order to 
make the database functional, the technical objects 
library needs to be hierarchically organized in a standard 
way. Feature templates have been proposed as a database 
to consist of well-formed, predefined CAD features, 
attribute aggregations, and constraints enhanced with 
engineering information and reusable geometric 
elements [31]. Yet the function models may not have 
enough structure and integration might be necessary. 
Accordingly, a construction classification system can be 
used to provide standardized technical objects, which are 
coded and organized hierarchically. There are several 
"construction classification systems" available based on 
different logics, but the main purpose in all is to classify 
building artefacts to support reliable information 
exchange [56] 

Comparison between alternative construction 
classification systems have been investigated, including 
OmniClass, MasterFormat, UniFormat and Uniclass [57]. 
The UniFormat classification system is used in this study, 
as its purpose is to “enhance reporting of design program 
information, especially for preliminary project 
descriptions and performance specifications, and provide 
a basis for systematic filing information for facility 
management, drawing details, BIM objects, and 
construction market data” [58, p. 1].  This is in line with 
objectives of this paper. In this classification system, the 
building elements are hierarchically grouped into three 
levels of major group elements, group elements, and 
individual elements [59]. These three dimensions need to 
be acknowledged simultaneously to ensure coherent, 
reliable and structured knowledge to be shared by various 
stakeholders in the construction project life cycle phases.  

A Part Template Matrix has been proposed for a 
generic product structure, which nicely visualizes 
dependencies and affiliations between feature templates 
and product structure [31]. Inspired by that, this study 
aims to enhance the proposed matrix using standardized 
and structured database as the source of all applicable 
individual element level building artefacts.  

4 Results and Discussion 

4.1 Conceptual Product structure and BIM 

The content and structure of the product structure 
have been discussed in the literature based on 
hierarchical elements and also on the basis of information 
within each element. Figure 2 depicts a product structure 

from the hierarchical elements of the product (Left) and 
their respective units of information (right). The 
illustration is inspired by the previous research regrading 
product structure in general level. 

The product part-of hierarchy structure starts with the 
product family including different products and displays 
alternate modules and component forms (parts) that 
could potentially be used in the products, or the product 
family. Information units correspond to elements of the 
product structure illustrated in on the right side of figure 
2. Information of possible variety of products (Product
Data layer) is stored as a generic product structure which
includes several different specific products structures
(BOM). Next level is the assembly process layer that
includes a collection of component descriptions required
to build or order a part. In this level, specific EBOM and
MBOM describes ‘what’ the product is and ‘how’ the
product is produced and assembled. Detailed information
of the parts is stored within the elements layer to specify
the characteristics used for grouping or separating.

The findings indicate that a product structure consist 
of comprehensive information regarding product and 
production process with a clear structure of relations 
between detail information. Meanwhile, information can 
be tracked and reused from product data, process and 
elements layer of product structure. The centralized and 
standardized product structure makes it accessible and 
easy to follow as a consistent information unit for all the 
stakeholders involved in the lifecycle of construction 
projects. In short, a product structure with a well-
designed structure can provide a platform for continuous, 
accurate and real-time information that can be used in 
collaboration with numerous stakeholders. 

Regarding "BIM" implementation, the mentioned 
gaps in could be well addressed with the potential of the 
product structure discussed in literature promoting 
standardization, collaborative exchange of reliable 
information and integration of multidisciplinary 
stakeholders. The flow of information about elements 
and their relationship, production process, specific 
product and product family will be available via a 
product structure. 

Figure 2. Product Structure from hierarchical 
elements of the product (Left) and their respective 
units of information (right). 
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4.2 Construction Specific Product Structure 
The construction projects’ specifications are 

considered to develop a construction specific product 
structure, since the product structure is a context-specific 
phenomenon itself that can be interpreted differently 
through the project life cycle with various disciplines and 
stakeholders involved in the project.  

In this regard, the findings indicate that the product 
structure could be developed to be used from both 
technical and commercial standpoints. The conceptually 
illustrated product structure (Figure 2) was developed to 
be used for technical and commercial purposes. 
Involvement of stakeholders and related well-defined 
requirements within the early stages of construction 
projects enhance product structure functionality. 
Hierarchically structured and standard library of building 
objects further facilitate efficient information exchange 
among stakeholders.  

Accordingly, the product structure is enriched first by 
the standard construction object library which consist 
three layer of details including major group elements, 
group elements, and individual elements. These three 
levels may well correspond to product structure hierarchy 
levels of product, modules, and parts. A Matrix based 
model is used to explain corresponding dimensions and 
their interactions. 

Using a standardized and structured database as the 
source of all applicable individual element level building 
artefacts in bottom of product structure will enhance 
collaborative exchange of reliable information and 
integration of multidisciplinary stakeholders. This 
approach provides a basis for systematic flow of 
information across project and add an appropriate 
classification of elements. 

Figure 3. Part-Elements Matrix 

Figure 4. The Part-Phase-Elements Matrix 

So far, Part-Elements Matrix is able to integrate PS 
and library elements. To make the Part-Elements Matrix 
usable for involved parties acros different stages of the 
project, third dimension is needed to illustrate the 
potential inclusion of unlimited users from different 
disciplines within the construction phases (Figure 4). The 
addition of user dimension, in other words, allows the 
collaborative use of the proposed Part-Elements Matrix. 
The proposed matrix has added new dimensions called 
Phase Layer. As a result, the 3-dimentional Part-Phase-
Elements Matrix has formed demonstrating the 
relationship between the parts, elements, and users. The 
Part-Phase-Elements Matrix has Part-Elements Matrix 
capacities as a basis and allows stakeholder engagement 
to enhance BIM as well. 

The Part-Phase-Elements Matrix shows the 
relationship between the part and the correlated elements 
that exist in the object library. In the meantime, the 
phases layer indicates that the stakeholder involved in the 
second phase of the project (design) is the corresponding 
user. In the example given in figure 4, the element no. 
B2020 related to Part (x) from PS, is used by a user from 
Design phase. This type of relational information. The 
proposed Part-Phase-Elements Matrix has the potential 
to facilitate consistency in information and enhance BIM 
as a construction-specific product structure.  
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Abstract - 
Individual customer needs and accelerating 

technological advances in Industry 4.0 are leading to 
rapid manufacturing changes, thus industrial 
buildings need to accommodate constantly evolving 
production processes. The load-bearing structure acts 
as crucial limiting factor regarding the building’s 
flexibility. As structural performance is highly linked 
to other design-disciplines, there is a need for 
integrated computational solutions allowing for 
performance-oriented structural design and 
optimization in early-design stage.  

In order to address these issues, this paper 
presents the framework development of an early-
stage parametric structural optimization and decision 
support model for integrated industrial building 
design. The framework combines architectural, 
structural, building service equipment and 
production process planning parameters and 
evaluates the impact of changing manufacturing 
conditions on the structural performance, 
automatically evaluating flexibility metrics to guide 
the decision-making process towards increased 
sustainable design. In a case study of ten real 
industrial construction projects, the 
interdependencies between discipline-specific data in 
industrial building design are analysed and collected 
in a graph data model. The proposed parametric 
framework is tested on a pilot project from the food 
production sector. Results validate the efficiency of 
the framework design and indicate that an 
optimization of the structural axis grid can save up to 
25% of the material demand. A discussion on the 
results and next steps for further model improvement 
are presented.  

Keywords – 
Industrial building design; parametric modeling; 

performance-based structural design; multi-criteria 
decision analysis; early design stage; decision support 

1 Introduction 
Flexibility has become an increasingly important 

topic in industrial building design. Due to product 
individualizations, accelerating technological advances 
in manufacturing planning and shorter production 
lifecycles industrial buildings strive for highly flexible 
structures. The load-bearing structure, as the most rigid 
element with the longest service life in a building, is 
decisive for the adaptability and transformability of 
manufacturing systems. Flexible load-bearing structures, 
which can be implemented by means of wide-span girder 
systems and different load carrying capacities, can 
prolong the building’s service life without expensive 
rescheduling measures. 

The data and software needed by manufacturing 
planners differ by the ones from building design and are 
usually based on special discipline-specific knowledge. 
Multidisciplinary design teams involve conflicting views 
of different stakeholders and planning parameters and the 
prevalent uncertainty associated with multiple discipline-
specific models. However, the production owner’s 
demand should be satisfied by cooperating and assessing 
work of all planning disciplines. Compared with 
manufacturing services, building components have a 
much longer lifecycle, though buildings need to supply 
the interaction between production processes and 
machines, the building structure and service equipment. 
Effects of changing production processes on the building 
structure and consequently on the performance along the 
whole life cycle of the factory should be simulated and 
visualized in real time, giving reliable feedback on 
design-decisions already in early design stage. Therefore, 
a large quantity of data need to be integrated, although 
data availability in early design-stage is rare and data 
exchange between different disciplines rarely exist.  

Integrated decision-making systems that provide 
manufacturing and building criteria is relatively complex, 
since currently production and building design processes 
run consecutively, lacking in feedback loops. 
Additionally, structural considerations usually enter the 
design process too late and are subservient to 
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architectural and production goals, leading to suboptimal 
structures and inflexible floorplans. Thus, environmental 
and economic aspects such as resource consumption and 
life-cycle costs could be reduced by collaborative 
performance-based decision-support systems, optimizing 
the structural system. However, digital industrial 
building models do not properly address the interaction 
between production and building design disciplines, 
which may later lead to inflexible solutions.  

In industrial construction projects, stakeholders are 
faced with numerous complex design decisions, 
involving the choice of conflicting variables such as 
different construction types, production processes or 
building service equipment (BSE). Multi-criteria 
decision analysis (MCA) taking into account possible 
scenarios of production layouts can help to improve the 
structural performance of production systems. Though, 
require maximum integration of all stakeholders and a 
vast amount of data in early design stage. To achieve this 
integration several architectural, structural and 
manufacturing aspects and their interrelations need to be 
considered and new computational strategies developed 
in order to generate applicable design solutions. 

This paper presents ongoing research, conducted 
within the research project BIMFlexi, which aims to 
increase the flexibility of industrial buildings towards 
rapidly changing manufacturing systems in a BIM-based 
digital platform. This paper explores a novel approach 
integrating production process planning into 
performance-based structural design in early design stage 
of industrial buildings. A framework for a parametric 
structural design and optimization model in order to 
allow multi-objective optimization (MOO) with 
immediate decision support increasing the flexibility of 
industrial buildings is developed. The parametric model 
framework is designed to be integrated into the BIM-
based digital platform of BIMFlexi in a next step of the 
research. 

In this paper, we first review the state of the art for 
MCA in industrial building design. We then explore 
collaborative decision-making problems with focus on 
structural performance integration (chapter 2). In order to 
identify relationships between building design and 
production planning the results of a comprehensive case 
study, analysing ten real industrial facilities, are 
summarized in a graph data model. We propose a 
framework for a parametric structural performance-based 
design and optimization model that can be used by 
stakeholders involved in industrial construction projects 
to support in multi-criteria decision-making in early 
design stage (chapter 3). The framework is tested on a 
pilot project and results are discussed (chapter 4). The 
paper completes with a conclusion and outlook of the 
next steps. (chapter 5). 

2 Literature Review 
Research and industry community widely 

acknowledge the need for flexible and adaptable 
buildings, contributing to sustainable design choices [1]. 
Maximizing the flexibility of building structures can 
minimize costs and time required for rescheduling, but 
identification of interdependencies among discipline-
specific systems bears challenges [2]. Cavalliere et al. [3] 
develop a BIM-based parametric model for automatic 
flexibility evaluation for sustainable building design.  

Regarding MCA and decision-support systems for 
production plants, numerous research has been 
conducted in optimization of manufacturing systems [4-
7]. A modular process model taking into account 
databased interdependencies in factory planning 
respecting the building is developed by Hawer et al. [8]. 
Yet, industrial buildings are rarely in research focus [9]. 
Among the conducted research, several authors proposed 
models concentrating on industrial building level. 
Kovacic et al. [10] develop a life-cycle analysis tool for 
facade-systems of industrial buildings, claiming that 
decision-making processes require long-term horizons, 
which, however, still need improvement. Authors in [11] 
develop an approach for factorial design space 
exploration supporting in multi-criteria decision-making 
(MCDM) to study energy performance, environmental 
impact and cost effectiveness along the life cycle. The 
author in [12] present a sustainability assessment 
methodology based on MCDM including factors 
influencing early design stage of industrial buildings. In 
[13] a study developed a decision-making model to
describe relations between factory buildings,
manufacturing equipment, sustainability aspects and the
planning process. Other researchers focused on the
prediction of the energy efficiency in production
facilities [14] or used MCA for space heating system
selection in industrial buildings [15]. Methods and
models developed for MCA of industrial buildings
mostly address energy performance improvement. Less
attention is on the structural performance. However, to
determine the overall efficiency of industrial buildings a
concurrent assessment of the synergy effects of
production processes, BSE and the building itself is
needed [16].

Current available structural analysis tools are not
sufficient for early design stage as their focus is rather on
precision than flexibility often lacking in interoperability
to other design tools [17]. Few structural analysis
methods allow analysis and visualization in a single
environment, provide feedback only to the structural
engineer himself and do not support an integrated
performance improvement [18]. Parametric modeling
can support in conceptual design, enabling early
integration of engineering-specific knowledge [19]
allowing fast variant studies and enabling flexible
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exploration of design spaces by varying parameters and 
their dependencies [20]. Using parametric design tools 
such as Grasshopper for Rhino [21] or Generative 
Components [22] provide visual programming 
environments and allow the integration of structural 
performance simulations such as Karamba3D [23]. In 
addition, a number of computational tools supporting 
MOO are already embedded in traditional parametric 
modeling software [24], including the generative solver 
Galapagos [25] for Grasshopper. 

Several methods have been used to support integrated 
design exploration for structural performance with MOO 
in conceptual stage. Authors in [24] present a case study 
of a cantilevered stadium roof for early-stage integration 
of architectural and structural performance in a 
parametric MOO design tool. In [26] a MOO 
methodology for structural efficiency and operating 
energy efficiency focusing on long span building 
typology is presented. [27] develop a design tool, which 
parametrically generates and semi-automatically 
analyzes truss designs with real-time visual structural 
performance feedback. Mueller and Ochsendorf [18] 
propose a computational approach in evolutionary design 
space exploration, combining structural performance and 
designer preferences. Pan et al. [28] propose a design 
process for long-span structures composed of a 
parametric model, a framework of interdisciplinary 
assessment criteria and MOO with post-processing tools. 

The above listed research results are remarkable but 
focus either on production process modeling or building 
performance, mostly focusing on energy efficiency. 
Holistic models receive little attention. Indeed, the focus 
in early industrial building design should be on the 
optimization of the load-bearing structure in order to 
maximize the facilities flexibility, thus prolonging the 
buildings service life and reduce life-cycle costs.  

Hence, this paper deals with the framework 
development of an early-stage parametric structural 
optimization and decision support model for integrated 
industrial building design. It integrates architectural, 
structural, BSE and production process planning and 
evaluates the impact of changing manufacturing 
conditions on the structural performance, automatically 
evaluating flexibility to guide the decision-making 
process towards increased sustainable design. 

3 Research Methodology 
As described in the previous chapter, this paper focuses 
on the investigation of the interdependencies between 
building (architecture, structure, BSE) and production 
(manufacturing program, machine layout and space 
requirements) data in order to develop a parametric 
multi-criteria model for structural optimization and 
decision support. Multi-criteria decision-making requires 

a vast amount of data in order to come to applicable 
results. The research is based on a case study to construct 
a network from direct empirical observations, showing 
graphical data structure, compactly representing 
dependencies. 

3.1 Use-Case Study 
The use-cases under investigation are selected acc. to [29] 
and are representative for the research objective. Due to 
different types of production examined – Automotive, 
Food and Hygiene, Logistic, Metal Processing and 
Special Products - a diversity is created and not 
exclusively the needs and objectives of a specific 
manufacturing sector investigated. The 
recommendations in [29] are followed with a total 
number of ten examined use-cases. The purpose of the 
research is to develop theory, not to test it. The use-cases 
are selected because the highest density of given 
information and the best accessibility of data and leading 
stakeholders was available [30]. Table 1 gives an 
overview of the examined use-cases.  

Table 1. Use-Cases examined 

Use-
Case 

Production 
Type 

Floor Area 
[m²] 

Primary 
Construction 

A Food 5760 Steel Truss 
B Logistic 5040 Steel Truss 
C Logistic 8064 Timber Girder 
D Metal 16200 Timber Truss 
E Automotive 160704 Steel Truss 
F Metal 2800 Steel Girder 
G Metal 28224 Precast RC Girder 
H Special 1296 Precast RC Girder 
I Metal 6750 Underspanned 

Timber Girder 
J Special 1992 Steel Truss 

3.2 Graph Data Model 
We have undertaken a process of creating a graph 

data model for the representation of interactions between 
production planning and building design to cover the 
requirements for the developed parametric model. A 
graph data structure is naturally defined around graphs, 
nodes and edges. In the conducted research an attributed 
graph is used for modeling, describing properties for 
nodes and edges [31]. The approach consists of two tasks: 
extracting generic hypothesis-evidence relationships 
from the case study, concentrating on design variables 
and parameters and organizing such relationships in a 
data structure to facilitate quick response using a minimal 
amount of memory and computational time later on.  

The proposed Graph Data Model for integrated 
industrial building design (GIB) is structured as follows: 
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 Nodes: The design parameters in GIB system
include geometric entities (i.e. structural elements),
constraints (loads, legal restrictions) or other
requirements (i.e. space requirements).

 Labels: The nodes are assigned in four labels
according to the examined disciplines.

 Edges: define the relationship between the nodes
 Properties: Nodes or edges maintain a set of

attributes (property values) thus allowing storing of
relevant data and information.

Figure 1 shows the effective graphic representation of 
dependencies in integrated industrial building design 
combining the disciplines of production-, architectural-, 
structural-, and BSE planning based on the results of the 
case study. The proposed GIB model is grow- and 
changeable over time and relationships, nodes, properties 
and labels can be added or removed. The flexibility and 
simplicity of the graph data model allows reviewing of 
the data structure and serves as basis and modeling guide 
for the parametric script. 

Figure  1.   Attributed graph data model for 
integrated industrial building design (GIB). 

Figure 1 additionally highlights the nodes that have 
already been considered in the status of the parametric 
framework in grey area. Missing parts, e.g. production- 
and BSE- entities will be integrated in the next step of the 
research. 

3.3 Model Framework Description 
In multi-criteria design analysis, the number of 

design-options is typically very large and the options not 
explicitly known. We have developed a framework for a 
parametric design process in Grasshopper for Rhino [21] 
in order to find options within the solution space and 
systemise the appropriate evaluation. Additionally, the 
Grasshopper components Karamba3D [23] for structural 

analysis and Galapagos [25] for evolutionary search are 
used in the parametric design process. Karamba3D 
allows early-stage structural design, form-finding, and 
structural optimization. Using a parametric script allows 
the automatic analysis and optimization of the load-
bearing structure in consideration of constraints from 
other disciplines.  

The framework consists of six discrete steps (see 
Figure 2) that in total comprise the parametric multi-
criteria model for structural optimization and decision 
support: 

1. Parameter & Input
2. Geometry & Loads
3. Element Definition
4. Structural Analysis
5. Structural Performance
6. Optimization

Figure  2.   Framework of the parametric 
grasshopper model containing six steps. 

In a first step, the definition of the building’s typology 
takes place by selecting eight design inputs as described 
in Table 2. The load-bearing element-ranges are defined 
according to the case-study results. 

Table 2. Input variables for the design process 

Typology 
Variable Range 

G1 Prim. Axis Grid (x-axis) 0 – 30m 
G2 Prim. Axis Fields 1 – i 
G3 Sec. Axis Grid -x 0 – 30m 
G4 Sec. Axis Grid -y 1 – j 
G5 Hall Headroom 5 - 15m 
G6 Max. Building Height 5 - 20m 
S1 Primary Structure Type 1-2
S2 Secondary Structure Type 1-2

The design variables for flexible structural industrial 
building design are defined as the position of the columns 
representing the axis grid in x- and y- direction, for both 
the primary and secondary structural system. 
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Furthermore, an important grid variable represents the z-
direction as the free hall headroom inside the building 
and the outer maximum building height. The primary and 
secondary structure type can be chosen variable in a 
range of two pre-defined systems, which are either a truss 
(Option 1) or girder structure (Option 2). 

Following, the base geometry is generated as a 
wireframe model, according to the definition of the axis 
grid. Simultaneously, pre-defined loads, obtained from 
the case study, such as snow load and live loads, 
dependent from production process and BSE-planning, 
are applied automatically. 

In the third step, the structural elements are generated 
based on the generated wireframe model. Currently, 
following structural elements for modeling and 
calculation are taken in account: 

 Primary load-bearing structure
 Secondary load-bearing structure
 Columns
 Bracing system
 Individual foundations
 Concrete foundation plate

After the generation of the structural system with
associated elements, the structural analysis is carried out 
in the fourth step. The pre-dimensioning of the pre-
defined elements considering input variables and load-
cases takes place. The fitting of the cross-sections is 
executed with the native cross-section optimizer in 
Karamba3D. 

In the fifth step, the structural performance is carried 
out. Since as-built structures often differ from idealized 
finite-element models for structural computation, the 
elements are re-arranged by considering structural design 
rules based on gained knowledge during the case study. 
For further processing, the structural performance is 
evaluated based on the criteria of utilization and 
maximum displacement.  

The final step contains the calculation of constraints 
and objectives for design optimization. The optimization 
step uses Galapagos as an evolutionary algorithm to 
optimize the design alternative considering the fitness 
function, as described in the following section. 

3.4 Fitness Function and Optimization 
In order to allow the optimization of the input 

variables, the parametric script automatically calculates 
objectives and constraints of diverse design options. 
Table 3 shows the set of constraints and objectives 
considered in the fitness function. The considered 
constraints are the maximum utilization of the structural 
elements, the maximum building height and the 
maximum displacement of the structural system.  

The pursued flexibility objectives are the 

minimization of the structural space requirements in the 
production hall (F1), the maximization of the free height 
reserve in the hall (F2), the maximization of the material 
saving (F3) and the minimization of the structural 
utilization in order to be able to place additional loads on 
the system in future without conversion work (F4). The 
presented objectives are a pre-selection based on a series 
of interviews with different discipline-specific 
stakeholders carried out during the case study. 

The definition of the flexibility objectives for the 
fitness-rating is partly based on the method presented in 
[3], where distance- and percentage-based indicators are 
presented giving the possibility to determine the 
flexibility of design alternatives. The distance-based 
indicator serves for definition of the objective function 
F2 to maximize the height reserve of the system, whereas 
the percentage-based indicator is used for the objective 
functions F1 to minimize the structural space and F4 to 
minimize the utilization of the structural system. In 
addition, a reference-value based indicator is defined by 
putting obtained reference values of the material demand 
in different production types from the use-case analysis 
(i.e. average material demand of a structural system) in 
proportion to the actual material demand of the optimized 
system. The reference-based indicators serve for the 
calculation of the objective function F3 to maximize 
material savings. 

Table 3. Constraints and objectives defining the fitness 
function for flexible industrial building design 

Constraints 
Constraint Range 

C1 Maximum Utilization ≤ 1,0  {0,1} 
C2 Building Height ≤ Max. Height {0,1} 
C3 Displacement ≤ Max. Displacement {0,1} 

Objectives 
Objective Range 

F1 Minimize Structural Space {0:1} 
percentage-based 

F2 Maximize Height Reserve {0:1} 
distance-based 

F3 Maximize Material Saving {0:x} 
reference-value-based 

F4 Minimize Utilization {0:1} 
percentage-based 

During the process, the user is given the possibility to 
define weighting factors to the different objectives given 
and these weighting factors are applied to the different 
objective functions F1 - 4. The weighted objective 
functions are then gathered in a linear equation 
describing the function for the fitness rating:  

Q =  ∏Ci ∗ (∑ajFj) (1) 
Q Fitness Rating 
Ci Constraint [0,1] 
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Fj Fitness indicator 
aj Weighting (∑aj=1) 

4 Results and Discussion 
In order to evaluate the accuracy and validity of the 

proposed framework and the applied fitness function a 
proof-of concept is performed based on a pilot project. 
The chosen pilot project is a real production facility from 
the food and hygiene sector with a total production area 
of 5.760m² - Use Case A of the Case-Study. The external 
dimensions of the hall are 48x120m, with a structural axis 
grid of 12x24m.The building structure was realised as 
steel truss-system in primary and secondary direction 
with truss construction heights of 2,4m. The columns 
consist of pre-cast concrete cross-sections with 
dimensions of 60x60cm and the bracing system uses end-
fixed columns to bear horizontal loads. Figure 3 shows 
the 3D Visualisation of the Pilot Project and the applied 
load-areas in Rhino3D, taking into account snow loads 
and BSE- and production-related loads.  

A variant study is carried out in order to obtain and 
compare analysis and optimization results. The 
grasshopper script automatically generates and evaluates 
numerous design options of the pilot project with the goal 
of optimization of the structural system. After running 
the analysis and optimization script, the twelve most 
relevant design options were categorised according to the 
structural type and examined in detail. Category 1 
contains all options with pure truss structures, options of 
category 2 contain only girder structures and category 3 
options represent a set of mixed structures. A balanced 
objective weighting (each objective 25% importance) has 
been defined in the proof-of concept. 

 PP: Pilot Project – Truss structure
 Cat. 1: Truss structure -  primary & secondary
 Cat. 2: Girder structure  - primary & secondary
 Cat. 3: Mixed structure

Figure 3. Pilot project model visualisation in 
Rhino 3D with load distribution.  

The optimization results of the best-rated design-
option from each category (Cat.1-3) compared to the 
pilot project (PP) are presented in Table 4.  

Table 4. Optimization Results of Proof-of Concept 

Options PP Cat. 1 Cat. 2 Cat. 3 
Variables 

G1 [m] 12 12 12 12 
G2 [pc] 4 4 4 4 
G3 [m] 24 12 6 12 
G4 [pc] 5 10 20 10 
G5 [m] 6,35 6,35 6,35 6,35 
G6 [m] 9,30 9,30 9,30 9,30 
S1 [no.] 1 1 2 1 
S2 [no.] 1 1 2 2 

Material Demand Results 
steel mass 

[kg/m²] 
45,7 28,7 76,7 89,0 

concrete mass 
[kg/m²] 

24,8 25,6 48,9 40,0 

Objective Values 
F1 0,94 0,90 0,82 0,90 
F2 0,24 0,59 0,59 0,59 
F3 1,00 1,27 0,55 0,57 
F4 0,91 0,90 0,70 0,76 

Fitness Rating 
Q 0,72 0,92 0,67 0,70 

Figure 4 presents the best-rated design-option of each 
category compared to the pilot project in a radar diagram. 
The objective function of the Material Saving (F3) has a 
high impact on the performance of the structure. 

Figure 4. Graphical radar representation of the 
proof-of concept results. 

Table 4 shows that the best rated option with the 
highest fitness rating is performed by category 1 – the 
sole truss structure with an axis grid of 12x12m. Highly 
due to the positive impact of material saving (F3). Results 
indicate that the Cat. 1 option saves approximately 25% 
of the structural steel mass compared to the pilot project, 

190



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

mostly because of the axis grid optimization. 
Additionally, the structural analysis results in cat.1 
increase the utilization of the cross-sections compared to 
the more conservative cross-section selection in the pilot 
project. This may also be because during the pilot 
projects design phase, stakeholders probably may have 
considered additional design parameters and constraints 
such as structural reserves, which are not yet represented 
in the framework of the parametric script. 

In category 2, the best-rated option still has a high 
material demand compared to the pilot project and the 
positive impact of the Height Reserve (F2), due to girder 
structures, is not able to compensate this drawback. The 
bad rating of Material Savings (F3) in category 2 shows 
that the girder structures are hardly competitive to truss 
structures due to the high BSE loads.  

A mixed structure as analysed in category 3 also has 
a worse performance compared to the pilot project with a 
fitness rating of Q=0,70. 

In conclusion, results of the variant study show that 
for the applied load scenario truss structures (Cat.1) are 
more competitive compared to girder (Cat.2) and mixed 
(Cat.3) structures. An optimization of the pilot projects 
performance could be obtained by adjustment of the axis 
grid in x and y direction. 

Regarding the evaluation of the fitness function (Q) 
and the contained objective functions (F1-4), we observe 
that the determination of the material saving (F3) has a 
decisive effect on the performance results (see Figure 4) 
in comparison to other objectives, considering their 
narrow value range. Further analysis of the mathematical 
definition of the objective functions is necessary. 

Considering the efficiency of the parametric script, 
the computational time of approximately 10-15 seconds 
per option on a standard computational system is 
improvable but legitimate for a complex structural 
analysis with parallel optimization.  

5 Conclusion 
This paper proposed a method to support integrated 

industrial building design exploration with structural 
optimization, which is crucial to guarantee the long-term 
flexibility of factories. In a use-case study, ten real 
industrial construction projects are analyzed in order to 
define discipline-specific parameters and their 
interdependencies in industrial building design. The goal 
is the development of a computational framework 
integrating discipline-specific data of production 
planning, architectural-, structural and BSE design in one 
holistic model. Parametric modeling combined with 
structural analysis and optimization algorithms for 
performance-driven design allows the generation, 
simulation and optimization of different structural layout 
options for early decision-making in industrial 

construction projects. 
The developed parametric script considers varying 
primary and secondary axis grid options with different 
structural types enabling performance improvement of a 
building’s long-term flexibility. A multi-objective fitness 
function has been developed rating the flexibility of a 
building structure and serving as multi-criteria decision 
support model. A proof of concept on a real pilot project, 
a food production, was conducted in order to validate the 
efficiency of the process and show the necessity of 
extending the parametric framework. 

In the next step of the research, the parametric script 
will be further extended according to the lacking parts of 
the graph data model, integrating missing production and 
BSE- data. Furthermore, the mathematical background of 
the current definition and description of the objectives 
needs to be further investigated. The mathematical 
definition of the fitness function and its objectives has to 
be improved and extended with additional objectives in 
order to define accurate flexibility statements for all 
stakeholders. Considering the structural analysis and pre-
dimensioning results, an in-depth analysis of the used 
algorithms in Karamba3D is necessary to cope with 
utilization fluctuations of the generated structures. The 
proof of concept will be extended by analysing more 
case-cases, guaranteeing the robustness of the tool in 
various production scenarios. 

Future work will examine and develop methods to 
integrate the framework of the parametric model into the 
BIM-based digital platform by bi-directionally coupling 
it to BIM, Finite-Element-Method Tools and Virtual 
Reality software, as aimed in the research project 
BIMFlexi.  
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Abstract – Construction safety has been a major area 
for research for an extensive time as the number of 
accidents, injuries and deaths has not significantly 
declined, despite strong implementation of safety laws 
and major efforts of the construction safety 
professionals. According to the Ministry of 
Employment and Labor, Korea (MOEL) [1] from 
2012 to 2015 the Construction sector occupied the 
highest percentage of fatalities among all sectors in 
Korea. Automation of the inspection process of 
Temporary Safety Structures on Construction sites 
(TSSC) can reduce fatalities and injuries on work site. 
This research proposes a unique approach for the 
safety inspection of TSSC by using an outdoor 
marker-less AR system along with Structure from 
Motion (SfM) to reconstruct the 3DCG (3-
Dimensional Computer Generated) models by using 
photographs from different viewpoints. The 
system(framework) considers area mobility of the 
inspector and his long relative distance, along with 
local feature-based image registration technology to 
target the location for Augmentation of 3DCG models 
of TSSC. This system would enhance the inspection, 
verification, and installation of the TSSC and help in 
ensuring worksite safety of all individuals involved in 
the construction development process. In future 
research, a case study would be conducted to confirm 
the implementation of this framework and integrate 
other areas for further development. 

Keywords – 
Instructions; Construction Safety; Inspection; 

Augmented Reality; Feature-Based Image Matching; 
Structure from Motion  

1 Introduction 
Construction worksite safety is a comparatively high 

researched area, because of the soaring number of 
fatalities and injuries during development phase of the 
projects [1] [2]. Construction caused 20.9% of the 
workplace related fatalities in the United States from 
2003 to 2008 (Bureau of Labor Statistics, 2008) (Census 

of Fatal Occupational Injuries (CFOI) - Current and 
Revised Data, 2018) and In South Korea it had the 
highest percentage of fatalities according to the Ministry 
of Employment and Labor[4]. The processes involved in 
construction project development should revolve around 
the central idea of worksite(occupational)safety, as it 
directly impacts physical human life safety of the 
workforce and all other humans beings involved in the 
construction processes, such as management, trades, and 
logistics teams. Safety can be ensured in certain scenarios 
by the proper usage of different types of Temporary 
Safety Structures such as safety fence, struts, guardrails, 
scaffoldings, handrails, temporary gates, and others. 
These Temporary Safety Structures on Construction 
(TSSC) sites require strict monitoring, detailed 
concentration of the inspector and need to be setup 
according to the safety design. This makes the safety 
inspection process a challenge, as construction sites can 
cover vast areas and site conditions can be unpredictable. 

Currently, in most scenarios, the safety inspection is 
being conducted manually, wherein the safety inspector 
visits the worksite and enforces legal safety requirements 
and best practices. The inspector relies on his observation 
of the entire safety design, installation & verification 
processes, and his observation of the Temporary Safety 
Structures on Construction (TSSC), to ensures safety and 
provides help in avoiding any discrepancies(errors), 
which can possibly be a major cause for physical bodily 
harm (injuries) or even deaths on construction worksites. 
This method typically involves the usage of 2D drawings 
and requires detailed attention to temporary safety 
structures on large construction sites. This inspection 
method requires constant monitoring, strict and lengthier 
time span, which makes it predisposed to errors, because 
of the manual nature of the process. The inspector has 
limitations as a human being, such as concentration span 
duration and Vision fatigue, such limitations can lead to 
reduction in the number of discrepancies (errors) 
detected which in a large scale construction site can be a 
major cause of safety lapse. Due to these human 
limitations despite considerable effort from Construction 
Safety Professionals for worksite safety, the number of 
fatalities and injuries has not reduced and continues to be 
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the highest in construction when compared to other 
industries.  

The advancements of technologies for use in 
construction, such as Augmented Reality, can help 
improve construction worksite safety. Augmented 
Reality (AR) is already being actively used in 
architecture and urban design fields as it can integrate 
augmentation with the real-world scenes. Through the 
help of visualization feature of AR[5], construction 
safety inspection can be improved both at the design 
stage (3D design visualization) and later at the safety 
inspection stage for discrepancy monitoring.  

Augmented Reality (AR) provides the users 
(construction professional) with an interactive 
experience, where the real-world environment and real-
world objects are enhanced by computer-generated 
perceptual information. This proposed framework AR 
system would integrate real world scenes with 3D (3-
Dimensional Computer Graphics) models, to facilitate 
the possibility of onsite safety inspection. The AR system 
is to be set for an outdoor environment, specifically for 
outdoor safety inspection. This is due to the relatively 
large distance that exists between the user and the 3D 
model in outdoor AR systems. Such a system would 
enable the safety inspector to monitor TSSC with the help 
geometric registration (location-based monitoring). The 
reference point is the position of the sensor such as GPS 
or 3D sensor [6], in contrast to when using a marker 
based method, where the position of the artificial marker 
servers as the reference point, which is an example of 
vision-based methods.  

Figure 1. Shows a Safety Inspector monitoring 
Temporary Safety Structures on Construction site 

2 Related Work 

2.1 Marker-less AR for Inspection 
Generally, the proposed system is to be used for 

outdoor inspection. If a system is sensor based then, one 
of the key challenges is to get accurate AR. This requires 
precise tracking of the geometric registration between the 
live video stream and 3D reconstructed model image. 
The reference point for geometric registration is 

proposed to be positioned near (close) to the user 
(inspector), hence, the sensing errors that can 
significantly influence the error of the 3D model 
registration may be reduced. Whereas, in artificial 
marker-based methods, it is possible to place any large 
size markers near the target objects. Moreover, the 
marker needs to be captured properly, with the right angle, 
by the AR Camera. This imposes limitations on the 
mobility range of the user and requires placement of a 
large sized marker. A Marker-Less AR system would 
enable the Inspector to monitor the construction site from 
a distance and enhance his mobility. This mobility factor 
is the primary reason for the advancement of Marker-less 
AR (which do not require artificial Markers) Technology 
for example [7], [8] and [9]. The development of a 
geometric registration method which corresponds point 
cloud data to natural features of the real world was 
developed by Yabuki [10]. This method requires natural 
feature to be continuously captured by the AR Camera, it 
also requires special equipment to acquire point cloud 
data, as the system would use to 3D laser scanner to 
collect the large amount of data for the point cloud.   

Figure 2. Shows a sample regarding point cloud 
data & objects segregation for 3D modelling  

The 3D Model displayed on the screen uses the 
equation developed by Zhengyou Zhang [11], where the 
equation s symbolizes expansion or reduction factor with 
u and v as the position that draws the object according to
the coordinates.

𝑠 (

𝑢

𝑣
1

) = (
𝑓 0 𝑐𝑥

0 𝑓 𝑐𝑦

0 0 1

) (𝑅3×3 𝑇3×1) (

𝑋
𝑌
𝑍
1

) 

𝑓 denotes the value of the focal length,  𝑐𝑥  and 𝑐𝑦

determine the coordinates of the center of the image, 
these values are known as the parameters of the camera 
where  𝑅 is rotation matrix and T is the translation matrix 
of the camera. All these values are known as the external 
parameters of the camera. The values of X, Y, Z denote 
the position of the object in the real-world coordinates.  

The internal parameter generally remains 
constant(unchanged), unless camera lens is changed, and 
can be calculated through camera calibration. Specific to 
the photograph’s viewpoint are the position and posture 
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data of the camera, for the external parameters. This is 
the primary reason for the calculation of the external 
parameters for the AR system. For Marker-based system 
the calculation takes place via the position of the marker, 
whereas for marker-less system another calculation 
method is required. Subsequently, for this study, a novel 
marker-less based system, along with feature-based 
image registration technology was used. Additionally, to 
enhance mobility the system utilizes the sensor-based 
registration and does not require a marker. The point 
cloud data used in the system is reconstructed by 
Structure from Motion (SfM).  

2.2 Structure from Motion for 3D modeling 
In direct contrast(to Lidar), Structure from 

Motion(SfM) [12], requires multiple pictures taken from 
different point of views to create a point cloud data of the 
TSSC [13]. This a low-cost alternative tool to 3D lasers 
scanning for creating models [14], it is an emerging 
method. The system does not utilize any special 
equipment such as laser scanners.  

A major feature of the proposed system is that it does 
not require any specialized equipment (such as sensors 
for geomatic-registration between the Augmentations 
and the real world) as it uses sensor-based registration. 
Additionally, Artificial Markers are not required (they 
decrease user mobility and flexibility). Lastly, point 
cloud data used in this system is reconstructed through 
SfM and no special equipment such as laser scanners are 
required. These reconstructed models will be used for 3D 
model creation.  

Figure 3. Shows the Image capturing process 
required for Structure from Motion (SfM)  

Figure 4. Shows a sample of different 
reconstructed models of objects from SfM   

This study presents a framework based on a novel 
marker-less AR system which utilizes local feature-based 
image registration and Structure from Motion (SfM) 
technology for discrepancy inspection. The system 
provides free mobility, reduced limitations, requires less 
effort and is inexpensive for use in outdoor AR 
application.  

3 Overview of the Proposed System 
In this Framework, the proposed system is dived into 

two sections: Initial-Processing and Core-Processing.  

Figure 5. Shows the System Overview 
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Under the Initial-Process, in the first step, a 3D model 
of the environment will be reconstructed using the Sfm 
method, using the pictures taken from multiple 
viewpoints. The entire data regarding position and 
orientation of all the viewpoints would be stored in a 
database. In the second step the coordinates of 3D model 
generated for augmentation (Safety Fence in this scenario) 
are to be defined relative to the 3DCG models of the 
reconstructed environment that was created 
(reconstructed) using SfM and stored in the database. 
Finally, the keys point and features from all the pictures 
used in SfM will be extracted and stored in a separate text 
file. In addition, the file paths of the all the pictures will 
be saved in a separate text file.  

For the proposed research based framework, the user 
(inspector) is asked to utilize an advance local feature 
detector and descriptor known as Speed-Up Robust 
Features (SURF)[15], as it is based on the improvements 
from the Scale-Invariant Feature Transform (SIFT) 
which is used for point detection proposes.    

In the Core-Process, Firstly, all the files created in the 
Initial-Processes step should be imported. Secondly, real 
time extraction of the features of the live video would be 
extracted using SURF in real time, the features will then 
be compared with the features of the stored image in 
database. Finally, the precise rendering of the 3D virtual 
objects using position and orientation data of the camera 
and finding the most similar image in the database will 
takes place in AR display. For tracking to take place, 
motion vectors will be calculated by using optical flow. 
Finally, the calculation of the external parameters would  

consider internal parameters, Position of points on the 
screen and the world coordinates of their corresponding 
points.  

To achieve real-time processing, 3 speed 
enhancement should be applied to processes, firstly, 
SURF processing, to compare keys features of live video 
images and all stored images in the database. Secondly, 
Locality Sensitive Hashing (LSH)[16] algorithm should 
be applied instead of the full search by linear search 
algorithms. Finally, a multithreading technique is 
proposed to be applied for feature extraction during the 
SURF process.  In the Image Registration processing step, 
the live video images should be trimmed to only process 
the central area. 

3.1 Processes, Software & Libraries 
The system design for the proposed project will be 

implemented using C++ through a combination of 
multiple open source software applications and libraries. 
In this context the Initial-Processes will use OpenMVG 
(Open Multiple View Geometry version 1.6), which is an 
open source software to conduct Structure from Motion 
(SfM). Secondly, for 3D modelling Trimble SketchUp 
(Version 66.1.), which is another opensource software to 
define the coordinates of the virtual 3D objects.  

For Core-Processes OpenCV (Open Source 
Computer Vision – Version 4.3.0), another opensource 
library is proposed to be used for live video stream 
capture and image matching. For Parallel processing 

Figure  6. Shows the process, Software and Libraries required for the system 
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library Threading Building Blocks (2019 Update 8) was 
used. For Drawing 3D models on the AR display 
FreeGULT(Version  freeglut 3.2.1), it is a toolkit for 
OpenGL (Open Graphic Library).  

4 Designed System Verification Process & 
Limitations   

The 3-step verification process for the proposed 
system, both the Initial-Processing and Core-Processing 
need to follow the set 3 steps, for the system to work 
properly.  

Step 1: Location Information and tracking 
▪ Tracking Route of TSSC

▪ Photography route of SfM

▪ Registration Position

Step 2: Image Matching 
▪ Live Stream Capture & database Feature

Based-Image Matching with SURF

Step 3: Augmented Reality 3D Model Super imposition 
▪ AR Tracking while the User is Walking

▪ AR Display of Vector Motions

▪ 3D Model Augmentation

The generated data for each process needs to be saved 
into the database and will be utilized in the next step until 
the final step is completed and results are shown.  

The proposed system is limited in its geometrical 
registration to the photography route of the temporary 
safety facility, this limitation can be overcome by the 
incorporation of addition photography routes to the 
TSSC. The 3DCG models face the challenge in tracking 
due to hand shaking, which can be overcome, by the 
average of the motion vectors in plural frames can be 
used when calculating the external parameters, this 
improvement will require development of new 
algorithms.   

5 Conclusion & Future Research 
This research proposes an implementable framework 

for Inspection of discrepancies in Construction 
Temporary Safety Structures through Marker-less 
Augmented Reality, that uses Structure from Motion 
(SfM) to reconstruct the 3DCG (3-Dimensional 
Computer Generated) models by using photographs from 
different viewpoints, along with feature-based image 
registration technology for construction safety inspection. 
The system if implemented can enhance the discrepancy 
monitoring of the Temporary Safety Structures 
inspection process by providing onsite visual aid of 

3DCG models and allow location tracking. The system is 
limited to photography route and can cover additional 
routes. In future research, a case study would be 
conducted to confirm the implementation of the 
framework, its feasibility as an alternative and further 
improvements that an enhance the processes, such as 
blockchain based secure database management system, 
for the data collection of the system.  

Acknowledgement 
This work is supported by the Korea Agency for 

Infrastructure Technology Advancement (KAIA) grant 
funded by the Ministry of Land, Infrastructure and 
Transport (Grant 20SMIP-A158708-01). 

The researchers would like to thank Mr. Talal Tariq, 
who is a software developer and Bachelor of Science in 
Information Technology from the University of Sargodha, 
Pakistan, for his support during the development of the 
processes stage for this research project.  

References 
[1] P. Perttula et al., “Improving the safety and

efficiency of materials transfer at a construction
site by using an elevator,” J. Constr. Eng.
Manag., vol. 132, no. 8, pp. 836–843, Aug. 2006,
doi: 10.1061/(ASCE)0733-
9364(2006)132:8(836).

[2] Z. Zhou, Y. M. Goh, and Q. Li, “Overview and
analysis of safety management studies in the
construction industry,” Safety Science, vol. 72.
Elsevier, pp. 337–350, Feb. 01, 2015, doi:
10.1016/j.ssci.2014.10.006.

[3] “Census of Fatal Occupational Injuries (CFOI) -
Current and Revised Data.”
https://www.bls.gov/iif/oshcfoi1.htm (accessed
Jun. 05, 2020).

[4] B. Jo, Y. Lee, J. Kim, and R. Khan, “Trend
Analysis of Construction Industrial Accidents in
Korea from 2011 to 2015,” Sustainability, vol. 9,
no. 8, p. 1297, Jul. 2017, doi: 10.3390/su9081297.

[5] A. Fenais, S. M. Asce, S. T. Ariaratnam, F. Asce,
and N. Smilovsky, “Assessing the Accuracy of
an Outdoor Augmented Reality Solution for
Mapping Underground Utilities,” 2020, doi:
10.1061/(ASCE)PS.1949-1204.0000474.

[6] V. Bui, N. T. Le, T. L. Vu, V. H. Nguyen, and Y.
M. Jang, “GPS-Based Indoor/Outdoor Detection
Scheme Using Machine Learning Techniques,”
Appl. Sci., vol. 10, no. 2, p. 500, Jan. 2020, doi:

197



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

10.3390/app10020500. 

[7] J. M. Runji and C. Y. Lin, “Markerless
cooperative augmented reality-based smart
manufacturing double-check system: Case of
safe PCBA inspection following automatic
optical inspection,” Robot. Comput. Integr.
Manuf., vol. 64, no. February 2019, p. 101957,
2020, doi: 10.1016/j.rcim.2020.101957.

[8] G. Klein and D. Murray, “Parallel tracking and
mapping for small AR workspaces,” in 2007 6th
IEEE and ACM International Symposium on
Mixed and Augmented Reality, ISMAR, 2007, doi:
10.1109/ISMAR.2007.4538852.

[9] D. Belter and P. Skrzypczynski, “Precise self-
localization of a walking robot on rough terrain
using parallel tracking and mapping,” Ind. Rob.,
vol. 40, no. 3, pp. 229–237, 2013, doi:
10.1108/01439911311309924.

[10] N. Yabuki, Y. Hamada, T. F.-P. of the 14th I. C.
on, and  undefined 2012, “Development of an
accurate registration technique for outdoor
augmented reality using point cloud data.”

[11] Z. Zhang, “A flexible new technique for 1. Zhang,
Z. A flexible new technique for camera
calibration. IEEE Trans. Pattern Anal. Mach.
Intell. 22, 1330–1334 (2000).camera calibration,”
IEEE Trans. Pattern Anal. Mach. Intell., vol. 22,
no. 11, pp. 1330–1334, Nov. 2000, doi:
10.1109/34.888718.

[12] M. J. Westoby, J. Brasington, N. F. Glasser, M.
J. Hambrey, and J. M. Reynolds, “‘Structure-
from-Motion’ photogrammetry: A low-cost,
effective tool for geoscience applications,”
Geomorphology, vol. 179, pp. 300–314, Dec.
2012, doi: 10.1016/j.geomorph.2012.08.021.

[13] “Multiple View Geometry in Computer Vision -
Richard Hartley, Andrew Zisserman - Google
Books.”
https://books.google.co.kr/books?hl=en&lr=&id
=si3R3Pfa98QC&oi=fnd&pg=PR11&dq=Multi
ple+View+Geometry,+Cambridge+University+
Press&ots=aSxYowadcQ&sig=pIUKR_x3i34da
wGqMfA6veSi8Q4&redir_esc=y#v=onepage&
q=Multiple View Geometry%2C Cambridge
University Press&f=false (accessed Jun. 08,
2020).

[14] T. Nagakura, D. Tsai, and J. Choi, “Capturing
History Bit by Bit Architectural Database of
Photogrammetric Model and Panoramic Video.”

[15] H. Bay, T. Tuytelaars, and L. Van Gool, “SURF:
Speeded up robust features,” in Lecture Notes in

Computer Science (including subseries Lecture 
Notes in Artificial Intelligence and Lecture Notes 
in Bioinformatics), 2006, vol. 3951 LNCS, pp. 
404–417, doi: 10.1007/11744023_32. 

[16] P. Indyk and R. Motwani, “Approximate nearest
neighbors,” 1998, pp. 604–613, doi:
10.1145/276698.276876.

198



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Status of 4D BIM Implementation in Indian Construction 

V.P.C. Charlesraj and T. Dinesh

RICS School of Built Environment, Delhi NCR 201313 India 
E-mail: vpcharlesraj@ricssbe.edu.in, dinesh.mc18n@ricssbe.edu.in

Abstract – 
Enhanced visualisation is one of the low hanging 

fruits of BIM implementation. It helps in improving 
clarity in communications and fosters collaboration & 
coordination of construction projects for efficient 
delivery. 4D BIM combines the proposed sequence of 
work in a project with the 3D parametric digital model 
of the facility to be built. 4D BIM is highly beneficial 
both for managing people and materials. It can 
revolutionise the way facilities are designed, managed 
and developed. Significant benefits of 4D BIM have 
been reported in  planning & project 
programming/scheduling,  monitoring, progress 
conflict prevention & resolution, data security and 
construction safety. 4D BIM also adds value to 
business by facilitating marketing and sales. 

BIM has been primarily used by design & 
management consultants and some large contractors 
in India for design optimisation and construction 
project management. While 4D BIM has the potential 
to contribute for the efficient project delivery, there is 
limited literature on the extent of 4D BIM 
implementation in India. An attempt has been made to 
investigate the status of 4D BIM implementation in 
India and study the perceived benefits, barriers and 
drivers by key stakeholders in the construction sector 
using a questionnaire survey among clients and 
contractors. 

The results revealed high levels of awareness of 4D 
BIM, but the usage is low. Plan for usage in the short 
term is also found to be low. There is no significant 
difference in perception between the clients and 
contractors on benefits, barriers & drivers of 4D BIM. 
Visualizing the construction flow, Validating the time 
schedules by simulations and Communicating the 
construction plan are found to be the most perceived 
benefits. Lack of 4D BIM knowledge within internal 
workforce, Traditional project delivery 
methods/contract and Lack of 4D BIM expertise in the 
market have been reported as the critical barriers. The 
key drivers of 4D BIM are Government Mandate for 4D 
BIM and Awareness of 4D BIM benefits and ROI. 

Keywords – 
4D BIM; Application & benefits; Barriers & 

challenges; Indian construction 

1 Introduction 
Construction is the second largest employer next only 

to agriculture in India and contributes significantly to its 
GDP. As part of its goal to become a USD 5 trillion 
economy by 2024, India plans to spend USD 1.4 trillion 
on its infrastructure in the next five years.  The level of 
complexity of such projects is very high due to 
international nature in procurement as well as 
sophisticated client requirements. Efficient project 
delivery is key in successful completion of these 
infrastructure projects. Traditional project delivery 
systems focussed on the iron triangle of project 
performance, time, cost and scope [1]. Emerging 
measures such as quality, occupational health & safety 
and stakeholder satisfaction demand new ways of doing 
business. Unfortunately, despite the fact that architects, 
builders and manufacturers fail every day to deliver on 
schedule, within budget and effectively meet the needs of 
their customers, not many of them achieve the desired 
outcomes [2]. 

Building Information Modelling (BIM) provides a 
platform for the stakeholders to work collaboratively 
under a common data environment for better efficiency 
and results [1]. Global construction projects are evolving 
day by day, demand for resources is growing, so there is 
a rising need for a sustainable process for construction 
scheduling to complete the projects on time within 
stipulated budget [2]. Design information 3D model can 
be used for construction planning, where time is added to 
the model, which is known as 4D BIM. 4D BIM improves 
the efficiency by reducing wastes and helps in timely 
completion of projects within budget by controlling the 
construction schedule and adds value to customers [3]. 
Despite the potential, it is reported that 4D BIM is not 
quite widely used by the construction project stakeholders. 
Hence, it is proposed to assess the extent of usage and 
understand the perspectives of key stakeholders on 
benefits, barriers and drivers of 4D BIM [4]. 

2 Literature Review 
Due to increase in the complexity in projects over time, 

construction planners are being asked to deal with more 
responsibility and they play a more critical role in built 
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environment. Gantt chart was developed by Henry 
Laurence Gantt in 1910 to schedule, coordinate and track 
the construction sequence over time. It has become the 
most used scheduling strategy in conjunction with 
improved techniques [5]. Later, schedulers understood the 
importance of critical activities and relations among 
activities, adopted critical path method (CPM), Program 
Evaluation and Review Technique (PERT) and many 
more concepts with the help of scheduling software like 
Microsoft project, Primavera, AstaProject, etc. to create 
and update schedules by allocating required resources. 
Traditional methods and today's scheduling software are 
not directly linked to design or building model [5].  

Complex and large projects have different levels of 
planning like quarterly, monthly and weekly. Effective 
communication plays a major role in construction 
planning and guides the projects by facilitating planning 
& scheduling of the construction works to complete the 
projects and meet project objectives that include emerging 
performance measures [1]. Lack of communication will 
have immediate consequences like rework, non-
uniformity, and misapplication of resources which 
increases the construction time and cost [6]. 

2.1 4D BIM 
4D BIM allows planners to communicate visually and 

to schedule activities in time and space by linking of 
construction plan to the 3D model [7]. 4D BIM provides 
time-related information that is combined with various 
components of an information model for a specific item 
or work area that could include specifics of its design and 
deployment lead time [5]. The information contained in 
this model also contains the production rate that can be 
used to help assess the schedule and configure the 
activities by considering their position and production rate 
[8].  

2.1.1 Project Planning using 4D BIM 

Construction planning involves scheduling and 
sequencing activities in time and space by taking to 
account available resources, constraints, and other 
concerns in the process [5].  Traditional methods such as 
bar charts and the CPM do not consider the spatial 
configuration associated with these activities. Scheduling 
is therefore a complex manual job and often does not fully 
synchronise with the design and makes it difficult for the 
project stakeholders to easily understand the plan and its 
impact on the management of site logistics [9]. 4D 
planning is an extended and deeper version of 
conventional planning that develops the construction 
planning to a higher level of detail to provide greater 
accuracy and less risk. 4D models are also helpful in 
speeding up the construction process, thereby reducing 
mistakes and easily eliminating them [7]. 

To build 4D BIM model, 4D tools requires 3D model 

from BIM authoring tool and the construction schedule 
data from scheduling tool. Both the 3D model and 
construction schedule data are imported into the 4D tool. 
Then, the scheduler links the “components from the 3D 
model to the construction activities from the schedule and 
forms a time-based 4D BIM model [8].  

Simulation provides significant guidance and early 
detection of mistakes in preparation. Instead of making 
layout mistakes later in the construction phase and trying 
to fix on-site issues that can be very costly, errors can 
already be avoided in the design phase [10]. The 
information that is obtained from the process will be quite 
large in the early stages by involving all stakeholders and 
should be collected in depth as the project progresses. It 
is important to note that 4D BIM refers to a specific way 
to link data to a knowledge model. The 4D model can be 
simulated with 'n' sequence number and can make as 
many changes as possible, and finally created with 
appropriate 4D sequence simulation [2]. 

The expertise of contractors is very critical when 
designing a 4D model for planning processes. If the model 
is built during the building's design phase, then the 
contractor can provide valuable feedback on buildability, 
estimated cost of construction, and sequencing. Also, 4D 
process planning simulations serve as a communication 
tool to identify potential bottlenecks and methods to 
improve coordination between project teams [11]. 

2.2 Benefits of 4D BIM 
4D BIM offers an enhanced vision for planning, 

constructing and designing, sustaining or developing 
uniform information model that includes all the relevant 
information on the life cycle of the project. 4D modelling 
plays a major role in coordination between planners and 
customers during the planning phase. This helps project 
stakeholders spot issues in the construction phase and 
keep track of progress [5,6]. 4D BIM application helps to 
build virtual project and stimulate with different scenarios, 
which give all the stakeholders a better picture to identify 
the risks in the project at early stage and mitigate those 
risks by taking corrective measures.  

The following key benefits and applicability of 4D 
BIM have been reported. Visualizing the construction 
progress at any time with clear look-ahead presentation 
[6]; Logistics planning (resources flow with in the 
construction site) [6,14]; Site layout planning (Reduces 
field interferences which may occur during the execution 
process, thereby improving the buildability) [6,15]; 
Location based planning; Clear understanding of the 
construction process and Construction methodology 
studies [6]; Validating the time schedules by simulations; 
Work progress meeting discussions through video for 
better understanding [16]; Safety planning (Visual 
representation of the hazards and the safety plan.) [6,18]; 
Documentation and claim analysis (Pretty easy to prove 
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who is responsible for the delay and what potential results 
are anticipated) [19]; Reduction of risk in the project [6]; 
Enhanced customer satisfaction [6]; Design investigation 
with schedule simulations which aid to reduce the amount 
of rework required [6]. 

2.3 Barriers to 4D BIM Implementation 
Despite of benefits that 4D BIM provides to 

construction industry, still there are few technical and 
non-technical barriers which are hindering the widespread 
diffusion of 4D BIM [5]. The extensive adoption of 4D 
BIM and BIM has more influence on non-technical 
barriers than on technical barriers. Construction industry 
realized the value of BIM to an extent and started using it 
in design phase but BIM usage in production phase for 
construction planning is growing at slow rate.  

Elghaish & Abrishami [20] and Zou et al. [21] 
reported challenges related to developing 4D model 
(model scope, level of detail, temporary components, 
decomposition and aggregation) and lack of proper 
execution plans, guidelines and standards to follow as 
barriers to 4D BIM implementation. Zou et al. [21] also 
reported not worth time investment to learn and lack of 
time for employees to learn as barriers. Lack of 4D BIM 
expertise in the market, lack of standards for 4D BIM, 
difficulty in understanding 4D BIM methods and lengthier 
process of 4D BIM creation have been reported by 
Kassem et al. [22].  Kassem et al. [22] and Ahmed et al. 
[23] identified the following barriers: lack of demand from
the client side to use 4D BIM, high costs to invest in
software, high costs for training, lack of 4D BIM
knowledge within internal workforce, employee
resistance to change from traditional construction
planning practices to 4D BIM, traditional project delivery
methods/contract, and problems with exchanging data
between software/Interoperability.

2.4  Summary 
There is a disconnect between the traditional design & 

planning methods and contemporary planning & 
scheduling tools. Construction industry realized the value 
of BIM to an extent and started using it in design phase 
but BIM usage in planning & production phases is 
growing at slow rate. Gledson and Greenwood [6] 
investigated the benefits and applications of 4D BIM in 
the context of the United Kingdom.  Kassem et al. [22] 
and Ahmed et al. [23] reported the barriers to 4D BIM 
implementation in the United Kingdom and Qatar 
respectively. Although 4D BIM has the potential to 
contribute for the efficient project delivery, it has been 
observed that country-specific studies have been reported 
only for UK [6,22] & Qatar [23] and no study has been 
reported on the extent of 4D BIM implementation in the 
Indian context. Hence, there is a need to investigate the 

status of 4D BIM implementation in India and study the 
perceived benefits & barriers by various stakeholders in 
the construction sector. An attempt has been made to 
investigate the extent of 4D BIM usage, perspectives of 
key stakeholders on 4D BIM in terms of benefits, barriers 
and drivers in Indian construction. 

3 Research Methodology 
Identification of various indicators for benefits, 

barriers and drivers of 4D BIM is done through literature 
review. BIM functions are used to assess the applicability 
and benefits. Indicators used in the study are presented in 
Table 1.  

Questionnaire survey-based quantitative approach is 
used to study the perspectives of the construction 
professionals on the applicability, benefits, barriers and 
drivers of 4D BIM. 

3.1 Design of Experiment 
Target population for this study are clients and 

contractors in Indian construction industry. Convenient 
sampling method is used for the selection of respondents. 

A questionnaire survey instrument has been developed 
and deployed online for the survey. This questionnaire is 
divided into 6 sections, Section 1 contains cover note and 
a small video on 4D BIM, Section 2 is used to collect the 
demographic information of the participant and next four 
sections have questions on applicability of 4D BIM; 4D 
BIM's perceived benefits over conventional construction 
planning approaches; Barriers and challenges of 4D BIM 
adoption; and drivers/solutions for 4D BIM adoption.  

Descriptive statistics is used for data analysis. Relative 
Importance Index (RII) is used to rank the indicators to 
understand the relative importance as perceived by the 
respondents [6,23]. T-test is used to check the statistical 
significance of the perceived differences between clients 
and contractors, if any. Cronbach Alpha is used for 
internal consistency and data reliability for analysis [6,23]. 

4 Data Collection and Analysis 
The questionnaire instrument is deployed on Google 

Forms and the enquiries are sent to over 100 prospective 
respondents (clients & contractors) through Email, 
LinkedIn, and over phone. There are 38 valid responses 
received, which includes 17 contractors and 21 clients 
after continuous follow-up in a span of 4 weeks. Cronbach 
Alpha is used to evaluate the internal consistency of the 
instrument and reliability of the data collected for further 
analysis. The calculated Cronbach Alpha values are 
presented in Table 2.  It is observed that all the values are 
greater than 0.7, the threshold for social studies, and the 
data collected is reliable for further analysis [6,23]. 
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Table 1. BIM functions, Barriers and Drivers 

Table 2. Reliability Statistics 

Dimensions Cronbach's Alpha N of items 

Applicability 0.912 12 
Relative benefits 0.934 12 

Barriers 0.852 14 
Drivers 0.856 6 
Overall 0.888 44 

5 Results & Discussion 
There were 38 valid responses, which include 17 (45%) 

from contractors and 21 (55%) from clients. Majority of 
them are from large organisations (76.3%) and others 
from medium (7.9%) & small (15.8%) organisations. 
Respondents belong to top management (34.2%), middle 

management (50%) and operations (15.8%) level in their 
respective organisations. Construction work experience 
of the respondents is presented in Figure 1. It can be 
observed that 40% of the them have more than 10 years 
and 26% of the respondents have 5-10 years of work 
experience. 

5.1 Awareness & Use of 4D-BIM 
It has been observed that majority (68%) of the 

respondents are aware of 4D BIM and have not used it and 
24% are aware and used. Only a little fraction (8%) have 
responded that they are unaware of 4D BIM (Figure 2). 
This shows higher level of 4D BIM awareness and lower 
levels of usage. It has been attempted to understand the 
plan of the respondents who are aware but have not used 
4D BIM. While some of the respondents indicated that 
they have plans to use 4D BIM in near future (11% within 
a year & 31% in 1-3 years), a significant 58% of 
respondents have plans to use 4D BIM after three years 
only (Figure 3). This implies anticipated lower adoption 
of 4D BIM in the short run.  

Figure1. Work experience of respondents 

Figure 2. 4D BIM awareness and usage 

Figure 3. Plan to use 4D BIM 

8%
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N=38
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within one year one to three years After three years

18%

16%

26%

40%

N-38

Less than 2 year

2-5 years

5-10 years

10 years or more

202



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

5.2 Applicability of 4D BIM 
The participants were asked to provide their opinion 

on the applicability of 4D BIM by on a five-point Likert 
scale (Not at all Applicable to Highly Applicable) against 
various BIM functions as found in Table 1. The frequency 
distribution of responses as well as RII are presented in 
Figure 4. It can be noticed from the pattern of responses 
that the respondents have rated 4D BIM as highly 
applicable. Among the BIM functions Visualizing the 
construction flow (F05), Communicating the construction 
plan (F03) and Validating the time schedules by 
simulations (F07) have been found to be the most 
preferred application of 4D BIM. Even though Site layout 
planning (F02) and logistic planning (F01) have been 
ranked low, they are still very much applicable. In 
addition, clients have rated Design investigation with 
schedule simulations (F12) very much applicable. 

5.3 Relative Benefits of 4D BIM 
In response to the question on benefits & usefulness of 

4D BIM, the participants rated various BIM functions as 
found in Table 1 on a five-point Likert scale (Not at all 
Beneficial to Highly Beneficial).  The frequency 
distribution of responses as well as RII are presented in 
Figure 5. It can be noticed that the response pattern is 

similar to the applicability above. Visualizing the 
construction flow (F05), Communicating the construction 
plan (F03) and Validating the time schedules by 
simulations (F07) have been rated as top benefits of 4D 
BIM. However, clients perceive that Design investigation 
with schedule simulations (F12) is more beneficial 
compared to Communicating the construction plan (F03). 
Again, high scores of RII for other indicators reveal the 
highly beneficial in nature of 4D BIM. 

5.4 Barriers to 4D BIM Implementation 
The respondents perceive that Lack of 4D BIM 

knowledge within internal workforce (B04), Traditional 
project delivery methods/contract (B12) and Lack of 4D 
BIM expertise in the market (B05) as the top barriers for 
the adoption and use of 4D BIM in Indian construction 
(Figure 6.). This is in response to a question on barriers 
on a five-point Likert scale of Agreement. Not worth time 
investment to learn (B06) and Lack of time for employees 
to learn (B07) have been rated low as barriers. 

5.5 Drivers of 4D BIM 
Drivers are key for improved adoption. In response to 

a question on drivers of 4D BIM on a five-point Likert 
scale (Very Low to Very High), the respondents rated 
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Government Mandate for 4D BIM (D02) as the top driver 
(Figure 7). Along with D02, Awareness of 4D BIM 
benefits and ROI (D05) and Availability of 4D BIM 
expertise in the market (D06) are also perceived as top 
drivers for 4D BIM. It can be noticed that Good support 
from software vendors (D04) has been rated lowest. 

5.6 Hypothesis Testing 
While there has been general agreement among the 

clients and contractors on their responses with few 
exceptions, it has been attempted to test this statistically 
to ensure that this is not by chance. The independent t-test 
is a statistical test that is used for difference in means [14]. 
Also, t-test is applicable when there are only two groups 
to be compared and sample size is very low. 

The following hypotheses are tested using t-test for 
two independent sample assuming equal variance at 5% 
significance level.  

Null hypothesis H0: There is no significant difference 
in perceptions of clients and contractors on 
applicability, benefits, barriers and drivers of 4D BIM 
in Indian construction. 
Alternate hypothesis H1: To test the null hypothesis, 
there is significant difference in the means of Clients 
and Contractors on applicability, benefits and 

barriers of 4D BIM functions in construction industry. 
The test results are presented in Table 3. As p-value 

for all the four variables are greater than 0.05, there is no 
sufficient evidence to reject H0 and hence H0 is accepted. 
It implies that the there is no significant difference in 
perceptions of clients and contractors on applicability, 
benefits, barriers and drivers of 4D BIM in Indian 
construction. 

Table 3. Results of t-test for null hypothesis 

Variables p-value

Applicability 0.134 
Benefits 0.707 
Barriers 0.367 
Drivers 0.132 

However, at indicator level, a statistically significant 
difference in perception is observed for the barrier, Lack 
of time for employees to learn (B07) between the clients 
and contractors. 

5.7 Discussion 
It is indeed an encouraging revelation that there is high 

level of awareness of 4D BIM in Indian construction. But 
the challenge is to convert this into adoption and 
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implementation [6]. Despite increased awareness, 
willingness to use 4D BIM, preferably after three years is 
not so encouraging. In order to keep up with the global 
competition as well as to meet the growing demand for 
infrastructure in India, there is a significant need to 
embrace 4D BIM sooner than later in Indian construction. 

Responses to the application and benefits of 4D BIM 
(F05, F03, F07 & F12) emphasise the need for enhanced 
visualisation for communication and improved schedule 
performance. Capacity and capability building through 
education and training is key to realise these 
expectations/benefits. This also point towards the digital 
transformation of construction business in India [2]. 
Clients focus on Design investigation with schedule 
simulations (F12) over Communicating the construction 
plan (F03) showcases the change in priority of clients to 
quality designs & timely delivery [24]. 

It is also important to look at the barriers to 4D BIM 
adoption. Lack of 4D BIM knowledge within internal 
workforce (B04) calls our attention to training and 
continuous professional development within the 
organisations. To overcome the barrier, Traditional 
project delivery methods/contract (B12), innovative 
procurement methods such as Integrated Project Delivery 
(IPD) and Smart Contracts with the help of Block Chain 
can be explored.  Lack of 4D BIM expertise in the market 
(B05) demand for educational institutions to relook at the 
curriculums to ensure that the students graduate with 
digital skills that are necessary [25]. As Not worth time 
investment to learn (B06) and Lack of time for employees 
to learn (B07) have been rated low as barriers, it seems 
that the organisations and its employees have mentally 
prepared to embrace this change. 

A closer look at the drivers for the 4D BIM in India 
reveals that Government Mandate for 4D BIM (D02) 
requires immediate attention. At present, there is no 
official mandate from the government(s) in India for the 
use of BIM in construction projects. Other top drivers, 
Awareness of 4D BIM benefits and ROI (D05) demands 
need for more use cases from India and Availability of 4D 
BIM expertise in the market (D06) points towards 
education & training for upskilling that shall ensure the 
supply of talent [24]. 

It has been observed that the top benefits of 4D BIM 
identified in India are in line with the UK study [6] except 
for logistics planning (F01) that was rated high in UK. 
Non-technical barriers such as inefficiency to quantify the 
tangible benefits and lack of awareness by stakeholders 
were reported as the critical barriers in UK. In the context 
of Qatar, in addition to the barriers identified in UK, non-
availability of skilled professionals was also found to be 
critical. In India, use of traditional project delivery 
methods and lack of demand by clients have been 
identified as top barriers for 4D BIM adoption in addition 
to lack of awareness and expertise in 4D BIM. 

6 Summary and Conclusions 
An attempt has been made to investigate the adoption 

and implementation of 4D BIM in Indian construction 
through survey research. The study aimed at assessing the 
extent of 4D BIM adoption and capture the perceived 
benefits, barriers and drivers for 4D BIM. The target 
population for this study was the clients and contractors 
in Indian construction. One third of the participants 
responded to the survey and the general pattern in the 
response revealed that there is high level of awareness on 
4D BIM among the clients and contractors in India. Also, 
most of them plan to use 4D BIM later (after three years) 
than sooner. It has been found that there is no statistically 
significant difference between the clients & contractors 
on their responses. 

Visualizing the construction flow (F05), 
Communicating the construction plan (F03) and 
Validating the time schedules by simulations (F07) have 
been found to be the top benefits of using 4D BIM.  The 
perceived top barriers for 4D BIM are: Lack of 4D BIM 
knowledge within internal workforce (B04), Traditional 
project delivery methods/contract (B12) and Lack of 4D 
BIM expertise in the market (B05). The study also 
revealed that Government Mandate for 4D BIM (D02), 
Awareness of 4D BIM benefits and ROI (D05) and 
Availability of 4D BIM expertise in the market (D06) are 
the key drivers for 4D BIM in India. Innovative 
procurement systems, smart contracts, reinvention of 
construction education and capacity building & capability 
development through training can address the changing 
needs of the clients and contractors for enhanced value 
creation. 

Considering the relatively smaller sample size, the 
confidence on the conclusions drawn is limited. A wider 
study among the clients and contractors with increased 
sample size may reveal greater insight. It is also worth 
investigating the role of enhanced visualisation for 
communication in improved schedule performance. 
Studies on capacity building & capability development 
would facilitate strategies for supply of necessary talent. 
Also, the present curriculum in built and natural 
environment courses may be relooked at to keep up with 
the demand for digital skills. Policy studies to support 
government decisions on mandating 4D BIM would be 
desirable for a roadmap. 
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Abstract –  

Information Quality Assessment (IQA) is an 
important, but often overlooked aspect, of the 
Building Information Modeling (BIM) process. 
Models with information quality issues, such as 
incomplete and incorrect information, may cause 
rework during the design process if detected early. 
Otherwise errors may propagate downstream, 
leading to significant cost consequences to 
stakeholders in the Architecture, Engineering and 
Construction (AEC) industries. Current approaches 
of IQA show significant efforts on addressing 
information completeness issues but are limited when 
addressing information correctness. Greater 
understanding of the features of these quality issues is 
necessary to begin to detect these issues. This paper 
addresses this problem by proposing an IQA 
framework that incorporates three identified features: 
IQ Dimensions, Arity and Data Characteristics. From 
this framework, 3 classes of algorithms are further 
defined to detect these features. A validation test was 
conducted against current modeling guidelines used 
for BIM quality assurance in both architectural and 
structural disciplines. The results indicated more 
than 80% of the rules were able to be categorized 
using the framework. Guidelines that were not 
categorized included those that were overly 
ambiguous, or did not directly involve BIM. The 
outcome of the paper will enable BIM managers to 
ensure a fit-for-purpose, quality assured model that 
can reduce rework, and engender greater trust in the 
model creation process. 

 
Keywords – 

Information Quality Assessment; Features of 
Quality Issues; Building Information Modeling 

1 Introduction 
Building Information Modeling (BIM) simulates the 

construction project in a virtual environment. It provides 
a platform for collecting building-related information and 
allows information collaboration between different 

disciplines [1]. Due to its information-centric 
characteristics, models with poor information quality 
may cause significant cost consequences and rework 
[2][7]. Thus, Information Quality Assessment (IQA) for 
BIM is essential for stakeholders in the Architecture, 
Engineering and Construction (AEC) industries to realize 
the full benefits of BIM.  

However, quality assessment is still a crucial and 
challenging task in BIM project delivery processes. 
Current ways of auditing for model quality control are 
manual, and usually involves visual checking of the 
model [8][9] or comparisons using check lists [6][7]. 
Such auditing processes tend to be time-consuming and 
difficult to avoid errors. Other than the tedious process of 
manually checking the models, there is still a lack of a 
general framework for defining some information quality 
criteria such as information correctness or accuracy. This 
consequently causes ambiguity, and difficulties in 
identifying model quality issues may arise [3]. Hence, 
implementing a quality assurance process for BIM 
requires a significant amount of time and effort from 
qualified personnel, and despite best efforts, may still 
lead to errors that may propagate to downstream 
activities, causing unnecessary rework during design. 
This then may lead to significant cost consequences to 
stakeholders. The aforementioned challenges may 
explain why IQA is often overlooked in the BIM process. 

The objective of this paper is to propose an 
information quality assessment (IQA) framework, by 
identifying three sets of features related to the IQ 
dimensions of completeness and correctness, arity, as 
well as data characteristics. Specific algorithmic 
approaches can then be identified to detect the model 
quality issues. Section 3 describes the proposed 
framework, and section 4 describes the algorithm classes 
in detail. Validation of the proposed IQA framework is 
then carried out on a set of BIM modeling guidelines/ 
quality assurance requirements laid out in the Singapore 
BIM Guide [7]. 

2 Literature Review  
The information contained within BIM should be 
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complete and correct to support different BIM use cases 
such as structural analysis, cost estimation and quantity 
take off [5]. Therefore, the assessment of BIM 
information quality is essential to evaluate whether the 
model is fit-for-purpose. In the following section, a 
review of the literature will be conducted to show current 
research efforts on BIM quality assessment. 

• IQ frameworks and quality issues in BIM: 
Information Quality (IQ) dimensions help to 
categorize and identify model quality issues. 
However, the ambiguity in characterizing IQ 
dimensions exists in current practice of information 
quality assessment (IQA) [3]. There is a lack of a 
general consensus regarding the identification of 
information quality dimensions as well as an 
agreed-upon taxonomy of information quality 
issues. Berard [8] evaluated building design 
information from 8 quality dimensions: relevance, 
consistency, correctness, precision, availability, 
distribution, flexibility and amount of information. 
Zadeh et al. [9] analyzed facility information 
quality focusing on information incompleteness and 
well-formedness. Wang et al. [10] developed a 
model fitness system to evaluate model quality 
based on information inconsistency. The 
differences in IQ dimensions between different 
studies arise due to the different considerations 
arising from differing BIM uses. For example, the 
quality issues such as incorrect placement of model 
elements and inconsistent naming of attributes are 
more important during the design collaboration 
process [10]. On the other hand, during construction 
management, model information such as scheduling 
and fabrication type are more important to ensure 
correct quantities are obtained [11].  

• Information completeness: Although significant 
ambiguity exists in current IQA practices, 
information completeness is one of the most 
consistently mentioned IQ dimension in the 
literature [9]. There have been a few of research 
efforts on checking information quality arising from 
information completeness. Early studies show that 
manual checking methods such as using checklists 
[6][7][12], visual checking [5] and photo-analysis 
[4] were applied to check for missing information 
in models. BIM applications such as Solibri Model 
Checker and iTwo are available to detect missing 
attributes in building elements. However, a review 
of previous studies shows that a systematic 
framework for checking information completeness 
in BIM has not been discussed widely, and 
constitutes a research gap to be addressed. 

• Information correctness: Correct information is 
vital to fulfil the purposes of building information 
modeling. It plays a critical role as an IQ dimension 

in the IQA framework. However, information 
correctness is a concept with widely varying 
definitions and meanings. Zadeh et al. [9] discussed 
information correctness issues as inaccuracy of 
model attributes specifically for facility 
management. Berard [8] described correctness as 
“extent of missing, incorrect outdated design 
information”.  

This inconsistent definition of correctness 
makes detection and validation of incorrect 
information in models a difficult problem to solve. 
Kulusjärvi and Heikki [12] described information 
correctness checking as “to compare and measure 
information contained in a BIM against reference 
information”. This reference information can be 
related documentations, or physical reality [3]. In 
general, this literature review shows that methods to 
perform correctness checks are limited to visual 
checking and use semi-automated ways [9][13]. 

• Information Delivery Manual (IDM) and Model 
View Definition (MVD): In the study of 
information systems, the quality of information is a 
characteristic that should be checked against the 
information consumers’ requirements [14]. 
Analogously, the aforementioned has been adapted 
for use in BIM: A good quality model is one with 
useful information specified by BIM users that is 
fit-for-purpose. During the BIM development 
process, model information is typically exchanged 
downstream for different BIM uses. The current 
best practice is to specify these exchange 
requirements in the Information Delivery Manual 
(IDM). This is a standard methodology for BIM 
users to specify the information required in BIM for 
different scenarios [15].  

The current implementation of IDM is to 
represent information exchange requirements in the 
format of paper-based documents [16]. Based on 
the exchange requirements, Model View 
Definitions (MVDs) would be developed to 
streamline information specific to the BIM use. 
However, MVD itself does not guarantee whether 
the data extracted from model is correct or 
consistent. Validation still needs to be carried out to 
check if it conforms to the information constraints 
or rules specified in exchange requirements [17]. 
Several research efforts have been made on the 
development of MVDs from IDM specification 
[16][18], however the validation of the exchanged 
information is still an open research question. 

3 IQA Framework 
The components of the proposed framework for 

information quality assessment (IQA) of building 
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information models (BIM) are as shown in Table 1. The 
objective of this framework is to categorize quality issues 
from the perspective of the information requirements of 
the model. Three features of quality issues are identified: 
IQ dimensions, Arity and Data Characteristics. 
Subsequently, specific IQA scenarios may be defined 
using these three features, and consequently classes of 
algorithms can be identified to address the quality issue 
raised. Specific examples of such quality issues are 
provided in Table 1 as well, where these are common 
issues faced by experienced structural engineers and BIM 
managers in actual projects. 

• Information Quality Dimensions: In the proposed 
framework, information completeness is defined to 
mean an element must have complete attributes and 
values, or a model must contain all relevant 
elements. In other words, incomplete information 
refers to missing or incomplete attributes or values 
in the element or missing elements in the model that 
should exist according to the design scheme. 

For information correctness, this framework 
considers elements or models that contain incorrect 
information such that when they are passed 
downstream, it affects the performance of the model. 
For example, a model may contain complete 
information for structural analysis but if the 
information is incorrect, then during structural 
analysis, this may result in incorrect analysis.  

• Arity: The proposed framework recognizes that 
quality issues on information completeness and 
correctness can exist on two levels: on single 
elements (or a single group of multiple elements) 
and on a model level. This framework refers to this 
IQ dimension as its arity. To categorize the arity of 
these issues clearly, this framework refers to these 
as Element Level issues and Model Level issues, 
respectively. 

Information quality on element level focus on 
the data quality in a single element (or a singular 
group of elements).  This means that some values of 
the attributes or properties in a specific element in 
BIM will be checked.  

Model level quality issues refer to issues that 
exist between multiple elements. In this scenario, 
the quality auditing task here may involve the 
checking of the relationship between multiple 
elements or the existence of several elements in a 
model. 

One difference between element level and 
model level issues is the source of information to be 
checked. In the element level, checking can be done 
by using information from within a single element, 
such as the attributes or parameters. While in the 
model level, checking is performed successfully 
only when the information from multiple elements 
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are available and, in some cases, data outside BIM 
maybe required for checking. 

From the viewpoint of quality control, dividing 
IQ issues into element and model level is an 
important feature to distinguish the specific IQA 
scenario. These scenarios are important to identify 
the appropriate algorithm approach to use. 

• Data Characteristics: Data characteristics refers to 
the type of data. From the perspective of data 
characteristics, this framework considers the 
following: 

1. Geometry attributes: properties showing 
geometry information of physical elements; 

2. Non-geometry attributes: properties showing 
non- geometry information of physical elements; 

3. Element: physical elements in the model; 
4. Relations: relationships between physical elements; 

 
Figure 1. Model Hierarchy 

In the model hierarchy shown in Figure 1, 
“Model” refers to the building information model, 
and this resides on the highest level. Elements in the 
model and the relations between these elements are 
child entities that lie on the second level. Attributes 
contained within the elements are on the lowest 
level. Both geometry and non-geometry attributes 
exist in the element level while existence of the 
element and the relations between these elements 
lie on the model level. As IQ issues may arise from 
different circumstances, issues caused by element 
attributes can be considered as element level issues 
and corresponding algorithms can be devised to 
check this kind of issues.  

• Quality Issues: In Table 1, examples of common 
quality issues are listed for different IQA scenarios 
arising from the structural analysis BIM use. These 
were identified by experienced engineers and BIM 
managers in real-world BIM projects. The quality 
issues mentioned in this framework are categorized 
according to the features of IQ dimensions, arity 
and data characteristics. By identifying the features 
of these quality issues, general approaches for 
algorithms to detect such quality issues can be 
developed. 

4 Algorithm classification for different  
IQA scenarios 

From the features identified in the framework of 
Table 1, three classes of algorithms were developed to 
provide guidance for information quality assessment. 
Each class of algorithm provides a general approach to 
detecting the quality issue.  

The three classes of algorithms are described in more 
details below. The description for each algorithm class is 
also summarized in Table 2, and it is organized by 
introducing the flowcharts for each algorithm, its features 
and the IQA scenario it is applied to. Examples are given 
to illustrate how the assessment can be conducted using 
the algorithm classes. 

• Class 1 -- Algorithm to check explicit data in a 
single element: This class of algorithm can check 
the explicit data such as values attributes or 
properties in a single element. Here “explicit data” 
means the data can be accessed from element 
directly without any calculations or derivation. It 
can be applied to check quality issues on 
information completeness and correctness on 
element level.  

The procedure of using this algorithm class for 
checking model information starts from collecting 
target elements and then examining the specific 
attributes values for each element. Examples are 
given here to show how this class of algorithm can 
be applied to checking model quality issues in two 
IQA scenarios. When checking information 
completeness, the algorithm checks whether a 
specific attribute for an element is missing or the 
value of the attribute is null. The correctness issues 
are limit on checking data which are numerical or 
from string type.  When checking correctness issues, 
it checks whether the value of attributes is within a 
predefined scope (numerical data) or corresponds 
with a specific value (string data). 

• Class 2 – Algorithm to check implicit data in a 
single element: Checks are based on the implicit 
data which requires further calculation or derivation 
from explicit data existing in a single element. This 
class can be applied to check quality issues on 
information correctness on the element level.  

The procedure of using class 2 algorithm is very 
similar to that of algorithm class1, but more 
complicated with an extra step of calculating the 
implicit value for the element. Therefore, the 
function of checking information correctness here 
is limited to check whether a numerical data is 
within a predefined scope. 
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• Class 3a – Algorithm to check between multiple 
elements with native data sources within BIM: 
This class of algorithm checks information 
involving multiple elements inside BIM. Checks 
focus on information correctness issues on model 
level. Since this class of algorithm checks between 
multiple elements, it is important to specify the 
relationship and sequence of elements to be 
checked. Therefore, a concept shown in Figure 2. 
specify the “primary and secondary” elements to 
be checked in this scenario.  

 
Figure 2. Schematic of checking between 
primary and secondary elements 

The identification of these two element groups 
depends on what specific quality issues needs to be 
check. For example, in connection checks, the 
primary element may be any object which can be 
connected to other elements. Then the secondary 
element will be the one close enough to the primary 
element. During the checking process, primary 
elements will be collected in the first round. Then 
in the second round, secondary elements will be 
collected for each primary element. Checks will be 
proceeded by obtaining information based on data 
from the primary element and its secondary 
elements. Connection checks require the 
information such as distance between two nodes 
from different elements. In this case, coordinates 
of all nodes from both primary and secondary 
elements will be collected and be used to calculate 
the distances. The number of checking results 
depends on the number of secondary elements and 
if there is at least one result showing two elements 
did not pass the check. This primary element will 
be considered as an element with quality issues. 

In this algorithm class, checking correctness 
issues involve the identification of numerical data 
derived from BIM. 

• Class 3b – Algorithms to check between 
multiple elements with external data source 
outside BIM: 
Class 3b requires external data source outside BIM 
to perform checks. Such algorithms can be applied 

to check information completeness and correctness 
on model level. One example can be checking 
whether there is any missing element in the model. 
In this case, external data such as 2D CAD 
drawings may serve as reference information. 

Due to the generic nature of procedure, a 
conceptual schema was given for the instructions 
of implementation of class 3b algorithms. 

5 Validation and discussion 
To test the validity of the proposed IQA framework 

and the algorithm classes derived, the framework was 
applied to current guidelines for BIM quality assurance. 
The validation was applied against a set of rules for 
quality assurance given in Singapore BIM Guide [7]. 
Both architectural and structural BIM elements were 
considered in this evaluation. Each rule would be 
classified according to the specific IQA scenario as well 
as its corresponding algorithm class. Then the 
algorithms would be applied to check quality issues 
against the rules.  

A validation set consisting 30 rules from both 
architectural and structural BIM modeling guidelines 
was identified and tested on. The applicability rate of the 
proposed IQA framework to each BIM discipline was 
calculated (seeing Equation (1)).  

𝑅𝑎 = (1 −
𝑁𝑢

𝑁𝑡

) × 100% (1) 

𝑅𝑎 − Applicability rate (%) 
𝑁𝑢 − Number of rules categorized to unknown 
𝑁𝑡 − Total number of rules tested 

 

The results tabulated in Table 3 indicate more than 
80% of rules can be classified through the proposed 
framework, for both architectural and structural BIM. 
Results from architectural BIM guidelines show a higher 
rate of applicability due to greater number of rules on 
checking spatial information. 

Rules categorized as belonging to algorithm class 1 
focused on checking existence and correctness of 
elements attributes such as ID, category, and level 
information. Compared with the rules in class 1, there 
were fewer of rules considered to be in class 2 that 
checks implicit data in elements. The reason can be that 
quality assurance in this BIM guidelines considers 
general cases whereas there are no statements on which 
specific information should be checked. Thus, it would 
be difficult to decide whether the information to be 
checked is explicit or implicit. However, in some cases, 
it was obvious. For example, rules involving checks on 
distance, areas, and coverage rate etc. were categorized 
in class 2. 

According to the proposed IQA framework, the 
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quality issues exist not only on element level but also on 
model level. The validation results demonstrate the 
current modeling guidelines have many rules for 
checking information quality on model level. These 
rules were categorized as class 3a which checks 
information correctness issues between multiple 
elements in BIM. Apart from checking data sources 
within BIM, some rules involving external information 
source outside BIM were included in class 3b. This 
indicates checking within single elements on element 
level is not enough for IQA. Quality issues existing 
between elements are also important. 

Some rules were not able to be classified to any of 
the IQA scenarios, nor the algorithm classes. One of the 
reasons is that rule is worded too generally, which may 
cause ambiguity. For these rules containing general 
statements, it is not implementable with specific 
checking methods, nor is it possible to recommend 
specific instructions. Another reason observed is that 
some rules have a scope of checking that goes beyond 
the framework. For example, checking the quality of 2D 
drawings before exporting to BIM. 

6 Conclusion 
Good information quality in BIM helps owners in 

AEC industries realize the full benefits of BIM. Models 
with poor information quality may cause significant cost 
consequences. This paper proposed an information 
quality assessment (IQA) framework to systematically 
categorize information quality issues existent in BIM. 
Hence, recommendations for quality control 
implementation can be formulated. This framework 
collected quality issues on information completeness 
and correctness from the perspectives of data arity and 
data characteristics. Given these features, the quality 
issues were categorized into IQA scenarios, then 
corresponding algorithm classes were developed to 
check said quality issues. 

The validation was conducted against current 
modeling guidelines used for BIM quality assurance in 
both architectural and structural disciplines. The results 
indicated more than 80% of rules were able to be 
categorized using the framework. Further, the rules were 
shown to fit the IQA scenarios and its corresponding 
algorithms classes.  From the detailed results, it was 
observed there were fewer rules in class 2 than rules in 
class 1. This indicated that quality assurance in this set 
of BIM guidelines consists of general statements on 
which specific information could not be checked. Thus, 
it was not possible to determine if the information to be 
checked was explicit or implicit. It was also observed 
that there were some rules which were not able to be 
classified according to any of IQA scenarios. Reasons 
for this included that rule statement were too general, or 
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that the content of the rules did not focus on the model 
or BIM itself, going beyond the scope of this framework. 

Thus, the future improvements to the framework 
should focus on testing more BIM guidelines for quality 
control to further extend this framework, as well as 
identifying more classes of algorithms, particularly 
those identified within class 3b. 

In general, the proposed IQA framework is shown to 
be adequate to guide modeling process, as well as to 
provide practical guidance for implementation of BIM 
quality assessment. It enables BIM managers to ensure a 
fit-for-purpose, quality assured model that can reduce 
rework, and engender greater trust in the model creation 
process. 
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Abstract – 

The definition of how agreed information 
deliveries in building projects are achieved and 
implemented for different objectives and use cases is 
always a major topic in project management. This 
procedure is normally specified in accordance with 
international standards. However, the absence of 
checklists, guidelines and recommendations for 
action leads to vaguely defined content and blurred 
structure of required documents at each building 
phase. Based on the aspects above, this paper aims to 
establish standard employer's information 
requirements (EIR) and BIM execution planning 
(BEP) during the life cycle of a project and build an 
online platform for the execution of semi-automatic 
checking. For this purpose, the existing EIRs and 
BEPs would be firstly analyzed and compared with 
each other as well as with other standards. Practical 
experience is gathered through expert interviews and 
workshops and complements the comparative 
analysis. Subsequently, the resulting requirements for 
EIR and BEP are presented in checklists and 
guidelines, which form the basis for the development 
of a controlling instrument. To develop an online tool, 
the information requirements and test criteria of this 
instrument are then derived from a database of 
process modelling from University of Wuppertal 
(BUW database). Furthermore, a workshop among 
experts was organized to collect the necessary 
functions of the software. Eventually, the online 
platform should consist of two main functions: 
generation of EIR files in the form of mvd XML 
according to various BIM objectives and use cases 
from the client, and the validation of the EIR by 
comparing IFC files from a contractor with the MVD 
files. The results of the checking could be BCF files or 
a final report as possible symbols for a successful 
information delivery. 

 
Keywords – 

Database of Process Modeling; Exchange 
Requirements; Information Delivery Manual; Model 
View Definition; Semi-automatic Checking 

1 Introduction 
In the construction and real estate industry there is an 

agreement that the highly efficient and accurate exchange 
of information along the life cycle of a project should be 
achieved. To carry out a construction project based on 
building information modeling (BIM), the client should 
firstly define the employer’s information requirements 
(EIR). The contractors then describe how the BIM 
objectives and agreed information delivery are achieved 
and this is implemented in the BIM execution plan (BEP). 
This procedure is gradually becoming mandatory in 
different countries depending on their own specifications. 
For example, in Britain all projects assigned by 
government should approach the goal of using complete 
exchangeable BIM models upon common data 
environment (CDE) for collaboration from April 2016 
[1][2]. However, the specific checklists, guidelines and 
recommendations for action are still missing, so that the 
content and structure of the necessary documents are 
currently not clearly defined. 

In this research project, detailed information 
requirements and data delivery processes in BIM-based 
construction projects will be structured based on use 
cases from the database of process modelling from 
University of Wuppertal (BUW database). For each use 
case, one or more MVD files will be created based on 
formulated exchange requirement tables. Furthermore, a 
controlling instrument based on model view definition 
(MVD) accomplishing the automatic checking will be 
developed. Finally, an online platform which provides 
use cases and MVD templates as well as checking 
functions will be built and published as open resources. 

2 State of the Art 
To classify the topic, the preliminary work of the 

University of Wuppertal in the field of process databases 
and the current standards for information exchange are 
important. These areas are explained below. 
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2.1 University of Wuppertal database of 
Process Modeling 

In recent years, the University of Wuppertal has built 
up a database for processes in the construction and real 
estate industry. This database is supported by a 
visualization based on the Business Process Management 
Notation. Since 2016, this database has been 
continuously enriched with information on the technical 
processes through various research projects. The focus 
was initially on the continuous flow of information in 
construction projects, answering the following questions: 
When (time) who (process owner) processes what 
(information input), after which (other applicable 
information), why (process goal), to what (information 
output)? In the course of the Building Information 
Modeling method, the question of "how" becomes more 
and more important, since it is an essential aspect of the 
intended automated information exchange. 

The structure of the database and the flow of 
information with all other linked information currently 
consists of five levels that represent different levels of 
detail of the information. The essential levels for the 
project "BIM based information delivery controlling" are 
level three, which contains concrete exchange documents 
or files and the processes for them, and level five, which 
shows the concrete information requirements (EIR) for 
the generation of a document or the execution of a 
process. The structure is shown in a reduced form in 
Figure 1. 

 

 
Figure 1. Structure of the University of Wuppertal 

database 

The aim of the process database, which is 
continuously being developed, is to create the basis for 
an electronic transmission of information in the 
construction industry without media format differences. 
The information the database contains is based on 
standard processes in the German construction industry 
and taking into account the various project participants 
and areas of responsibility, thus serves as a basis for the 
structured exchange and verification of information. 

2.2 Guidelines of BIM use cases 
In the course of structuring data for processing within 

the BIM method, so-called BIM use cases were 
developed. These use cases always define a certain 
framework within the existing business process, which is 
now implemented differently through data exchange 
within the BIM method. In this way, all relevant 
exchange processes are to be successively identified, 
coordinated and adapted. The use cases will be part of the 
employer’s information requirements (EIR) and thus 
define the contractual relationship between the client and 
contractor. 

Currently, there is no established structure for the 
implementation of use cases. Within the framework of 
the project implementation, DIN EN ISO 29481-1 is used 
as a guideline, which contains information delivery 
manual (IDM) for building information models [3]. The 
basic framework for the connection of the data is shown 
in Figure 2. 

 

 
Figure 2. Part of IDM basic framework [3] 

This approach is also pursued by the Use Case 
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Management of Building SMART International [4]. 
There, building SMART attempts to collect and structure 
use cases and make them available to the construction 
and real estate industry. The approach currently differs 
from that in this research project with the generation of a 
test file (MVD) being semi-automatic and not having to 
be carried out manually. 

The research team is in close exchange with the use 
case management of buildingSMART International and 
the further ISO 29481 development, ensuring that current 
developments for standardizing the structure of use cases 
are considered in the project. 

2.3 Common Data Environment 
The exchange of information within projects is 

increasingly taking place in common data environments 
(CDE). CDEs thus serve as a single source of information 
for the collection, management, exchange and 
documentation of information, be it graphical 
information from a model or non-graphical data in 
various data formats. This shared data environment helps 
project teams to always have access to all information. 
To support project workflows, CDE providers offer 
various modules and functionalities for processing 
documents and data. In the course of standardization 
efforts, DIN SPEC 91391 "Common Data Environments 
(CDE) for BIM projects - Functions and open data 
exchange between platforms of different vendors" was 
developed as a first approach. It consists of the two parts 
"Modules and functions of a common data environment; 
with digital appendix" [5] and "Open data exchange with 
common data environments" [6]. 

The content of DIN SPEC 91391 is the first 
description of the requirements for manufacturer-
independent processing of data within BIM projects. This 
is important for an implementation of a functioning BIM 
information delivery controlling in practice, because in 
this way it can be guaranteed that an open data exchange 
between different CDE's can be generally valid. A BIM 
use case is transferred to a CDE use case in a CDE. CDE 
workflows that support the semi-automatic processing 
and checking of data are assigned to this CDE use case. 

 

 

Figure 3. Process detailing from business plan to 
CDE workflow [5] 

According to Figure 3, the areas BIM Use Case, CDE 
Use Case and CDE Workflow are dealt with in DIN 
SPEC 91391:1. while the description of the CDE API for 
the concrete exchange of data is given in DIN SPEC 
91391:2. In accordance with DIN SPEC 91391:1, CDE's 
are divided into three different BIM levels, which 
represent the different development stages of CDE's. 
While the common CDE providers currently offer a BIM 
Level 2 CDE, which in particular provides documents, 
information containers or nested information containers 
with metadata, a BIM Level 3 CDE will in future allow 
direct access to model elements and attributes. The 
development of a BIM-based information delivery 
controlling can thus be part of a BIM Level 3 CDE, as it 
ensures that the information processing requirements of 
information requests are fulfilled. Accordingly, DIN 
SPEC 91391 will be considered within the project. 

2.4 Information Delivery Manual 
In order to describe the concrete information about 

who delivers what to whom at which point during the life 
cycle of a project, buildingSMART introduced the 
information delivery manual (IDM) standard [7]. The 
IDM plays therefore an important role in specifying the 
information requirements in tenders, contractors and for 
guidance in projects [8]. According to ISO 29481-1, the 
primary IDM components include use case, process map 
(PM), exchange requirement (ER) and model view 
definition (MVD). In this case, the user, such as the client, 
can generate an IDM by defining strategic goals, get 
machine readable file as MVD, and link IDM to different 
types of requirements (see Figure 4). 

 

 
Figure 4. Process of generating IDM and its 
assignment to various requirements [8] 

However, due to the complexity of development 
process, vague definition for information on exchange as 
well as lack of physical shared servers and administrator, 
it is still difficult to implement or share the IDMs under 
current specifications [1]. To solve these issues, the 
schema of idmXML is still under development and 
supposed to be published in ISO 29481-3. 
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2.5 Model View Definition 
When the exchanged information in collaborative 

work is based on an IFC model, the corresponding partial 
model in accordance with exchange requirements is able 
to be expressed as model view definition (MVD) [7]. To 
allow the quickly mapping of a specific IFC element, the 
MVD is usually formalized as mvdXML. 

The MVD file not only allows the storage of 
exchange information in a machine-readable format but 
also enables the checking of IFC files delivered by the 
contractor. For instance, a MVD checker based on open 
standard formats for structuring validation rules and BIM 
collaboration format (BCF) for issue reports was 
proposed and developed by Zhang, Beetz and Weise [9]. 
As most of the users are not used to XML format, 
software suppliers should make more effort in expressing 
the MVD in a user-friendly way, such as by describing 
the objective of data exchange [10]. 

2.6 Linked Data and buildingSMART Data 
Dictionary 

By building a semantic web of data, a machine is able 
to trace the links between data. Thus, to promote the 
interoperability of various vocabularies, classification 
systems, ontologies, etc., the linked data, which origins 
from semantic web, is introduced in the field of 
architecture and construction [11].  

For international collaboration, the buildingSMART 
data dictionary (bSDD) was implemented based on the 
structure from international framework for dictionaries 
(IFD) and collects tremendous terms and descriptions in 
multiple languages. It currently contains more than 

60,000 concepts and since version 2 X 4 of IFC model 
serves as a central repository for standard PropertySets 
(PSet) extensions [12].  

The bSDD database is accessable and editable with 
API. In this project, for example, the GET function by 
bSDD API is used for extracting all standardized PSets 
and properties and importing them into University of 
Wuppertal database, so that the same items would not be 
created twice. If some attributes or PSets corresponding 
to specific process in BUW database are created, it is also 
meaningful to POST the new items into bSDD ensuring 
that they could be referenced to by other users dealing 
with similar use case. 

3 Concept and methodology 
The basic concept of BIM-based information delivery 

controlling (see Figure 5) consists of three essential steps. 
Step one consists of a client using an online platform to 
select BIM use cases to be carried out in the project. The 
basis for the use cases is the existing BUW database (see 
section 2.1). The selected BIM Use Cases are provided 
for the project both as a printed version in the IDM 
structure and as a digital test file (MVD). In the second 
step, the contractor will create an IFC model that meets 
the requirements of the test file. This can be done in any 
software with IFC export. In the third and last step, the 
IFC model is checked on the basis of the MVD. During 
the check, the system checks whether information has 
been stored within the required fields and whether this 
information can plausibly describe the required attribute. 
The check result is returned via a BCF report and a check 
report. 

Figure 5. Concept of the BIM Based Information Delivery Controlling System 
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The Controlling System area is planned as a 
demonstrator within the project, but will fulfill the 
requirements for a CDE implementation (see section 2.3). 

3.1 Collection of Information 
Various methods are used to collect the information 

required to build BIM use cases. This includes a literature 
research, a review of existing databases (CAFM Connect, 
buildingSMART Data Dictionary, Use Case 
Management bSI) as well as the use cases of clients from 
BIM pilot projects in practice. In addition, the researched 
and newly developed use cases were coordinated with 
partners from industry and local authorities. The 
development and validation of the information is a 
continuous process.  

3.2 Challenge IFC-connection 
Besides the acquisition of information, the biggest 

challenge is to translate the structured information 
requirements into the object-based structure according to 
IFC or to assign the information requirements to the 
correct objects, generating a functioning inspection file 

(MVD). This relationship is shown schematically in 
Figure 6. 

The BUW database contains the technical processes 
that are necessary to fulfill a construction project. The 
functional processes are mapped to possible objects 
according to DIN 276 (costs in construction), which in 
turn are mapped to IFC classes. The complex filtering of 
possible objects for a process towards a concrete object 
for a use case is done by building BIM use cases with 
level 3 processes. 

The same structure can be seen in the BIM profiles of 
CAFM Connect, from which information is taken into 
account when referencing objects. In addition, the IFC 
Property Sets (Psets) are imported from the 
buildingSMART Data Dictionary (bSDD) so that they 
can also be used when generating the MVD. This ensures 
that already existing information is processed.  

The information requests to be checked are built up 
by the bSDD both via the processes built up in process 
levels and via the Psets. The basis for this is a prepared 
template (see section 4.2). The combination of template 
and selected processes on process level 3 for the BIM use 
case leads to the concrete structure of a mvdXML. 

Figure 6. Structure of the data connection for generating mvdXML 
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4 Implementation 
The development of a BIM based information 

controlling system is carried out in five steps: 1. 
Establishment of exchange requirements based on 
specific processes in each use case from BUW database; 
2. Generation of MVD files according to exchange 
requirements; 3. Preparation of IFC model as to be 
checked file; 4. Examination of IFC file using MVD 
checker; 5. Building an online platform embedded with 
all functions. Since the controlling tool is still under test, 
sample files are taken to explain these implementation 
procedures in detail. 

4.1 Definition and export of exchange 
requirements 
As mentioned in section 2.1, the BUW database 

contains a tremendous amount of process data, and each 
use case contains process activity from level 1 to 5, 
person in charge, relevant object, necessary attributes, etc. 
Therefore, it is first of all essential to define which items 
should be contained in exchange requirement table. 
Because the request of information delivery or file 
exchange is merely driven by one specific activity at 
process level 3, only the items at level 3 or its sublevel 
should be included. To be more specific, process name, 
person in charge, relevant object, related attributes and 
property sets are important components in the exchange 
requirement table. Furthermore, to validate the 
plausibility of value to the attribute, general conditions 
should be provided, such as unity, data type, range, 
cardinality. The exchange requirements are consequently 
defined by a table or csv file, which forms the basis for 
generation of MVD (see Figure 6).  

4.2 Generation of MVD file 
The generation of a computer readable MVDs is 

based on utilizing predefined mvdXML template files 
which define the document structure. The template files 
are filled using exchange requirement information data 
provided by the BUW database as csv file (Figure 7). 
This results in standard conformant mvdXML files that 
can directly be used to validate IFC models. 

To be more specific, the process of generating 
mvdXML itself is carried out in 4 steps: 1. Reading the 
provided data defined as csv file and extracting all 
necessary information, such as process name, person in 
charge, relevant object, IFC object name, property set, 
attributes and value. 2. Translating the extracted 
information into structured inputs for the mvdXML 
template files. 3. Filling the predefined placeholders in 
the provided template file with translated data. For 
example, list entries for object references and IFC object 
names are written into the concept root node. While the 

entries for property set, property name and all value 
definition define the constraints in concept nodes. 4. 
Generating the output files as mvdXML. Multiple 
mvdXML files are generated for every process name and 
its associated process owner. 

 

 
Figure 7. Technical process of generating a 
mvdXML file 

An important aspect of this process is the 
reduction of effort in generating mvdXML templates by 
limiting their scope of application on property set 
definitions. It is possible to get by with a single concept 
template. However, it is also possible to nest templates in 
order to allow more complex subdivisions of nodes, as is 
the case for model view definitions. 

Since the generation tool is still in active 
development, the process has only been applied on the 
use case ‘facility management’ so far. Further use cases 
will reveal other possibilities for improvement. 

4.3 Preparation of IFC file 
The controlling system is developed on the one hand 

for the client to regulate exchange requirements and to 
check the IFC file delivered by contractor. On the other 
hand it also helps the corresponding contractors improve 
their IFC file before they hand it in to the client. 
Moreover, to verify the atomization level of this tool, the 
procedure of importing key attributes in an IFC model 
should be tested. Hence, it is regarded as an essential part 
to document the process of preparing the IFC file. 
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In this case, the IFC model of a building from the 
University of Wuppertal is chosen as testing file as a 
result of its completeness and preciseness. In the very 
first trial, exclusively one element type (see Figure 8) is 
used for proof of exchange requirements for facility 
management. The specific attributes defined in exchange 
requirements are semi-automatic assigned in Autodesk 
Revit [14] by importing a shared parameter list. 

4.4 Using MVD checker to verify IFC models 
The MVD model checker tool is based on the 

open source software framework bimserver.org [15] . It 
is a generic tool for verifying IFC model contents for 
defined exchange requirements using mvdXML [16]. 
After successful verification, a report is returned as a 
BCF file, which contains all recognized issues. 

Consequentially, the MVD model checker has two inputs, 
the IFC file and mvdXML file and one output, the BCF 
file. 

The controlling tool is still under development, 
therefore the described validation measures are all based 
on sample files. These sample files are limited to basic 
data contents, for example an elevator IFC file and a 
mvdXML file containing constraints on an IFC transport 
element. The MVD Model Checker exposes a public 
REST API which takes the IFC file and mvdXML file as 
input and returns results as JSON or BCF ZIP formats 
[17]. After each validation the results are manually 
examined (see Figure 8). If an unexpected result has been 
identified, the user can then check the IFC file or 
mvdXML file and correct errors as appropriate.  

To verify the correct behavior of the MVD Model 
Checker, multiple input files are tested for which the 

Figure 9. Screenshot of result from checking 

Figure 8. Preview of element “IfcTransportElement-ELEVATOR” with attributes defined by exchange 
requirements in BIM Vision [13] 
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results can be easily checked manually. That way, for 
example, a known issue in bimserver.org about IFC 
inverses has been triggered and was resolved. Boolean 
string values and complex expressions also have been 
improved using this method. For the upcoming steps, the 
difficulty is increased by using more complex IFC and 
mvdXML files. 

4.5 Development of an online platform 
Prior to the implementation of this controlling system, 

a workshop among construction management 
practitioners was held for coming up necessary functions 
of the platform and giving those functions priority. Hence, 
besides the core mechanism of controlling systems which 
is related to the MVD generator and the MVD model 
checker, there have been other required functions which 
were collected in the workshop to be implemented in the 
platform. The requirements that are rated highest are: 
automatic choosing of exchange requirement template 
based on selected use case; test tools are based on open 
standards and open interface; the application should be 
possible to reproduce the data records in a way that is 
understandable to the users, etc.  

To realize these functions as well as to combine the 
MVD generator and checker in one application, a web-
based platform is considered to be a suitable tool. The 
establishment of an online platform will be realized 
through the following steps: 1. Creating mockups for 
detailed discussions on user interface design; 2. Using 
HTML, CSS and JavaScript to build a frontend; 3. 
Building a backend in Python to drive the MVD model 
checker and MVD generator. The online platform is still 
under development and will be published as free resource 
in the future. 

5 Conclusion 
The feedback from practice as well as the current 

topics of the organizations for standardization (ISO, DIN, 
VDI, buildingSMART) confirm the relevance of the 
subject in the area of information exchange of the BIM 
method. In the research project a functioning concept was 
developed, which is currently in the final phase of 
implementation, in order to meet the technical and 
content-related requirements of a semi-automatic BIM-
based information supply controlling. The final result of 
the demonstrator will be provided by the authors via the 
respective universities and the code will be published. 
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Abstract -
In the last decade, a significant amount of research and

development has been conducted at the intersection of Build-
ing Information Modelling (BIM) and reality capture data
processing, mainly in the two areas often referred to as ‘Scan-
to-BIM’ and ‘Scan-vs-BIM’. Interestingly, it appears that all
these advances have been made without the availability of
any libre, cost-free and ideally open-source software plat-
form that can handle both reality capture data (typically 3D
point clouds and images) and Building Information Models.
This paper investigates user demands and possible alterna-
tive options to develop such a Scan+BIM platform to further
stimulate research in the field. A set of requirements for such
aplatformare first identifiedbymeans of a questionnaire sent
to researchers and industry practitioners. Different software
applications, identified from the literature and online, are
then assessed against those requirements. A final ranking of
these applications is conducted and one suitable solution is
identified and suggested for development. The proposed so-
lution combines the OpenInfra Platform, as a BIM and point
cloud engine and viewer, and the xBIM Toolkit to provide
complementary tools for the BIM engine. This new piece
of software is currently under development and the authors
intend to make it available to the Construction Informatics
community soon.

Keywords -
Reality Capture; Point Clouds; Images; BIM; Engine;

Platform; open-source

1 Introduction
The last decade has seen an explosion of research in

Construction Informatics. Two fields that have received
particular attention are reality capture data processing as
well as Building Information Modelling (BIM), the lat-
ter being the development of structured data supporting
collaborative processes for reliable management of con-
struction projects over their lifecycle [1, 2, 3].
Reality capture technologies have rapidly evolved and

arewidely used for digital documentation. Digital cameras
are now cheap and ubiquitous, and are commonly utilised
for the creation of 3Dmodels by means of Structure-from-
Motion photogrammetry (PG). Besides, accurate terres-
trial laser scanning (TLS) technology is increasingly af-

fordable. Other imaging technologies, such as thermal
cameras and ground-penetrating radars, have seen im-
provements in data quality. And finally, there is an ex-
ponential growth in Internet-of-Things (IoT) sensors that
can capture various environmental and structural charac-
teristics to be used in the generation of BIM models —
and by extension Digital Twins (DTs) — of buildings [4].
These sensors on their own are resulting in a significant

increase in data that needs to be curated and processed to
extract meaningful information that can support effective
design, construction, operation and maintenance of the
built environment. The processing of that data along with
its structured recording for analysis and efficient retrieval
is increasingly considered within a BIM/DT digital frame-
work. While the work conducted here could eventually be
extended to a larger set of reality capture data, this paper
focuses on 3D (and colour) data acquisition technology,
i.e. principally TLS and PG.
Examples of the combined application of TLS/PG and

BIM technologies can be found across the lifecycle of
built environment assets and can be categorised into three
groups [1, 3, 5], discussed in more detail in the following
sub-sections: Scan-to-BIM (Section 1.1), Scan-vs-BIM
(Section 1.2) and Others (Section 1.3).

1.1 Scan-to-BIM

Scan-to-BIM refers to the process of capturing data of
existing built environment assets and producingBIMmod-
els representing the as-is state of those assets [1, 3, 6, 7, 8].
Although this process has various applications, it is pri-
marily employed for the production of BIM models of
existing assets that are then used as a starting point for
design of renovation works or for supporting Facilities
Management (FM). Scan-to-BIM is an extremely lively
field, where academic and private research groups com-
pete in the development of algorithms that automate this
process as much as possible (e.g. [9]). While various of
the technologies mentioned earlier can be employed in this
process, it is notable that the majority of current solutions
consider as input laser scanned point clouds [9, 10]. Pho-
togrammetric point clouds and their underlying imagery
are also increasingly considered as a valuable input to the
scan-to-BIM process [11].
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1.2 Scan-vs-BIM

Scan-vs-BIM refers to the process of capturing data
of existing built environments and comparing that data
against BIM models representing the prior recorded state
of those assets [12]. This process has been shown to be
of value to progress and quality control during the con-
struction phase of projects, in which case the BIM models
are as-designed BIM models produced during the design
stage [2, 6, 13]. The Scan-vs-BIM process can also be em-
ployed to support asset operational monitoring, in which
case BIMmodels are the latest recorded as-isBIMmodels
of the assets.

1.3 Others

Other research works also employ reality capture and
BIM data, but in different ways. For example, a significant
amount of Health & Safety research has been conducted
that processes reality capture data (TLS, PG, range cam-
eras, etc.) to detect hazards. In these works, the BIM
model of the environment where the sensors are located
can be used to provide contextual knowledge to enhance
data processing performance [14, 15].

In a different manner, Lovreglio et al. [16] use BIM
models and pictures of buildings for the production of
Virtual Reality applications to train building occupants in
evacuation during earthquakes.

2 Review of Scan Engines, BIM Engines,
and Scan+BIM Engines

2.1 Point Cloud Engines

TLS and PG are the two main technologies currently
considered in the Architecture, Engineering and Construc-
tion (AEC) domain for the acquisition of 3D (i.e. geomet-
ric, visual) data of construction assets. For both tech-
nologies, the output consists in point clouds containing
millions of unconnected 3D points usually enriched with
additional data such as: colour, intensity of the received
signal, and/or thermal response. Visualisation and navi-
gation of those point clouds are needed for an appropriate
understanding and further analysis of the data and process-
ing results.

TLS manufacturers commonly provide users with their
own software for data processing and visualisation (e.g.
Faro Scene [17], Leica Cyclone [18]). However, these so-
lutions are usually under proprietary (i.e. close-source and
non-free) licenses and only allow limited data operations,
such as point clouds registration and cleaning. The pro-
liferation of TLS, and therefore the explosion of 3D data
processing, have encouraged the development of powerful
free and open solutions for 3D data processing and visual-

isation in the last decade, such as CloudCompare [19] or
MeshLab [20].
In the case of photogrammetry, both proprietary soft-

ware (e.g. RealityCapture [21] and Metashape [22]) and
open-source (e.g. Meshroom [23]) are also available for
the generation and visualisation of 3D point clouds.
These tools employ well-recognised libraries for han-

dling point clouds, such as PCL [24].
In general, colour information delivered by PG mod-

els is more reliable than the colour obtained by TLS de-
vices [25]. However, 3D geometry is less accurate and
processes to obtain high resolution point cloud are slower
with PG in comparison with TLS.

2.2 BIM Engines

BIM relates to both the creation and the management of
structured information on construction projects across the
lifecycle of buildings. In BIM processes, visualisation is
fundamental for a correct understanding of the asset and
its evolution. Therefore, 3D BIM models constitute an
ideal visualisation and navigation reference, upon which
additional information can be linked, visualise and pro-
cessed.
A number of BIM engines and viewers have been devel-

oped to date, by both academic research teams and leading
design software companies, with the purpose of generat-
ing, modifying and visualising BIMmodels. For example,
IFC Viewer [26] and the commercialised IFC Engine [27]
can load Industry Foundation Classes (IFC) files, visualise
the 3D geometry and explore additional non-geometric in-
formation through a navigation tree. A more complete
solution is delivered by Areddo [28], which is a free but
proprietary BIM viewer that can handle IFC files as well as
point clouds. Areddo includes additional basic operations
like measuring distances and producing cross sections of
models. However, this is not an authoring tool, i.e. infor-
mation cannot be modified. Modification of BIM models,
including those stored under the IFC standard, is possible
in Autodesk Revit [29], currently the most used tool for
the authoring of BIM models. Other related industry pro-
prietary software packages include ArchiCAD [30], and
MicroStation [31].
The above solutions, while presenting various levels

of capability, are also restrictive because they are propri-
etary (although some are cost free). Aiming to produce
open-source alternatives that could be used, maintained
and improved by a community of researchers, alternative
solutions for handling and visualising BIM models have
been developed in the last decade. This is the case of the
xBIM toolkit [32], which includes libraries for the author-
ing (xBIM Essentials and Geometry) and a Windows Pre-
sentation Foundation (xBIM Xplorer) for rendering and
visualisation of BIM models based on the IFC open data
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schema. Another solution, principally focused on infras-
tructure, is the OpenInfra Platform [33], which is able to
handle BIM models and Geographic Information Systems
(GIS) -related data, as well as point clouds (as further
discussed below).
A crucial step for the visualisation of the geometry (i.e.

3D models) ‘codified’ in IFC files is the interpretation of
this data and the subsequent generation of renderablemod-
els to be shown in a viewer. A variety of libraries have
been developed for this purpose in the last decades. Exam-
ples of this kind of tools are the open-source ifcOpenShell
[34], which is used by the BIM storage and management
tool BIMserver [35], or ifcPlusPlus [36] — as well as the
xBIM library mentioned above.

2.3 Scan+BIM Engines

Importantly with regard to the focus of this paper, few
of the above BIM or point cloud software solutions are
able to handle both BIM and point cloud data; and those
that do provide various levels of functionalities.
Point clouds can be loaded into Revit, ArchiCAD or

Microstation, a feature principally employed to facilitate
the production of BIM models of existing structures. In
the case of Revit, point clouds need to first be opened
with a different piece of software, Autodesk Recap, which
exports the data into a unique format readable by Revit.
However, the main drawback in all cases is software cost.
As previously mentioned, the cost-free viewer Areddo

can be used for visualising both point clouds (in .pts
format) and BIM models (in .ifc format). This tool
additionally provides basic functionalities related to visu-
alisation, such as variations in lighting, shadowing effects
and navigation; and measuring distances. However, nei-
ther point clouds nor 3D models can be modified with
Areddo.
Another solution able to deal with point clouds and BIM

models is OpenInfra Platform. This modular software,
which is still under development, can load BIM models
(in .ifc format) as well as point clouds (.e57).
In summary, it can be observed that, despite the re-

cent explosion in the use of reality capture technologies
and BIM methodology for managing buildings over their
lifecycle, only a few software packages, mainly propri-
etary, can handle both reality capture and BIM data, and
with limited functionalities in terms of data manipulation
(visualisation and authoring for both). Areddo is a visual-
isation tool that lacks BIM authoring functionalities, and
is unable to open standardised formats for point clouds
like .e57. Besides, like Revit, Areddo is not open-source,
which limits the flexibility often required for research.
The research community would be best served by an

open-source solution that could handle the two types of
data, allowing visualisation and manipulation (i.e. edit-

ing/authoring) of both. OpenInfra could be that solution.
Although the platform is still under development, it offers
great potential since it is both cost-free and open-source
and has been conceived as a cluster of interlinked solutions
for infrastructure and construction projects, which can be
extended with additional tools or features according to the
users’ needs.

3 User Requirements
The identification of the best way to develop an open-

source solution that can effectively handle both types of
data first requires that the needs and requirements of its
potential final users — i.e. R&D professionals from both
academia and construction industry — are brought to
light. To this end, an online questionnaire (see Subsec-
tion 3.1) has been created and sent to professionals around
the world. Results from the questionnaire have then been
analysed and the identified requirements are reported in
Section 3.2. In Section 4, the existing tools and their
functionalities (reviewed earlier) are then juxtaposed to
the user requirements to identify the most adequate open-
source solution.

3.1 Questionnaire

Anonline questionnairewas prepared to investigate how
R&D professionals, both in industry and academia, work
with BIM models and reality capture data. The survey,
which can be found in the Annex, enquired about the tools
these professionals are currently using, and whether the
needs they might have are covered by the software package
of their preference.
The questions were divided in three main blocks:

General (Questions 2 - 7): Professional background; ex-
perience with reality capture and BIM; their aware-
ness of existing Scan+BIM tools; and their needs and
preferences.

BIM functionalities (Questions 8 - 10): Open BIM for-
mats and standards that should be handled by the plat-
form; open mesh geometry formats to be loaded and
saved; and the main BIM authoring functionalities
(e.g. editing geometric and non-geometric informa-
tion, changing the topology of the models).

Reality capture functionalities (Questions 11 - 14):
3D and 2D data formats; images and calibration; and
functionalities, such as point cloud processing.

A number of questions use a 5-point Likert scale to ask
about the criticality of certain functionalities. The scale
goes from 1 (not important) to 3 (would be nice) and 5
(critical). For each question the average score is calculated
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to help highlight the parameters and requirements which
were more relevant to the participants.
The questionnaire was disseminated to academics and

construction professionals through specialised mailing
lists and social networks (LinkedIn groups and Twitter),
reaching more than 35,000 potential users. A total of
31 professionals completed the online questionnaire; 28
of which (90.3%) were academics or researchers and 3 of
them (9.7%)worked for construction companies (Question
2). Amongst them, 21 (67.7%) responded to commonly
work simultaneously with reality capture data and BIM
(Q3).

3.2 Scan+BIM Engine Requirements
3.2.1 General requirements

When asked about their awareness of any ‘off-the-shelf’
Scan+BIM software platform (Q4), 71% replied nega-
tively. Professionals who gave an affirmative answer to
this question (9 out of 31) mentioned Edgewise [37] and
Revit [29]. However, only 6 of those 9 people had used
those existing solutions.

With respect to their R&D needs (Q5), participants
were asked about the size, completeness and format of
the datasets handled by such Scan+BIM tool. Table 1
summarises their responses. Note that in this and the fol-
lowing tables, values in bold correspond to those scores
higher than the average for the responses to all 7 Likert-
type questions, which we refer to as the ‘global average’.

As can be seen, participants agreed with the importance
of handling open data formats as well as with the devel-
opment of an open-source tool where other users can con-
tribute. Also, supporting geo-referenced data is appealing
to the respondents. However, the score for handling data
from large environments is below the global average which
is s = 3.92.

Table 1. Question 5: Considering the needs of those
responding the questionnaire, “the Scan+BIM soft-
ware platform should . . . ”

Requirement average std. dev.
support geo-referenced data 4.09 1.14
be able to handle data cover-
ing large environments

3.68 1.36

be focused on working with
open data formats

4.55 0.94

be open-source 4.14 1.06

Regarding handling data of different nature (other that
point clouds and BIM), 24 participants (>75%) considered
that these two sources sufficed (Q6). However, 7 men-
tioned the advantages of supporting additional data, such
as pictures and Geographic Information Systems data.

Finally, from a low level (i.e. software development)
perspective, most participants (51%) agreed on the use of
the C++ language for the development of the Scan+BIM
tool, although some of them (4) mentioned Python as a
“versatile and easy to use” alternative (Q7).

3.2.2 BIM functionalities

Regarding the ability of the Scan+BIM platform to han-
dle BIM models, participants were asked about data for-
mats and extra functionalities that they would find of in-
terest for such a tool (Q8). First, when considering the for-
mats and standards proposed in the OpenBIM framework
(see Table 2), all respondents essentially agreed about the
need to support the .ifc format. This is the only standard
of the list whose score is higher than the global average
s = 3.92.

Table 2. Question 8: “Regarding the ability of
the Scan+BIM platform to handle BIM models, it
should support. . . ”

Requirement average std. dev.
IFC 4.73 0.86
IFD 3.45 1.02
MVD 3.35 1.06
BCF 3.38 1.21

In some cases, loading or exporting 3D mesh models
could be valuable. Amongst the file formats proposed in
Q9, Table 3 shows that .obj is the favourite option for
those who answered the question.

Table 3. Question 9: “With respect to the ability of
handling 3D meshes, the Scan+BIM software plat-
form should support. . . ”

Requirement average std. dev.
OBJ 4.24 1.11
PLY 3.85 1.11
STL 3.75 1.34
VRML 3.5 1.12
COLLADA 3.45 1.36

Finally, the preferred BIM functionalities to be included
in the Scan+BIM tool (Q10) are summarised in Table 4.
Although most of the proposed features obtained scores
above the average, professionals gave priority to the ability
of editing the geometry and the topology of BIM objects.

3.2.3 Reality capture functionalities

Following a similar pattern of questions as for the BIM
functionalities, the participants were first asked about their
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Table 4. Question 10: “Regarding the modification
of BIM models, the Scan+BIM software platform
should support. . . ”

Requirement average std. dev.
editing of the geometric in-
formation of individual BIM
objects (e.g. shape and loca-
tion)

4.45 0.89

editing of the non-geometric
information of individual
BIM objects

3.77 1.13

editing of the geometric re-
lationships (topology) be-
tween BIM objects

4.23 1.04

editing of the non-geometric
relationships between BIM
objects

3.5 1.16

the creation of BIM objects 3.95 1.11
the various BIM classifica-
tions

4.23 1.04

preferred file format for point clouds and pictures (Q11).
As illustrated in Table 5, amongst the proposed point
cloud file formats, most participants highlighted XYZ,
PTS, PTX and E57 as being most important, with values
above the global average (s = 3.92). Regarding the pro-
posed formats for pictures storage, these obtained lower
scores than the alternatives for point clouds, which could
reflect the prioritisation of 3D data. Note that pictures can
also be stored in .e57 files.

Table 5. Question 11: “Amongst the following file
formats, the Scan+BIM software platform should
support. . . ”

Requirement average std. dev.
E57 3.95 0.99
XYZ 4.38 0.89
PTS 4 1.09
PTX 4 1.05
PLY 3.74 0.85
PNG 3.84 0.93
JPEG 3.9 0.89

With respect to point-cloud related functionalities, the
participants were asked about the features enumerated in
Table 6 (Q12). The preferred option was the ability to per-
form some common processing of point clouds, followed
by adding or editing per point information.
The last question of those was about the functionalities

of the platform for handling pictures and associated fea-
tures (Q14). Amongst the proposed operations (see Table
7), the most supported functionality was the support of

Table 6. Question 12: “Regarding point-cloud func-
tionalities, the Scan+BIM software platform should
support. . . ”

Requirement average std. dev.
some common processing of
point clouds (e.g. clean-
ing/filtering, segmentation,
other)

4.57 0.66

adding/editing per-point in-
formation (e.g. additional
scalar fields)

4.19 0.79

the simulation of the acqui-
sition of point clouds (laser
scanning)

3.71 0.98

calibrated images, the only requirement of this batch with
a score above the average.

Table 7. Question 14: “With respect to handling pic-
tures and related features, the Scan+BIM software
platform should support. . . ”

Requirement average std. dev.
(externally) calibrated im-
ages

4 1.04

editing calibration matrices 3.82 0.94
editing images 3.23 1.20
the simulation of the acquisi-
tion of images (with or with-
out calibration matrices)

3.45 0.89

4 Comparison of Existing Data Engines and
Proposal of a Scan+BIM Solution

After evaluating the results obtained from the proposed
questionnaire, the availability of the required function-
alities that scored over the global average was assessed
amongst current (commercial or free; closed or open-
source) software solutions. In the following subsections,
the obtained results are discussed for reality capture en-
gines, BIM engines, and Scan+BIM engines. Note that the
software packages are compared as ‘out-of-the-box’ solu-
tions. The use of libraries or application programming
interfaces (APIs) to supplement software functionalities
is discussed but not considered in the comparison, since
those potential solutions have not been implemented yet
and, therefore, are not available for the above-mentioned
end users.

4.1 Reality Capture Data Engines

A comparison between a number of solutions was per-
formed to analyse how existing reality capture data engines
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met the requirements highlighted in the survey result as
per questions 11 (Table 5), 12 (Table 6) and 14 (Table
7). As can be seen in Table 8, CloudCompare, MeshLab,
Metashape and ReCap meet most of the requirements. In
contrast, Reality Capture and Meshroom do not, on their
own, fulfil the needs expressed in the questionnaire. All the
engines offer some common point cloud processing func-
tionalities like cleaning/filtering or segmentation, which is
one of the most desirable and basic requirements. How-
ever, another highly scored requirement, adding/editing
per-point information, is only met by CloudCompare and
MeshLab. The reality capture engines were also compared
based on the general requirements as per question 5 (Table
1). All the engines can work with open data formats and
all support geo-referenced data, except Meshroom. How-
ever, only CloudCompare, MeshLab and Meshroom are
open-source.
In summary, CloudCompare and MeshLab are the so-

lutions which meet most of the desired requirements; and
additionally, these are open-source solutions, enabling fur-
ther development, if needed.

4.2 BIM Engines

Amongst the software solutions presented in Section 2,
conventional BIM engines are compared in Table 8, con-
sidering the most voted requirements in questions 8 (Table
2), 9 (Table 3) and 10 (Table 4). The evaluated tools han-
dling uniquely BIM objects are the open-source solutions
IFC Viewer, xBIM Xplorer and BIMserver. Although the
IFC file format is supported by all, the most voted file for-
mat for the storage of meshes (i.e .obj) is only supported
by BIMServer. Additionally, further editing or creation of
BIM objects is not in the scope of any of these engines,
that basically act as BIM objects viewers only. However, it
is worth mentioning that xBIM Xplorer could take advan-
tage of the xBIM toolkit to supplement its functionalities
and provide the user with the ability of modifying BIM
elements. With respect to the general requirements of
question 5 (Table 1), all engines are open-source and allow
working with open data format, supporting geo-referenced
data.
Commercial solutions such as Revit, Microstation and

ArchiCAD, which are provided by renowned international
software corporations, all enable, amongst their numerous
functionalities, the usage of point clouds. The tree tools
are capable of creating and editingBIMobject and conduct
some basic processing of point clouds. Microstation and
Revit can work with most open data formats, whereas
ArchiCAD supports limited open data formats. All three
solutions are primarily closed, proprietary BIM engines
with the capability of loading and visualising point clouds.

Areddo is a freeware and can visualise point clouds and
BIM files. However, the range of file formats that can be

opened is limited and no operations can be performed on
the objects, either point clouds or BIM models.
In contrast, the OpenInfra Platform canmanipulate both

point clouds and BIM models and is a free open-source
solution, which facilitates the addition of new tools and
functionalities to the platform. An important advantage
of this solution in contrast to all previous ones is its abil-
ity to visualise and modify point clouds (as it uses the
CloudCompare engine). But, a limitation of OpenInfra is
that it offers no native functionality to create and edit BIM
objects.
Overall, as shown in Table 8, Revit, Microstation and

ArchiCAD meet most of the requirements pointed out in
the questionnaire. Although the IFC file format is sup-
ported by all engines, the most voted file format for the
storage of meshes (i.e. OBJ) is only supported by Mi-
crostation. And functionalities related to the creation and
editing of BIM objects are only supported by Revit, Archi-
CAD and Microstation. Regarding other general require-
ments, all engines allow working with open data format
and support geo-referenced data.
As evident from the comparison above, solutions able to

handle BIM models are clearly separable in two different
groups: a first group including solutions that cover more
requirements, but are closed, proprietary software (Archi-
CAD, Microstation, Revit); and a second group with tools
that provide comparatively fewer functionalities, but are
these are free and open-source which makes them com-
paratively more flexible to the needs of researchers (IFC
Viewer, xBIM Xplorer, BIMserver and OpenInfra). How-
ever, in most solutions enumerated in the first group, ad-
ditional requirements cannot be implemented, since their
source code is not available to the general public. In some
cases (e.g. Revit), companies provide APIs that can be
used for the implementation of supplementary function-
alities, but these can be limited and/or complex. On the
other hand, amongst the solutions listed in the second
group, only OpenInfra can handle both point clouds and
BIM objects, but it lacks object editing functionalities.
Therefore, one good solution identified and suggested

for development combines OpenInfra, as a BIM and point
cloud engine, and the xBIM toolkit that provides supple-
mentary libraries for the BIM engine such as the (semi-
)automatic generation of IFC files.

5 Conclusion
This paper presented the first steps on the development

of an open-source Scan+BIM platform. First, the authors
reviewed a number of existing alternatives that are able to
handle point cloud and BIM data, analysing their advan-
tages and disadvantageswere highlighted. Considering the
main functionalities provided by these solutions, a ques-
tionnaire was then sent to potential users of such platform
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IFC - - - - - X X X X X X X X

OBJ - - - - - × × X × X × × ×

editing of the geometric informa-
tion of individual BIM objects (e.g.
shape and location)

- - - - - × × × X X X × ×

editing of the geometric relation-
ships (topology) between BIM ob-
jects

- - - - - × × × X X X × ×

creation of BIM objects - - - - - × × × X X X × ×

the various BIM classifications - - - - - × × × X × X × ×

e57 X × X X × - - - X X X × X

XYZ X X × × × - - - X X X × X

PTS X X × X × - - - × X X X ×

PTX X X × X × - - - × X X × ×

some common processing of point
clouds (e.g. cleaning/filtering, seg-
mentation, other)

X X X X X - - - X X X × X

adding/editing per-point informa-
tion (e.g. additional scalar fields)

X X × × × - - - × × × × X

(externally) calibrated images × X X X X - - - × × X × ×

support geo-referenced data X X X X × X X X X X X × X

able to working with open data for-
mats

X X X X X X X X X X X X X

be open-source X X × × X X X X × × × × X

Table 8. Assessing existing Scan and BIMEngines against the key requirements identified from the questionnaire.

(i.e. academics and construction professionals, principally
researchers) to collect their needs and requirements for a
Scan+BIM software platform. After analysing the data ob-
tained from the questionnaire, the authors concluded that
a combination of available open-source solutions, specifi-
cally OpenInfra Platform and xBIM toolkit, would be the
starting point for the development of the proposed software
platform. The authors are in the process of developing that
solution and intend to make it available to the Construc-
tion Informatics community soon, for the benefit of the
research community in particular.
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Annex: Scan+BIM Questionnaire
Question 1: I have read and agree the above informa-

tion and its privacy policy and consent to the BIMERR
Consortium using this information for research purposes.

Question 2: What is your professional profile?

Question 3: Does your research and development
(R&D) activity require you to work simultaneously with
reality capture data (point clouds and/or 2D pictures) and
Building Information Models (i.e. semantically rich 3D
models)?

Question 4: Are you aware of any ‘off-the-shelf’ (or
at least easily accessible/implementable) Scan+BIM soft-
ware platform?

Question 5: When thinking about your R&D needs, to
which extent do you agree with the following statements
about such a Scan+BIM software platform? [1 (disagree)
to 3 (partially agree) to 5 (fully agree)]

• The Scan+BIM software platform should support
geo-referenced data.

• The Scan+BIM software platform should be able to
handle data covering large environments (e.g. urban
and regional scale).

• The Scan+BIM software platform should be focused
on working with open data formats.

• The Scan+BIM software platform should be open-
source.

Question 6: Should the Scan+BIM software platform
handle data of different nature (other than point clouds and
BIM)?

Question 7: In which language should the Scan+BIM
software platform be developed?

Question 8: To which level the following BIM open
data formats should be supported by such a Scan+BIM
software platform? [1 (not important) to 3 (would be nice)
to 5 (critical)]

• IFC • IFD • MVD • BCF

Question 9: To which level the following other mesh
geometry open data formats should be supported by such
a Scan+BIM software platform? [1 (not important) to 3
(would be nice) to 5 (critical)]

• OBJ • PLY • STL • VRML • COLLADA

Question 10: To which extent do you agree with the
following statements about BIM-related functionalities of
such a Scan+BIM software platform? [1 (not important)
to 3 (would be nice) to 5 (critical)]

• The Scan+BIM software platform supports editing of
the geometric information of individual BIM objects
(e.g. shape and location).

• The Scan+BIM software platform supports editing
of the non-geometric information of individual BIM
objects.

• The Scan+BIM software platform supports editing of
the geometric relationships (topology) between BIM
objects.

• The Scan+BIM software platform supports editing
of the non-geometric relationships between BIM ob-
jects.

• The Scan+BIM software platform supports the cre-
ation of BIM objects.

• The Scan+BIM software platform supports the vari-
ous BIM classifications.

Question 11: Towhich level the following Reality Cap-
ture open data formats should be supported by such a
Scan+BIM software platform? [1 (not important) to 3
(would be nice) to 5 (critical)]

• E57 • XYZ • PTS • PTX • PLY • PNG
• JPG

Question 12: To which extent do you agree with the
following statements about point cloud-related function-
alities of such a Scan+BIM software platform? [1 (not
important) to 3 (would be nice) to 5 (critical)]

• The Scan+BIM software platform supports some
common processing of point clouds (e.g. clean-
ing/filtering, segmentation, other).

• The Scan+BIM software platform supports
adding/editing per-point information (e.g. additional
scalar fields).

• The Scan+BIM software platform supports the sim-
ulation of the acquisition of point clouds (laser scan-
ning).

Question 13: Are there other important, possibly criti-
cal point cloud-related functionalities that should be avail-
able in such a Scan+BIM software platform?

Question 14: Towhich extent do you agree with the fol-
lowing statements about 2D image-related functionalities
of such a Scan+BIM software platform? [1 (not important)
to 3 (would be nice) to 5 (critical)]

• The Scan+BIM software platform supports (exter-
nally) calibrated images.

• The Scan+BIM software platform supports editing
calibration matrices.

• The Scan+BIM software platform supports editing
images.

• The Scan+BIM software platform supports the sim-
ulation of the acquisition of images (with or without
calibration matrices).
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Abstract -

Global spending on rework in the trillion dollar construc-
tion industry is estimated at $570bn of direct costs and
$440bn of indirect costs. The cost of rework is on the rise, 
and the main cause is rooted in quality deviations from con-
struction design. Real-time or even near real-time remote 
progress monitoring and quality control has the potential to 
prevent a large portion of defects and enables quick detec-
tion and handling of errors that often go undetected for too 
long. Current procedure still relies on human visual inspec-
tions that are costly, in terms of time and human resources, 
and is subject to human error. Moreover, existing tools and 
services are limited in the size of data they can handle, as Li-
DAR data can be gigabits in size with hundreds of millions of 
unstructured points. The technology often fails at being ro-
bust to occlusions and other noise elements commonly found 
on construction sites. More sophisticated algorithms exist 
to perform different parts of the required analysis; however, 
they require a high level of expertise to implement and tailor 
to different use cases. In this paper, we present BuiltView, an 
automated progressive assurance platform that allows users 
to validate and document construction activities on a daily 
basis. BuiltView can significantly r educe r ework by accu-
rately and efficiently identifying BIM components and de-
tecting discrepancies between the as-designed data and the 
as-built data, particularly in terms of geometric compliance. 
BuiltView is a powerful tool that processes billions of LiDAR 
points in a very efficient manner. Leveraging sophisticated 
analytical algorithms, BuiltView calculates accurate dimen-
sions and generates comprehensive user-friendly reports to 
facilitate communication across the business. We show that 
BuiltView is a valuable tool for automation of quality as-
surance and quality control, progress tracking and docu-
mentation. Using the tool, builders can significantly reduce 
costly rework, increase productivity and boost transparency 
between different project stakeholders, thanks to objective, 
high-accuracy evidence.

Keywords -

LiDAR; BIM; point cloud; progressive assurance; QA/QC; 
rework; as-built models; project management

1 Introduction

According to McKinsey and Co, most construction
projects are expected to run 20% over schedule, and 80%
over budget with 25% of profit lost on defects and rework
[1]. Moreover, the overall productivity of the construction
industry has increased by a mere 1% over the past two
decades [2]. The depressed productivity of construction
projects is costing the global economy $1.6 trillion each
year [3]. For major contractors in the industry, document-
ing and maintaining a single source of truth is essential
for accountability, quality and efficiency of the work. For
effective management of construction projects, this data
needs to be timely (up to date), detailed and accurate. Au-
todesk identified frequent information capture of errors,
omissions, and defects as the number one key performance
indicator (KPI) for construction contractors [4].
Building information modelling (BIM) is widely used

in the construction industry to enhance project perfor-
mance from design to construction and facilities manage-
ment (FM). Complimenting BIM, point cloud data ob-
tained from LiDAR (Light Detection and Ranging), im-
ages, and videos are able to provide accurate and fast
records of the 3D geometries of construction-related ob-
jects. Point clouds are a set of data points with (X,Y,Z)
coordinates along with hardware-dependent additional in-
formation, such as reflection intensity, RGB values, and
normals. LiDAR, in particular, is able to provide an accu-
rate 3D digital representation of construction site condi-
tions at millimetre level accuracy. The 3D laser scanning
market has doubled over the past four years, evaluated now
at almost $6bn, and the demand for LiDAR in construction
has almost tripled in just four years (approximately 60%)
[5]. With recent research showing the efficacy of LiDAR
in construction and its capability to reduce rework by 25%
[6], there is no doubt that laser scanning is becoming an
essential part of the industry.
The value of LiDAR lies in referencing the resultant

point clouds to BIM. Despite the fact that there are many
existing software and service providers in this space, there
is no state-of-the-art framework that can be readily adopted
by building design and construction professionals. In this
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space, BuiltView presents an innovative and unique solu-
tion to the integration of LiDARwith BIM for construction
projects. BuiltView is a digital tool that automatically con-
ducts deviation analysis between the as-designed model
and point clouds based on as-built conditions.
By automating deviation analysis and progress check-

ing, BuiltView has provided significant value to Laing
O’Rourke through reduced rework and improved produc-
tivity (as depicted in Figure 2). Laing O’Rourke is an in-
ternational engineering enterprise, with roots tracing back
a century and a half. It excels at delivering large scale
projects in building, transport, power, utilities, mining,
and infrastructure.

Since inception, LaingO’Rourke has showcased numer-
ous innovative research and development achievements.
One recent example is BuiltView, which provides auto-
mated reports to improve client and subcontractor rela-
tionships. BuiltView is a key enabler of future digital
tools such as smart contracts [7] and scan-to-BIM [8].
This paper leverages in-house case studies from past and
current projects to assess the value of BuiltView com-
pared with traditional approaches such as survey reports,
spot checks, site walks, and eye-balling discrepancies for
as-built model creation.

2 BuiltView
In this section, we present the workflow for BuiltView,

its key distinguishing features and how it is of value to a
multitude of parties of the construction industry, from sub-
contractors to site engineers to project managers, clients
and stakeholders.

2.1 BuiltView: Main Components

BuiltView is a platform that leverages LiDAR and BIM
technologies to provide up-to-date information on as-built
conditions compared with the as-designed model require-
ments. BuiltView’s value lies in automating quality check-
ing to enable improved productivity and certainty, reduced
rework, faster as-built model creation and improved deci-
sion making. The main workflow structure is as follows:

1. Data acquisition: The data acquisition phase is not
limited to any particular hardware and can range from
terrestrial laser scanners to drones and handheld mo-
bile devices. The accuracy of the hardware relates
directly to the use case it can serve. For instance,
photogrammetry cannot yet support millimetre-level
floor flatness analysis. Moreover, progress tracking
may not require the high accuracy of survey-grade
laser scans.

2. Data Processing: The data collected is referenced
(or geo-referenced) to existingmodels and analysed in
terms ofmatching objects and geometric compliance.

3. Quality Assessment: Quality is assessed through cal-
culated geometric variances between the point clouds
and the model, surface deviations and displacement.

4. Progress Estimation: Progress is estimated by com-
paring the amount of work completed with the
amount of work planned, while taking into consider-
ation the quality of the work and any rework required
on potential defects.

5. Visualisation: Customised reports and dashboards
are generated to tailor the visualisation of the results
to the audience, e.g. project managers will be inter-
ested in overall percentages, whereas engineers will
be interested in particular activities.

2.2 BuiltView: Key Innovations

There are commercial software packages and algorithms
under research and development that aim at detecting and
calculating variances between point clouds and models, or
between point clouds themselves. With varying features,
integrations and pricing models, we have found BuiltView
to be the preferred solution in the following areas.

• Accurate Metrological Algorithms: BuiltView lever-
ages proprietary deviation analysis algorithms that
are capable of detecting objects in point clouds, in
the presence of partial occlusions or other noise el-
ements. It is a uniform platform that is independent
of the method of capture. The accuracy of the cal-
culated deviations lies solely in the accuracy of the
data.

• Intelligent Referencing andGeo-referencing: Anyone
familiar with point cloudswill admit to the difficulties
in referencing point clouds to models manually or
even using semi-automated tools. The process is
theoretically complex and empirically a combination
of trial and error. BuiltView leverages intelligent
algorithms that can identify different features in point
clouds, for example surfaces, corners, beams, and
pipes, to better register the point cloud to the model.
This is a game changer for use cases where geo-
referencing based on survey-grade control points is
not possible, for example, in manufacturing facilities
(see Section 3).

• Intelligent Object Categorisation: The required point
cloud quality parameters are highly dependent on the
construction-related element classes. For instance,
building tolerances of steel beams are not the same
as those of pipes or electrical services. BuiltView has
built-in intelligence that allows it to produce confor-
mance reports that are specific to every object class.
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This saves engineers a tremendous amount of time in
translating the results to tangible actions.

• Robust Data Processing: While most existing tools
and services are limited in the size of data they can
handle, BuiltView works with LiDAR data of the
order of hundreds of millions of unstructured points
with great ease by leveraging proprietary hierarchical
data structuring algorithms for efficient processing
and storage.

2.3 BuiltView across the Construction Project Life
Cycle

Here we present a closer look at the use of BuiltView
across a project’s life cycle, as illustrated in Figure 1.

Planning & Designing

Fabrication & ConstructionOperations & Maintenance

* 3D Model Reconstruction/Verification

for planning and decision-making

* 3D Geometry Quality Inspection

* Progress Tracking

* As-Built Models Handover for

FM, Rectification, Renovation, Heritage, ...

Figure 1. The benefits of BuiltView across the dif-
ferent phases of a construction project

1. Planning & Design: This is commonly known in
the literature as "Scan-to-BIM", where laser scan-
ning is conducted during the pre-construction phase
for site design. This step is crucial for many projects
to kick-off the design process with accurate and de-
tailed information. Even when as-built models exist
(from previous clients), we find that BuiltView is still
invaluable to verify the models quickly, which will
serve as a basis for all designs to come. This will be
covered in detail in Section 5.

2. Fabrication & Construction: BuiltView continues to
provide value during the construction phase as a pow-
erful tool to document progress, defects and overall
milestones. The nature of the data facilitates com-
munication between different systems (mechanical,
electrical, HVAC, etc.) and remote collaboration.
The nature of the data, being free of human-error and
subjectivity, also facilitates conflict resolution and
accountability. This will be covered in Sections 3
and 4.

3. Operations & Maintenance: The advantage of laser
scanning and the main goal of BuiltView is to close
the loop. Laser scanning captures a very high level
of detail, and this helps create a permanent as-built
record for both owners and facility managers. In

the end, this data can help with building operations,
renovations, retrofits and future building additions
and even demolitions. This will be covered in Section
5.

In the remaining part of this paper, we focus on the
three main use cases of BuiltView, namely Quality As-
surance and Quality Control (QA/QC), Progress Tracking
andDocumentation. An overview of the impact BuiltView
has had on Laing O’Rourke’s projects is depicted in Figure
2.

QA/QC Progress Tracking Documentation

3x

2x

5x

Figure 2. The time savings offered by BuiltView on
Laing O’Rourke’s past and current projects

3 Quality Assurance and Quality Control
3.1 Traditional QA/QCWorkflow

Early identification of defects is critical for quality con-
trol because, on average, 6 to 12% of construction cost is
wasted due to rework. This is exacerbated when defective
components are detected late in the construction process
[9]. Traditionally, QA/QC is carried out by periodic site
walks and random spot checks that are documented in
red-line mark-ups on 2D drawing print-outs. These hard
copies are later translated manually in the office into as-
built CAD drawings. In other instances, surveyors are sent
out to site to check particular areas. The latter is notori-
ously expensive and is often subject to long turn-around
times, leading to delayed detection of defects.

3.2 QA/QC Automation

With BuiltView, LiDAR scans captured with a single
site walk can serve a multitude of use cases that can be
automatically checked. Laing O’Rourke has successfully
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Figure 3. An example of a traditional QA/QC work-
flow, where deviations are eyeballed in software and
measurements are prone to human error.

deployed BuiltView for a number of QA/QC checks listed
below.

• Floor Flatness and Floor Levelness: BuiltView is ca-
pable of replacing manual slab flatness spot checks,
based on spirit level and tape measure, with an auto-
mated LiDAR-based solution.

• Reinforcement Steel Bars: On many projects,
BuiltView demonstrated extraordinary capabilities
for rebar detection, identification and spacing cal-
culation.

• Precast Elements: Precast elements can be checked
for quality issues prior to leaving a manufacturing
facility - preventing site delays and accelerating rec-
tification.

• Geometrical Compliance: Most structural concrete
objects - column, beam, wall and slab, and mechan-
ical objects, pipe, duct and cable - can be accurately
checked for geometric compliance using BuiltView.

3.3 QA/QC Automation Benefits

• Floor Flatness and Floor Levelness: By utilising
BuiltView on the 44 level high-rise in North Sydney,
Laing O’Rourke mitigated much of the risk associ-
ated with the works that followed structural works,
for example carpet laying. A scan of the building is
shown in Figure 4

• Reinforcement Steel Bars: BuiltView demonstrated
extraordinary speed and accuracy in counting rebar,
computing bar diameter and inter-distances on a large
power generation project. The project consisted of
3 million tons of concrete and a total reinforcement
weight of 200,000 tons In this environment, assurance
checks with minimal labour was highly valued.

Figure 4. A scan of a 44 level high-rise under con-
struction by Laing O’Rourke.

• Precast Elements: Due to time consuming manual
QA processes, it is estimated only 5%-10% of precast
units are surveyed in manufacturing facilities prior to
delivery. An example of these units is depicted in
Figure 6. With BuiltView, this percentage can reach
100% at no additional cost. In practice, BuiltView
was used to run automated quality checks on bridge
culverts that were scheduled to be installed on a $240
million train bridge project. By detecting defects
in a single culvert early in production, BuiltView
prevented defects in the remaining 40 precast replicas
- preventing rework-related costs and delays.

• Geometrical Compliance: By leveraging BuitView
as an in-house digital tool for automatically check-
ing geometric compliance (see Figure 5), Laing
O’Rourke reduced the turn-around time on as-built
validation. Typically, surveyors’ reports are based on
spot checks of less than 10% of object area. With
BuiltView, this percentage can increase to 100% at
no additional cost. Moreover, with BuiltView these
comprehensive and automated checks allow for a
proactive approach to defect identification, allowing
for an indirect reduction in total defects and conse-
quent schedule delays.

4 Progress Tracking
4.1 Traditional Progress Tracking Workflow

The process of progress monitoring is traditionally a
laborious in construction. Foreman record the work per-
formed on construction sites on a daily and/or weekly
basis. Filed reports provide a wide range of data on the
available resources, the potential risks, inventories, etc.
Nonetheless, these reports cannot capture 3D aspects of
the construction work completed and to be completed.
They are also prone to human error and aren’t frequent
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Figure 5. An example of a BuiltView’s QA/QC
workflow, where deviations are automatically cal-
culated, removing subjectivity in measurements.

Figure 6. An example of a precast moulds pro-
cessed by BuiltView for Quality Checks at Laing
O’Rourke’s manufacturing facility, Explore Indus-
trial Park, UK

enough due to time and cost constraints. This is especially
true when multiple site visits are required to collate all
data and correct any inaccuracies. Furthermore, signifi-
cant schedule delays can occur before progress reports can
be analyzed and acted upon.
Taking photographs on site is another traditional

method of capturing a visual record of on-going progress.
Nonetheless, this 2D information is not detailed and com-
prehensive as 3D geometric data of as-built conditions of

construction sites. Consequently, many researcher have
directed their work toward generating 3D point clouds
from captured photographs, with the aid of photogramme-
try and computer vision. The meshes or models generated
can be compared with 3D design models and used for
automated progress monitoring. However, the capture &
analysis process can be laborious.

4.2 Progress Tracking Automation

The traditional process for monitoring progress of-
ten prevents corrective actions from taking place in a
timely manner, which eventually leads to schedule delays.
BuiltView replaces most of these reports (or at least sup-
plements them) with as-built 3D geometric information to
minimise delays. By providing reliable progress data of
on-site activities, LaingO’Rourke has been able to identify
issues that may have caused significant delays. This infor-
mation is a crucial component of a progress monitoring
process as it is timely, detailed, objective, and repeatedly
queried at no additional cost. [10].

4.3 Progress Tracking Automation Benefits

BuiltView provides an innovative progress tracking
framework that integrates LiDAR and 4D BIM (3D BIM
+ schedule) [11] as well as 5D BIM (3D BIM + schedule
+ cost) [12]. Even when BIM is not present in an appro-
priate format, which is a common aspect of infrastructure
and linear projects, BuiltView provides scan to scan com-
parisons using proprietary point-based algorithm to report
temporal changes on projects[13].
Aside from the traditional progress checks of built ele-

ments, Laing O’Rourke was successful in tracking earth-
works using BuiltView on a 155 km highway upgrade
project, one of the largest public infrastructure projects in
Australia. By running daily scans and progress checks,
the project was capable of accurately detecting schedule
delays and make data-based decisions to rectify the issues,
boosting overall productivity andmitigating potential bud-
get overruns.

5 BuiltView for Fast, Accurate and Timely
Documentation

Data acquisition time for LiDAR in comparison to mul-
tiple site walks can be 2-10x faster [14] depending on
the hardware used (terrestrial tripods, drones or mobile
scanners). As a result, construction professionals are po-
tentially able to document 10x the amount of informa-
tion [14]. Intuitively, with more high-quality information,
data-based decision making becomes easier and more effi-
cient. With BuiltView’s high-end processing capabilities,
the data size can be reduced by half through de-noising
and de-cluttering point clouds and by creating meshes and
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Figure 7. An example of point clouds of construction
sites, cluttered with equipment and moving person-
nel.

as-built models. An example of cluttered point clouds is
shown in Figure 7.

5.1 As-Built Models for Pre-construction Phase

During the pre-construction phase, the various parties
involved in a project collectively define the milestones of
the project, based on the expected duration of comple-
tion and the available budget. With LiDAR data, her-
itage buildings were captured with great detail on a num-
ber of Australian heritage buildings renewal programs.
BuiltView’s fast and accurate validation of existing as-
built models prior to construction using LiDAR data was
invaluable, as it served as the foundation for all works to
come. Capturing the intricate architecture of these legacy
buildings would have otherwise proven prohibitively slow.

In short, the engineering and risk analysis conducted
before starting construction is significantly improved by
leveraging accurate as-built data. BuiltView’s intelligent
system is capable of facilitating the production of as-built
models, which clearly improves project performance. In
fact, according to recent studies [15], when project defi-
nition work is conducted properly, both project schedules
and costs are reduced by approximately 20%.

5.2 As-Built Models during Construction Phase

There is a growing requirement for contractors to deliver
as-built models during the construction phase or projects,
as they progress from onemilestone to the next. To stream-
line this, BuiltView provides a semi-automated workflow
for updating the position of BIM components based on
point clouds. Compared with manual updates, BuiltView
is capable of quickly producing accurate conformance re-
ports that reduce the amount of time designers need to
spend eye-balling point clouds to detect variances (see
Figure 3. It also reduces the amount of time project engi-
neers have to spend verifying the resulting as-built model
from weeks to a few days.

Figure 8. Multi-Level Buildings can be captured in
one day with terrestrial LiDAR scanners, and in un-
der an hour withmobile LiDAR scanners (see Figure
8). Using the correct hardware for the correct use
case is a key reason for Laing O’Rourke’s success in
implementing BuiltView

5.3 As-Built Models for Post-construction Phase

It is evident that handover of 3D as-built documenta-
tion, whether in the form of a model or a point cloud, is
becoming increasingly common in construction contracts.
As research and case studies continue to prove the value of
objective as-built data, this trend will no doubt continue to
grow. As a facilitator of this data, BuiltView is invaluable
for closing the loop on learning from one project to the
next. We expect opportunities will continue to arise for
BuiltView to reduce rework costs, improve productivity
and facilitate transparency and accountability within con-
struction. Most recently, following the devastating 2019
Australian Bushfire Season, LiDAR was used to rapidly
capture a massive geographic extent for detailed mapping
and documentation of the impact of these fires [16]. Laing
O’Rourke was appointed by the New South Wales Gov-
ernment of Australia to undertake the first phase of fire
recovery clean-up works, and it will leverage BuiltView
to rebuild the local community assets with extraordinary
performance.

6 Conclusion
In this paper we presented BuiltView, a digital pro-

gressive assurance tool that provides construction projects
with accurate and timely verification of as-built condi-
tions when compared with design. The tool leverages
LiDAR and BIM technologies to provide insights that
have been proven useful across multiple project phases
and disciplines. Through real-life use cases undertaken
at multi-million dollar projects for the international con-
tractor Laing O’Rourke, we showed how BuiltView has
been an invaluable asset for reducing rework, boosting
productivity, and providing indisputable documentation.
By providing an accurate, regular digital representation of
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as-built conditions, we believe BuiltView will be a key
enabler for digital twins in the near future. Moreover, by
providing an accurate, objective measure of construction
progress, we forecast that BuiltView will play a key role in
enabling the industry-changing efficiencies of smart digi-
tal contracts.
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Abstract – 
The current practice for information sharing with 

building information modelling (BIM) is a distributed 
data sharing based on conversions. Conversions are 
problematic due to data loss, redundancy, and 
conflicting information. A single data schema used by 
all applications is a requisite for a conversion-free 
data collaboration. In the study, a software 
development kit (SDK) was developed, which 
implements required features and guarantees 
compatibility between BIM programs. Three 
independent applications 3DTrussme, Leonardo, and 
Viewer were developed using SDK. A cloud service 
for handling the shared model was implemented. In 
the experiments, Leonardo was used for modelling 
walls, 3DTrussme for truss design, and Viewer for 
model viewing. All three applications were using the 
same shared model on the cloud. 

In the experiments, the information exchange 
occurred without conversions and all data was saved 
only once on the cloud database. Without conversions 
and duplicates less conflicts and redundancies 
occurred, which lead to better data integrity and 
integration. Using SDK, there was no technical 
barrier for applications to join the single shared 
model ecosystem, but a drawback was that existing 
BIM programs are not compatible without 
remarkable changes. The performance was 
acceptable on the test run, but in real use, the size of 
the model and the number of applications and users, 
will be much larger. However, a conversion-free 
single shared model approach can be a possible trend 
to the development of the next generation BIM as well 
as a potential alternative for current data sharing 
methods using distributed files, conversions, and 
linked data. 

Keywords – 
Building Information Modelling; Data Conversion; 

Cloud Services 

1 Introduction 
The evolution of the building design has developed 

from handmade paper drawings to a fully digitalized 
process using computers. In the 1970s, the first 2D CAD 
(Computer Aided Design) software came to the market 
and in the 1980s, first pioneers developed 3D design 
applications for building design. Acronym BIM 
(Building Information Modelling) is nowadays 
commonly used for the digitalized information handling 
and it was probably Jerry Laiserin who first introduced 
the term BIM [1,2]. 

A successful collaboration between all stakeholders 
requires an efficient and functional sharing of the 
building information [3]. The amount of the BIM data 
grows significantly during the design and construction 
stages of the building project. After the construction 
stage, new information is still created but not at the same 
rate. Moreover, the flow of the data substantially breaks 
off when the construction is completed [4]. A continuous 
information flow is a necessity for improving the data 
utilizing within facility management [5]. 

The prevailing practice for data exchange is 
distributed data management (DDM) approach based on 
conversions. In general, an exchange format is used for 
data transfer. Using an exchange format requires two 
conversions between two applications, but reduces the 
total amount of import and export formats each 
application needs to implement [6]. Direct data exchange 
between native formats requires only one conversion and 
is less error prone but, on the other hand, each supported 
format must be programmed. 

A conversion-free data exchange requires the use of 
only one data format. To fully avoid the problem of 
overlapping and conflicting information, a single data 
schema is not enough. Separate models, although in the 
same format, can still include inconsistent data. With the 
single shared model approach (SSM) no conversions are 
needed and all information is saved once, which reduces 
the data complexity and improves the data integrity and 
integration. The challenge with the single model is 
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concurrent changes made by different users. Rules must 
exist for defining which change is valid, when 
overlapping modifications happen. Figure 1 illustrates 
the different exchange methods from the perspective of 
conversions. 

 
Figure 1.The basic differences for the needed 
conversions with the different data exchange 
methods. With application to application, the total 
number of conversions is the largest, whereas with 
a single shared model no conversions are made. 

2 Development of the single shared 
building information modelling 

For a regular user it is common to mix applications, 
data models, and storages. However, they have their own 
functions and objectives from a software technology 
point of view. When application is running, information 
is available at the main memory of the computer. When 
application is closed, the data must be stored to 
permanent storage which can retain its information even 
when powered off. The interconnection between the 
permanent storage and application is the data model. A 
file or database is read into program’s run time memory 
as a data model, then modified during the application run 
and saved back to the permanent storage. 

2.1 Data model and storage 
In today’s software technology, the common practice 

for a data model is an object oriented approach [7]. Each 
different object is encoded as a software class and a 
requisite set of classes constitutes the whole data model. 
The class instance is an object that is created from the 
definition of the class into the data model. Instances get 
a globally unique identifier when they are created into the 
data model and one software class can be instantiated as 
multiple objects, each having a different unique identifier. 

The data on the permanent storage is read to object 
instances and saved back. For instantiating the correct 
class to the data model the definition of the class must 
also be saved on the storage. The class instantiating 
method can be either static or dynamic. With static 

binding (called also early binding), code of classes must 
be available when the program is compiled and built. The 
drawback of the static binding is that every change or 
addition of a class requires an updated version of the 
application. Modern programming languages, like 
Microsoft C# [8], support dynamic binding (called also 
late binding), which requires the availability of the class 
not until the application is started. That is a significant 
difference and makes changes into data model classes 
much more flexible. A class addition or change does not 
require a new version of the application.  

In a building data model, classes and instances carry 
the information as a collection of value-name pairs. The 
IFC (Industry Foundation Classes) is a standardized 
object-based data format and model maintained by an 
international non-profit organization called 
buildingSMART. With IFC, value-name pairs are called 
property sets [9]. Term attribute is also commonly used 
with object-based data models. List of classes and 
properties are not constant which brings up the challenge 
of the data compatibility. Standards are common 
languages which realise the universal and admitted 
understanding for the content of the building information. 
But standards change slowly and are not adequate for 
commercial BIM applications since data content 
advancement is an endless and all the time running 
process. Therefore the flexibility and extensibility of the 
information content are key features for the single shared 
data model. Supporting standardised data is advisable, 
but by allowing applications to freely specify additional 
information content, technical barriers are eliminated 
from the use of a single data model schema. Both the data 
model and permanent storage must implement freely 
extendable data content. 

The permanent storage can be a database or a file. A 
database has a more organised data schema and allows 
partial data access and sharing with several users. The 
following three alternatives are technically possible as a 
database schema for storing the data of classes: 

1. Separate table for each class with a separate column 
for each attribute. This schema has traditionally 
been used. 

2. The vertical database schema also called an entity-
attribute-value model (EAV) [10]. 

3. XML schema, where whole data of the class is 
packed as XML data. 

Juola [11] implemented all the three alternatives 
using a SQL Server database. With separate table for 
every class it is almost unfeasible to keep tables and 
columns up-to-date due class changes. Queries are very 
complicated with the entity-attribute-value schema. The 
result was, that the XML schema was best suitable for a 
building data model having always evolving content. 
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The number of object instances in a data model can 
grow huge. Some kind of organising and grouping is 
needed for maintaining the fluent manageability of the 
model. Objects can be organised based on their material, 
structural behaviour, type, name, position, feature, or 
some other data. As a result, the amount of active objects 
is decreased making the handling of the model more 
flexible. IFC supports Model View Definition (MVD and 
Information Delivery Manual (IDM) standards for 
defining a data subset [12]. Several studies have been 
made for extracting IFC partial model based on MVD 
[13].  

Hierarchical organisation is a well-known 
arrangement method, but that method has very rarely 
been applied among AEC/FM applications. The 
hierarchical arrangement naturally enables a model 
division into partial models and hierarchy is simply 
constructed by defining a parent object for every object. 
A partial model is then made up of an object and all its 
descendants at all sub hierarchy levels. The IFC data 
model has a static and fixed hierarchy of Project → Site 
→ Building → BuildingStorey → Space [9]. According 
to Singh, Gu and Wang [14] a static hierarchy is 
inadequate and the ordering should be flexible for 
fulfilling the requirements of users. 

2.2 Data sharing 
A data concurrency control is essential for the single 

shared data model. Simultaneous changes to the same 
data can be handled by an optimistic or pessimistic 
method [15]. With an optimistic control, it is assumed 
that conflicting data changes are rare and can be resolved. 
The pessimistic control is based on data locking, which 
fully prevents any concurrent data editing. The validity, 
reliability, and consistency of the information in the 
building model is best guaranteed by the pessimistic 
method. Locking the whole model is not realistic, but 
only a part of the model can be reserved for one user at 
one time. The hierarchical model arrangement 
implements partial models that can be reserved and 
released. The single data model system and hierarchical 
arrangement with reserving and releasing partial models 
together make up a pessimistic data concurrency control 
system for ensuring the validity, reliability, and 
consistency of the information in the building model. 

With the single shared model, all information must be 
available for all stakeholders without delays and 
conversions continuously. In the current internet world 
that is best achieved with a cloud based system. Using the 
cloud database only is technically possible, but a 
synchronised local copy gives next advantages: 

 Enables incremental updates reducing the amount 
and size of data transfers [9]. By keeping a change 

log, only changed data needs to be synchronized 
between the cloud and local storage. 

 The reserved partial model can be first saved to the 
local storage before publishing it to the cloud. 
Unfinished work is then not available for other 
participants. 

 Offline working without a connection to the internet 
is possible with the local synchronized storage. 

The cloud storage cannot be accessed like the local 
storage. User rights on the server cannot be as extensive 
as they are on the local computer. It would be a clear risk 
for the security and data integrity to allow public and 
direct read-write access to the server storage for all. A 
cloud service implementing only needed functionality 
ensures that no data corruption occurs due to a false 
operation. For a safe and secure access to the cloud 
storage, next functions need to be implemented on the 
cloud service: 

1. Registration of user. 
2. Establishing a new model. 
3. Getting a list of models available for user 
4. Connecting to a model 
5. Load for downloading the whole or partial model 

from the cloud to the local storage. 
6. Reservation of the partial model for editing. 

Reserved part is locked permitting only reading for 
other users. 

7. Releasing and publishing the reserved partial model 
to the cloud storage. 

8. Get changes due to releases made by other users. 
9. Adding a new node to the model hierarchy tree. 
10. Removing a node form the model hierarchy tree. 
11. Disconnect from the shared model and logout from 

the cloud service. 

2.3 Programming principles of the single 
shared data model system 

A derivation programming technique is a common 
practice with the coding of classes. With derivation, 
duplicate code for similar classes is avoided, since a 
derived class inherits everything as default from the 
parent. Derived classes can develop the inherited content 
further as much as needed. The amount of software data 
model classes that are needed during the whole life-cycle 
of the building is vast. Thus, the development and 
maintenance of data classes are not tasks for a single 
software house. However, for ensuring compatibility, 
base public classes used by all developers are needed. 
The derivation of new classes must start from public 
classes, which must implement the required functionality 
for forcing the compatibility between all developed 
applications. Especially reading the permanent storage as 
a data model into runtime memory of the application and 
saving it back are operations that must only exist on 
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public classes. Secondly, classes for geometry must be 
implemented as public classes so that applications can 
also view non-public class objects that are defined by 
other applications.  

For uniformity, common understanding and ability to 
co-operate, the amount of public classes should be as 
large as possible. Many organisations in various 
countries are developing various BIM standards for 
diverse purposes [16] and the public classes can be seen 
as the standardised part. BuildingSMART International 
has published a few standards for building information 
content and data exchange [17]. However, also non-
standard classes can be made publicly available. 

2.4 Arrangement and execution of the 
experimentation 

For a full scale testing of the single shared model 
system, a cloud service and applications were developed. 
Cloud service was running on a Windows Server 
operating system. The web service was implemented 
using Windows Communication Foundation (WCF) [8]. 
Storage system used was a relational database Microsoft 
SQL Server. For the development of applications a public 
software development kit (SDK) was created including 
the next four assemblies: 

1. Base public classes (BPC) assembly includes base 
data model classes from which all application 
specific classes must be derived. 

2. A local storage for client (LSC) assembly offers a 
synchronised local storage for applications. 

3. A model toolkit for the client (MTC) implements 
functionality for synchronising the local and cloud 
storage. 

4. A web service toolkit for the client (WSTC) is a 
helper assembly simplifying the use of the web 
service functions. 

Three applications were developed using the public SDK. 
3DTrussME is a 3D modelling and structural analysis 
software for wooden trusses. It has been the first and 
main testing application for the single shared model 
system and has a large application specific class library. 
3DTrussME is owned by a Finnish company, Ristek Oy, 
and the programming is carried out by another Finnish 
company, Enterprixe Software Ltd [18]. 3DTrussME is a 
commercial application currently used in Finland, 
Norway and Estonia. Leonardo is a 3D design 
application for concrete structures. The development of 
Leonardo is ongoing and it is not yet available for a 
practical use. The third application used in testing was 
Viewer, which was only used for viewing the model. 
Figure 2 shows the general arrangement of the testing 
environment. 

 
Figure 2. A diagram showing the general 
arrangement of the testing environment with three 
applications, public SDK package, and cloud 
service. 

Three users were participating in the test event, one 
for each application. All three applications were 
connected to the same shared model on the cloud. 
3DTrussME was used for truss design, Leonardo for 
modelling walls and Viewer for viewing the model. The 
pessimistic concurrency control was in use and partial 
models were reserved and released. During the test, 
Leonardo data classes were further developed without 
any compatibility problems for other two applications. 
The test was executed with steps shown in the next list.  

1. Registration of users. 
2. A model was established on the cloud database and 

access to the model for users was granted. 
3. User #1 using 3DTrussME reserved the model, 

created the base hierarchy and released the model. 
Fig. 3 shows a screen snapshot after step #3. 

4. User #2 using Leonardo reserved the Walls subtree 
and started modelling walls. User #1 saw the 
reservation when getting the latest from the cloud. 

5. User #2 finished the modelling of walls, released 
the node Walls and local changes were updated to 
the cloud model. User #1 updated changes from the 
cloud and saw the modelled walls. Leonardo was 
using a private wall class, but by using a public wall 
class instead, walls were available at 3DTrussMe. 
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6. User #1 reserved the node Roof for truss modelling. 
User #3 started Viewer and saw walls and 
reservation of the Roof node. 

7. User #1 noticed that one wall was at wrong position, 
reserved it, made the correction, and released it. 

8. The private data model of Leonardo was further 
developed by adding new attributes to the wall and 
by creating a new column class. User #2 started to 
use the new version of Leonardo and updated local 
model. No compatibility problems or data 
corruption occurred although 3DTrussMe used 
older public wall class and Leonardo new changed 
wall class. 

9. User #2 reserved Walls and Columns node, 
continued modelling and released nodes. 

10. User #1 released Roof node. 
11. All users updated their local model and can saw the 

whole model. 
12. All users disconnected from the model and closed 

applications. 

 
Figure 3. Basic hierarchy after step #3. All nodes 
are not reserved for changes which is marked as a 
closed black lock icon in the project explorer tree. 

3 Results 
As a result of the test execution, a shared model was built 
up on the cloud. Three applications were using the same 
shared model on the cloud and all data sharing occurred 
without conversions and data defects. Figure 4 shows the 
final model after the execution of the test. The permanent 
outcome of the executed test was the data stored in the 
cloud database. Totally five tables were used for data 
storing: 
1. User table for registered users. 
2. Model access table for defining the access of users 

to model. 
3. Session table for connected users. With a 

connection to the model each user gets a session id 
that identifies the access to one model. Session ids 
are not permanent and are used instead of 
credentials after the connection to the model. 

Session ids are invalidated with disconnect or after 
defined unused timeout. 

4. Event table for the model established, reservation 
and release events. Events enable the bookkeeping 
of reserved nodes and incremental updates. 

5. Model table for the building model data. 

 
Figure 4. Final model after the execution of the 
test on 3DTrussME application. 

Just one data format is compulsory for the 
conversion-free data exchange used. The key points of 
the specification for a freely expandable data model 
schema keeping the compatibility backward and forward 
are as follows: 

 The data model schema consists of public part and 
private application specific portions. All private 
classes must be derived from public classes. 

 Data carriers and all data saving into and reading 
from the permanent storage are handled by public 
classes.  

 Classes are instantiated using the dynamic binding 
method. 

 Schemas of the data model and permanent storage 
must enable backward and forward compatibility 
allowing free changes to the content and number of 
data classes. This is achieved with a dynamic 
binding and XML storage format. 

 A software development kit (SDK) implements all 
the key points of this list, and thus, applications 
developed using SDK automatically realize all key 
points and are compatible with each other. 

Data duplicates are not prevented by using only one 
data model and storage structure. A single model 
approach accessed simultaneously by all participants is 
needed for removing the overlapping information. The 
following key elements are required for a workable single 
shared model system: 

 The single shared database is placed on the cloud, 
enabling an equal access for all participants. 
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 Access control is implemented limiting the entry 
only for registered and authorized users. 
Furthermore, access to models per user is controlled. 

 All connections to the shared cloud model are 
performed through a web service that has the 
required functionality. It is a security risk to allow 
direct access to the database, which may lead to 
illegal changes in the database. 

 A pessimistic data concurrency control is used. 
 An event log keeps track of reservations, releases 

and data change events enabling the monitoring of 
the reservation state and incremental updates of the 
local storage. 

 The model arrangement is realized using a 
hierarchical approach which divides model into 
numerous and varying size partial models. Those 
subtrees can be used as units for reservation and for 
limiting the size of the model that is handled at a 
time. The hierarchical arrangement is free and the 
model can be divided as example by design 
discipline, storey, space or element type using one 
or combined dimension. 

 SDK is used for the development of applications 
enforcing the compatibility and SDK also eases 
establishing connections to the single shared model. 

4 Conclusions 
The presented single data model system is available 

for all new and old BIM applications. An SDK is free and 
contains base classes as a start point for the development 
of application-specific data content. The schema of the 
data model is version-free allowing changes and 
additions without breaking the compatibility. In 
summary, the presented method makes up a conversion-
free data exchange solution based on a single extendable 
data model schema. It is self-explanatory that without 
conversions all conversion defects will be eliminated. 
Data duplicates will vanish when a single model schema 
is extended as a single shared model approach. The data 
integrity and integration improve when data sharing 
occurs without conversions and when no overlapping 
information exists.  

To obtain the greatest benefit from the single shared 
model, software from various disciplines should be 
available. There is no limit regarding what types of 
applications can join the ecosystem: the only requirement 
is to use an SDK. Anyway, many issues can be raised up 
for the wider industrial use. The incompatibility with the 
current convention, needed investments and lack of 
interest hinder the expansion. The reputation and 
reliability of a new technology is low in the beginning. 
Rogers [19] divides technology adopters into innovators 
(2.5%), early adopters (13.5%), early majority (34%), 
late majority (34%), and laggards (16%). Evidently, the 

conversion-free single shared model approach needs 
innovators for the start of the technology expansion.  

No commercial single model system for 
multidisciplinary building information is available. 
Systems for sharing a model between the same 
applications have been developed, but none can cross the 
application boundary. The objective for model sharing 
with Tekla, Archicad and Revit is to enable multiple 
people to work simultaneously with the same model. 
There is no reason to limit the model sharing only 
between the same applications as long as user and access 
control prevents conflicting and illegal changes. Indeed, 
according to Lu, Wu, Chang and Li [21] , there is lack of 
BIM standards for model integration and management by 
multidisciplinary teams. 

It is a common opinion among the AEC industry and 
BIM scientists that a single model BIM is an unfeasible 
solution. According to Day [22], a single building model 
is only a daydream. On the other hand, Howard and Björk 
[23] state that a single BIM is the holy grail, but there 
might not be willingness to achieve it. According to Turk 
[24], a centralized shared database is impossible but in 
the future, BIM will approach it. The reasoning for this is 
mostly not presented by these authors, but model 
differences between disciplines and the size of model are 
noted. Because of the rejection of the single BIM model, 
no research has been conducted of a true single shared 
model system. Under the umbrella term ‘single BIM’ 
scientific articles can be found, but they see single BIM 
as a common repository for distributed data sources. A 
cloud service or a single address to separate files is only 
one data delivery tool for distributed information. A true 
single model system is a shared database that can be 
accessed simultaneously by several users, and every 
piece of data is stored only once. 

According to Johnson [25], the complexity of design 
tasks and software evolution raise questions about a 
single model solution. It is true that tasks performed by 
engineers and consultants are complex and various. 
Many kinds of applications are used for design tasks and 
all software is evolving continuously. However, is that 
complexity troublesome only for the single shared model 
approach? The distributed data sharing system uses many 
data formats and conversions. Is this more complex when 
compared with the single shared model operating without 
conversions? Johnson [25] list the next issues for 
alleviating the skepticism against “One BIM”: 

 An open source vendor-neutral elastic data structure. 
 Enabling the interoperation of applications from 

multiple vendors. 
 Sharing data in the design ecosystem without 

explicit import or export. 
 Supporting different kind users, tasks, workflows, 

and stages in the design process. 
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The presented single shared approach will implement 
all the above items, but a significant adjustment to current 
BIM practices and processes must come true. 

According to Miettinen and Paavola [2], the benefits 
of using BIM is often reported by researchers and project 
participants, but the impact of BIM is difficult to isolate 
from the success of the entire project. Moreover, 
increases in the productivity in the construction business 
have been marginal when compared with other industry 
sectors [26]. Assuming, that information technology has 
a notable influence on the improvement of productivity, 
why has digitalization succeeded in other industry sectors 
but not in the construction business? 

The testing of a software system is not a one-time 
process. In the test run only three applications and users 
were involved, but in the reality, many more applications 
are used with BIM. No technical limit for the number of 
applications exist, but a growing number of applications 
and users accessing the same model concurrently can 
slow down the performance 

Microsoft SQL server was used as the cloud storage 
system and the maximum size of a SQL Server database 
is 524 272 terabytes [8], which is an incredible amount 
of information. Before that maximum size limit is 
reached, other performance issues will probably arise. 
Client applications do not need to make calls to the cloud 
service non-stop, but database queries can slow down the 
cloud service when the database is large. In the test run, 
there were only three users and one model on the cloud, 
which naturally cannot show much of the performance 
for real projects. Microsoft LocalDB was used as a local 
storage system on the client side. The maximum size of 
the LocalDB database is 10 GB [8] which is much less 
than the maximum size of a SQL Server database. Local 
storage capacity will most obviously be the first 
bottleneck before any performance problems on the 
cloud service appear. 

An internet service provider (ISP) and independent 
software vendor (ISV) for web service are needed for 
offering the cloud service for the single shared model. 
Figure 5 shows all the major players of the building 
project. ISVs should not hold a monopoly position in 
their field of activity. Application development is freely 
available for all enabling multiple software on the same 
purpose. Developing the web service can also be done 
separately by multiple ISVs. There can only exist one 
public SDK and a private commercial enterprise is not 
the best ISV for SDK. A public non-profit corporation or 
alliance would be a better ISV operator for the public 
SDK. 

Allowing all users to change all parts of the model 
after reservation might not be a desired course of action. 
As example architects do not usually allow designers 
from other disciplines to edit architectural plans. By 
organizing users to groups, more detailed user rights can 

be implemented. Each group can reserve partial models 
and control usage rights for other groups. When using 
both user and group access control the partial model 
availability can be restricted on many levels.  

 
Figure 5. The players around BIM model during 
the whole life-cycle of the building project. 

The main weakness of the single shared model 
approach is its incompatibility with the currently used 
data formats. All data classes in current applications must 
be redone for full compatibility which is likely a 
threshold for most software houses. Therefore, 
conversions from existing formats are needed for 
lowering the obstacle to the presented new single model 
method; otherwise, it will be isolated without any links 
to existing systems. Rewriting all IFC classes by starting 
the derivation from BPC classes could be one solution. 
After that, importing the IFC files could be done. 
However, exporting to IFC cannot properly support all 
the data on a single shared model using a version-free 
data schema since IFC is not a true open and extendable 
data format. IFC implements adding new property sets 
for the objects and the use of IfcProxy for entities that are 
not defined by IFC [27]. But, this will end up as an 
outstanding amount of IfcProxies having fully different 
content if all the native data by all applications is 
exported. Additionally, updating the schema of the IFC 
standard will break the compatibility backward and 
forward, requiring a new version of every application that 
is using IFC. 
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Abstract – 
The need for efficient computing in construction 

modelling and analysis workflows often requires 
making tradeoffs between the inherent advantages 
and disadvantages of different datatypes being 
generated and managed. This is notably observed in 
geometry reconstruction (e.g., scan-to-BIM, reverse 
engineering, etc.), where a tradeoff often occurs 
between computational efficiency and the choice 
between increased semantic enrichment or increased 
representational accuracy (often both cannot be 
achieved simultaneously). This dichotomy can be 
generalized as a choice or tradeoff between 
parametric and non-parametric object 
representation forms. This paper presents a simple 
conceptual model for characterizing the datatypes 
used for representing and defining construction 
geometry to understand key tradeoffs that exist. First, 
we survey existing literature across multiple domains 
to identify and distill key attributes used in 
characterization according to the terms parametric 
and non-parametric. Then, we develop and illustrate 
a conceptual model using an analogy to mathematical 
expressions vs. discrete digital approximations 
employed in computer vision (e.g., Gaussian kernel, 
Hough Transform, and Scale Invariant Feature 
Transform (SIFT) algorithm). Finally, we outline 
future research opportunities for improving the state 
of object representation. 

Keywords – 
Building Information Modelling; 3D Point Clouds; 

Data Managements; Geometric Accuracy; Digital 
Twin; Construction Geometry 

1 Introduction 
In construction workflows, the virtual representation of 
physical objects forms the basis for design, 
communication of product and process requirements, and 
as-built verification of constructed works. When objects 
are represented by a set of simple algebraic primitives 
such as curves, planes, and polysurfaces, an object is said 
to have a “parametric” form [1]. In contrast, when objects 
cannot be accurately represented by such primitives, and 

rely on implicit algebraic forms (e.g., surface normal 
histograms) or large, non-semantic data structures (e.g., 
point clouds and meshes), objects are said to be “non-
parametric” [2,3]. Computer-aided design (CAD) and 
building information modelling (BIM) favor parametric 
representations [2,4], while workflows used for 
digitization of as-built objects (using tools such as 
photogrammetry and laser scanning) favor non-
parametric representations [3,5]. Practitioners require 
specific object representations for different purposes 
across the construction life-cycle. As a result, across the 
lifecycle of any given project there can exist a wide range 
of construction elements, components, assemblies, and 
conditions exhibiting or being represented by parametric 
and non-parametric forms. This dichotomy exists due to 
(1) the nuance of methods employed for object
representation, (2) inattention or inability to control
dimensional variability during construction, and (3) the
diversity of geometric forms and conditions that exist
across various systems in the AEC industry.

1.1 Geometric Challenges in AEC Related to 
Parametric and Non-parametric Forms 

The premise that geometry can be characterized by a mix 
of parametric and non-parametric forms has unique 
implications in Architecture, Engineering, Construction 
(AEC) that few studies have investigated in detail, but 
that continues to create challenges for mediation and 
resolution efforts. Many geometric and topological 
challenges can be traced to an inability to mediate 
effectively between parametric and non-parametric 
domains, as evidenced in the following examples: 
• Existing conditions characterization. The

challenge in these workflows is the process of
fusing parametric and non-parametric data
stemming from existing conditions and new
components or assemblies. This is evidenced
particularly in adaptive building reuse where data
used to represent existing conditions is most
accurately facilitated through non-parametric data.
Parameterization of unstructured data can be
performed, but often results in a loss of
representational accuracy. Examples of as-built
conditions which are difficult to parameterize
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include large concrete structures, beam camber, rail 
track levelness, or curvature of free-formed 
bespoke architectural features. 

• Updating BIM to reflect the as-built status. The 
process of updating BIM during construction is 
complex and subject to varying degrees of accuracy 
for geometric representation. When objects deviate 
outside of allowable tolerance thresholds and 
cannot be accurately or easily represented using 
parametric primitives, updating the as-designed 
BIM becomes time-consuming and error-prone. 

• Abstraction of geometric deviations. While the 
comparison of 3D sensed data (e.g., point clouds) 
with BIM has been relied upon in industry for many 
uses cases, the challenge that still exists is 
localization, interpretation, and abstraction of 
discrepancies. While a 3D point cloud can be 
overlaid on a 3D model to produce a map of 
geometric deviations, this analysis by itself does not 
translate into distinct kinematic (i.e., parametric) 
deviations or non-kinematic (i.e., non-parametric) 
deviations. The challenge of sensing and 
interpreting geometric deviations is especially 
important in repetitive assembly workflows, such as 
modular construction, where parametric corrections 
to assembly geometry configuration (i.e., location, 
orientation, size of objects, etc.) can have a 
profound impact on manufacturing efficiency and 
reduction of rework due to dimensional variability.  

• Mixed-form object assembly planning. 
Challenges in object assembly planning arise due to 
varying levels of object regularity, manufacturing 
processes and dimensional variability. For instance, 
the assembly of manufactured products into “stick-
built” buildings can be particularly challenging 
since manufactured products are often 
characterized as being highly parametric with low 
dimensional variability, while site interfaces are 
often non-parametric with a high degree of 
variability [6]. Another example of mixed-form 
object assembly planning is the optimal packing of 
irregularly shaped objects into containers, which 
occurs in nuclear waste disposal. In this case, 
irregularly shaped objects exhibit non-parametric 
representations while regularly shaped objects 
(containers) exhibit parametric representations [7]. 
These types of packing scenarios are challenging to 
derive optimized solutions for. 

1.2 Problem Statement and Contribution 
In light of the challenges with having a mixture of 
parametric and non-parametric representations in various 
AEC workflows, this research provides a better 
understanding into the trade-offs that exist. In some cases, 
parametric representations might be preferred, while in 

other cases non-parametric representations might be 
necessitated. Current classifications and definitions for 
parametric vs. non-parametric datatypes are verbose, and 
as a result of the different requirements for datatypes in 
AEC, navigating this delineation is challenging.  

This contribution of this paper is as follows. First, a 
review of existing classifications for parametric vs. non-
parametric entities is explored from a systems-, 
geometric schema-, semantic information-, and 
associative modelling-based standpoint. Then, a simple 
conceptual model is proposed, which captures the 
intrinsic trade-offs between these representation forms. A 
demonstration is used to demonstrate how such a model 
is efficacious for describing these trade-offs.  Finally, the 
implications of this model are discussed, to provide a 
better understanding into decision making regarding the 
handling of geometric data in AEC. 

2 Delineating between Parametric and 
Non-Parametric Entities 

2.1 Systems Context 
The distinction between parametric and non-parametric 
systems is verbose and multi-variate. In mathematical 
modelling of systems, the distinction between parametric 
models and non-parametric models lies with fixity and 
immutability of system parameters. Parametric models 
have fixed non-changing parameters for system 
characterization, while non-parametric models assume 
that a fixed set of parameters cannot be used for proper 
system characterization [8]. This notion also appears in 
robust parameter design [9] where systems are 
characterized in terms of controllable design aspects, or 
parameters, and noise variables which are much more 
challenging and sometimes not feasible to control.  

In some cases, non-parametric systems are viewed as 
having an infinite number of parameters, and since only 
a finite number of these parameters are used for 
modelling these systems, the output can change with the 
same input [10,11]. It should be noted that a clear 
association of, and connection between the terms 
parametric, non-parametric, stochastic and deterministic 
for codifying systems cannot be made. For instance, 
parametric models can be stochastic if the data being 
observed fits a known distribution with constant variance, 
and variables are numerical and continuous [12].  

Systems can also comprise both parametric and non-
parametric attributes, and thus can be considered semi-
parametric. The use of semi-parametric for domain 
classification also appears in the context of regression 
analysis, where a combination of linear and non-linear 
regression can be useful for statistical inference [13]. The 
use of localized variables and global parameters define 
model components that do not change (i.e., global 
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parameters of an entire population), and model 
components that do experience variation (i.e., local 
variable instances of a sample from a population). In 
addition to describing system certainty, these classes also 
describe system scale and provide a distinction between 
design vs. observational attributes.   

In summary, the distinction between parametric and 
non-parametric systems is multi-variate across domains 
and is based on several factors including modelling 
approach, system certainty, design vs observational data, 
and system scale (Figure 1).  

Figure 1. Taxonomy of systems classification in 
terms of modelling approach, system certainty, 
design vs. observational data, and system scale. 

2.2 Geometric Schema Context 
The representation of object geometry using distinct 
geometric schemas is also verbose and oftentimes 
unclear. Classification of these schemas are often based 
on ambiguity, directness, and compactness. 

Unambiguous (or complete) representations are used 
to describe the entirety of a physical object, and 
underlying primitives or descriptors can be inverted to 
recreate the exact same object being represented. 
Unambiguous approaches can be used to provide a one-
to-one mapping between objects and their representation 
[14,15]. Ambiguous representations are often used to 
distinguish between objects in a very efficient manner 
[15], even though the descriptors used cannot provide a 
one-to-one mapping between objects and their 
representation. Within unambiguous representations, 
methods can be further classified into implicit and 
explicit representations. The key difference between 
these two approaches is the directness for computing 
objects. Indirect representations use intermediate 
geometric descriptors such as histograms of normals or 
curvature to describe objects [1] as compared to explicit 
methods which directly describe objects using surface 
(e.g., polysurfaces, meshes), or volumetric (e.g., 
constructive solid geometry) descriptors [1,5].  

A final division between approaches is parametric vs. 

non-parametric representations. While explicit methods 
can be either parametric or non-parametric, implicit 
methods are distinctly not of a parametric form [16]. 
Parametric representations are more algebraically refined 
than non-parametric methods, however, they can be more 
computationally intensive to perform operations on [2]. 
While this may not be the case for simple primitives such 
as lines, circles and planes, it is especially true for 
representing complex geometry, using formats such as 
polysurfaces, Bezier curves, B-Splines, Non-Uniform 
Rational Basis Spline (NURBS), and piecewise functions. 
Non-parametric representations, in contrast, are more 
computationally efficient, but are more difficult to 
achieve exact geometric representation. A non-
parametric representation can be implicit as in the case of 
differential properties of a surface of a given location [1], 
or can also be explicit as in the case of polygonal meshes. 
The conversion between parametric and non-parametric 
representations is discussed in [16]. The conversion from 
parametric to non-parametric is defined as implicitization 
and it is possible to perform for any rational parametric 
surface of curve. The reverse process, parameterization, 
is not as easy to execute and is not always possible to 
perform for higher-order descriptors. Parametric 
representations have become the “quasi-standard” for 
CAD modelling [2] due to algebraic topology capabilities, 
while non-parametric representations are preferred in 
machine vision and as-built modelling systems [5,15] due 
to computational efficiency. 

Despite the existence of classifications for 
representation schemas such as the one shown in Figure 
2,  exact definitions and distinctions are at times fuzzy 
and inconsistent. For instance, some studies state that 
explicit representations can be either parametric or non-
parametric [1,3], while other studies state parametric 
approaches are always based on implicit methods of 
describing geometry [17]. This fuzziness stems from the 
fact that some classifications refer to the datatype itself 
as the entity being characterized, while other 
classifications refer to the process taken to derive a 
datatype as the entity being characterized.  In addition, it 
is difficult to understand clear distinctions between the 
nature of datatypes with respect to parametric vs. non-
parametric attributes. For example, it is well regarded 
that a representation scheme that allows for 
modifications of its underlying variables (e.g., control 
points in NURBS) is parametric. However, the same 
argument could theoretically be made for meshes (i.e., 
control vertices can be modified), yet these are clearly 
defined as being non-parametric schemas. Perhaps there 
is a theoretical limit to the number of control variables in 
a representation scheme whereby it starts to become non-
parametric. However, no such definitive limit has been 
(or perhaps can be) defined, which further adds to the 
existing fuzziness of classification.
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Figure 2. Classification of geometric schemas used to represent physical objects in AEC according to ambiguity, 
directness, and compactness (adapted from [3] using [1,2,5,14-16]).  

2.3 Semantic Information Context 
From a building information modelling standpoint, the 
classification of objects as being parametric extends 
beyond just representational form and has unique 
attributes to facilitate use across the entire construction 
lifecycle. Parametric BIM objects must also include 
semantic information (parameters) in the form of 
associated data, rules, topology and material-specific 
data [4]. Parameters are also used to classify objects into 
categories, families, types and instances, which is stored 
as data in the form of text, integers, numbers, area, 
volume, angles, URLs, or binary data [18].  Across this 
wide definition of parametric objects in BIM, attributes 
related specifically to geometry and topology are 
investigated in this research since they directly affect 
geometric mediation between objects. Topology 
describes the spatial relationships between elements that 
do not change based on changes to geometric parameters 
of those elements [19]. Topology can relate to the 
relationship between features of an element (e.g., face to 
edge), the relationship between elements (e.g., beam to 
column) or relationship between groups of objects or 
spaces (e.g., room to room). Topology plays a key role in 
the way architects and engineers understand the function 
and expected behavior of building elements. Topology, 
geometric representation and material properties are 
distilled into the “semantics” of an object, which can be 
interpreted as the form, function and behavior of objects 
and systems of objects [20]. Current modelling practice 
in construction emphasizes the creation and preservation 
of semantics by explicitly outlining that building 
information models must contain parametric intelligence, 
topological relationships and object attributes [21], 
otherwise, they are considered no more than 3D 
geometric models.  

2.4 Associative Modelling Context 
A fourth context can also be used to describe the 
delineation of parametric vs. non-parametric entities in 
AEC. Parametric modelling (or parametric design) 
involves the use of geometric rules and constraints to 
embed explicit domain knowledge into BIMs and 
provides a way for automated design regeneration via an 
“associative” model [22]. While any CAD modelling 
system can contain a parametric representation of an 
object, the following characteristics differentiate 
parametric modelling systems: users can define custom 
relationships between features and objects, parameters 
between objects can be integrated into a system (i.e., a 
parameter of one object can be used for defining 
parameters on other objects), parametric definitions are 
compatible in a system or are otherwise mutually 
exclusive such that no two parameters create conflicting 
relationships; geometry should be object or feature-based 
[22]. This approach to modelling has become very 
popular in the manufacturing industry and is seen in 
software such as SolidWorks®. Constraint-based design 
requires all dimensions of features and parts to be 
parametrically defined, constrained and related to other 
features [23], or it is otherwise considered under-
constrained, and cannot be realized [24]. While this 
degree of parametric constraints is not employed in most 
AEC workflows, the use of associative model does 
provide a source of additional parametric properties that 
can be exploited.  

2.5 Summary 
Exploring a range of contexts reveals a verbose and 
multi-variate landscape for describing the delineation 
between parametric and non-parametric entities. 
Selecting a suitable object representation (whether 
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parametric or non-parametric) extends beyond just the 
geometric schema employed, includes semantic 
information requirements, and might include associative 
relationships to other objects. In a systems context (2.1), 
the delineation between parametric and non-parametric is 
fuzzy (with an intermediate category sometimes being 
used), and this also translates down to the object level. 
However, it is clear from the examples of cases where 
both datatypes exist in AEC, that assessing trade-offs is 
useful for understanding the inherent benefits and 
constraints to each datatype. In some cases, parametric 
object representations are preferred, while in other cases, 
non-parametric object representations might be required. 

3 Proposed Conceptual Model 
This research presents a conceptual model to help 
summarize the key trade-offs between parametric and 
non-parametric object representations. This model is 
based on the distinction between analytical expressions 
and digital approximations that appear in computer 
vision for pattern and shape recognition processes. As 
depicted in Figure 3, this model classifies parametric 
object representations as having many relations between 
individual datapoints or entities, and are by nature more 
abstract, while non-parametric object representations 
have a greater number of unstructured datapoints and are 
by nature more discrete or approximate. 

Figure 3. Conceptual model for characterizing the 
delineation of parametric and non-parametric 
object representations 

3.1 Analogy to Pattern Recognition Techniques 
In computer vision, various techniques for pattern 
recognition can be used to resolutely employ digital 
approximations of analytical expressions for recognition. 

One of the most common methods for shape detection 
in computer vision is the Hough Transform which detects 
curves by exploiting the duality between points on a 
curve and parameters of that curve [25]. It works by first 
considering the analytical expression of a curve, often in 
the parametric line form (𝑟𝑟,𝜃𝜃), and edge segments of an 
image given by (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖) . The transform is then 
implemented by discretizing the Hough parameter space 
over finite intervals of the image, or “accumulator cells”. 
This technique takes an inherently parametric 
mathematical expression and discretely approximates it 
in a non-parametric manner to extract and transform 
information from an image (which itself can also be 
defined as a non-parametric data source).  

Gaussian kernels are another example of discrete 
approximation used in computer vision to perform an 
analytical transformation on an image (Figure 4). A more 
general case of this is convolutional kernels and filters, 
which transform an expression into a discrete 𝑛𝑛𝑛𝑛𝑛𝑛 matrix 
and is convoluted over an image. Discrete 
approximations such as kernels are efficacious in 
complex algorithms such as Scale Invariant Feature 
Transform (SIFT) due to the ability to perform analytical 
operations in a computationally efficient manner.    

In the same way that many pattern recognition 
techniques transform analytical expressions into discrete 
approximations, this same analogy can be used to 
delineate between parametric and non-parametric object 
representations. On one hand, we can postulate a trend 
that the more abstract an expression or representation is, 
the fewer entities are required to relate components 
together. Conversely however, when these relations are 
broken and discretized, more discrete values are required 
to perform a similar level of approximation compared to 
its analytical counterpart.  

Figure 4. Analytical Gaussian Expression and its 
Digital Approximation (i.e., 5x5 Gaussian Kernel) 

3.2 Measuring the Degree of Semantic Fidelity 
The final component to the proposed model is 
characterizing the degree of semantic information 
encapsulated in an object representation. The greater the 
number of entities and degree of relations between those 
entities, the greater the semantic fidelity of a 
representation. In practice, there is a trade-off that occurs 
between parametric and non-parametric object 
representations with respect to the degree of semantic 
encapsulation.  This is perhaps most evident when 
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representing “as-is” objects. While non-parametric 
object representations are positioned better for obtaining 
a higher degree of representational accuracy, they cannot 
be semantically enriched to the same level as parametric 
object representations. Despite the high level of 
abstraction in parametric representations and the 
significant advancements being made to leverage better 
parametric modelling approaches that maintain 
representational accuracy of as-is objects, the inability to 
achieve the same degree of representational accuracy as 
non-parametric representations restricts its ability to 
achieve the highest level of semantic fidelity. As such, a 
notable trade-off occurs between parametric and non-
parametric representations with respect to semantics.  

4 Demonstrating the Conceptual Model  
Previous research has provided information for assessing 
the trade-offs between geometric schemas (Table 1). 
Using this breakdown, a simple demonstration can be 
carried out for the representation of an I-beam element 
(Figure 5) to show how parametric representations tend 
to have fewer entities, which are more tightly related. The 
first digital representation in this figure is a point cloud, 
which can be obtained by performing sampling 
reconstruction of existing mathematical descriptions or 
from reality capture [26]. The other digital 
representations which are more structured than point 
clouds are triangular and polygonal (tessellated) meshes. 
As shown, the point cloud representation has 7296 
datapoints (i.e., XYZ points), whereas the triangular 
mesh contains 1740 datapoints (i.e., triangle vertices), 
and in the most simplified case, the polygonal mesh 
structure has 108 datapoints (i.e., polygon vertices). 
These digital representations are also considered to be 
non-parametric. As opposed to regular shapes (e.g., 
rectangular, cylindrical, prismatic, etc.), non-parametric 
forms cannot be defined parametrically using a shape 
type and a limited set of parameter values that specifies 
the object [1]. Figure 5 also depicts two common 

mathematical representations. Non-Uniform Rational 
Basis Spline (NURBS) is a common boundary 
representation, which uses a series of surfaces to 
completely enclose and represent a given shape. 
Constructive Solid Geometry (CSG) is a mathematical 
representation that describes the volume of an object 
through use of Boolean operations (e.g., addition and 
subtraction) of simple geometries to create more complex 
shapes. While CSG has been the preferred method for 
representing geometry in building information models 
(BIM) due to its simplistic data structure [1], there are 
many applications where NURBS are preferred, since it 
can describe complex geometry more appropriately 
[21,27]. As shown for the steel beam, the NURBS 
geometry contains 56 datapoints (i.e., control points), 
whereas the CSG geometry contains 9 datapoints (3 
extrusions built with 3 control points each). 

Figure 5. Digital and Mathematical Representations 
for a Physical Object (Steel Beam Element).  

Table 1. Summary of the key trade-offs between geometry representations employed in AEC 

Geometry 
Representation 

Geometry Kernel 
Processing Demand 

Continuity Representational 
Accuracy (As-is) 

Semantic 
Richness 

Exactness for 
Complex Geometry 

Sources 

Point clouds Slow (high 
computational effort) 

Discretized High Low Low [28] 

Mesh Fast (no interpretation 
required) 

Discretized Med-High Low Med [28] 

BREP Med (interpretation 
required) 

Exact, 
continuous 

Med High High [17,28] 

CSG Med (interpretation 
required) 

Exact, 
continuous 

Low-Med High High [28] 

NURBS Med (interpretation 
required) 

Exact, 
continuous 

Med-High High High [28]
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The general trend for this simple example is that as 
representation moves from digital to mathematical, it 
becomes more compact, with fewer entities that are 
abstractly related. In addition, we can plot each of these 
geometric descriptors on the conceptual model (Figure 6). 
One hand the point cloud representation is the most non-
parametric with the highest number of entities (which are 
not related), while the CSG representation is perhaps the 
most abstract parametric representation. While not 
directly considered in this example, the Boundary 
Representation (BRep) geometric schema is another 
parametric representation which arguably has the highest 
semantic encapsulation across all geometric schemas. 
This is because the BRep schema is based on a 
hierarchical topological structure, with explicit relations 
between bodies, faces, edges and vertices (refer to [17] 
for a more detailed breakdown of this schema).  

While this example demonstrates how geometric 
schemas can be characterized using the proposed model, 
the purpose of the analysis is not to provide a 
comprehensive (or exhaustive) classification of all 
possible schemas. However, certain schemas are better 
suited for more semantic fidelity than others. For instance, 
given how NURBS and BRep can be discretized by 
adding additional control points without changing the 
initial geometry of an object, these representations 
potentially have the ability to harness the semantic 
fidelity requirements of a given application as opposed to 
those of CSG or non-parametric representations.   

Figure 6. Depicting the Conceptual Model Using 
Geometric Schemas 

5 Conclusions 
Within AEC, the choice of object representation form 
invokes trade-offs with respect to computational 
efficiency, representational accuracy, and semantic 
enrichment. Since there remains to be one ubiquitous 
object representation that can simultaneously meet all of 

these objectives, the choice of representation will 
continue to require making trade-offs. Review of existing 
classifications for object representation reveals that there 
can be a significant degree of verbosity and ambiguity, 
further compounding the task of selecting a suitable 
representation. This paper demonstrates that approaching 
classification through a parametric vs. non-parametric 
lens is useful for providing key insight required in 
selection of a desired object representation. A conceptual 
model is established by considering two dimensions of an 
object representation: number of entities used to 
represent an object and the degree of relations between 
those entities. These dimensions are fundamental in 
computer vision for applications such as pattern 
recognition and shape detection.  For instance, the 
discretization of analytical expressions is a key 
component to achieving computational efficiency in 
methods such as the Gaussian kernel, Hough Transform, 
and Scale Invariant Feature Transform (SIFT) algorithm. 
In addition to geometric schemas, other attributes can 
also be described by the proposed model, namely 
semantic enrichment and associative modelling 
relationships. These dimensions clearly fit into a 
parametric vs. non-parametric context within AEC 
workflows. A functional demonstration using various 
geometric schemas reveals the trend that parametric 
representations have a high degree of analytical 
abstraction, while non-parametric representations have a 
high degree of digital approximation.  

5.1 Future Research Opportunities 
In practice, there are numerous workflows which require 
either parametric or non-parametric representations due 
to current trade-offs. While this trend is expected to 
continue, there are opportunities to bridge this gap as 
evidenced in the following areas of research: 

• ‘Geometry as a feature’. Rather than defining
objects as an abstraction of geometry, geometry can
be viewed as a feature of object. This is already the
premise of object-oriented modelling (and is used in 
IFC, for instance), yet a more concerted focus on
this concept can allow for multiple geometric
schemas to be used to represent the same object
without necessitating the landscape of parametric vs. 
non-parametric trade-offs.

• Towards improved geometric schemas. Current
limitations and trade-offs can be addressed by
developing new schemas that do not have the
limitations of existing schemas. One example is
developing a global or ‘master’ schema that can be
modified or updated throughout the lifecycle of
AEC projects as required.

• Developing parametrization methods that
preserve fidelity of information. Rather than
converting non-parametric datatypes into a
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parametric form at the expense of loss of 
representational fidelity and semantic information, 
it is possible to discretize initial parametric forms 
(e.g., such as NURBS) in such a way that can 
achieve suitable accuracy while maintaining 
semantic fidelity. 
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Abstract -
The Architecture, Engineering and Construction (AEC)

industry is still one of the most hazardous industries in the
world. Researchers impute this trend to many factors such
as the separation between the phases of safety planning and
project execution, implicit safety issues and, most of all, the
dynamic and complex nature of construction projects. Sev-
eral studies show that the AEC industry could greatly ben-
efit of latest advances in Information and Communication
Technologies (ICTs) to develop tools contributing to safety
management.

A digital twin of the construction site, which is automat-
ically instantiated and updated by real-time collected data,
can run fast forward simulations in order to pro-actively
support activities and forecast dangerous scenarios. In this
paper, the twin model of the Digital Construction Capabil-
ity Centre (DC3) at the Polytechnic University of Marche
(UNIVPM) is developed and run as a mock-up, thanks to
the adoption of a serious game engine. This mock-up is able
to mirror all the relevant features of a job site during the
execution of works from a safety-wide perspective. In such
a scenario, virtual avatars randomly explore the construc-
tion site in order to detect accessible, unprotected and risky
workspaces at height, while warning the safety inspector in
case additional safety measures are needed.

Keywords -
Digital Twin; Building Information Modelling; Real-Time

Health and Safety Management; Complex Systems

1 Introduction
Nowadays, the AEC industry represents one of the most

hazardous productive sectors [1]. In fact, although it em-
ploys only about 7% of the world’s work force, yet it is
responsible for 30–40% of fatalities. Statistics, which are
referred to different countries, demonstrate that the con-
struction safety is a perennial global problem.
In the United States, the census data from the U.S. Bu-

reau of Labor Statistics (BLS) showed that as many as 774
workers died from injuries they suffered on construction
sites in 2010, accounting for 16.5% of all industries. The
fatality rate accounts for 9.8 per 100000 full-time equiva-
lent workers and is ranked the fourth highest among all in-
dustries. Within the two decades of 1990 and 2000, more
than 26000 U.S. construction workers died at work [2].
That equates to approximately five construction worker
deaths every working day. Out of these fatalities, 40%
involved incidents were of the type falls from height. Fur-
ther investigations showed that inadequate, removed, or

inappropriate use of fall protection equipment contributed
to more than 30% of those falls [2]. Statistics about other
countries, such as China [3], United Kingdom [1] and Ger-
many [4], confirm high percentages of fatal accidents in
the construction industry and point out falls from height as
one of the most frequent causes. As a result, it is evident
that the construction industry is far from the vision of "zero
accidents/injuries" espoused bymany construction-related
companies [1].
The high number of fatalities is generally imputed to

several causes, such as the separation between the phases
of safety planning and project execution [2, 5], implicit
safety issues and, most of all, the dynamic and complex na-
ture of construction projects, which require ever-changing
safety needs [5]. Construction safety issues can be prop-
erly described as complex sociotechnical system [6], which
cannot be tackled simply adopting a best-practice approach
defined ex ante. Conversely, the answers to such problems
can be described as emergent practices [7].
The AEC industry is often regarded as being hesitant

in adopting innovative technologies, due to the inherent
difficulties of its unstructured and changing environment
[1, 8]. Nevertheless, many research studies [9, 10, 11]
demonstrate that the application of the latest advances in
ICTs in the safetymanagement field can help to proactively
respond to hazardous scenarios and enable the shift from
reactive to proactive safety management.

1.1 Rule-checking systems

Some research studies [2, 12] apply commercial sys-
tems, such as Tekla® [13] and SolibriTM [14], to execute
BIM-based rule-checking analysis for the detection of fall
hazards. Rules, once they are translated from human lan-
guage into a computer-readable format, can be executed
supporting labor-intensive safety checking tasks in a lit-
tle time. In this direction, authors in [15] propose an
ontology-based approach for construction safety checking,
modelling safety constraints with SemanticWebRule Lan-
guage (SWRL). The authors, assuming fall from height as
a test case, demonstrate the potential of this methodology
for the assessment of fall hazard on the base of hole’s ac-
ceptance criteria defined by safety regulation. In fact in
similar circumstances, i.e. when a dimension has to be
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compared with a threshold value, a rule-checking system
drives to reliable results.
It must be noted that sometimes safety assessment is

contextual, that is it depends from complex geometries
and spatial dependencies (e.g. non-perpendicular crane
cable that lifts up and swings) or ever-changing site condi-
tions (e.g. temporary structures that aid construction pro-
cesses and are often not modeled). In cases like these, it
is hard to define general rules by means of safety checking
constraints which cover all possible scenarios; moreover,
information provided by a BIM model can result incom-
plete, inaccurate or not updated. As a consequence, the
correctness of the rule-based safety analysismay be largely
affected.

1.2 Real-time tracking systems

In some research studies, prototypes of self-updating
BIM models based on sensor data for real-time Health
and Safety (H&S) management have been developed. The
paper [9] proposes an application which aims to improve
environmental safety in construction sites; the BIMmodel
displays the latest data from temperature and humidity sen-
sors and the real-time status of various locations, with a fo-
cus on the ones affected by atmospheric hazards. Another
research work [10] integrates a rule-checking system and
a Real-Time Location System (RTLS) to place dynamic
virtual fences and to check whether tracked real fences are
properly installed. In the system developed in [11], once
risks are assigned to building components, a warning can
be sent to tracked workers on site in case they come too
close to hazards. A requirement for this approach is that
hazards are identified and classified in advance.

1.3 Contribution to research

In this work, the development of a digital twin for H&S
management in construction sites to prevent falls from
height is reported and tested. This approach can be used
to complement BIM-based rule-checking systems, which
work well when they come to checking compliance with
safety codes, regulations and best practices. But, as al-
ready stated in Section 1, construction sites represent a
type of complex systems and unexpected emerging haz-
ardous scenarios cannot be anticipated unless a digital twin
is put in place.

The research study reported in this paper concerns a
methodology to develop a digital twin of construction
sites, which makes it possible to find out in real-time haz-
ardous scenarios possibly leading to falls from height. A
forward-looking simulation approach, run in real-life con-
ditions and implemented in Unity3DTM, and a real-time
monitoring sensor network, to update the status of the ever-
changing environment and of involved workers, have been

integrated and tested in the Digital Construction Capabil-
ity Centre (DC3) of the Polytechnic University of Marche
(UNIVPM at Ancona, Italy).
This paper is organised as follows: Section 2 introduces

digital twins as a candidate solution for the management of
complexity. Section 3 provides a description of the devel-
oped system architecture, whereas in Section 4 simulation
and results are reported. Finally, Section 5 is devoted to
conclusions.

2 Management of complexity
2.1 Complex systems

2.1.1 Basic of complex systems

A complex system consists of many elements affected
by non-linear interactions [16]. As a consequence, small
causes may lead to large consequences, and vice versa;
this implies no immediate apparent relationship between
causes and effects. Interactions, which cause system
changes over time, consist of transference of energy or
information, usually have a fairly short range and show re-
currency, they being affected by loops. Furthermore, the
constant flux of energy ensures the survival of a complex
system and its history affects the present behaviour. A
complex system is usually open or it is hard to define its
borders. The scope of such a system is not an intrinsic
characteristic, but is usually determined by the purpose of
the description and is often influenced by the position of
the observer; this process is called framing. Finally, each
element ignores the behaviour of the system as a whole
and responds only to information that is locally available.
The complexity feature emerges as a result of interactions
among constituting elements. The most representative
examples of complex systems are the human brain, the
behaviour of a flock of birds and economic systems of the
modern society [16, 17].
The Cynefin framework (Cynefin in Welsh pronounced

kunev-in means the multiple factors), introduced in 1999,
is a decision-making conceptual structure which proposes
strategies to properly tackle each one of the five domains:
"simple", "complicated", "complex", "chaotic" and "dis-
ordered" [7]. Whereas cause-and-effect relationships can
be detected by everyone in the "simple" domain and by
experts in the "complicated" one, the same cannot be said
in the "complex" one, where the reason why things hap-
pen can be understood only in retrospect, causing unpre-
dictability. In the "complex" domain, the Cynefin suggests
to probe and sense eventual emergent instructive patterns
to be used as responses.
In this research study, the high-level strategy proposed

by the Cynefin framework has been assumed. In practice
the digital twin, enabling forward-running simulations,
makes it possible to "probe and sense" future scenarios;
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emergent safety measures can be suggested and applied in
real-time.

2.1.2 Complex systems in H&S management

In the AEC industry, safety issues can be regarded as
complex sociotechnical systems [6]. Stakeholders include
manufacturers, main contractors and subcontractors, de-
sign staff, project and site managers. Moreover, construc-
tion sites, which are usually interested by crowds of work-
ers, adjacent buildings and facilities, complex weather
phenomena, result in a very dynamic operating environ-
ment. In other words, the safety status is an emergent
property of a system, whose components are subjected
to non-linear interactions that cannot be anticipated [18].
In the research study [6], authors have studied a tower
crane safety issues as a systemic problem, assuming the
safety risk management framework defined by [19] that
was specifically developed with complex sociotechnical
systems in mind; as a result, a list of factors affecting
tower crane safety has been identified.

2.2 Digital twins

2.2.1 Basics of digital twins

The first definition of the concept, nowadays known as
the digital twin, was made in 2002 by Michael Grieves, in
the context of an industry presentation concerning Product
Life cycle Management (PLM) [20]. A digital twin can
be defined as a virtual representation of a physical product
or process, used to understand and predict the physical
counterpart’s performance characteristics throughout the
product life cycle [21]. To ensure an accurate modeling
over the entire lifetime of a product or of its production,
digital twins use data from sensors installed on physical
objects to determine the objects’ real-time performance,
operating conditions and changes over time. Using this
data, a digital twin evolves and continuously updates to
reflect any change to the physical counterpart, creating a
closed-loop of feedback in a virtual environment that en-
ables companies to continuously optimize their products,
production, and performance at reasonable costs [21].
The statements "digital model", "digital shadow" and

"digital twin" are often used as synonyms, although they
differ from each other in the level of data integration be-
tween the physical and digital counterparts. A "digital
model" is a digital representation of an existing or planned
physical object that does not use any form of automated
data exchange between the physical object and the digital
object. If there further exists an automated one-way data
flow between the state of an existing physical object and
a digital object, one might refer to such a combination
as "digital shadow". If further again, the data flows are

fully integrated in both directions, one might refer to it as
"digital twin" [20].

2.2.2 Digital twins in the AEC industry

In the near future, digital twins are expected to take a
center stage in the AEC industry too, advancing rapidly
beyond BIM and enabling asset-centric organizations to
converge their technologies into a portal or immersive ex-
periences [22]. The result will be better informed deci-
sions to improve network availability, to enhance workers
safety, to ensure regulatory compliance and to reduce envi-
ronmental impacts. Thanks to the application of Artificial
Intelligence (AI) andMachine Learning (ML) methodolo-
gies, we envisage immersive digital operations, providing
analytics visibility and insights to enhance the effective-
ness of operations staff and help them anticipate and head
off issues before they arise and react more quickly with
confidence [22].
A real commitment in this context was demonstrated by

the Centre for Digital Built Britain (CDBB) which pub-
lished, at the end of the year 2018, the Gemini Principles
to guide the National Digital Twin and to shape the in-
formation management framework that will enable it [23].
The National Digital Twin itself is not intended as a sin-
gle, monolithic twin of the entire country’s infrastructure.
Rather, it will be a federation of many twins, represent-
ing assets and systems at different levels of granularity,
brought together to generate greater value. A first appli-
cation was developed implementing three interconnected
work packages. The first one provides the BIM model
of part of the University of Cambridge. The second one
regards the integration of data from various sources to en-
able effective analytics and drive better decisions. Finally,
the third one aims to develop novel applications for facil-
ity management that exploit the data captured through the
digital twin [23].

3 System architecture
3.1 Technology stack

The digital twin model, proposed in this paper, for real-
timeH&Smanagement is based on the system architecture
composed by the following subsystems (see Figure 1):

• a Ultra-wideband (UWB) sensor network for local-
ization;

• Node-REDTM programming tool;
• ArangoDB database;
• Unity3DTM game engine;

The first subsystem consists of a UWB sensor network.
This infrastructure is in charge of tracking what workers
and equipment are present in the real world’s scenario
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Figure 1. System Architecture.

and sending data necessary for updating to the main sys-
tem. An IoT programming tool, namely Node-REDTM, 
wires together the UWB sensor network and the rest of 
the system’s components. ArangoDB, is a database which 
stores the complete history of coordinates. The hearth 
of the developed architecture is the serious gaming plat-
form Unity3DTM, which hosts the digital twin’s simulation 
environment and enables forward-running simulations to 
predict hazardous scenarios. In order to enable the safety 
manager to remotely supervise safety issues, forward sim-
ulations’ results can be displayed in real-time to an off-site 
screen (see Figure 1). Furthermore, as soon as any fall 
hazard is detected, a warning can be immediately sent to 
the safety manager. This is made possible by sending a 
message, via SignalR, to Node-REDTM, which can trigger 
an alarm or a smartphone notification (see Figure 1). In 
this way, the developed system can support real-time H&S 
management in order to prevent accidents or fatalities.
For the purpose of this paper, the left part of the system 

architecture (see the continuous-line of the Service box in 
Figure 1) has been implemented in the Digital Construc-
tion Capability Center (DC3).

3.2 Reality mirroring

Real-time sensing is devoted to the continuous mirror-
ing of the digital twin. According to the system archi-
tecture depicted in Figure 1, workers involved in on-field 
activities can be tracked by means of UWB localization 
systems. This technology leverages the Time of Flight 
(ToF) technique, which is a method for measuring the dis-
tance between two radio transceivers by multiplying the 
time of flight of t he s ignal by t he speed of l ight. Thus, 
knowing the position of fixed UWB a nchors a nd oper-
ating a trilateration algorithm, the position of any UWB 
transceivers (tag) can be determined, even if it is moving.

Figure 2. Node-RED flow for storing UWB messages in 
an ArangoDB collection.

For the purpose of this paper, five anchors were installed 
in known positions, whereas an UWB tag has been applied 
to the monitored piece of equipment, that is the ladder, in 
order to track its position.
In order to wire together hardware devices with the 

database and again with the Unity3DTM game engine, the 
flow based graphical programming tool Node-REDTM has 
been adopted. Node-REDTM is a tool specifically designed 
for Internet of Things (IoT) applications. In this research, 
a dedicated Node-REDTM flow wires together the position 
data coming from the UWB localization system with a 
database for their storage. The resulting flow b uilt in 
Node-RED is shown in Figure 2.
During the development of a digital twin, different types 

of data must be stored and linked together in an emerg-
ing way. Therefore, ArangoDB has been selected here, 
because it is a native multi-model NoSQL open-source 
database for storing several types of information, includ-
ing those types typically related to digital twins, such as 
the complete data history from sensors. Every changes 
happening in the ArangoDB collection that stores loca-
tion messages is triggered to the serious gaming engine 
Unity3DTM by means of the software library SignalR. 
Hence, sensors data are delivered to the game engine en-
abling virtual objects’ positions to be updated in real-time. 
As soon as a dangerous scenario is predicted in Unity3DTM 

by the forward simulations, a real-time notification can be 
triggered by sending a message to Node-REDTM via Sig-
nalR in order to prevent fatal events.

3.3 Implementation of the gaming environment

The use of serious game engines is a promising tool sup-
porting research in real-time control systems, among the 
others. The first application regarding gaming technology 
in the area of research was found in the aircraft industry, 
with the use of Microsoft Flight Simulator for educational 
purposes [24]. Afterwards, serious game engines had a 
wide spread for other research purposes such as simula-
tion and analysis, further demonstrating that mere enter-
tainment is not the only feasible, nor the most promising,
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(a)

(b)

Figure 3. (a) Pseudocode describing the general logic of the digital twin developed in Unity3DTM game engine in 
order to detect fall hazards; (b) pseudocode describing in details the virtual sensor which checks for fall impacts.

application. The great success of this approach is due to
the difficulty of executing real experiments in some fields,
especially in H&S management; in fact the need for es-
tablishing safe conditions to avoid direct exposure to risks
would affect participants behaviour.

In this research study, game technology has been ap-
plied to develop the digital twin of a construction site
for real-time H&S management. The use of a serious
game engine facilitates the modeling of the environment,
which includes the physical space, sensors and mechan-
ical physics, and the implementation of simulation. For
the purpose of this paper, the gaming platform Unity3DTM

has been adopted. The physical space of the digital twin,
assumed as case of study, can be directly imported within
Unity3DTM as an IFC project with its structure. To this
end, an IFC Loader, based on the IFC Engine DLL li-
brary [25], has been developed, in order to import topo-
logical information, materials properties and all semantic
information from the digital model. This tool models the
environment using one of the most powerful techniques
in solid modelling, that is Boundary Representation (B-
Rep). B-Rep represents a solid as a collection of connected
surface elements, that is the boundary between solid and
non-solid. The digital twin, in order to mimics reality, re-
quires the implementation of human and artificial sensors,
known as agents. The sense of sight, for example, must be
implemented in digital twins to give humans’ avatars the
awareness about what is happening around them [26]. In
Unity3DTM, this can be done modelling the Field of View
(FOV) as a collider by means of a set of quantitative pa-
rameters (e.g. FOV angle and elevation angle); a user can

see an entity simply if her/his FOV collider intercepts the
entity itself. Themechanical physics is a native functional-
ity of game engines; hence, in the game scene every object
is affected by gravity and occupies a volume just like in the
real world. In details, these properties can be managed by
means of the quantitative parameters stored respectively
in the rigidbody and collider components of a virtual ob-
ject. Furthermore, C# advanced programming makes it
possible to define, directly in Unity3DTM, a deformation
behaviour which acts in response to a rising force applied
to an object. To make an example, a ladder could inflect
or even break down, if the weight of the overlying avatars
is close to or higher than its mechanical strength. To sum
up, Unity3DTM hosts the digital twin and can work as a
hub that is able to trigger co-simulations related to some
specific disciplines and receive back results. In this way,
multiple simulators (e.g. fire scenario, plants’ functioning,
etc.) can be coupled, by means of the models exchange
standards (such as Functional Mockup Interface, FMI).

The pseudocode reported in Figure 3(a) describes the
general logic at the base of the developed digital twin for
real-time identification of fall hazards. At the first instan-
tiation, virtual capsules are generated in a random position
and rotation on the surface of a specific floor; instead, at
the following instantiations it follows the logic explained
below (see the third point in the bullet list). Each of these
entities embeds an AI component which allows it to wan-
der and explore the surrounding environment. A virtual
sensor, indicated by the red dashed lines in Figure 3(a)
and described in details in 3(b), has been implemented in
order to evaluate if any possible impact due to a fall can
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be harmful and that point must be marked as an hazardous
location. To this end, a ray casting algorithm is applied
to check if the monitored object is grounded or not; in
case of false evidence, which means that the capsule is
falling, the first "flying" position is labelled as a candidate
hazardous position. The retrieved collision force is then
compared with the pain tolerance value of 6 kN, known
from literature [27] and regulation [28] about fall-arrest
equipment. If the collision force is higher than the admis-
sible threshold, the following events are triggered:

• the point from where the fall has taken place is con-
firmed as an hazardous position;

• a virtual fence is instantiated in correspondence of
the hazardous position as a graphic notification;

• new children capsules are instantiated in the haz-
ardous position with random rotations in order to
speed up the exploration of the environment in the
nearby;

• the parent capsule is destroyed in order to avoid an
overcrowding of capsules.

4 Simulation and results
The system architecture described in Section 3 has been

tested in theDigital ConstructionCapabilityCentre (DC3),
which is a laboratory of the Polytechnic University of
Marche in Ancona, Italy. According to the definition of
Digital Twin (see Section 2.2.1), the developed digital twin
mock-up was meant to replicate the typical environment
of the construction site, which continuously changes and
evolves. For the purpose of this paper, the works at height
scenario has been recreated inside the DC3 laboratory, as
well as the evolution of the scene that can be encountered
on a construction site.

The top image in Figure 4(a) shows the regular config-
uration of the DC3 laboratory, in which the floor above
the changing room is not accessible since no access path
exists; hence, there is no fall hazard affecting that floor
area. As shown by the virtual replica of this scenario (see
the bottom image in Figure 4(a)), the developed system
populates the DC3 digital twin with virtual capsules able
to wander on the main floor of the laboratory. It can be
noticed that no barrier is suggested by the system and the
boundary of the floor on the changing rooms is kept clean.

During the execution of the experiment, a real ladder has
been placed connecting the laboratory floor and the floor
above the changing room, thus allowing workers to reach
that area for any reason, e.g. doing works or temporarily
laying materials (see the top image in Figure 4(b)). Any
human observer would infer that fall hazards have been
generated, because workers reaching the higher level may
fall down due to the absence of any barriers. Similarly
to reality, wandering virtual capsules may reach the floor

above the changing room and fall down (see the bottom
image in Figure 4(b)). For each fall event occurring in the
digital twin, the virtual sensor (described in Section 3.3
and by Figure 3) compares the collision force generated
by each impacted capsule with the pain tolerance value
of 6 kN, known from literature [27] and regulation [28]
about fall-arrest equipment. As a result, if the collision
force exceeds the threshold value, the system notifies that
falling capsules have experienced harmful impacts and it
infers that fall hazards have been introduced. By picking
out the positions fromwhichwandering capsules fall down
because no fences are installed (see the top image in 4(b)),
the virtual replica suggests that barriers must be placed in
these areas (see the bottom image in 4(b)).
As a result, according to the logic described in Section

3.3 falling capsules underpin the real-time detection of
fall hazards affecting real workers on site. Virtual fences,
highlighted in red in the bottom image in Figure 4(b), have
been instantiated in those positions from which harmful
impacts have taken place. For the purpose of this paper,
300 virtual capsules, moving with a linear speed of 2
m/s, have been instantiated inside the DC3 twin model.
Assuming these conditions and using a laptop equipped
by an Intel® CoreTM i7-8750H CPU 2.20 GHz processor
with 16 GB of RAMmemory, the digital twin engine takes
on average about 2 minutes, after the ladder positioning,
to detect all fall hazards affecting the rooms’ top floor and
place all the related virtual fences (see the bottom image
in Figure 4(b)).
It must be noted that, in case a rule-based safety assess-

ment system was implemented (e.g. labelling any surface
above a critical height as an hazardous one) it would al-
ways suggest that barriers are needed along the perimeter
of the higher floor area. In other words, in the simulated
scenario the higher level above the rooms (see Figure 4(a))
would be always labelled as hazardous, even in case it is
not accessible because the ladder is not present.

5 Conclusion
This paper proposes a system architecture of a digi-

tal twin model for H&S management and implements it
for real-time identification of fall hazards. A digital twin
mock-up of the DC3 laboratory, developed in Unity3DTM,
mirrors the construction site by means of a UWB local-
ization system and runs looking-ahead simulation in order
to detect fall hazards in near real-time. Especially in large
construction sites, notifications of safety needs with a de-
lay of a couple of minutes represent a valuable result if
compared to the time usually taken by on-site manager
to manually detect all fall hazards. Furthermore, off-site
managers can benefit from the opportunity, provided by the
developed system, of displaying safety alerts and giving
suggestions about mitigation measures. The simulation-
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(a) (b)

Figure 4. Construction site for works at height recreated in the DC3 laboratory (top images) compared with its mirroring 
digital twin (bottom images). The floor above the changing room is not accessible (a) until the ladder has been placed 
(b).

based approach described in this paper can easily be ex-
tended to similar scenarios where the strict application
of pre-determined rules cannot work due to the dynamic
nature of construction sites. On the overall, simulation
results demonstrate that the proposed approach can cover
the variety of scenarios in which a rule-based checking
systems may fail, since safety assessment is contextual or
hard to be modelled by means of pre-determined rules.
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Abstract –  

New innovative and digital approaches, in 
particular digital methods like Building Information 
Modeling (BIM), are being used more and more in 
the Architecture, Engineering and Construction 
(AEC) Sector. However, most of building operation 
and maintenance processes still follow conventional 
processes and are hardly supported by digital 
databases. Within the widespread field of different 
infrastructure systems, the railway sector specifically 
brings a lot of rather old structures and components, 
which need intense service across their entire 
lifecycle. Research at Leibniz Universität Hannover 
explores a fundamental concept for digitally 
supported maintenance of railway infrastructure to 
enhance availability, reliability and provide a 
structured database for the involved stakeholders. 
Therefore, required methods and processes need to 
be defined and harmonized for different perspectives 
like infrastructure operators, monitoring service 
providers and supervising authorities. Based on 
digital models, a new approach for a holistic 
infrastructure management will be introduced and 
furthermore validated by using a reference project 
as demonstrator. The paper focuses on the 
organization, structure and needed level of 
information within digital models. Further ways of 
automatization in creation of such models are 
examined. In conclusion, the risk of damage or 
breakdown will be reduced and maintenance 
processes can be initiated on a data-driven basis. By 
means of this approach, it is possible to change the 
way from a reactive maintenance processes to 
efficient repair works in an early stage of damage. 

 
Keywords –  

Building Information Modeling; Structural 
Health Monitoring; shBIM; Digital Maintenance 

1 Introduction and Motivation 
The German railway and road infrastructure are 

taking a key role for Germany’s economy and public 

transport, as well as for the European market. Providing 
a resilient infrastructure is a challenging task with 
multidimensional complexity [1]. With Germany being 
in the centre of Europe, six out of nine corridors of the 
Trans-European Transport Networks (TEN-T) will run 
across Germany by the estimated completion in 2030. 
The overall goal is strongly to support the Trans 
European Internal Market [2]. As shown in Figure 1, 
Germanys railway network is with more than 33,000 km 
one of the largest in the European context. This leads on 
the one hand in high efforts for development and 
maintenance of the network and its building structures 
and on the other hand it gives an indication into the 
complexity of inner-Germanys railway infrastructure. 

 
Figure 1. Total length of railway infrastructure in 
selected European countries, 2016 [3] 

With regard to rail, not only the development of new 
tracks will play an important role in the future. Indeed, 
retrofitting and especially the maintenance of existing 
tracks and civil engineering structures like bridges, 
tunnels or retaining walls will become an enormous 
challenge for engineering services.  

The German railway network operator DB Netz AG 
is responsible for track maintenance and improvement 
including civil engineering structures within the 
infrastructure network in Germany. This covers the 
responsibilities for the above mentioned 33,000 km 
tracks, 25,000 bridges and 700 tunnels [4]. The average 
age of Germany’s railway bridges has an age of 73 
years with a rising trend. 
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Bridges are of enormous importance since they are 
bottlenecks in the infrastructure system. With special 
regard to railway infrastructure, restrictions or failure in 
bridge structures have high consequences for the overall 
track availability and the efficiency of rail-bound traffic. 
Closed or malfunctioning bridges lead to redirecting 
trains on non-optimal routes, which leads to a 
significant loss in the efficiency during operation and 
high delays.  

In order to minimize and prevent the risk of failure, 
DB Netz carries out a periodic bridge inspection to 
evaluate the bridge conditions. This binds a high 
amount of material as well as human resources.  

2 Status Quo processes of maintenance 
In Germany, the maintenance of civil engineering 

structures is regulated in a national standard (DIN 1076). 
Furthermore, there are specific regulations with respect 
to the infrastructure operator (e. g. Deutsche Bahn, RIL 
804 [5]) for Germany’s railway network. Due to the 
later introduced reference project, the aim of the 
following description of maintenance processes focuses 
on railway infrastructure in Germany, since the process 
is highly standardized and regulated by the government. 

The established maintenance concepts do not 
envisage continuous bridge monitoring or condition 
assessment. The maintenance is usually reactive-
oriented and leads to expensive repair works to ensure 
the system reliability. As can be seen in Figure 2 
following the conventional maintenance process results 
in a periodic assessment of the bridge condition.  

The periodic assessment starts with a first obligatory 
assessment of the bridge structure before start of 
operation.  

The second assessment will be before the end of the 
warranty period in case of new construction, but in 
maximum six years after the last assessment. After the 
end of warranty period the supervision and the 
assessment will be alternatingly done in a three-year 

rhythm. The documentation of damages and the 
information exchange during the process is based on 
protocols and reports, primarily in paper form or non- 
object-oriented data bases.  

In case of serious damages, solutions for limiting or 
remedying the damage is approved at a decision 
conference where all relevant stakeholders are involved. 
It should be noted, that in all categories the safety of the 
bridge structure for operation is guaranteed. Otherwise, 
immediate action would be taken to close the bridge. 

Even if small inspections are carried out in the 
meantime, the periodic condition assessment can lead to 
a serious lack of information during the inspections. 
Using Structural Health Monitoring (SHM) in addition 
to the conventional maintenance process provides a 
continual assessment in real time (see also Figure 2) [5]. 
Knowing the real-time-status of the civil engineering 
structure and evaluating the development in a small-
scale, predictive maintenance concepts can be 
implemented and applied [6]. Appropriate data 
processing and efficient evaluation mechanisms are 
required to develop target-orientated treatments.  

Data linking between Building Information 
Modeling (BIM) and Structural Health Monitoring 
(SHM) to create a holistic data platform with intelligent 
data organization and data analysis can be a key for a 
performant status assessment. This new approach is 
defined as structural health BIM (shBIM) and includes 
data processing from different sources and different 
perspectives.  

3 Concept shBIM 
The key to an innovative digitally supported 

maintenance approach is a sensor-supported continuous 
monitoring system, which supports and supplements the 
traditional manual inspection techniques and leads to a 
completely new quality of maintenance approaches [7], 
[8], [9]. 

 

Figure 2. Qualitative degree of condition assessment in the conventional maintenance process 
(top) compared to a continuous structural health monitoring (bottom) 
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For this purpose, all information of the inventory, 
the manual inspection processes as well as from the 
structure monitoring need to be linked intelligently, 
edited and provided customized and on demand for the 
various process stakeholders to enhance the reliability 
of the rail infrastructure system. The digital method 
Building Information Modeling provides an ideal 
conceptual and methodological basis for this collection, 
linkage and evaluation of multiple data sources and will 
be extended by the integration of structural health data 
(monitoring data, inspection data). The overall concept 
of shBIM is shown in the following Figure 3. The 
shBIM platform operates as a data hub which is fed by 
different sources. For generalization, these sources can 
be defined as three main sources: 

First, monitoring data, which includes all data from 
the SHM systems and dynamic data of the operation 
phase are linked to an object-oriented building model. 
The extensive data sets from different monitoring 
elements like acceleration sensors, strain sensors or 
temperature sensors will be pre-processed and 
appropriated for integration in the platform using 
suitable interfaces (A). 

Second, the digital BIM model itself needs to be 
developed, which includes the information of the 
infrastructure building and the installed monitoring 
systems. It contains the object information, geometric 
information as well as static semantic information and is 
the central module for the user interface, data 
visualization and user-oriented data preparation (B).  

 
Figure 3. System architecture of the shBIM 
platform integrating expert knowledge and 
evaluation processes based on [9] 

Third, documents and further data bases, which 
provide a more detailed description of the construction 
object, like conventional drawings, photo 
documentations, reports or maintenance instructions as 
well as the building documentation of past years, are 
integrated. They are linked to individual objects or 
object groups within the shBIM platform (C). 

It can be seen that the structuring of the different 
data sources is strongly dependent on the data sources 
themselves. Especially for automatization in data 
analysis and in providing a user-friendly platform, 
different requirements need to be fulfilled to make 
evaluations by means of artificial intelligence possible. 
Merging the information of different sources in an 
automized way, an evaluation on the health of the 
examined civil engineering structure can be drawn. The 
results can be provided for the involved stakeholders to 
support the maintenance servicing processes. Therefore, 
also expert know-how can be included in terms of a 
knowledge-based system. The automated and 
continuous analysis of the data is used for prediction of 
probability of occurrence of damage cases as well as for 
the development of appropriate measures, which are 
also communicated platform-based. Finally, the 
information gathered during the service tasks will be 
recirculated and is used for the assessment of the 
maintenance measures. 

The shBIM approach leads to a comprehensive and 
user-oriented monitoring data integration. All relevant 
information is fully integrated into the BIM model and 
linked to the digital representation objects. To ensure 
practicability, the question of a convenient level of 
detail regarding the bridge model needs to be answered. 
There is a large need for automatization in generating 
object-oriented models to provide the model as the 
central data hub to guarantee efficient implementation 
processes of the existing bridges. 

4 Use cases for digital model and needed 
Information 

The use cases for the digital maintenance of bridge 
structures are diverse. Pursuing different use cases in a 
digital environment, e.g. manual bridge inspection 
according to the regulations in RIL 804 [6], supportive 
monitoring by an SHM system or recalculation to verify 
the load-bearing capacity of the structure lead to 
different applications and information densities. 
However, geometric and semantic requirements of the 
BIM model need to be formulated for each use case 
separately. 

Important use cases focusing maintenance processes 
can already be implemented with an abstract 
information model. An abstract model is defined as a 
model which consists predominantly of geometric 
objects without a high demand for geometric detailing, 
but in accordance to the classification system of 
Deutsche Bahn. Therefore, the focus is on the semantic 
description of the objects. It is assumed for use of 
digital models in maintenance, that the geometry of the 
components is pushed into the background compared to 
the specific semantic description [10]. Consequently, 
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the approach is pursued that abstract geometric objects 
are sufficient to satisfy the information management in 
maintenance processes with regard to the introduced 
structural health monitoring concept. By reducing the 
geometric detailing, the bridge components can be 
represented by parameterized objects and thus lead to an 
enormous time saving in the digital transformation of 
the documentation of existing bridge buildings. The 
developed digital models can be integrated as the central 
data hub for the shBIM platform. Generating the BIM 
model in an automatized way will reduce errors in 
manual model creation and enhance efficiency.  

• The formulation of the geometric and semantic 
requirements for each particular use case depends 
on the internal systems, processes and 
standardization of the operator. Those are critical 
input parameters for the automatization process, 
which will be introduced in the following chapters. 
The purpose of the abstracted models can be 
summarized to correspond to the existing 
standardization of civil engineering structure 

• include inventory data for civil engineering 
structure description 

• provide a visual 3D model to improve perception 
and information management 

• allow integration in shBIM-platform for 
communication and collaboration processes 

As already mentioned, this paper focuses on railway 
infrastructure. However, the developed approach is 
transferable to any kind of comparable classification 
system. 

5 Concept for parametric modelling 
In the following chapter the overall process for an 
automized abstracted model will be introduced (see 
Figure 4). In addition, the demonstrated process will be 
validated on a real reference project within the railway 
sector in Germany. 

5.1 Overall process description 
The development of a feasible process for automated 

model generation is an essential part of the research on 
digital maintenance of bridge structures. To generate the 
abstracted models, the approach of parametric 
modelling with the software Autodesk Revit is used in 
combination with Dynamo, a visual programming 
interface. It should be mentioned that the method of 
visual programming allows an intuitive way of 
programming, since pre-assembled code blocks are 
available and can be linked together in a logical way. 
Instead of having a textual script, the coding follows the 
logic of the arrangement of the coding blocks  
(see Figure 5). 

 
Figure 5. Overview of a part of the script to 
generate abstracted models using visual 
programming 

This software combination enables the 
implementation of model generation based on defined 
geometric and semantic parameters. However, the 
approach is transferable to alternative software solutions 
that enable export in open data exchange formats. 

At the beginning of the process, the use cases for 
digital maintenance are defined to obtain the relevant 
semantic information. In dependence on the semantic 
description, the possible maximum abstraction level of 
the building elements is defined, which describe the 
input parameters for automatization in the modeling 
process. The abstraction is based on company related 
specifications, which define structuring and also could 
include derivations for standard cross sections. 

Figure 4. Development process of the abstracted parametrized BIM model 
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The result of the abstraction is the derivation of 
geometric input parameters. The development of the 
parameterized BIM model itself is based on three 
essential steps. First, the creation of a point-axis-system 
for the positioning and extrusion of the bridge 
components need to be set up. The system describes the 
positioning and the relationships between each abstract 
component. Components like the abutments can be 
abstracted as a cube, which follow user-specific input 
parameters and are placed using a single identification 
point. Supplementary components like the 
superstructure, piers and arch are characterized by a 
start point and an end point, which are represented by 
the point-axis-system. Between start and end the cross 
section will be extruded.  

The positioning and relationship to other 
components is realized by the placement of specific 
points. The arcs are represented in a circle section 
shaped three-point definition. The extrusion of the 
rectangle cross section is realized along the curved axis. 

Second, the parameterized Revit families based on 
the identified geometric input parameters from the 
abstraction process are developed. For cuboid 
components, the cross section of the element is defined 
by width and depth. The length of the component is 
defined due to the length of the corresponding axis. 

Third, the creation of a dynamo script that connects 
the parametric Revit families and the point-axis-system 
and implements the semantic information from the use 
cases, has been carried out.  

The algorithm goes through the placed families and 
adds standardized attributes to the components. Then 
the blank attributes are filled with the values of the 
specific building. After execution of the script, a 
geometrically abstracted BIM model is finally generated 
in an authoring software environment. 

An export of the native model to the open standard 
Industry Foundation Classes (IFC) allows the 
implementation in the shBIM platform and can be 
combined with other information such as geodata. This 
enables the integration of further model data from 
different disciplines, companies and authoring tools. 

In order to be able to practically comprehend the 
process of geometric abstraction and to demonstrate that 
a defined information content can be implemented, the 
development is explained step by step in the following 
chapter, based on a reference rail infrastructure project. 

5.2 Reference project 
The Grubentalbrücke (Railway Bridge Grubental) is 

a railway crossing of the “Verkehrsprojekt Deutsche 
Einheit Nr. 8“ (VDE 8), which was completed in 2013. 
The VDE 8 project is part of an infrastructure program 
decided by the German government in 1991, to establish 
the import north-south axis between the cities of Berlin 

and Munich. The infrastructure is part of the project’s 
subproject 8.1. The Railway Bridge Grubental is one of 
24 railway bridges located on the rail route between 
Nuremberg and Erfurt (see Figure 6), which also 
interlinks major German cities like Hamburg, Frankfurt 
and Munich and is of great importance. 

The Railway Bridge Grubental is chosen as the 
reference project since the bridge is characterized by a 
good data basis and by the existence of an implemented 
structural health monitoring system. The automated 
modelling will focus on the geometries of the abutments, 
piers, superstructure and arch to develop the abstraction 
process. The implementation of the structural health 
monitoring components is not part of the automatic 
process.  

 
Figure 6. Railway Bridge Grubental (left) and the 
local placement within the high-speed rail 
network in Germany (right) 

5.3 Abstraction of relevant building parts 
To start the abstraction process of the Railway 

Bridge Grubental, two use cases are defined. The 
exemplary use cases use the semantic information that 
will be added after the geometric model generation. 

Use case A comprises the implementation of a 
component-specific coding based on the component 
hierarchy of Deutsche Bahn AG. With the coding it is 
possible to uniquely identify the individual objects later. 
This information is model-inherent, directly attached to 
the component by a corresponding parameter. In 
addition, almost 450 attributes are taken into account in 
order to address the maintenance requirements of the 
existing system with the BIM model. Those parameters 
can be clustered in different categories. For this use case 
the cluster results out of the building structure (e.g. 
abutments, piers, superstructure, etc.), where attributes 
describe the individual building component in terms of 
structure, material and environmental conditions. The 
numerous attributes can be static or be developed 
dynamically over time. This allows the identification 
and semantic description of each individual object as 
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well as the structural health assessment on the level of 
the component. 

Use case B pursues the linking of an as-built 
drawing in PDF format with the BIM model. Therefore, 
a unique identification parameter is integrated to the 
semantic. The linked document can be located on a 
different location. By mapping the unique object 
parameter with a document link, a clear allocation is 
realized. 

These use cases have no direct influence on the 
geometric abstraction, but are intended to show what is 
possible within linking maintenance information to the 
model and managing it in the shBIM platform. These 
use cases present an exemplary method and can be 
adapted to more detailed considerations. 

A geometric abstraction of the Railway Bridge 
Grubental has been implemented in accordance to the 
bridge specification regarding the building structure of 
Deutsche Bahn (see Figure 7). Therefore, it is not 
important that the exact geometry of the component is 
created, but their existence is, in order to be identifiable 
in the classification. The relevant components for the 
reference project consist of abutments, piers, 
superstructure and the arch. 

 
Figure 7. Enveloping rectangle shape to abstract 
superstructure cross-section 

According to the introduced process model, the first 
step is the description of a point-axis-system for 
positioning and description of the relationships between 
the objects (see Figure 8). 

A total of 15 points is required to describe the 
components of the reference railway bridge. For 
example, the line from point 1 to point 7 is the 
representation of the superstructure-axis, which is 
function as extrusion line of the superstructure. The 
point-axis-system is generated by a standardized 
dynamo script in accordance to the number and position 
of the bridge piers. The script acts further as the 
interface between the developed parameterized Revit 
families and the point-axis-system. The families are also 
standardized for cuboid geometries, which have 
individual compulsion points. The component families 
are designed in a way that the component is either 
positioned directly by a pre-defined point in the 
geometry (abutment) or needs a start and end point to 
create a corresponding extrusion along the defined axis 
(piers, superstructure, arch). For the extrusion, an 
abstracted rectangle cross section as well as the axis 
itself is parametrized. Focusing on the individual 

components, they are abstracted in a rectangle shape, so 
that they take on a simple enveloping shape, here shown 
using the example of the superstructure. 

The superstructure of the reference bridge is a 
double-webbed slab beam, as continuous beam. The 
shape is abstracted by stretching a rectangle as a 
surrounding boundary at the maximum vertical and 
horizontal shape of the superstructure. The geometric 
parameters ”height“ and “width“ are created, which 
define the dimensions of the reduced rectangular cross-
section. These parameters are the geometric input for 
the parameterized Revit families, which can be 
indicated bridge specific. Using the same method, the 
other components can also be simplified as cuboid 
objects, which is the first step to a digital object with a 
low degree in geometric detailing. The dynamo script 
has a modular structure and can be supplemented by 
further components if required or reduced if some 
components are not needed. 

 
Figure 8. Point and axis system of the abstracted 
Railway Bridge Grubental and abstract 
geometric with automated model generation 

After the geometry has been created by the script, 
the semantic information can be added in the next step. 
For this purpose, an attribute editor forms the end of the 
algorithm. The attribute editor adds standard attributes 
from the today’s maintenance system and add the bridge 
specific values based on a csv-file (use case A). The 
csv-file is generated as a bridge specific export and is 
imported as an array to the dynamo procedure 
afterwards. The last step in accordance to the introduced 
process is the export of the model for integration to the 
shBIM platform. 

5.4 Evaluation of different Level of Detail 
To evaluate the level of detail, a second digital 

model of the reference railway bridge was modelled in 
another software tool and has been exported in the open, 
international standard IFC. This model is characterized 
by a high level of detail corresponding to the detailed 
design (see Figure 9). It is used as a reference structure 
to validate the quality of the abstraction. 
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Figure 9. Precisely modelled Railway Bridge 
Grubental on the basis of the detailed design 

The validation of the model quality is divided into 
the criteria of geometric and semantic parameterization 
and interoperability. During the validation it was 
checked whether the implemented geometric input 
parameters like “width_abutment“, “height_ 
superstructure“ or “thickness_pier“ were generated and 
transferred correctly. 

The model abstraction of the selected bridge 
components resulted in a reduction of the geometric 
objects from 4936 of the precise modelling to 9 using 
the abstract approach. When the two models are 
overlaid, it becomes clear that the two models differ 
only in points of geometric detailing of the individual 
objects and missing equipment components, which are 
not considered in the abstraction e.g. railings, track, etc. 
Where in the detailed model the abutments consist out 
of several components such as swing and chamber walls 
and the support bench, the abstraction consists of one 
abutment representation-object. However, bridge 
specific dimensions such as bridge length, spans, pier 
heights and the width of the superstructure do not differ 
from the model based on the detailed design. 

The validation of the abstract model with regard to 
interoperability is of crucial importance. The generated 
BIM model based on the defined use cases for digital 
maintenance serves as the data hub in the shBIM 
platform. Therefore, after integration in the shBIM 
platform the quality of the abstract BIM model is also 
validated. 

5.5 Integration in shBIM platform 
Due to many stakeholders involved in design, 

construction and operation, this specific platform must 
guarantee a manufacturer-independent data exchange 
format, such as the internationally accepted IFC format 
for open BIM data exchange. The model quality and 
usability are primarily dependent on the data transfer 
quality of the interface. 

The basis for the development of the shBIM 
platform is the Common Data Environment (CDE) 
“Squirrel”. To make the abstract model available for 
maintenance purposes, the last process step is the import 
of the abstract bridge model into the CDE  
(see Figure 10) via the open BIM format IFC. 

 
Figure 10. View of the imported BIM model 
within the CDE-based shBIM platform  

On the left side of the user interface, the model 
structure of the partial model for revisions as well as the 
partial model management with different functionalities 
is shown. On the right side, it is possible for each 
individual user of the CDE to look at the semantics of 
the bridge elements. Individual elements of the digital 
bridge model can be selected and therefore their 
individual properties can be viewed (use case A). Other 
geometric objects, such as the sensor technology of the 
SHM system, could also be imported as a separate 
partial model within the CDE. Specific data, related to 
the structure or the sensor technology, can be linked to 
the CDE using a linked data approach (use case B), 
which means an allocation of each document in the 
platform to a unique identifier at the building 
component it belongs to. The overarching objective is to 
organise and manage all prepared information and 
processed data within the shBIM concept via the CDE 
platform. The platform is supposed to support the whole 
structural health monitoring process of the railway 
bridge with data and information management 
throughout the whole life cycle of the railway bridge. 
Moreover, the shBIM platform will ensure the 
traceability of edited information and data as well as the 
documentation of performed maintenance services 
within the digital BIM model. The access of the shBIM 
platform is defined via an individual and project-
specific authorisation concept.    

5.6 Discussion 
Deutsche Bahn AG maintains more than 25,000 

bridge structures. Detailed 3D modelling for digital 
maintenance approaches on the basis of the detailed 
design or even more precisely the actual condition (as 
built) is economically questionable. The presented 
approach of abstracted geometric modelling of the 
bridge using automated generation algorithms shows a 
method to reduce the effort. It was explained that the 
semantic information of the digital use cases is in many 
cases more important for the maintenance processes 
than the geometric detail depth. In addition, simple 
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geometric bodies are easier to check during creation and 
processing. Regarding the interoperability of the models, 
simple geometry also has advantages. The IFC format 
has established itself as an international and 
manufacturer-neutral data exchange format. However, 
development is ongoing and will continue to be subject 
to constant changes over the next few years, especially 
with regard to new infrastructure specifications, which 
are expected in the next years. Simple geometric shapes 
guarantee significantly fewer data exchange errors. 

Further, the maintenance operator will not be in false 
expectations due to a reputed exact model. Rather, the 
stakeholders involved in maintenance are aware that this 
is an abstraction and that exact geometrical dimensions 
must be determined, if applicable use cases require a 
higher level of development. Since bridges along the 
lifecycle are subjected to modifications, it cannot be 
assumed, that detailed design from several decades ago 
and digital models which are based on those, correspond 
to the status quo. By classifying the bridge types and 
developing an abstraction standard for each type, an 
area-wide implementation of automated creation of BIM 
models for the shBIM platform can be achieved. 

Continuous and further detailing of abstract models 
due to special tasks, such as renewal or repair measures, 
can be done afterwards. 

6 Conclusion and Outlook 
In summary the research has shown, that it is 

possible to highly automate the way of modeling to 
generate digital models for specific use cases. Abstract 
models are an adequate option to realize sufficient 
information management and visualization for various 
maintenance measures. 

However, there is still a lack of description to grasp 
the manifoldness of bridges and model them in a 
standardized parametric way. In the next step, the 
automatization method should be enrolled to a higher 
number of relevant civil engineering structures from 
different years of edification and from different 
structural types to implement specifics in the 
superstructure and the overall structural system. Open 
formats can provide a life cycle-oriented, 
comprehensible and transparent information 
management in a common data environment, which 
allows different stakeholders to access. The approach 
should be exposed for further use cases e.g. the 
integration of damage assessment and repair measures. 
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Abstract – 
Due to the continuous improvement in data 

acquisition, storage and evaluation, digital 
technologies are penetrating ever deeper into the 
operational business of the construction industry. 
Modern information and communication systems are 
at the heart of digital working methods. They 
encompass the factors - People, Processes and Data -, 
which are all decisive for successful project 
management. In the context of digitizing a building 
project, it is necessary to harmonize these factors. 
When implementing digitization strategies, the focus 
is often on finding suitable technical solutions and 
defining processes. However, the human factor 
continues to play a decisive role in the construction, 
as a high degree of coordination between the parties 
involved in the construction process is necessary in 
order to produce safe and functional unique buildings. 
In order to establish the methodology of Building 
Information Modeling successfully in the 
construction industry in the long term, it is therefore 
essential to involve the employees in the developments. 

The human factor becomes all the more important 
in large construction projects, which also involve 
partners across national borders. The approaches to 
new methods, as is necessary in the case of BIM, 
sometimes differ greatly due to cultural differences in 
the international context and cause problems of 
understanding, even though certain software 
applications, for example, work perfectly. In addition, 
employees often experience personal inhibitions that 
prevent the consistent use of new methods.  

The research project "BIM Game", in which 
partners from several European countries worked 
together puts the human factor in the forefront of the 
BIM methodology and develops new ways of 
communicating the basic ideas of the method already 
in the education of students. The project focuses on 

two main points: Firstly, the linking of students via a 
Learning Management System, which reflects the 
work in project rooms of a real construction project 
and thus promotes collaboration. On the other hand, 
the use of gamification - the application of game 
elements as known from computer games, for 
example - to lower inhibition thresholds and increase 
motivation to deal with the topic. The aim of the 
project is to teach future project participants how to 
collaborate in a digital project, rather than merely 
addressing technical issues. The students slip into 
different roles and work collaboratively and digitally 
on a real scenario. They do not receive feedback 
through classic evaluation systems such as grades, but 
through badges and the achievement of levels.  

Keywords – 
collaborative learning platform; learning 

management system; gamification; BIM Game; game 
design elements; Building Information Modeling 

1 Introduction 
The digitization of the construction industry is 

currently being driven forward primarily by the 
increasingly widespread use of the methodology 
Building Information Modeling (BIM). When talking 
about BIM, the acronym does not mean a software 
application or the mere work on a 3D model [1].   BIM 
describes "a collaborative working methodology that 
uses digital models of a building to consistently capture, 
manage, and transparently communicate information and 
data relevant to its lifecycle or to hand it over for further 
processing.” [2]  The new working methodology thus 
requires a holistic approach to planning, construction, 
operation and dismantling. For the successful 
implementation of the approach, in addition to suitable 
software solutions, a cultural change in the construction 
industry is required. Collaboration on a construction 
project must be thought of in a team-oriented way in 
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order to reduce interfaces and enable work in a common 
data environment (CDE). For this purpose, it is advisable 
to adapt business processes and familiar forms of 
cooperation [3].  

Working with the BIM methodology therefore 
requires changes in three areas of current mode of 
operation. First, processes in the company must be 
adapted to the new methodology. In many cases, it is first 
necessary to identify and record the processes currently 
being carried out. Following this, these processes can be 
digitized and adapted to work with BIM. In a second step, 
the implementation of the newly designed processes 
requires the selection of suitable software offers. The 
most suitable offer for one's own needs must be selected 
from the large market for BIM software. For this purpose, 
prior modelling of the processes is helpful, as these can 
serve as a kind of demand list for the software selection. 
The third step that should not be underestimated is the 
people in the project who have to implement the new 
processes and use the software. Any well-considered 
steps in the process and software selection can lose their 
success if the employees are not appropriately involved 
in the further development. The discussion about BIM 
currently focuses mostly on software and processes. 
Important to remember ist that people traditionally shy 
away from change [4]. Training in BIM is therefore 
essential for the successful application of BIM.  

There are three ways to prepare personnel for 
working with the BIM methodology [5]: 

1. new employees with appropriate knowledge are 
hired and implement the specific method in the 
company 

2. BIM skills are purchased through cooperation with 
external partners 

3. Ones own employees are trained in the application 
of the specific method. 

The former variant is often difficult to implement in 
times of a shortage of junior staff. Employees with BIM 
skills are in demand on the job market and are difficult to 
find. Apart from the costs, the purchase of external skills 
brings with it a certain dependency and is usually 
associated with trust problems. This strategy can provide 
an introduction to working with BIM, but it must then be 
possible to continue the implementation independently. 
The further training of one's own employees involves a 
certain amount of effort and requires that acceptance 
hurdles among employees can be overcome [6].  

The BIM Game research project addresses the 
problem of how to prepare employees in the construction 
industry for working with the BIM methodology using 
their own resources and trains students as future 
employees with BIM competencies. The sluggish 
implementation of the BIM methodology to date also 
shows that training courses do not meet the demand [7].   

Classical training formats can convey the new form of 
cooperation in theory, but training based on frontal 
teaching will not be able to convey practice application 
in detail.  

2 Idea of the BIM Game 
The idea of the BIM Game is therefore to rethink 

training in the field of BIM. Instead of classical lectures, 
the aim is to teach the method in the cooperative 
collaboration that the BIM methodology demands. The 
BIM Game research project, led by gip Besancon, is a 
cooperation of various universities, colleges, training 
centers and software companies from five European 
countries (University of Wuppertal, Jade University of 
Applied Sciences Oldenburg, Lycee du Bois Mouchart 
France, Universided de Castilla la Mancha, Université de 
Liège, datacomp, Pôle énergie Franche Comté). The aim 
of this inter-European cooperation is to find a common 
understanding of the BIM methodology and to teach the 
methodology to students, trainees and experienced 
professionals in a fun, collaborative way using real-life 
examples and projects. Regarding the preparation of 
personnel for working with the BIM methodology it 
addresses the first and third option. Students should 
acquire the ability to use BIM in a targeted manner in 
professional practice in order to establish them as sought-
after actors and partners in business and society. Through 
the involvement of experienced experts, people who are 
already established on the labour market also learn the 
superordinate or specific use of BIM. 

 
Playful learning is the most intuitive form of learning 

that people know. Even at a very young age, new skills 
are learned through play and adaptation to new 
challenges is tested [8] [9]. Only with increasing age does 
learning become less and less playful. The fact that adults 
still like to play is shown, among other things, by the high 
user numbers of online games across all ages and 
genders[10]. The BIM Game makes use of this natural 
play instinct and thus provides a higher motivation to 
deal with the topic of BIM and increases the participants  
knowledge about it. The method behind this is called 
gamification. Gamification stands for the transfer of 
typical game design elements into non-game contexts 
[11].  The goal of gamification is to make everyday 
training situations, which have nothing to do with games, 
more interesting by enriching game design elements such 
as a narrative, avatars, levels, points or badges. The goal 
is to achieve a change in behaviour and an increase in 
motivation [12]. 
 

Beyond the increase of motivation during the training, 
the project uses gamification to increase learning effects 
through the activation of long-term memory. “If you 
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want to explain something to someone else, you must 
first understand it yourself, e.g. have read or heard it. 
Whoever tries out or applies something already links the 
entire course of events with the actual information, which 
is why the result is anchored more firmly in the brain as 
if he had only observed the same result in someone else” 
[13] This effect is achieved by actively absorbing 
information through multiple cognitive channels (seeing, 
applying and experiencing) during the game and by 
incorporating repetition effects of specific thematic areas 
throughout the total game. This is to be realized by an 
active and collaborative processing of application-related 
building scenarios in an environment embedded by 
computer game elements. This way of gathering 
information increases the willingness to learn and lowers 
the barriers to dealing with the complex topics of the 
holistic BIM work methodology. The goal is to 
encourage self-study in a playful way. 

2.1 Practical implementation of the project 
Between 2016 and 2019, 10 events were organised as 

part of the BIM Game, which introduced students, 
trainees and experienced professionals to the BIM 
methodology in the described collaborative, playful way. 
Each of these events followed a basically identical 
structure. To ensure practical relevance, the BIM 
methodology was taught using scenarios from real 
professional practice. These scenarios were enriched 
with game design elements to create a collaborative, 
playful and motivating learning atmosphere. Figure 1 
shows the game design elements integrated in each 
scenario: 

 

Figure 1. game design elements of scenarios used in the 
BIM Game 
 

The narrative is always based on a scenario of a real 
construction project. The scenarios correspond to 
situations from different life cycle phases of a 
construction project. To classify the scenarios, six life 
cycle phases from project development to project 

operation have been defined. This ensures that 
participants learn that the BIM methodology goes beyond 
application examples in the planning phase and is 
relevant for the entire life cycle of a building. The design 
of the scenarios allowes them to be played through within 
one day. Depending on the group and event, they can be 
shortened or extended to half a day or two days by 
shortening or adding to the task. The content of all 
scenarios is based on the BIM guidelines ISO 19650. In 
order to be able to respond individually to the previous 
knowledge of the different user groups of the BIM Game, 
each scenario was designed with a unique task and a 
different focus as well as with different levels of 
difficulty. All scenarios were developed primarily with 
the goal of understanding the roles and their tasks in a 
multinational collaboration in order to strengthen 
teamwork in an international construction process. 

Teamwork is an important part of all scenarios, since 
BIM projects are never implemented by one person alone, 
but are always in interdisciplinary teams that have to get 
along well with each other. Each team member is 
assigned the role of a participant that he or she is not 
familiar with from the usual project business. An 
architect, for example, slips into the role of a craftsman, 
a planning engineer into that of a facility manager. This 
is intended to create more understanding for the project 
partners' views of a project. Another aspect of teamwork 
is multinational cooperation. Participants of different 
nationalities are always mixed so that cooperation with 
foreign partners, communication in English and the 
adaptation of different approaches to problems are 
trained. 

Each scenario and each subtask must always be 
processed within a certain time limit. This simulates the 
tight schedules of real construction projects and puts the 
participants under time pressure, which makes 
cooperation with the project participants indispensable. 

For each scenario the participants are given rules in 
the task definition. These can also deliberately contain 
conflicts that need to be resolved within the team and, if 
necessary, in communication with other participants. 

The entire BIM Game and thus also the participation 
in the individual scenarios is designed as a competition. 
The individual teams compete against each other in the 
fight for the overall victory. In addition, badges are 
awarded e.g. for the most sustainable project. Winning is 
always connected with a reward. Extensive feedback is 
given for all teams on the work they have done, which 
should prepare them for further work with the BIM 
method.  

  
The central element for the implementation of the 

scenarios is a digital platform based on common data 
environments (CDE) from construction projects. The 
participants process the scenarios completely online 
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using the platform. They are given the opportunity to 
communicate via chat functions, files can be stored and 
exchanged, appointments can be planned and 
notifications send to others. In order not to prefer a 
commercial provider of CDE, an open source offer was 
tailored to the needs of the project. The Learning 
management system (LMS) nextcloud has been adapted 
to come close to working in a CDE (see Figure 2).  

 

Figure 2. Extract from the data management area of the 
platform 
 

The platform serves as a basis and link point for all 
steps in the scenario processing. The task is provided via 
nextcloud and all further task parts are organised, 
processed and completed by the participants via the 
platform. This set up also made it possible, when 
organising an event in France, to integrate participants 
from Spain and Poland who were not on site. 

2.2 Example of a scenario 
In order to bring closer what exactly a scenario looks 

like, an example is presented below. In November 2018, 
13 students in the field of architecture and civil 
engineering took part in the described scenario, working 
in three groups.  

In order to bring building product traceability and the 
application of BIM on the construction site closer, a 
construction site was simulated in the scenario using 
Lego bricks. These enabled both a design for a building 
to be produced and the design to be implemented on the 
"construction site" within one day. The participants 
worked through the scenario in the roles of client, BIM 
manager, architect, engineer, craftsman and supplier. A 
team of architects and engineers had to develop a design 
in compliance with budget and sustainability 
requirements (different stones = different properties). 
This was implemented "on the construction site". With 
the help of a BIM viewer, the construction workers could 
view the design on a tablet and implement it accordingly. 
Using RFID tags on the individual bricks, the progress of 
the construction work could be monitored by scanning 
the tags during installation, then creating an as-built 

model and tracing the building products in the finished 
building.  

  

 
 
Figure 3. a participant working on the 3D model 
 

The client also acted as a jury in the scenario, 
evaluating the results and giving feedback to the groups 
on their solutions (see Figure 4). 

 

 
 
Figure 4. client giving feedback to the groups 

2.3 Evaluation of events 
Selected events were evaluated to continuously 

improve the scenarios and to check whether the way of 
teaching the BIM methodology is successful. The 
evaluation method was based on questionnaires that the 
participants answered after the scenarios were completed. 
Over a period of one year and within the framework of 
four different scenarios, a total of 50 participants were 
surveyed. The items of the questionnaire were designed 
as multiple choice questions. Non-symmetrical answer 
scales were used to avoid an accumulation of neutral 
answers. 

Two aspects were particularly important for the 
project: Do the participants like the way the method is 
communicated via collaborative, playful methods and do 
the participants get a good, lasting impression of the BIM 
methodology in a short time? 

76% of the participants stated that they had gained a 
good insight into working with the BIM methodology. 
For the remaining participants, technical problems, e.g. 
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poor Internet connection, were the main reason why they 
did not get the desired insight into the methodology. The 
learning method about collaborative scenarios was 
positively evaluated by 90% of the participants (see 
Figure 5).  

 

Figure 5. satisfaction of participants with the kind of 
learning 
 

78% said they had fun and were motivated during the 
scenario. The idea of competition with other teams 
motivated 96% of the participants. The gamification 
method, which has rarely been used in construction 
training, would be used more frequently by 94% after the 
BIM game (see Figure 6). 

 

Figure 6. preference of the participants to work with 
gamification more often 

 
Since it is not only the unique pleasure of teaching 

that is important for successful application of the BIM 
methodology, the participants were asked to give their 
opinion on the durability of what they had learned. More 
than 70% of the participants stated that they expected the 
learning content to be more durable than with traditional 
learning methods. A further 16% rated the durability the 
same, regardless of the learning methods. The verificaton 
whether the BIM methodoligy was understood in the 
context of the scenarios was not done via the 
questionnaires, but was ensured by presenting the results 
to the jury. 

3 Findings 
The study shows that success with the BIM Game has 

been achieved both in terms of learning the BIM 
methodoligy and the fun of learning. In comparison to 
their usual learning settings, the participants were more 
motivated and felt that they had fun. The playful, 
collaborative design was also able to help them gain a 
good insight into working with the BIM methodology 
and consolidate what they had learned in the long term. 

 
In addition to the positive results of the study, the 

potential was revealed to make corresponding scenarios 
more effective in the future. For a digital working method 
such as BIM, a corresponding equipment of software and 
hardware is an absolute prerequisite in the learning 
context. If problems with software or hardware occurred 
during the events, the positive feedback from the 
participants decreased.  Many training centres and 
universities have a lot of catching up to do in this area in 
order to prepare their trainees and students for working 
life.  

Language barriers prevented even more successful 
results from the participants despite all digitisation. 
Although collaboration is largely based on technical 
systems, the simple factor of whether or not participants 
can talk about complex problems with their counterpart 
is still an issue that should not be neglected. For a 
common language on the subject of BIM across national 
borders, there is also a lack of standardization in the field 
of BIM. With their understanding of the methodology, 
each partner works in proprietary systems that inhibit 
collaborative work. The ISO 19650 standard indeed 
provides initial guidelines in the direction of 
standardization, but remains shallow and does not 
provide enough details to help in the daily work with 
BIM in the operative business. 

4 Conclusion 
The study conducted in the context of the BIM Game 

project shows that alternative learning methods are 
positively accepted and their application should be 
further pursued. The implementation of the collaborative 
working method within the learning phase ensures long-
term learning outcomes. 

The use of gamification motivates learners to deal 
with the subject matter more intensely and to get 
involved with the topic.  

5 Suggestions on further research 
Within the BIM Game a limited number of game 

design elements was used. The team was careful in using 
game design elements to avoid overloading the scenarios. 
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For future scenarios the use of additional game design 
elements would be useful, as well as an investigation of 
how the individual elements work. There has been little 
research on this so far. 

 
Further information on the project can be found on 

www.bimgame.eu. The project was co-funded by the 
Erasmus+ Programme of the European Union. 
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Abstract – 
Digital twin (DT) is commonly known as a virtual 

model of a physical object, a process or a system. In 
order to create DT, the emphasis is on building a 
Cyber-Physical System (CPS), where information 
collected from physical processes is used for 
computation to generate a real-time monitoring 
cyber model. At the same time, changes of the cyber 
model will either be used for prediction or reflection 
in the physical system to achieve the control function. 
With the development of digital and information 
communication technologies, DT has been applied in 
various areas such as manufacturing and aerospace 
industries. However, studies on the application of DT 
in the building construction sector were limited. 
Such studies were particularly rare about volumetric 
modular building which has attracted a burgeoning 
interest in both academia and practice globally.  

This paper aims to contribute a better 
understanding of integrating the use of DT for 
Modular Integrated Construction (MiC) by 
examining the opportunities and challenges. The 
paper first reviews the state-of-the-art DT 
applications across various industries, and then 
focuses on publications about DT applications in the 
building construction sector through conducting a 
systematic search of literature using Scopus. After 
review and analysis of the identified publications, the 
paper explores the opportunities and challenges of 
applying DT in MiC. The review results show that 
DT is often considered with other digital 
technologies for integration. A conceptual 
framework is developed for applying DT in module 
installation in MiC within the context of Hong Kong 
as a typical case of high-density cities. Promising 
opportunities with huge benefits are speculated from 
the application of DT in MiC, including enhanced 
coordination of logistics and construction 
management by using DT to monitor on-site 
progress during the module installation stage. 
Nevertheless, challenges are also identified, which 
exist in not only the sensing technology and cyber 
system, but also the social-political environment 

supporting innovation and regulation. The developed 
framework should provide a useful guide to address 
the challenges and shape future research on DT in 
MiC. 

Keywords – 
Digital Twin (DT); Cyber-Physical System (CPS); 

Modular Integrated Construction (MiC); Smart 
Construction 

1 Introduction 
The construction industry is on a pace from being 

low-tech towards being innovative, in order to address 
problems and challenges such as low productivity and 
profitability and skills shortages facing by the industry 
[1]. Digital twin (DT) as an emerging digital technology 
has obtained more and more attention across different 
industries, particularly in the manufacturing industry 
over the past few years [2], which can also be a possible 
solution for the construction industry. 

It is acknowledged that the concept of DT was firstly 
introduced in a presentation by Dr Grieves in 2002, 
which contains four essential elements of the DT: real 
space, virtual space and dual links for data transmission 
between real space and virtual space [3]. After that, the 
name of DT was raised in a roadmap of National 
Aeronautics and Space Administration (NASA) to 
describe a virtual digital product of an aircraft’s flight 
system [4] and has been used ever since. DT is defined 
as a real-time virtual representation of not only a system, 
but also a process [5] or a physical object [6].  

With the development of digital and information 
communication technologies, DT has been applied in 
several industries with wide-ranging demonstrated 
benefits. For example, the use of DT in the aviation 
industry helps engineers to quickly find out critical 
weak spots and to predict the future state of the asset [7]. 
In the manufacturing industry, DT of a physical product 
enhances collaboration between customers and 
designers, where communications are faster and more 
transparent with the function of automatic real time data 
acquisition [8]. However, studies on the application of 
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DT in the building construction sector are limited. Such 
studies of DT are particularly rare about volumetric 
modular building construction which has attracted a 
burgeoning interest in both academia and practice 
globally. Therefore, this paper aims to achieve the 
following objectives: 

1. Review and elicit the state-of-the-art DT
applications particularly in the field of building
construction sector;

2. Explore the opportunities and challenges to adopt
DT in volumetric modular building construction
through the analysis of reviewed publications;

3. Develop a conceptual framework for applying DT
in Modular Integrated Construction (MiC) in the
context of Hong Kong as a typical case; and

4. Identify current gaps and challenges for future
research.

Following this introduction, Section 2 explains the 
background including the state-of-the-art DT 
applications across various industries, the context of 
Hong Kong and delimitation of research scope. Section 
3 elaborates the methodological approach for the 
systematic review. Section 4 presents results of the 
review on the identified publications, and discusses the 
results from the perspectives of opportunities, 
challenges and current research limitations. Section 5 
proposes a framework of applying DT in MiC 
considering the scenario of module installation. Section 
6 draws conclusions, as well as recommends prospects 
for future research. 

2 Background 

2.1 DT applications across industries 
Researchers have contributed to the analysis of 

publications on DT applications across industries. Tao 
et al. [9] reviewed fifty papers in the manufacturing 
industry and found prognostics and health management 
(PHM) as the most popular application area. Enders and 
Hossbach [10] provided a cross-industry overview of 
DT applications, and classified ten industrial sectors 
where DT is applied, including manufacturing, 
aerospace, energy, automotive, marine, petroleum, 
agricultural, healthcare, public sector and mining (see 
Figure 1), where the manufacturing is the most popular 
industry applying DT. They also found that the 
applications of DT can be divided into three purposes 
including simulation, monitoring and control (see 
Figure 2).  

Figure 1. Distribution of relevant publications 
regarding DT applications across industries 
identified in the study of Enders and Hossbach 
[10] 

Figure 2. Distribution of relevant publications 
regarding purposes of DT applications identified 
in the study of Enders and Hossbach [10] 

Even though some studies have been conducted on 
DT applications in the building sector, most of them 
focus on post-construction stage so that asset owners 
can better handle operation and maintenance works. For 
example, Khajavi et al. [11] established a DT of a 
building façade in order to collect environmental 
lighting, ambient temperature and relative humidity, 
which are used to reduce the overall management and 
operational cost. Lu et al. [12] developed a DT-enabled 
anomaly detection system for asset monitoring and 
validated it in a case study of the heating, ventilation 
and air-cooling (HVAC) system.  

Nevertheless, studies on the application of DT in the 
building construction sector are limited. The potentials 
of DT application in MiC are still not clear. Therefore, 
literature review of relevant publications was carried out 
in this paper in order to explore opportunities and 
challenges of DT applications in MiC. 

2.2 Hong Kong context 
The construction industry in Hong Kong plays an 

important role in economic growth and social 
development, which contributed 4.5% of Gross 
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Domestic Product (GDP) in 2018 [13]. However, the 
Hong Kong construction industry is facing severe 
challenges including labour shortage, aging workforce 
and escalating cost [1]. In order to address these 
challenges, it was announced in the 2017 and 2018 
Policy Address of the Government of the Hong Kong 
Special Administrative Region (HKSAR) that the 
Government should lead and promote the adoption of 
MiC in the construction industry [14, 15]. 

MiC represents the most advanced level of offsite 
construction [16], which is first defined by Pan and Hon 
[17] as “a game-changing disruptively-innovative 
approach to transforming fragmented site-based 
construction of buildings and facilities into integrated 
value-driven production and assembly of prefinished 
modules with the opportunity to realise enhanced 
quality, productivity, safety and sustainability”. MiC is 
a unique term used in Hong Kong, which belongs to 
volumetric modular building construction. Compared 
with conventional construction methods, MiC has 
distinct characteristics that the majority of on-site works 
are transferred to a factory for production of modules. In 
a factory, structural works, architectural works and 
building service works of modules were completed 
partially, and then following by transportation of 
modules to the construction site for installation and 
assembly. Several MiC pilot projects have been initiated 
in order to prompt its wide adoption in Hong Kong. 

2.3 Delimitation of research scope 
In this paper, Hong Kong is selected as a typical 

case of the high-density city to explore opportunities 
and develop the conceptual framework for applying DT 
in MiC. Regarding a building project adopting MiC, the 
construction lifecycle from offsite production of 
modules to onsite completion of construction works is 
the most concerned part, excluding design and operation 
and maintenance stages. This is because the most 
significant difference between MiC and conventional 
construction practices is the change of construction 
processes. As offsite production of modules in a factory 
is similar to works in the manufacturing industry, the 
research scope is limited to onsite works of a MiC 
project (i.e., module installation and other onsite 
building works).  

3 Methodology 
The research approach in this paper for searching 

and analysing relevant publications and exploring 
opportunities and challenges of DT applications in MiC, 
is adopted as proposed by Boje et al. [18]. The overall 
research methodology process including three steps is 
provided in Figure 3. 

Firstly, publications related to the application of DT 

in the building construction sector were searched and 
identified. The search strategy included electronic 
databases of Scopus. The search terms “digital twin”. 
“building” and “construction” were used to limit the 
scope. After the initial search, the literatures had to be 
published in a journal or a conference paper or as a 
book chapter. Title, keywords, abstract and main 
contents were then checked to see whether a publication 
is related to the field of building construction. Secondly, 
the filtered publications in the first step were reviewed 
and analysed from the perspectives of time, publication 
format, topic, consideration of other digital technologies, 
purpose and potential challenge of DT application in the 
building construction sector. Thirdly, based on results 
obtained from the previous two steps, we identified 
current research gaps, developed a conceptual 
framework for applying DT in MiC in the context of 
Hong Kong as a typical case, and explored opportunities 
and challenges for future research. The original research 
objectives were considered during each step [19].  

  
Figure 3. The overall research methodology 
process in this paper 

4 DT applications in the building 
construction sector 

4.1 Review of current practices 
The latest search of publications through the 

electronic databases of Scopus was conducted in June 
2020. The selection criteria as elaborated in Section 3 
were applied to all papers in the initial search. 46 
publications were filtered out for detailed analysis. After 
title, keywords, abstract and main contents of filtered 
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publications were checked, there were in total 10 
articles identified. All the identified publications are 
related to the application of DT in the building 
construction sector. The first related article was 
published in 2018. The identified publications were 
evenly split between journal articles and conference 
papers. Disturbance of publication time and format of 
the identified publications is provided in Figure 4. 

 
Figure 4. Distribution of publication time and 
types of the identified publications (as of June 
2020) 

Three of the identified publications considered the 
application of DT not only in the construction stage but 
also in the whole project lifecycle from the planning 
stage to the operation and maintenance stage [8, 20, 21]. 
Automated planning and scheduling of works is one of 
purposes of DT application [18, 22, 23]. Monitoring and 
assessment of construction performance is achievable 
with the aid of real-time data capturing from a 
construction site. One research developed DT of a type 
of machinery to prevent operation risks [25], while 
another one developed DT of a type of building material 
for simulation in order to reduce production time and 
cost [24]. A summary of different purposes of DT 
applications in the identified publications is provided in 
Figure 5. 

 
Figure 5. Summary of opportunities of DT 
applications in the identified publications  
Note: numbers in the figure refer to the number 
of publications 

Regarding consideration of other digital 
technologies, nine publications mentioned about 
“Building Information Modelling (BIM)”, where seven 
of them considered DT as an evolutional representation 
of BIM, while the remaining two treated BIM system as 
a DT [22, 23]. Seven publications [8, 18, 20, 22, 24, 25, 
26] included “Internet-of-Things (IoT)” together with 
sensor in order to collect data from the physical space, 
but only one of them considered the application of 
“Wireless Sensor Network (WSN)” for real-time data 
transmission [25]. Three publications [8, 20, 25] 
mentioned “cloud platform” when considering storage, 
analysis, processing and integration of captured data. 
The concept of “machine learning” was mentioned in 
three publications [18, 22, 25] so that a self-learning DT 
can be created. Bevilacqua [20] stated that both 
Augmented Reality (AR) and Virtual Reality (VR) can 
benefit from the implementation of DT, as they provide 
users a more immersed platform to view historical and 
real-time data. The frequency of other digital 
technologies, including BIM, IoT/sensor, WSN, cloud 
platform, machine learning, AR and VR, mentioned in 
the identified publications is provided in Figure 6. 

 
Figure 6. The frequency of other digital 
technologies mentioned in the identified 
publications 
Notes: VR: Virtual Reality; AR: Augmented 
Reality; WSN: Wireless Sensor Network; IoT: 
Internet-of-Things; BIM: Building Information 
Modelling 

Three publications discussed the potential challenges 
of DT application in the building construction sector [8, 
18, 25]. They all mentioned the technology complexity, 
particularly in the field of sensing technology to gather 
data on construction site, with the proper consideration 
of installation and maintenance as well. Development of 
structuring methods and computing algorithms on the 
overwhelming amounts of data was also regarded as a 
common challenge to ensure the high-efficient of data 
processing. Other potential challenges in terms of the 
technical level and the social-political level were also 
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raised as below. 

• Lack of sensors with comprehensive capabilities
(e.g. integrated measuring distance, temperature,
humidity, air quality, etc.) [18];

• Complexity of integration of sensors with different
reading frequencies and accuracies (i.e.
interoperability) [18];

• Development of reliable and efficient data
transmission methods to ensure data connectivity
and reduce time delay for further processing [18,
25];

• The existing complex social system [25];
• The dynamic of human interactions with

construction activities [25];
• Data privacy (e.g. the sharing of data may need to

follow relevant regulations on data privacy) [25];
and

• Data security (e.g. confidential project data needs
to be protected during data transmission between
real and virtual spaces) [25].

4.2 Opportunities, challenges and limitations 
Results of the review on publications related to the 

application of DT in the building construction sector 
revealed that relevant researches have been conducted, 
due to the development of digital and information 
technologies and demonstration of benefits brought by 
DT applications across industries. However, only a few 
researches were conducted in a systematic manner with 
developed frameworks for DT applications in the 
building construction sector. Management of 
information across the whole project lifecycle and 
automatic planning and scheduling of works are the two 
most mentioned purposes of applying DT in the 
building construction sector. The concept of DT was not 
considered alone, but integrating with at least one 
existing digital technology. For example, BIM is 
commonly used as the data model of a building, 
providing a fundamental basis to develop a DT. 
Comparatively, DT has extra characteristics of real-time 
data acquisition through integrating IoT and WSN 
technologies. Application of DT in the building 
construction sector has promising benefits such as 
automated monitoring of site progress and reduced 
operational risk of machine. However, there are 
technical and social-political challenges to be addressed 
including interoperability of various sensors, 
development of optimised data processing algorithms 
and data privacy and security issues. 

The current research gaps identified from the review 
are summarised as below for future research. 

• The definitions of DT and BIM used in some
publications remain identical, which are inaccurate,

so a clearer and more uniform definition of DT is 
needed; 

• There is a lack of study on the application of DT in
the volumetric modular building construction; and

• There is a lack of empirical evidence to prove
benefits of DT application in the building
construction sector.

5 A framework of DT application in MiC 
In order to apply DT in MiC, the emphasis is on 

building a Cyber-Physical System (CPS), where 
information collected from the real space is used for 
computation to generate a real-time monitoring cyber 
model. In the meantime, changes of the cyber model 
will either be used for prediction or reflect in the real 
space to achieve the control function.  

Based on findings in Section 4, a framework of 
applying DT in MiC is provide in Figure 7. The 
framework was built in the context of module 
installation, as it is a unique onsite construction activity 
compared with conventional construction practices. 
Interpretation of the framework is provided as below.  

1. Firstly, IoT technology is applied on real-time data
capturing from labour who is responsible for
module installation works, material (i.e. module to
be installed) and machinery (i.e. crane) (Sensors
supporting wireless transmission of data are
required)

2. If BIM containing planning and scheduling of
module installation works is available, it will be
considered as an input of data source, which is of
benefit to enhance logistics coordination

3. WSN or the 5th generation mobile network (5G) is
used to ensure transmission and connectivity
between the physical space and the cloud platform
for storage

4. Computing algorithms are applied for processing
data stored in the cloud platform in order to
generate real-time DT of module installation
process

5. AR, VR and web portal provide construction
mangers a user interface to visualize the DT

6. The real-time DT of module installation process
has the potentials to provide basic functions
including labour safety detection, installation
progress monitoring and prediction of required
module installation time.

7. The advanced functions may allow construction
managers to exert influence on the real space by
controlling the DT, through control sensors and a
rapid data transmission network. Control sensors
include types of buzzing, flashing and vibrating.
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Figure 7. The proposed framework of DT 
application in module installation of MiC 

6 Conclusions 
This paper provides an overview of academic 

publications related to DT applications across industries, 
particularly in the building industry. The purposes of 
this paper are to provide a systematic review of 
application of DT in the building construction sector 
and to explore opportunities and challenges of applying 
DT in MiC within the context of Hong Kong as a 
typical case of high-density cities. Through literature 
review and analysis of ten publications related to DT 
applications in the building construction sector, the 
primary findings are as below. 

• Management of information across the whole
project lifecycle and automatic planning and
scheduling of works are the two most mentioned
purposes;

• DT is always integrated with other digital
technologies;

• Theoretically, automated monitoring of site
progress and reduced operational risk of machine
are achievable benefits by adopting of DT; and

• There are technical and social-political challenges
to be addressed before adoption of DT.

The framework considering the application of DT in 
the case of module installation process was proposed 
based on the findings. Through integrating with other 
digital technologies in the framework, the DT has 
potential functions of monitoring, predication and 
control. In addition to the current generic research gaps 
for the building construction sector mentioned in 
Section 5, future research is proposed to explore the 
following directions about DT applications in MiC:  

1. Further literature review and meta-analysis of
publications on DT applications in the building

construction sector using more electronic 
databases; and 

2. Interviews and focus group discussions with
academics and practitioners in the areas of DT and
modular building (covering different groups of
stakeholders, e.g. client, consultant, contractor) to
verify and refine the developed framework.
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Abstract – 

Nowadays, it is ever more common to find 
mentions in the scientific literature to a 
“Construction 4.0”. Considering, for instance, 
Offsite Construction, it is clearer how such concept 
could be realized. Current widespread adoption of 
BIM helps but is not enough to realize that end,  
because it is, in general, limited to information being 
manually created through authoring software, and 
consumed for different proposes, such as Clash 
Detection, or 4D Modeling. Construction 4.0 should 
transcend the limitations of existing only in 
cyberspace; it should interact directly with the real 
environment by means of sensors (gathering data), 
and remote controlled or autonomous machines, 
employed as part of the production processes, with 
Machine Learning algorithms handling the 
transformation of data into information, and actions. 
The central element of such approach should be a 
Digital Twin-driven Cyber-Physical System, which 
when focused on Construction Phase, would be 
capable to simulate the dynamics of construction 
processes. In this position article, an evolution of the 
concept of Computer-Integrated Construction (CIC) 
is presented as a possibility in representing and 
guiding developments associated to the 
incorporation of different technologies from 
Industry 4.0 to Construction. A framework where 
such a system could be applied to Off-site or 
Automated Construction scenario, and to 
Traditional Construction scenario as well is 
proposed. In the latter scenario, common in 
developing countries, which yet has plenty of (and 
need for) manual labor in the Construction sector, 
all those technologies are employed not to reduce 
jobs, but to augment awareness and eventually to 
turn the tasks safer for the worker.  

 
Keywords – 

Digital Twin; Building Information Modeling; 
Construction 4.0; Cyber-Physical Systems 

1 Introduction 
Some years ago, few people thought that the subject 

of a Fourth Industrial Revolution would be relevant to 
the Construction sector; one of the first researches to 
look for signs and directions of it on the industry, didn’t 
found anything that helped towards this end [1]. 
Nowadays, it is ever more common to find mentions in 
the scientific literature to a “Construction 4.0”, i.e., the 
application of Industry 4.0 associated technologies to 
the Construction (Figure 1). Yet, it is still not clear how 
all those technologies, Cyber-Physical Systems, Digital 
Twins, Industrial Internet or Internet of Things (IoT), to 
name just a few, will play a role to transform a sector 
that has been suffering to find its path towards 
industrialization.  

 
Figure 1. Publications whose subject deals with 
the concept of Construction 4.0, from Web of 
Science database. 

Both the current importance that Computer-Aided 
Systems, including PLM (Product Lifecycle 
Management), has had in Manufacturing Industry [2] 
and the widespread adoption of its counterpart BIM in 
the Architecture, Engineering, and Construction (AEC) 
sector [3], helps but is not enough to realize that end. 
They are, in general, limited to information being 
manually created through authoring software, and 
consumed for different proposes (in case of BIM uses, 
Clash Detection, or 4D Modeling, for example).  

Industry 4.0, as its own name states, is totally 
focused on manufacturing, i.e., production on a factory, 
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or more specifically, on a factory with lots of 
automation that appeared during the Third Industrial 
Revolution. So, there is this necessity to traverse the 
cyberspace of digital models of the products towards the 
control of real machines, or of the entire factory, where 
happens the production processes. 

Such trend aims at reducing time to market, enhance 
productivity, and achieve mass customization, among 
other goals. It is the integration of automation in the 
virtual world, and automation in the real world.  

Considering “those aspects of the project that can be 
designed and managed, i.e., the product (typically a 
building or plant), the organization that will define, 
design, construct and operate it, and the process that the 
organization teams will follow” [4], and the “role of 
complementarity” that attest to the synergy among 
Product, Process and Organization [5] (“Manufacturing 
Technology” being part of the Process), the importance 
of abstractions or models of those aspects has been 
increasing. For the goal of a Construction 4.0, it needs a 
complete virtual or digital representation of the Product, 
Process and Organization, to be capable to integrate 
horizontally inside a company, and vertically through 
the entire supply chain.  

Based on a literature review and cross-learning case 
studies between Manufacturing and Construction 
Industries [6][7], this position article adopts an 
evolution of the concept of Computer-Integrated 
Construction (CIC) as a possibility in representing and 
guiding developments associated to the incorporation of 
different technologies from Industry 4.0 to Construction. 
Industry 4.0, and its inspired Construction 4.0, should 
be about the integration of virtual and physical, and has 
in the technology of Digital Twin-driven Cyber-
Physical System its most prominent technology. 

Although the relevance of such technologies 
encompasses all the phases in the lifecycle of a building 
or infrastructure work, due to limited number of pages 
in that article, the presentation here restricts itself to the 
Construction Phase. Scenarios where such a framework 
could be applied to Off-site or Automated Construction 
in one extreme direction, and on Traditional 
Construction processes in the other (and the whole 
spectrum in between), are proposed.  

2 Pre-Construction 4.0: Origins of 
Computer – Integrated Construction 
(CIC) 

Development on Information and Communication 
Technology (ICT) systems could be traced back to the 
first hardware that enabled structural calculations, and 
software that enabled Computer-Aided Drafting systems. 
It was always done in parallel to innovation in 
Construction based on new materials, new technology in 

building systems, and new ways to manage construction 
processes.  

The AEC sector being fragmented as it is, the same 
happens with its ICT software tools used by different 
disciplines and professionals. Many researchers were 
dedicated to the work of integrating the information of 
those workflows [8]. Construction 4.0 main idea is 
beyond integration inside virtual world, of the 
information throughout the lifecycle of the product, the 
building or infrastructure work: it is the integration of 
that information with the automation hardware on the 
shop floor, and the creation of new ways to operate 
inside an industrialized and automated environment.   

There are some similarities between Industry 4.0 
paradigm and a popular concept in the 80’s, Computer-
Integrated Manufacturing (CIM): both incorporate 
somehow the dynamics of the shop floor computer-
based system, towards the goal of automation.  

CIM was conceived as an integrated approach to end 
the ‘islands of automation’ around Computer-Aided 
Design (CAD), and Computer-Aided Manufacturing 
(CAM), and its communication with CNCs machines on 
the shop floor. The concept took advantage of a digital 
workflow of information about products and the 
automated production lines, with machines controlled 
by computers, and industrial robots: it should integrate 
and control the machines to produce based on digital 
information.   

The adaptation of that concept to Construction was 
popular in the 90’s, known by the term of Computer 
Integrated Construction (CIC) [9–11]. It seems that 
from the researchers inside this theme, there were two 
approaches:  

1. Focused on the integration between CAD and 
CAM: or between design and fabrication – many 
advanced applications of that era were done 
without such integration [12]. In the search of that 
integration in the design phase, it seems also that 
researchers converged to create object-oriented 
data schemas and software tools, which in the end 
became to be known as BIM [13];  

2. Focused on the Digital Fabrication: whose 
interest are on Off-site Construction, following 
assembly on site, and the use of robots and other 
automated machines – activities of Planning, and 
Monitoring were done based on digital models.  

For the work presented in this article, the latter 
approach is more relevant. Following that approach 
leaded to Site Automation [14], Factory Automation 
System [15], Super Construction Factory [16], or 
similar approaches, to structure the unstructured onsite 
environment, so that it would be possible to integrate 
construction robots without disrupting other workflows 
around [5]. 
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Such developments by all big Japanese Construction 
companies, such as Shimizu [17] and Obayashi [18], 
and replicated by companies of other countries, it 
should be viewed as a prototype of Construction 4.0, 
although many of the robots were by then teleoperated. 
To have a center of operations, and many different 
digital models, and the assembly of building 
components itself being done by robots and machines, it 
had all the elements that comprises the view of the 
application of Industry 4.0 technologies to Construction.  

3 Industry 4.0 Associated Technologies 
One way to understand the current drive towards a 

Construction 4.0 paradigm was presented in the 
previous section. Today, the maturity of different 
technologies that could be used in an integrated way 
allows the development of such future scenario.  

 
Figure 2. Representation of a mechatronic 
system [19] 

 
Figure 3. Diagram with the interaction between 
different Industry 4.0 technologies. 

Thinking about construction production as a system, 
it is interesting to make an analogy with the 
representation of a mechatronic systems, as shown in 
Figure 2: 1) Sensor(s); 2) Processor(s); 3) Actuator(s). 

Each technology associated to Industry 4.0 paradigm 
could be viewed as enabling sensing, actuation, and/or 
processing. The technologies that would be briefly 
addressed in this section are: Industrial Internet or 
Internet of Things (IoT), Digital Twins, Machine 
Learning / Artificial Intelligence Algorithms, and 
Cyber-Physical System.  

Figure 3 illustrate how BIM models changes 
throughout in the building life cycle in the virtual 
environment, and its analogous, the physical building is 
being constructed and operated in the real environment. 
There is a networking layer that connects both 
environments, and the sensors that are vital to capture 
the dynamics of the construction site / shop floor, and 
the surroundings of robots and of cyber-physical 
systems, which by its own is driven by digital twins. 
The hexagon in the figure, bellow the BIM Model in the 
construction phase, represents the dynamics that are the 
simulation of the processes, and it enhances the product 
model, to provide some basis for a digital twin. With it, 
it is possible to create data and information beyond 
those produced by the professionals, automatically. In 
the operation phase, it is only possible to work, if 
buildings were designed and constructed with embedded 
sensors, or instrumentalized afterwards, to capture every 
relevant aspects of its uses. 

3.1 Industrial Internet or Internet of Things 
(IoT) 

IoT is about the convergence, where different 
devices (Things) are capable to communicate one with 
another over the Internet. They not only communicate; 
they sense their environment, and they could act over it 
based on programmed behavior. This “definition” could 
be stretched to encompass from sensor networks to 
autonomous systems, and certainly benefit from 5G 
networks, the existence of Cloud (Edge or Fog) 
computing nodes, and so on.  

It should be the sensing layer, which is essential for 
whatever scenario of Construction 4.0 that is being 
proposed. The use of different sensors for tracking 
people, material, and equipment onsite, and RFID in 
modular plants could help to leverage the approach to 
Construction 4.0, producing database for construction 
processes.   

The availability of computational power outside the 
local where data is collected, and even where it is 
consumed gives many more possibilities. It is more cost 
effective.  
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3.2 Data Analytics: Machine Learning (ML), 
Artificial Intelligence (AI) 

Current successful approach to build complex 
models is based on data, with Machine Learning (ML) 
algorithms. It is possible to learn parameters of a 
parametric model, and to learn the very representation 
itself. 

Machine Learning, or more generally Artificial 
Intelligence (AI) algorithms could also be used to 
analyze incoming data, to quantify uncertainty of 
different scenarios, to propose alternative solutions, and 
so on. 

One necessity with the grow in sensors being used, 
and data being gathered would be infrastructure to deal 
with the Big Data Analytics.  are analogous to what was 
presented in the previous sub-section. The differences 
are the hardware, software and workflow needed to do 
the same thing in a scalable manner. 

3.3 Digital Twins 

There is allusions to BIM being the Digital Twin 
version in the Construction sector, although with 
different names [20]. Following a PLM approach [2], 
some works also sees parallel between BIM and PLM. 
Digital Twins should, in an analogy to object-oriented 
modeling, provide not only the variables, but also 
functions pertinent to, and based on those variables. In 
the case of a building, it should incorporate physics to 
allow for showing its behavior with software running 
different simulations [21].  

BIM models per se should not be considered Digital 
Twins when the focus of the analysis is the Construction 
Phase. All uses of BIM models [22] implies taking 
information from it, quantity takeoff, that generally 
were inputted by human, and need extra human work to 
integrate with other databases to achieve the desired 
result for such utilization – there is no transformation of 
the data.  

So, BIM models, are considered the virtual 
representation of the Product. In such uses of the model 
for 4D Planning, 5D cost, it cannot be used per se to 
predict, and it doesn’t have dynamic links to account for 
constant changes in design, planning or construction 
phases. Those models are created, in general, through 
human input through authoring software tools, one 
specific for each discipline, and that need to 
communicate through interoperable workflows. 

Although there isn’t general agreement around what 
BIM is and is not, a process, a 3D digital model of the 
product with non-geometric and geometric data, or a 
collection of authoring software tools, here it would 
follow some VDC practitioners that considers BIM as 
the digital model, and its uses as part of the VDC 
practice [4].  

Digital Twin should incorporate in its representation 
functions to transform the initial information and 
producing result that do not depend only in data, but in 
inner behavior of the phenomenon modeled. 

3.4 Cyber-Physical Systems 
The term “Cyber-Physical System” was probably 

coined by Helen Gill at NSF around 2006 [23]. Figure 4 
provides a concept map relating Cyber-Physical 
Systems to Feedback Systems and Real-Time [24]. 

Probably an evolution of Distributed Real-Time 
Embedded Systems (DRE), Cyber-Physical Systems are 
complex systems, which integrate in its design 
abstractions of control, system, and software 
engineering. It is inherently a model-based approach to 
provide interaction between the physical world and its 
dynamics, and the cyber or virtual world.  

 
Figure 4. A concept map for Cyber-Physical 
Systems [24]. 

It could be driven by Digital Twins or work with 
other controllers: Additive manufacturing, and 
construction robots. 

4 Construction in the 4.0 era  
The challenges in creating a framework, which is 

valid over the entire spectrum of possibilities of 
different productions systems in Construction are:  

• How to create a Digital Twin of the Manufacturing 
Technology, or the Virtual Representation of 
Production Processes;  

• How it will behave, its inner dynamics.  

It should be a software capable of simulate, at least, 
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the construction process for each existent building 
system, allowing predictions in a closed-loop feedback, 
and possibly in real-time. It will depend on data from 
sensor networks deployed in production lines for offsite 
construction (where probably it will be Cyber-Physical 
System driven by Digital Twins), or on-site, for more 
traditional production or assembly of modular 
component. 

For the case of the so-called Automated 
Construction, which we had the Sky-Factories or Site 
Automation as perfect examples, they already 
developed such supervisory and control system 
overseeing the automated processes.  

But even for traditional construction in developing 
countries, that are prone to remain almost that way for 
the short future, such system could be implemented and 
used in such a way to give a better understanding to the 
people making decisions of an uncertainty-bounded 
possibilities for planning and rescheduling. The 
technologies adopted should promote the work of 
people, to make their time more productive, to make 
their work safer, and make their data-driven decision.  

As presented in the previous section, a Digital Twin 
is the virtual representation of the Production process, 
when considered only Construction Phase. It represents 
how raw material and resources such as workers, 
machines, and so on,  are transformed into building 
components, or the building itself, in such detail that it 
should be possible to predict the length of time needed 
to finished each step.  

The simulation is the core engine of the proposed 
framework. Although realistic simulation models of the 
manufacturing of components in automated lines and 
considering the human interacting with machines 
already exist. It could provide scenarios with which to 
deal during planning, to re-planning during execution. 

More challenging is the scenario of simulating 
traditional construction, in an unstructured environment, 
with lots of freedom to act. But here it is advocated that 
with a probabilistic model, constructed over a large 
collection of data, and individualized to capture each 
company way of work, could at least provide lower and 
upper bonds over variables such as cost, amount of 
human labor needed, alternative plans, risky, and so on. 

Example of this approach was set out in [25], and a 
paper still not published, in which that framework was 
used over 5-years production data, and results are 
promising in capturing both the impact of the factory 
activities, and from panel design in the times in each 
workstation for wood-framing pre-fabricated homes.   

There will be at first, two stages for that approach: 1) 
gathering data for different construction processes, to 
build a model or representation based on data [26], 
instead of expertise from professionals; 2) Application 
of that model, with real-time data still been gathered, to 

monitor processes, and to predict future scenarios, and 
plan in advance for alternative solutions. 

Interesting for such approach, is the work that 
started with Occupancy Grids [27], then evolved to 
Metric Maps, and algorithms to build such 
representations at the same time that an autonomous 
robots navigate knows as SLAM (Simultaneous 
Localization and Mapping) [28]. Nowadays, SLAM has 
been used in Construction sector with point-cloud data 
to produce as-built and as-is BIM models.  

It should be possible to decouple complexity on-site 
by modeling activities individually and allow a 
simulator for Discrete Event Simulation (DES) like 
Simphony [29], to add the complexity of interaction, 
and eventually, movement of resources. In the end, it 
could constitute a prototype of a library of Construction 
Processes, based on specific building systems, that 
could be tailored for each team or construction company, 
based on historic data of productivity.  

5 Scenarios for the Construction 4.0 
Two scenarios are being considered, based primarily 

in the availability of construction work force: 1) 
Industrialized Scenario, in which there is a lack of 
construction workers, and the availability of machines  
and/or construction robots directly responsible to the 
production process; 2) Traditional Construction 
Scenario, in which the sector employs a large workforce, 
but work conditions need to be improved by means of 
assistive technology.  

 
Figure 5. Scenario for Automated Construction. 
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5.1.1 Industrialized Construction Scenario 

Modular, or Off-site Construction in general, could 
incorporate more straightforwardly Industry 4.0 
technologies, although still there is many particularities 
that should be addressed. There is a large synergy 
between the different applications, although shop floor 
in the construction sector, be it for steel-framing, wood-
framing, or concrete panels are not very much 
automated.  

Figure 5 represent the industrialized scenario, where 
there is offsite production, automation in the factory, 
and eventually construction robots onsite. There are 
sensors gathering data, monitoring processes, and all 
data feed in Digital Twin model of the production 
processes. Those models produce actions to be taken by 
machines, or equipment which could directly made 
building components. The bridge between both 
environments, cyber and physical, is materialized by 
one or a hierarchical system of Cyber-Physical Systems 
(CPS), which allows a bidirectional link between BIM 
model inside the Digital Twin, and the real environment 
by means of “autonomous” machines. 

The more automated the production, the less is the 
uncertainty, and the final difference between predicted 
and measured metrics in production. The dynamics 
would be made of an array, or lattice of production 
models, with varied dependencies among them, 
allowing for Machine Learning reasoning. 

5.1.2 Traditional Construction Scenario 

The main difference between both scenarios is the 
Cyber-Physical Systems, which are absent in the 
traditional construction scenario. Moreover, the 
framework for traditional construction works with 
human-in-the-loop simulations, as there is not a 
bidirectional flow of sensor readings and actuation 
controls between virtual and real environments. 

There are countries, mainly developing countries 
such as Brazil, where there is a real concern regarding 
substitute Construction workers by robots or machines. 
Also, workers of the sector receive low wages, and they 
work in conditions that are potentially dangerous, and 
hard [30]. For that matter, where there is plenty of (and 
need for) manual labor in the Construction sector, all 
those technologies, and the scenario for a Construction 
4.0 should be employed to augment and to turn the tasks 
safer, for the worker. 

So, there is an opportunity to change current culture 
in the sector in those countries, an promote an 
environment of continuous learning, and to provide 
better jobs for such individuals by means of using 
assistive technologies [31][32]. From electric or 
electronic tools, exoskeletons [33] to facilitate tasks and 
avoid injuries, tracking systems to manage safety, and 
so on.  

When such approach is deployed integrated with its 
virtual counterpart to coordinate efforts, to plan and 
control in a micro-management, it should produce better 
results.  

There are many challenges in this scenario: 1) as it 
needs more human labor, it increases the number of 
sensors needed to capture activities on-site – although 
one could use imaging techniques; 2) the trajectories or 
the movement of the workforce should allow the 
identification, at least, of the beginning and the end of 
each activity in the sequence for the entire production 
onsite; 3) Those indirect detections could allow the 
estimation of work complete, and also constitute in 
historic measurement of productivity; 4) Using Machine 
Learning algorithms over such databases, it would be 
possible to incorporate uncertainties in the simulation, 
and provide worst- and best-scenarios for the planning 
with human-in-the-loop. 

 
Figure 6. Scenario for Traditional Construction. 

It is known that only technology changes would not 
make a case without addressing how to finance, how to 
bid public contracts and how to turn it competitive in 
terms of taxes.  

6 Conclusion 
In conclusion, a possible Construction 4.0, with two 

different scenarios that encompasses both Industrialized 
and Traditional Construction was presented. There 
should be a large spectrum of applications, in which the 
assimilation of the different technologies associated to 
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Industry 4.0 would differ. 
As it is based on the digitization process, and its 

most important piece is the Digital Twin of the 
Production processes, it is essential that there is a 
widespread use of sensors to provide real data, and also 
almost real-time information of the processes, and that 
planning and control onsite be made in a data-driven 
approach. 

It emphasizes that Construction 4.0 should be a 
holistic view, to provide a starting point to think about 
the future of Construction in considering Sustainability, 
in becoming part of a Circular Economy, and to an 
approach that considers society and the needs its work 
force in each different country.  

Construction 4.0 won’t be relevant without new 
forms of management and control, that should be 
proposed to incorporate as a base for a support system a 
micro-management, with automatic acquisition, and 
processing of data for the decision-making support 
system. However, such topic was outside the scope of 
this article.   
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Abstract – 

Traditionally, when an engineer wants to use 
Building Information Model (BIM) on-site to 
support tasks for construction or maintenance, the 
common approach is to use a tablet or a notebook to 
run a BIM viewer, thus requiring manual operation 
for model manipulation. In addition, the BIM 
presented through the screen and the actual on-site 
visual are in two separated views, and thus the two 
are less likely to be synchronized. Augmented 
Reality (AR) superimposes virtual objects or 
information that can be interacted with onto real 
world images or videos. Therefore, this study applied 
AR to superimpose BIM with an indoor industrial 
environment for a more immediate and intuitive 
integration of the physical site and BIM. At present, 
most applications of combined BIM with AR uses 
marker or marker-less image recognition to 
superimpose virtual content using feature points of 
the marker or object image as an identifier. If the 
identifier moves outside the device camera view, the 
virtual content will not appear. With advances in AR, 
a new AR mode is introduced in this study based on 
simultaneous localization and mapping (SLAM). 
Based on this technology, the virtual BIM is placed 
based on the device’s understanding of the 
environment and then superimposed onto real 
objects in the scene without any identifiers. A 
manual method is proposed to align a chosen BIM 
component to a corresponding real object. Based on 
the alignment, the system calculates the angle and 
position to accurately superimpose the BIM on the 
virtual environment, with these locating 
characteristics recorded for future use. Since the 
load and display of an entire BIM model is not 
necessary and is inefficient in the context of indoor 
AR applications, the model is divided into room 
models, and the system only overlays the 

corresponding room model for a specific room. This 
is achieved through a combination with the 
Bluetooth Low Energy (BLE) indoor positioning 
technology, so that the room in which the user is 
located can be immediately identified and the 
corresponding room model can be loaded.  

 
Keywords – 

Building Information Model; Augmented Reality; 
Simultaneous localization and mapping; BLE indoor 
positioning 

1 Introduction 
For previous approaches for viewing BIM data, it is 

generally necessary to use related software, such as 
Autodesk Revit, Navisworks, Tekla Structures, etc. 
Moreover, these types of BIM software are traditionally 
designed for users to operate in an office setting; if it is 
required to view BIM data during the project 
maintenance stage, engineering personnel need to 
configure a lightweight handheld device, such as a 
tablet or high-end notebook, as a BIM viewing tool. 
This viewing method results in two problems: (i) BIM 
software cannot automatically present the model 
information required by engineering personnel, and (ii) 
the presented image in the BIM viewing tool and what 
is visually seen by on-site engineering personnel are two 
different images, resulting in difficulties in 
reconciliation. 

Recently, Augmented Reality (AR) as a visual 
technology has risen in prominence. AR can combine 
the virtual world and the real world on the screen of a 
specific interactive device. Virtual text, graphics, or 3D 
models can be superimposed on true images. Based on 
this technology, the 3D virtual model from BIM can be 
superimposed onto the image of the project site. There 
is many applications of Augmented Reality system 
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development for BIM [1, 2, 3, 4]. For example, during 
the construction and maintenance stages, an integrated 
on-site BIM model can be used to present construction 
progress models at different stages for project 
management. Additionally, during road maintenance 
and repair, the state of an underground pipeline can be 
determined using AR without the need for excavation, 
thus avoiding losses caused by accidentally excavated 
pipelines. There also have been broad applications in 
project operation and maintenance stages, such as in 
previewing indoor renovations using virtual models or 
indoor route navigation in large buildings. In essence, 
AR applications of BIM are typically in indoor 
environments. Thus, model fitting and accuracy will be 
a major challenge. 

To solve the problem of indoor positioning accuracy, 
this study uses simultaneous localization and mapping 
(SLAM) through the combination of visual-inertial 
SLAM (VI-SLAM) with BIM in AR. SLAM was first 
proposed in the field of robotics, enabling robots to 
understand their surroundings during movement, using 
repeatedly observed feature points to locate their own 
position (simultaneous localization) and constructing a 
map based on environmental cognition (mapping). The 
development process of SLAM also ranges from the 
earliest sonar and light measurements to the current 
SLAM based on inertial measurement unit (IMU) and 
visual measurement technology (VI-SLAM). Recently, 
an Augmented Reality technology based on VI-SLAM 
has been developed [5]. 

This study proposes an overall conceptual 
framework for a pre-processing system and the user 
mode. The design of the system concept is conducted 
according to the abovementioned background and 
motivation, with the primary application being for the 
project maintenance stage. To address the effectiveness 
and localization problems of BIM models for project 
maintenance when coupled with an on-site inspection, 
this study introduces AR technology based on SLAM, 
using its characteristics to optimize the stability and 
fitness of the AR system as well as for spatial locating 
via Bluetooth Low Energy (BLE) and acquiring 
required data through a database. This is so that the 
cloud data for the room can be loaded immediately to fit 
the on-site BIM room model. 

2 System framework 
To effectively meet the abovementioned 

requirements, a pre-processing (pre-positioning) system 
is developed before the AR system operation. This pre-
processor includes model processing, Internet of Things 
(IoT) and model data processing, a positioning system, 
and a model-fitting AR system, with the goal that every 
building object only needs to be undergo the pre-
processing operation once, as well as an AR engineering 

maintenance system. After completing the pre-
processing, the AR system can be used to directly with 
the model and assist in maintenance operations. 

2.1 System pre-positioning operations 
This study integrates BLE indoor positioning 

technology, IoT indoor monitoring technology, and 
cloud technology as developed previously by our 
research team, and transplants these technologies to an 
iOS platform for development. Based on SLAM AR, the 
Augmented Reality system is redesigned, adding 
Raspberry Pi into the IoT system for value-added 
applications to optimize and adjust the BLE positioning 
mode. The pre-position operation only is required to be 
performed once, with the expected results obtained 
without further pre-processing. Before system operation, 
it is necessary to use Autodesk Revit as a tool to 
establish the model of a building. This system takes the 
BIM model of the Second Engineering Building at the 
National Taiwan University of Science and Technology 
as an example, with sensors laid out within the required 
space. 

2.2 Model data and sensor data processing 
A BIM model has various components such as walls, 

beams, columns, equipment, etc., and furthermore, 
every component is configured with numerical data. To 
import the components contained in a case model into a 
database, the case statement for itemized components 
must be exported as a text file. The component data, 
indoor positioning device and room information, room 
name, floor number, address, and other related building 
information are collated into the storage configuration 
logic of HBase in compliance with the database format 
used in the laboratory. The component information will 
be consolidated into an HBase database format through 
an automated processing program to facilitate future 
uploading. 

For the IoT indoor monitoring data of an on-site 
room, the perception layer consists of mainly the 
Arduino microcontroller. Various sensors such as a 
humidity sensor, water-dripping sensor, and an 
illuminance sensor are configured with Arduino to 
collect environmental monitoring data in the space 
where they are located. The network layer is the XBee 
communication module, which is connected to the 
Arduino through the Arduino-XBee Shield to form a 
ZigBee transmission node with various sensor modules. 
The Raspberry Pi also needs to be connected to the 
XBee communication module to form a data-receiving 
node, transmitting sensor information in the network to 
the Raspberry Pi through the ZigBee network system. 
The data is collated and uploaded to HBase via a server-
side personal home page (PHP) through a wireless 
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network, thereby realizing the sensor wireless network 
transmission framework. The above two data processing 
flow procedures are shown in Figure 1. 

 
Figure 1. Data processing flow procedures. 

2.3  Model processing flow procedure 
After a completely established BIM model is 

exported, problems in material loss are present. If is 
used directly in the Augmented Reality system, 
challenges will arise in identifying components. It is 
necessary to re-render the BIM model material through 
the 3ds Max material editor and import it into the Unity 
development platform, so that the identification is 
correct. An overall BIM model needs to be manually 
segmented, cutting the model into floor models to be 
used as floor mini maps of floors. The model is further 
segmented into room models for the AR system to use 
for visualization. Finally, the model is converted to a 
Unity server transfer format through a Unity 
AssetBundle and uploaded to the server. In future uses, 
after a user enters the positioned space, the model can 
be created, deleted, and subjected to other functions 
during the execution of the AR program through the 
wireless network, maintaining a stable memory usage in 
the handheld device. The flow process is shown in 
Figure 2. 
 

 
Figure 2. Model segmentation flow process. 

2.4 AR pre-processing system 
The pre-processing system is used to construct a 

mapping and record the placement of components. In a 
fitting operation, when a room to be scanned is entered, 
the system will first locate the room. After the cloud 
scanning of spatial points is completed, a selection list 

of components is produced, and all the components in 
the room will be listed for the located room. Next, the 
components to be fit are selected from the list of 
components. When the model is fit and placed in 
position visually, the system will calculate the moving 
distance and rotation angle. When clicking the upload 
button, the point cloud information file stored in the 
point cloud map will be uploaded to the server for 
storage, and the model with the relevant map location 
information will be stored in the database 
synchronously. The pre-processing operation procedure 
is shown in Figure 3. 

 
Figure 3. AR pre-processing system operation 
flowchart. 

2.5 AR system operation flow process  
The system operation starts mainly after the pre-

positioning operations are completed. A user's on-site 
operation through the proposed system is mainly 
divided into three parts: indoor positioning, model 
fitting, and AR presentation. An overall framework of 
the first two parts is shown in Figure 4. 

 
Figure 4. Model fitting flow process (left) and 
room positioning flow process (right). 
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In the positioning operation, a user entering the 
project site can wear a mobile device equipped with the 
proposed system. The device will receive multiple 
universally unique identifiers (UUID), with the signal 
strength transmitted by Beacon devices at each time step. 
The UUID will be sorted following the received signal 
strength and ranked from the strongest to the weakest. If 
the frequency of a Beacon device signal strength per 
time step is ranked the highest, that UUID will be the 
UUID of the room. The system will access the Hbase 
database through functions provided by Apache Thrift, 
search for the corresponding room position inside the 
BLE data table, and set it as the system positioning 
location, as shown in Figure 4 (right). 

After a user completes the positioning, the system 
will download the files corresponding to the room from 
the server (the point cloud information file that contains 
the stored point cloud map of the room and the room 
model file with the pre-position processing). After 
loading the point cloud information file, the system will 
compare the feature points in both the point cloud map 
and the actual environment, and then recalculate the 
relative position of the device in the point cloud map. 
Thus, the model will obtain the position and angle of the 
model relative to the device through the database, and 
then the room model is fitted to the corresponding 
position in the point cloud map. The user can see the 
virtual model overlaid onto the actual environment 
through the device camera. The flow process is shown 
in Figure 4 (left). 

After the AR model is presented on the system 
screen interface, users can click on the Revit component 
model by tapping on the screen. The system will send 
the Revit ID of the selected components to HBase, 
search for the corresponding component data parameters, 
attributes, categories, and other component information 
via the ID, and transfer the data back to the interface to 
be viewed by user. From this, if the model is a sensor, 
the historical data for the sensor can be obtained. Set 
directly on top of a map, a virtual camera exclusive to 
the mini map can view the location of the device on the 
map using an orthographic projection, and thus a mini 
map navigation mechanism is formed. The complete 
function flow process is shown in Figure 5. 

 
Figure 5. AR presentation flow process. 

3 System operation mechanism 
The operation mechanism is divided into five 

sections: BIM model processing method, IoT indoor 
monitoring sensor group setup, AR preposition 
processing system mechanism, HBase database 
configuration, and auxiliary tools. 

3.1 BIM model processing method 
According to the system requirements, a Revit 

model of the study site must be first established. Before 
introducing the BIM model into Unity, the model and 
component information must first be exported 
separately. The model must be stored on the HTTP 
Server in the Unity Asset Bundle format for users to 
download the model through a wireless network during 
program execution; component information must be 
processed before it can be stored in HBase. 

Before the Revit model is introduced again into 
Unity, the model needs to be exported first into a 
readable format by Unity. The designed system uses the 
FBX format, while the Revit model is exclusive to the 
Autodesk software suite. If other software is used for 
model viewing, the model will not display properly. To 
resolve this problem, the model must be converted. The 
designed system uses Autodesk 3D Studio Max (3ds 
Max) for model conversion. 

Considering that the mobile device hardware paired 
by the user on the project site lacks computational 
power to process the sizable model and the large-scale 
rendering of the 3D model, the model is segmented 
following the room being cut in Revit, as shown in 
Figure 6. 
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Figure 6. Schematic diagrams of segmented 
rooms. 

If the attributes of the BIM components are to be 
imported into the database, processing is necessary. 
First, the component must have an identifiable code for 
subsequent component search, and while component 
itself in Revit is configured with an ID, it is a hidden 
attribute. At the model establishment stage, the designed 
system uses the Dynamo extension plug-in to place the 
attribute members into the ID of each component. 

3.2 IoT indoor monitoring sensor group setup 
Data transmission of the proposed system uses the 

Arduino board in combination with sensors, thereby 
reducing the cost of laying out hardware. The sensor 
components include an Arduino development board, a 
number of environmental sensors, the BLE indoor 
positioning module, and XBee communication module 
(data transmission). The data processing components 
include the Raspberry Pi, the XBee communication 
module (data reception): through the Wi-Fi network 
module of the Raspberry Pi, the monitoring data 
received by the XBee module is uploaded to the 
database storage in the remote server. 

3.3 AR pre-processing system mechanism 
After entering a room, the positioning of the room can 
be conducted through this pre-processing system. After 
confirming the location of the room, the scanning of the 
point cloud for the 3D space can then be carried out. 
After the scanning is complete, the point cloud file is 
uploaded to the server for storage and linked to the 
database. 
Next, it is necessary to record the position of the model 
in three-dimensional space. First, the user must select 
the component to be fitted and manually place the 
component at the true position of the object. Next, the 
system will calculate the relative position of other 
remaining components per the position of the manually 
placed component. 
The manual alignment is done through a perpendicular 
projection from the right center of the screen through a 
ray. The ray is parallel to the normal vector of the 
screen plane. If the ray touches the plane of system 
detection, the right center of the component will be 
fitted to the position of the system detection ray 
projection and the model will fit to the parallel plane, as 
shown in Figure 7. 

 
Figure 7. Schematic diagram of the manual 
model alignment. 
After the user performing the pre-positioning enters 

the room, the system will automatically locate the room 
where the operator is located, and the room model will 
be downloaded into the system. After the download is 
finished, the overall room model will be placed into a 
point cloud map as a far spot that is invisible to the 
naked eye. The initial coordinates for this far spot is 
(10000, 10000, 10000), and for the angle, to avoid the 
problem of not being able to rotate normally because of 
gimbal lock, the angle is computed using quaternions 
with an initial value of (0, 0, 0, 0). When the operator 
completes the fitting of a single component, the system 
will calculate record the relative offset of components 
for the entire room according to the offset of the fitted 
component. As shown in Figure 8, room model distance 
before rotating ∆Q is not equivalent to the sub-
component distance. After rotating ∆Q, where ∆Q 
represents relative rotation angle between two 
components, room model distance is equivalent to the 
sub-component distance, as shown in Figure 9. The 
overlaid views in the proposed AR system are shown in 
Figure 10. 

 
Figure 8. Room model distance before rotating 
∆𝑸  is not equivalent to the sub-component 
distance. 
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Figure 9. Room model distance after rotating ∆𝑸 
is equivalent to the sub-component distance. 

 
Figure 10. The overlaid views in the proposed 
AR system. 

3.4 HBase database configuration 
This study assumes that the system application scope 

is quite large. In practical applications, the dataset may 
be very large. The designed system adopts Apache 
HBase, a non-relational database, as a data storage tool, 
which can allow multiple users to quickly obtain the 
stored data. The data storage structure is configured 
according to the system specifications shown in    
Figure 11. 

 
Figure 11. Beacon device data sheet 
configuration (upper left), model position data 
sheet configuration (upper right), component 
information data sheet configuration (lower left), 
and sensor data sheet configuration (lower right). 

3.5 Auxiliary tool mechanism 
The AR virtualization for the sensors is similar to 

presenting the BIM model generally. The sensor models 
must be first designed and built, as shown in Figure 12. 
The representative meaning of the models can be 
intuitively understood by the user. 

 
Figure 12. Real-time AR presentation of the 
sensor measurement data. 
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When the user taps the model, the system shows the 
historical data, as shown in Figure 13. To check for 
abnormal temperatures, the date can be selected. 
Vertical axis of the chart is the temperature with unit of 
℃; horizontal axis is the hours with a range of 0-23. 

 
Figure 13. Sensor chart and selection list 
example. 

Users can find a navigation map from the map 
navigation icon at the lower right of the display. The red 
sphere is the user's location, which helps the user to 
understand their current location. After the system 
locates the room, the system will download the model of 
the floor from the server and place it on the mini map 
user interface (UI) layer for viewing. After the room 
model is completely fitted through the point cloud map, 
the system will know its relative position between the 
model and the device. The red sphere is placed on the 
relative position of the device inside the floor model, 
and a mini map camera is set directly above the sphere 
to illuminate the position of the red sphere as an 
orthographic projection, forming a two-dimensional 
planar map as shown in Figure 14. 

 
Figure 14. Schematic diagrams of the mini map 
UI and the orthographic projection mechanism. 

4 Verification of system effectiveness 

4.1 Effectiveness of program execution 
Taking the overall model of the Second Engineering 

Building as an example, a comparison is conducted on 

the AR presentations for the unsegmented model and 
the model placed on the server side after segmentation. 
The influence of the rendering model on overall system 
effectiveness is considered, with Xcode Monitor used 
for monitoring. 

iPhone XR is a handheld device with mostly high-
end specifications among handheld devices in the 
current market. The graphics processing has excellent 
performance in more areas. According to a comparison 
of the results, the memory usage of the model-processed 
version is approximately 26.83% of the original model. 
Using the frame rate to reflect the graphics processing 
power of the handheld device, the model-processed 
version reached 205% of the original frame rate, with 60 
frames per second (fps) being the current standard of 
high-resolution TV. Model segmentation is still 
necessary for the hardware equipment specifications on 
current handheld devices. 

4.2 BLE room positioning verification 
For the verifying the indoor positioning of this 

system, two Beacon devices continuously emitting 
Bluetooth signals were placed in two adjacent rooms, 
with the Beacon devices separated by a wooden wall. 
Enabling the Beacon devices to interact with each other 
verifies whether the positioned room can be located 
under the situation where there is mutual interference. 
Positioning was conducted at the furthest and nearest 
spots from the Beacon devices in the two rooms and the 
nearest and furthest positioning results within the same 
room to calculate the success rate of the positioning. 
From several tests, an approximate accuracy of 100% 
accuracy can be obtained. 

4.3 Model fitting accuracy 
This study conducted a model fitting accuracy test in 

an office room of the E2 building at Taiwan Tech. The 
center of a door in the room was taken as the reference 
point for accuracy measurement. The way to measure 
fitting accuracy is as follows. Figure 15(a) shows an 
actual door, with a reference point set at the center of 
the door. A reference point is also set at the center of the 
virtual door model. Using the AR pre-processing system 
for model fitting, shown in Figure 15(b), the reference 
point has an offset of D1. By comparing the offset of D1 
obtained from the observed door at the same actual 
position, the degree of fitness is calculated in a 
quantitative approach. The system offsets were 
measured at two observation points. The first point was 
at a distance of 109 cm perpendicularly from the 
reference point of the target component, and the second 
point was at a distance of 252 cm from the reference 
point of the target component in the direction of a 60 
degrees offset. 
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Figure 15. Schematic diagrams of the fitting, 
with the center of the door taken as the reference 
points (a) Actual door, (b) fitting of the AR pre-
processing system model door. 

 
An average offset can be determined from the 

statistical results shown in Table 1. The fitting accuracy 
of the new system can reach errors on the order of 
millimeters in a single room, with the degree of fitting 
being more accurate. This degree of errors is acceptable 
for application at the maintenance stage. 

 

Table 1. Average offset results. 

Offset 
angle 

Average 
offset of 
x (cm) 

Average 
offset of 
y (cm) 

Normalization 
of x 

Normalization 
of y 

0° 0.0353 0.1623 0.0395% 0.1819% 
60° 0.1693 0.2258 0.1898% 0.2531% 

 

5 Conclusions 
This study proposes an Augmented Reality system 

based on SLAM for a marker-less system, and develops 
a set of AR pre-processing and AR presentation systems 
to enhance the integration stability of virtual and actual 
worlds. Moreover, the BIM model and the on-site 
environment are combined, so that information can be 
presented to the user on a same interface, information is 
automatically transmitted to the user, and the 
complexity of the human-machine interface is reduced, 
thereby resolving the inconvenience of BIM model on-
site operation as mentioned in the study motivation. 

Furthermore, in the indoor positioning based on 
BLE, using a more stable approach than previous 
research for locating a user’s positioned space and 
loading the room point cloud map and room model 
based on the positioned room, the subsequent 

development of AR pre-positioning system and AR 
presentation system were based on this foundation, 
thereby reducing system operation complexity. Using 
rooms to segment the model and point cloud map, pre-
storing files in a remote server, and using the database 
to store the file links and room effectively reduces the 
system usage space and memory usage during program 
execution and reduce graphics processing load, thus 
improving system effectiveness. This framework is 
taken to propose an augmented reality BIM fitting 
system that is stable and applicable to a wide range of 
spaces. 

Finally, the designed system uses a Raspberry Pi as 
the central coordinator. After obtaining all the sensing 
data, the data is uniformly processed through a 
regularized program, and then the numerical data is 
transmitted through the Internet and stored in a database. 
The integrated application of sensors in augmented 
reality proactively presents environmental information 
to the user. 

References 
[1] C. S. Park, D. Y. Lee, O. S. Kwon, and X. Wang, 

“A framework for proactive construction defect 
management using BIM, augmented reality and 
ontology-based data collection template,” Autom. 
Constr., 2013, doi: 10.1016/j.autcon.2012.09.010. 

[2] M. Kopsida and I. Brilakis, “Markerless BIM 
Registration for Mobile Augmented Reality Based 
Inspection,” in International Conference on Smart 
Infrastructure and Construction, 2016. 

[3] N. Yabuki, A. Motamedi, M. Miyake, and T. 
Fukuda, “Outdoor Maker-less Augmented Reality 
System For Visualizing A Building Model And Its 
Information Using Simultaneous Localization and 
Mapping,” 22nd Int. Conf. Comput. Archit. Des. 
Res. Asia (CAADRIA 2017), 2017. 

[4] P.H. Diao and N.J. Shih, “BIM-based AR 
maintenance system (BARMS) as an intelligent 
instruction platform for complex plumbing 
facilities,” Appl. Sci., 2019, doi: 
10.3390/app9081592. 

[5] J. Polvi, T. Taketomi, G. Yamamoto, A. Dey, C. 
Sandor, and H. Kato, “SlidAR: A 3D positioning 
method for SLAM-based handheld augmented 
reality,” Comput. Graph., 2016, doi: 
10.1016/j.cag.2015.10.013. 

 
 

300



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Review of Construction Workspace Definition 

 and Case Studies 

K. F. Lai and Y. C. Chan 

Department of Civil Engineering, National Taiwan University, Taiwan 
E-mail: r08521714@ntu.edu.tw, ychan@ntu.edu.tw

Abstract - 
Workspaces in a construction project are 

considered as critical and limited resources. Since the 
workspace conflicts cause productivity loss and poor 
quality, construction researchers have been exploring 
different workspace definitions and solutions to 
improve the situations. Construction workspace' 
function can be classified according to the user's 
needs and characteristics of activities and can be 
integrated into 4D BIM simulation. In previous 
studies, researchers have proposed several different 
and innovative workspace definition. However, 
researchers usually only tested their proposed 
workspace definitions on specific building projects or 
few particular tasks. It is difficult to tell the 
effectiveness of the workspace definition when 
applying to a different construction project or case 
involving different construction methods. 
Relevant works of literature regarding construction 
workspace definitions were collected and discussed in 
this article to obtain a comprehensive review on this 
topic. We have applied the proposed definition to the 
same construction case and also provided an 
evaluation of their approaches' pros and cons. Then 
we proposed a criterion of developing proper 
workspace, so the workspace requirement can be 
planned based on the project's characteristics and 
could help the project managers to select the optimum 
scenario during workspace planning. 

Keywords - 
      Workspace  Conflict;  Workspace  Classification; 
Conflict Solution; 4D BIM;  Conflict Severity 

1 Introduction 
Various subcontractors have to finish working 

activities in a space-limited construction site. Each 
activity requires a certain amount of workspace for 
workers, equipment areas, etc. Workspace conflicts 
between activities could result in schedule delays and 
poor quality. Since there is a rising demand for 

complicated construction works in the municipal area, 
the need for a proper construction site layout is crucial to 
eliminate workspace conflict.  

However, it is challenging for the project managers to 
eliminate the interference caused by workspace conflicts 
among activities because traditional 2D drawings are not 
enough to indicate dynamic changes and enough 
information of equipment's and labors in the construction 
site. 

Therefore, many researchers took efforts to develop 
techniques such as building information modeling (BIM). 
The 4D BIM models with schedule management in recent 
years has been broadly utilized among buildings' life 
cycle. Researchers also tried to strengthen the techniques 
of workspace conflict analysis and tried to find better 
solutions. The studies in the past 20 years covered 
methods of how to identify the workspace requirement of 
each activity, how to develop and detect workspace 
conflict, how to solve the problem before the 
construction phase starts, and how to simulate dynamic 
workspace conflict due to dynamic changes.   

Since theories of workspace conflict analysis have 
been evolved for more than 20 years, definitions of 
workspace has been very different in different studies. 
While each of these theories of workspace definition can 
explain some aspects of construction projects, none can 
successfully be applied to all instances of construction 
projects. Rather than pursue this further by finding the 
best definition for all construction projects, we will 
explore a criterion to select proper definition for 
workspace conflict analysis by studying and 
summarizing previous studies from a detailed review 
covering the different workspace definitions. 

2 Literature Review 
In this study, we collected previous studies regarding 

workspace conflict analysis from 2002 to 2018. Table 1 
shows a summary of the most important publications in 
this field and the different factors focusing on by 
researchers.  We will discuss each factor in detail in the 
following session. 
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Table 1. Comparison of Previous Workspace 
Conflict Studies 

 

2.1 Workspace Definitions  
Workspace definitions are broadly discussed and 

classified by researchers. Thabet and Beliveau [1] have 
classified the space into two groups, one is man and 
equipment, and the other is materials. These two groups 
are classified according to whether the size of space will 
be constant or decreased by time. This classification will 
help to provide the evaluation of the activity's space 
demand by the sum of quantities from each factors' 
physical needs and surroundings' needs.  

Akinci, Fischer [2] classified construction activities 
into three categories based on reference object, 
orientation, and parameters. The categories included 
macrolevel, microlevel, and paths. Macrolevel spaces 
referred to huge-scale, such as storage or prefabrication 
areas. Microlevel spaces were mostly related to building 
components, and paths were required for transportation. 
Guo [3] has classified the spaces based on different four 
users: labor, equipment, materials, temporary facility. 
Considering whether the space is available for work or 
not, the space needed for each user could also be defined 
by space type as the exterior of the job site, the interior 
of the job site, inside the structure, and space provided by 
a temporary structure.  

Choi, Lee [4] separated the workspace layout by its 
function or movability. When by function, it includes 
direct workspace (object space, working space, and 
storage space); indirect workspace includes set up space, 
path space, and unavailable space. When workspace 
defined by movability, it can be separated into fixed 
workspaces and flexible workspaces.  The purpose of 
classification by function is to stand for total workspace 
definition without missing; moreover, classification by 
movability is to supply a resolution of workspace conflict 
after it has been identified.   

To deal with dynamic nature in construction sites, Su 
and Cai [5] proposed two ways of defining workspace: 1) 

workspace directly created by users, and 2) workspace 
created based on geometric shapes such as column, 
sphere, tetrahedron or hexahedron.  The latter is based on 
the simulation of labor workspace or tower crane 
workspace and provides users to derive workspace with 
two functions: offset and rotate. 

However, the construction layout may be changed by 
schedule. Dynamic changes based on time flow in a 
construction site also need to be considered in the use of 
workspace[2, 6, 7]. 

Tommelein and Zouein [6] tried to connect the 
construction layout plan and project schedule plan, which 
consider the dynamic changes of location and activities 
in the construction site. Kassem, Dawood [8] suggested 
providing the definition based on whether the physical 
change on the construction site was added or not in 4D 
BIM model. They also defined the object workspace, 
which represented building elements, and safety 
workspace that is tolerance between two workspaces, or 
the distance which objects may fall from height. 

Mirzaei, Nasirzadeh [9] defined the varied nature of 
activities, considering space should be static when the 
labor crew occupies a place thoroughly during the whole 
activity duration. Dynamic workspace, on the other hand, 
represents that the labor crew will move their space 
during each time interval. 

Table 2 shows the collection of workspace definitions 
from previous studies. 

 

Table 2. Summary of Workspace Definitions 

 Definition Authors 
By constant 
level  

Man and 
Equipment 

[1] 

By decrease 
level  

Materials 

By users Labor [3] 
 Equipment 

Materials 
Temporary 
Facility 

By 
availability 

The exterior of Job 
site 
Interior of Job site 
Inside the 
Structure 
Space provided by 
Temporary facility 

By scale Macrolevel [2] 
Microlevel 

By function Direct Workspace  [4] 
 Indirect 

Workspace 

Reference Workspace 
Requirements 
Definition

Workspace
Occupation 
Representation

Workspace 
Conflict 
Detection

Conflict 
Severity 
Index

Conflict 
Severity 
Quantification

Conflict 
Solution 
Strategy

[1] * * * * *

[2] * * * *

[3] * * * * *
[4] * * * *

[5] * *

[6] * * * * *

[7] * * * * *
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By 
movability 

Fixed Workspace 
Flexible  
Workspace 

By geometric 
shape 

Column [5] 
Sphere 
Tetrahedron 

By physical 
change or not 

Main Workspace [8] 

Support 
Workspace 

By building 
elements 

Object Workspace 

By safety 
distance 

Safety Workspace 

By position 
changed of 
labor crew 

Dynamic 
Workspace 

[9] 

Static Workspace 

Since there is a variety of workspaces definition, it is 
crucial to set a flow chart for construction site layout that 
is useful for specific needs. In the following paragraphs, 
we will discuss three workspace characteristics proposed 
by Akinci, Fischer [2], which are generality, reusability, 
and comprehensiveness.   

Generality means we can apply for various workspace 
requirement, especially for spaces which are related to 
building components, such as equipment and crews. 
However, storage areas for materials are also important 
that should not be ignored. Since some materials are 
temporary and are waiting to be installed in buildings, but 
some materials will be left for owners as a backup in the 
maintenance stage, it is important to set a clear layout 
easy to separate temporary and permanent materials.  

Reusability means construction activity is repeatable 
or can be done by the same equipment no matter what 
locations or sizes they have. Usually, Since the 
construction methods depend on the location and some 
specific constraints, there will not 100% the same in each 
location. For example, if there is a window at 20 floors 
high rise building, but the space beneath the window is 
not large enough to locate a crane , then the construction 
method had to changed based on constraints. However, it 
is too hard to expect what will happen during 
construction. So, it will be suitable for site managers to 
follow the most common construction methods for 
construction.  

Comprehensiveness is about the details when it 
comes to describing the construction methods. The 
orientation and the volume (length, width, height) of a 
required workspace should be seen or modified. Each 
equipment would have its maximum range of workspace. 
For example, the crane's range can be calculated by the 
radius chart. 

As we've mentioned, these 3 factors are crucial to 
represent a construction site. In addition, we still notice 
that it is hard to define the best layout for the construction 
site, but we can discuss this problem consider the scale.  

The case in Guo's research is a 12-story reinforced 
concrete, and the case in Akinci's research is about the 
installation of windows in a wall. Since 12-story 
reinforced concrete is a huge project, so he first classified 
by major activities survey, reinforced steel, plumb…etc.), 
then each major activity requires 4 main categories (labor, 
equipment, materials and set-up space). However, a small 
construction site is no needed for such a detailed 
workspace definition. On the other hand, if the layout 
classification is too simple, some places could be 
neglected and may become a potential problem. So, it is 
much proper to define the scope of a construction site in 
a simpler way first, then give a more detailed 
classification if necessary. 

2.2 Virtual Spatial Collisions 

After the workspace definition is decided, workspace 
for each activity is created for spatial collisions. 

According to a 3D bounding volume, three types of 
space collision detection algorithm can be used in a 3D 
model, which are bounding spheres (BS), axis-aligned 
bounding boxes (AABB), and oriented bounding boxes 
(OBB). The method of bounding spheres is to detect the 
collision by detecting the sum of two bounding sphere's 
radius and also the distance between the center of two 
spheres [10]. Oriented bounding boxes were introduced 
by Möller and Haines [11], which created minimum 
bounding boxes around objects without considering the 
object's axis, and the existence of another axis identified 
the collision. Axis-aligned bounding boxes need to 
determine the minimum and maximum coordinate values 
of the two bounding boxes, which are parallel to their 
coordinate axes. Figure 1 illustrates three types of 
collision detection described above.  

 
Figure 1. Collision conditions 

Diagram Collision Condition
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When it comes to the application, axis-aligned 
bounding boxes (AABB) are used most common on 
building objects such as beams and columns, most of 
their shapes are rectangular cuboid. Bounding spheres 
(BS) methods for workspace conflicts are suitable when 
there are multiple crane works. But these methods can be 
combined for specific cases, too. In the installation 
process of prefabricated steel beams working area, crane 
work may also affect the installation of the bolt works.  

2.3 Moveable Objects  
Since the construction site is dynamically changed 

with schedule, it is critical to detect the resource 
movement. Previous studies usually assumed that the 
laborers occupied the whole workspace throughout its 
duration. However, labors only occupy a part of the 
needed workspace and change their location all the time. 
The dynamics of activities should be investigated, and 
also the patterns of where they start, execute, and end. 
Few studies have addressed the significance of the 
activities transition in a required workspace. Mallasi [12] 
developed 12 execution patterns. Choi, Lee [4] presented 
the concept of unrealistic workspace problems in Figure 
2 which may exist in two activities. 

 

 
Figure 2. Unrealistic workspace problem modified 

[4] 

The most significant assumption about the 
construction layout is static. But dynamic changes of the 
workspace by schedule are also essential when the 
activities can not be done in a day. If the construction site 
can be divided into different small spaces, then it will be 
crucial. This will help when your activity has overlapped 
other nearby activities' workspace. If both conflict 
activities can not change each sequence or schedule, then 
it will be easier to adjust the working sequence and to 
avoid unrealistic problems.    

2.4 Index of Conflict Severity: 
The measurements of workspace-conflict need to be 

qualitative and quantitative.Akinci, Fischen [13] 
suggested a conflict ratio, which is the ratio between the 
conflict volume and the required space volume. Guo [3] 
used the interference space percentage (ISP) and the 

interference duration percentage (IDP) as two indicators. 
One is the ratio between the interference space size and 
the activity's original size, and the other is the ratio 
between the interference duration and the activity's 
original duration. Mallasi [12] created a five-criteria 
quantification index to identify the conflicts. Kassem, 
Dawood [8] took the congestion severity (CgS %) as the 
ratio of the sum of the required space and the available 
space.   

The concept of conflict severity can be assessed. 
However, this indicator cannot quantify the impact of 
conflicts on project performance. Mirzaei, Nasirzadeh [9] 
define a new approach to calculate the conflict severity 
by the labor congestion and conflict space size 

Figure 3 shows the different definitions of the conflict 
severity index. 

 
Figure 3. Conflict severity index 

In previous studies, several solutions have been 
derived, but the relationship between the conflict severity 
and resolution need to be discussed. The goal of conflict 
severity is to help managers decide the best solution. 
However, a single number can not reflect the total 
situation in each study, which may cause the manager 
hard to decide the best solution. Although in Guo [3] 
study, ISP and IDP can be calculated and criteria for 
resolving space conflict are suggested, but there is little 
discussion on the relationships between these two 
indicators.  

Some studies have suggested congestion as another 
conflict severity, which is the ratio between the available 
workspace per person and the minimum workspace 
required per person. 

2.5 Solution For Workspace Conflict 
The solution of workspace conflict is crucial since it 

could help the project managers to raise the working 
efficiency. Guo [3] not only suggested to change the 
logical sequence, location, or starting time for conflicting 
activities to avoid problems but also suggested to recheck 
the path demand after changing. In a study from Choi, 
Lee [4], they proposed to change the location of flexible 
workspace or consider both the schedule plan for critical 
and non-critical activities. Kassem, Dawood [8] 

Conflict Severity Index

Conflict Ratio
Akinci, Fischen [13]

Interference Space Percentage (ISP)
Interference Duration Percentage(IDP)

Guo [3]

Congestion Severity(CgS %)
Kassem, Dawood [8]
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suggested 2 solutions, first is changing and adjusting the 
schedule, second is changing and adjusting the physical 
location and size of workspace.  

3 Discussion 
The aim of this research was to review previous 

studies on workspace definitions and conflicts 
resolutions. Some other factors should be considered and 
further discussed since there would be some relations 
between workspace definitions and other factors when 
conducting conflict analysis.  

3.1 4D BIM Applications  
Compare to 2D drawing, 4D BIM provides diverse 

information and visual environment, which can help 
managers to arrange a proper workspace in the 4D model 
on a whole scale of the construction site. Most of the 
previous researches had considered using BIM 
application programming interface (API) for workspace 
planning, and this study might help technologists and 
project managers to follow a criterion for workspace 
planning by applying BIM API. 

3.2 Case studies  
Each previous research will choose a case study as 

their theory's implementation. Now we select the case 
study in Automated Generation of WorkSpaces Required 
by Construction Activities by Akinci, Fischer [14], which 
is about using scissor lift for windows installation.  

Figure 4 shows the background of this project. We 
applied and compared several workspace definitions in 
the following paragraphs. 

 
Figure 4. Windows Installation Information [14] 

⚫ By scale : This advantage is that we can have a 
rough range of space sizes for workspace 
management. Project managers can focus on 
microlevel spaces, which are the components 
(windows), equipment(scissor lift), and labors. Its 
definition seems a little hard and vague to classify 
whether the items should belong to the macrolevel or 
microlevel.   

⚫ By location: This classification consider 
whether its the space is exterior or interior of 

structure/jobsite. However, this does not necessarily 
needed for a small project since the working and 
storage area are easy to arrange. It will help if the 
project's scale is big and the time is long enough so 
that managers can control all the items in detail. 

⚫ By function: The advantage of this definition is 
that this will help the managers focus more on 
whether the condition for each workspace is prepared 
or not to function, rather than to use location or size 
level as classification.  

⚫ By movability: The disadvantage is that this 
classification may not be so necessary for a small 
construction project. 

⚫ By position changed of labor crew:This can 
show a dynamic motion for labor workspace by 
schedule. The feature of this classification is that if 
the works can not be done in a day, managers can 
easily understand the work sequence in the schedule. 
However, if there is no conflict with other activities 
workspace, then this works sequence seems a little 
unnecessary.  
 
In this case, we can form up a guideline for planing a 

proper workspace layout for different kinds of 
construction sites. Figure 5 shows the workspaces 
planning into four levels: 

 
Figure 5. Workspace layout planning flow chart  

Macro-level is about choosing types of construction 
sites, which may be buildings, factories, roads, or other 
related constructions. The medium level begins to select 
the construction methods for each activity. Microlevel 
would let the project manager select necessary and 
detailed elements to create a proper workspace layout 
planning in the decision level.  

4 Conclusion  
This study reviewed the previous research of 

workspace definitions and conflict resolution. From the 
literature review, there are different types of workspace 
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definitions based on several aspects. We also investigate 
these theories and apply them to a case study. The 
discussion showed some results that include the pros and 
cons of whether these factors are necessary for 
workspace planning. There is no standard answer for 
classification since each project is unique, a workspace 
planning flow chart can be helpful to establish a 
workspace layout with construction methods and 
quantities of each activities.A proper workspace 
classification still relies on the degree of understanding 
among project managers.  

However, our study ignores the time-schedule factor, 
which is a limitation that may somehow affect the result 
of classification. Future work can focus more on the 
workspace conflicts of activities in period of time which 
can discuss a more specific workspace conflict. 

 Another future research can be further discussed 
since people can rely more on the development of 4D 
BIM model. Since BIM model has the function of 
detecting collision items in design stage, the API 
developers can improve the function of creating virtual 
workspace among activities and shows the collisions in 
the BIM model, and therefore the criterion of workspace 
layout classification will be more usable for managers to 
solve the workspace conflict problem. 
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Abstract – 

Construction activities require materials or 
resources to be arranged while planning the route of 
how these materials or resources can be transported 
is not a simple process. Traditionally, subcontractors 
will arrange a daily meeting and negotiate the desired 
space on site for the next day’s resource transporting. 
However, many of them only use 2D drawings or 
aerial images while discussing the routes which lack 
an accurate calculation on space conflicts. In this 
paper, an approach combining Building Information 
Modelling (BIM) and Graph Database (GraphDB) is 
proposed. With the help from 3D BIM models, the 
coordinates of resource transporting routes can be 
first extracted and further analysed by the proposed 
approach. From the result, the collisions along the 
planning routes can be detected to assist in making a 
proper transporting plan. In addition, a web-based 
platform is developed for validation of this approach. 
Because the platform is a shared one, each user can 
arbitrarily plot their desired transporting routes in 
the model at any time. As long as the actual 
transporting schedule is known for the corresponding 
route, the platform can dynamically and instantly 
inspect whether the desired routes will collide with 
others. In this way, we can eliminate conflicts prior to 
the start of those activities and potential delay in the 
construction process can be reduced. 

 
Keywords – 

Building Information Modelling; Construction 
Conflicts; Construction Management; Separating 
Axis Theorem; Graph Database 

1 Introduction 
Construction is a complex process which requires a 

proper plan prior to its commencement. A proper 
construction plan can assure the owner of the 
construction’s quality and punctuality while a poor plan 
can not only cause time overrun but also induce a waste 
of investment. In an attempt to make a decent plan, 
several issues should be addressed first, including 

resource shortage, labour shortage, workspace conflicts, 
and activity sequence conflicts. With the advent of 
Building Information Modelling (BIM) and other 3D 
digitalisation technologies, workspace conflicts and 
other geometric-related issues can be detected and 
mitigated. For example, Moon et al. [1] demonstrated 
that using an algorithm along with the model bounding 
box concept can assist in determining the adjacency 
distance between two conflict points. With the 
information as to where the conflict occurs and the 
percentage of conflict between two workspaces, the 
conflicts can be handled and reduced in advance. 
Similarly, Wu et al. [2] used 4D simulations and colour 
visualisation techniques on the BIM model to detect 
space conflict while the required workspace for activity 
was categorised into five types. In addition, some recent 
research concerned that the movement of workers could 
potentially raise workspace conflicts. Therefore, Mirzaei 
et al. [3] defined 16 execution alternatives for workers’ 
movement patterns and developed a quantification 
system for calculating the workspace conflict impact 
level on the project through 4D BIM simulations. 

As plenty of research is already concentrating on 
workspace management, another group of research is 
focusing on construction materials management. For 
example, Said and El-Rayes [4] presented an optimised 
model for making critical decisions on construction 
logistics while considering both material procurement 
and material storage on construction sites. Golkhoo and 
Moselhi [5] proposed a multi-layer perceptron approach 
to create an optimised material delivery schedule. This 
schedule enabled contractors to not only procure 
construction materials with minimum expenditure but 
also avoid shortage or surplus issues. Although the 
aforementioned research has helped materials be 
managed properly on site, little research is concentrating 
on how the materials can be transported safely from the 
staging area to the activity execution area in a 
construction site. Unlike the workspace for each activity 
which can be defined earlier within the construction plan, 
material transporting routes are normally assigned by the 
day before the corresponding activity executes. 
Furthermore, the transporting routes are not determined 

307



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

by only one person such as the project manager. Instead, 
the routes are selected by different subcontractors who 
are in charge of those activities. In this case, a process is 
required for enabling users to dynamically assign their 
routes and automatically detect the route collisions. In 
addition, a shared platform for multiple users to 
coordinate their route collision detection is desired.  

In this paper, an approach integrating BIM, 
Separating Axis Theorem (SAT) and Graph Database 
(GraphDB) is proposed for automatic route collision 
detection. SAT supports the detection as to whether two 
objects collide. GraphDB offers an efficient way of 
storing and extracting the assigned route data and the 
relationships among activities, materials and routes. BIM 
serves a visualisation platform and provides data related 
to the facilities under construction. With the development 
of a web-based BIM model viewer, all subcontractors are 
allowed to assign their desired transporting routes by 
drawing them directly in the BIM model. The viewer will 
automatically calculate and check whether the newly 
assigned route collides with the existing routes created by 
the previous users. In this way, the subcontractors will be 
able to plan their material transporting routes without 
requiring that all subcontractors be gathered in the same 
physical space. As long as they have access to the Internet, 
they can have discussions about route planning on the 
proposed platform with automatic route collision 
detection supported. 

2 Methods for Route Conflict Detection 
     To develop an approach for assessing route conflict, 
the core algorithm for examining the collisions of objects 
needs to be proposed first. In this research, SAT is 
selected to achieve this. On the other hand, how to 
efficiently and accurately store and extract the route and 
collision data is another crucial part. Therefore, a graph 
database is adopted to enhance the efficiency of using the 
collected data. 

2.1 Separating Axis Theorem 
SAT is aiming at detecting collisions of two objects 

by examining if any separating line or plane exists 
between the objects [6]. The theorem can be applied to 
both 2D and 3D objects. It says if two 2D objects do not 
collide with each other, there must be at least one line 
which can separate the two objects without any 
intersections (Figure 1). That line is called a separating 
line. Equivalently, 3D objects can be deemed as not 
colliding by finding at least one separating plane to 
separate them from overlapping (Figure 1). As implied, 
there can be more than one separating line or plane for 
two separate objects. For example, those dashed lines in 
2D object illustration shown in Figure 1 are also 
separating lines. However, finding all of them is not our 

intention. Efficiently identifying one existing separating 
line or plane is sufficient to say that two objects are not 
colliding. Therefore, SAT allows for a rule-based 
algorithm to significantly narrow down the necessary 
lines or planes for checking. The algorithm proposes 4 
and 15 equations, respectively, for checking whether the 
2D and 3D objects are colliding with each other. Each 
equation represents an examination of one possible 
separating line or plane. If any of the equations is fulfilled, 
that means the corresponding line or plane succeeds in 
separating the two objects and the two objects are proved 
to be not colliding. In other words, if all of the equations 
cannot be fulfilled, the objects are proved to be colliding 
with each other. This strategy saves us a significant 
amount of time because only 4 lines or 15 planes need to 
be checked for every collision examination. There exists 
numerous possible lines or planes to separate two objects 
whereas this algorithm allows us to inspect just a few 
lines or planes to guarantee an accurate result as to 
whether the two objects are colliding or not. For details 
about the equations, please refer to the tutorial document 
by Johnny Huynh [6].  

 
Figure 1. Separating axis theorem illustration  

In this research, 3D object collision examination from 
SAT is applied. A material transporting route is 
approximately represented by a set of cuboids as shown 
in Figure 2. In other words, each route can be checked 
whether they are colliding with other routes simply by 
examining whether any cuboid in the set of targeting 
routes is colliding with another route’s set of cuboids. For 
ease of generating a set of cuboids, a central curve of the 
route should be given first. After that, the curve is further 
segmented into a list of lines. This is a way of simplifying 
the curve representation and the point density value can 
be either specified by the computers automatically or 
assigned by the users based on their own preference. As 
the curve is already transformed into a list of segmented 
lines, determining the width and height of each segment 
is crucial since the ultimate goal is to transform them into 
a set of cuboids. Therefore, the width and height of the 
object using this route can be taken into consideration. 
For example, assume that the route is assigned for some 
heavy vehicles to drive through, then the width and 
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height of the vehicle should be taken into calculation in 
the collision examination. To achieve this, the segmented 
lines are horizontally expanded by half of the vehicle 
width on both sides to represent the total width needed 
while the vehicle is taking this route. Likewise, the curve 
is also expanded vertically by the vehicle height to 
provide the height for the vehicle to pass. In this case, 
with the segment length already determined in 
segmenting the curve, a cuboid for every segment can be 
generated as shown in Figure 2. While each route is 
transformed into this form of representation, SAT can be 
applied for checking whether the created routes are 
colliding with one another. 

 
Figure 2. A demonstration of how a route is 
generated for applying SAT 

2.2 Graph Database 
Graph database is a database which uses graph as the 

main structure of storing and querying data [7]. While a 
graph is generally formed by nodes and edges, it has a 
greater ability of revealing and explaining complicated 
relationships among all data. This relatively new concept 
or technology can be applied to various fields. For 
example, Sadowski and Rathle [8] proposed using a 
graph database for finding common patterns from three 
of the most damaging types of fraud. Cattuto et al. [9] 
presented a time varying graph database structure for 
efficiently querying the social network formed with high-
resolution records of human activities extracted from 
mobile devices and sensors. In the field of construction 
or BIM, Ismail et al. [10] suggested that the 3D IFC 
models should be automatically transformed into the 
graph database structure which enables users to manage 
and analyse the huge amount of building data and 
complicated relationships. The application of the graph 
database depends on how to define and manage the nodes 
and edges. 

In this research, three types of nodes are specified, 

including material, activity and route, which are assigned 
in green, yellow and blue colour, respectively (Figure 3). 
Prior to the collision examination, where the route starts 
and where it ends should be defined first. In this research, 
it is intended to detect whether a collision may happen 
while a material is transported from the staging area to 
the activity area. Therefore, the route’s start node is 
assigned as the staging area and the route’s end node is 
deemed as the activity area likewise. Both nodes 
encompass the coordinate information of the 
corresponding area. After the start and end nodes are 
determined, the route’s intermediate nodes are specified 
by users’ drawing of needed transporting routes in the 
BIM model. As mentioned before, the drawn curve is 
first interpreted by a list of points and segmented lines. 
Each point’s coordinates are stored in each intermediate 
node. Furthermore, while the next step is to expand the 
segmented lines and transform them into a set of 
segmented cuboids, the information of each cuboid, 
including width, length, height, can also be stored in the 
edge (path relationship) between each pair of two 
adjacent nodes. In this way, each chain in the database 
can indicate a route for examination and it already 
contains sufficient information for SAT collision 
detection including the dimension of each cuboid and its 
coordinates. Two example chains are illustrated in Figure 
3.  

After the route data are stored in the database, having 
them efficiently extracted for SAT examination is 
another critical part. Taking advantage of the structure of 
graph database, we can read the cuboid data with just a 
few lines of code, for example: 
 
MATCH (m{name: “<material name>”})-
[rs*]-(a{name: “<activity name>”}) 
RETURN rs  
 

In the above code, m and a are representing the 
material and activity nodes respectively. Rs* indicates all 
the relationships along the path from node m to node a. 
When “return rs” is called at the very end of the code, all 
the relationships are extracted and returned from the 
database. In addition, by taking the cuboid coordinates 
and dimension properties from the relationships (edges), 
15 equations can be applied to each pair of cuboids to 
check whether they are colliding with each other. If any 
two cuboids are colliding; for example, the two 
relationships highlighted in pale red in Figure 3 are 
colliding, then the start nodes of the two relationships 
will be linked together by an extra relationship called 
conflict. This relationship is used as an indicator of 
collision between the two routes to help users identifying 
all the colliding routes by a few lines of code: 
 
 
MATCH(a1:ACTIVITY)-[:PATH*]-()-
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[rs:CONFLICT]-()-[:PATH*]-
(a2:ACTIVITY) RETURN a1,a2 
 

In this graph structure, each pair of colliding routes 
can be detected. The code mentioned above is basically 
traversing the graph from one activity node to another 
and finding paired activities with a conflict relationship 
as a part of the path. For example in Figure 4, if activity 
1 (a1) is able to reach activity 2 (a2) in the graph, the path 
must contain the conflict relationship because any route 
chain is independent of others in the very beginning until 
an extra conflict relationship is established. Therefore, by 
using this approach, users like subcontractors can make a 
better material transporting plan by detecting any 
conflicts in advance. 

  
Figure 3. The structure of route data stored in 
graph database 

 
Figure 4. Example for finding colliding routes by 
traversing the graph 

3 Web-based Collaborative Platform 
In this research, a web-based collaborative platform is 
developed for detecting the occurrence of route collisions 
and making a better material transporting plan. Therefore, 
a Javascript library called React.js is selected to be the 
main language for building the whole website. For 
styling-related works, Bootstrap is adopted by virtue of 
its convenience. Furthermore, a BIM model viewer 
should also be provided for reference while users are 

drawing their material transporting routes. Therefore, a 
web-based BIM model viewer called Autodesk Forge is 
employed. The whole viewer is based on another 
Javascript library called Three.js which is mainly 
responsible for 3D objects’ rendering. For the users’ 
drawn routes, Three.js also helps in displaying them on 
the 3D models. Regarding backend, Node.js is chosen as 
the main language handling server-side requests and 
responses. It is also used for connecting with the graph 
database management system called Neo4j which assists 
in creating a database instance and managing the 
behaviour of the database. The frontend and backend 
architecture of the platform from the language 
perspective is shown in Figure 5. 

 
Figure 5. Frontend and backend architecture from 
the language perspective 

     
Figure 6. Data flow architecture for the web-based 
platform 

The data flow for the platform (Figure 6) can be split 
into two parts. The first part concerns 3D BIM models 
and non-geometric data related to them. For the use of 
Autodesk Forge, models need to be uploaded to the 
buckets created in Autodesk server. When models are 
already in buckets, they can be displayed on any web 
pages as long as that page contains the configured Forge 
model viewer. The other part concerns the data related to 
material, activity and route. As mentioned before, 
material and activity nodes should be created first with 
their own coordinates. Those data are stored in the graph 
database instance as nodes. With that all done, users are 
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allowed to draw their own material transporting routes 
and those routes are then transformed into intermediate 
nodes and links stored in the database. In addition, the 
moment the route data are stored in the database, the 
collision examination function written in another 
javascript program is triggered to check whether there are 
collisions. If the result is positive, the program 
automatically creates new conflict relationships between 
each pair of colliding routes and notifies the frontend 
Three.js program to display the colliding routes in the 3D 
model using some conspicuous colours. In this way, users 
can have clear grasp of which routes are acceptable and 
which routes need modification. 

4 Demonstration  
The proposed approach is demonstrated using a 

prefabricated construction building. In prefabricated 
construction, most structural components are 
preliminarily assembled at the manufacturing site. With 
all processes being completed, the components are 
further transported to the real construction site for final 
assembly. Without massive works for on-site grouting, 
lifting and installing the assembled structures to their 
designed location can occupy the primary workflow. In 
this research, the BIM model of the civil engineering 
research building at National Taiwan University is used. 
For the purpose of demonstration, the model is filtered 
and contains only the first floor and the basement. Along 
the both sides of the building, there are several beams 
requiring installation for resisting the loading from upper 
levels. In order to transport the beam from its staging area 
to the location it was designed, a transporting plan and 
collision examination should be made first to ensure a 
smooth process.  

The proposed platform is developed to assist in 
making collision examinations to ensure proper material 
transporting plans. In the beginning, the platform offers 
a panel for inputting information including name and 
execution period of the targeting activity. In addition, the 
location of the activity should also be assigned by 
clicking on the 3D model. The program then 
automatically extracts the coordinates of the clicked 
point and wraps all the information of the activity into the 
activity node. Similarly, information such as name and 
location of a material should be inputted from the 
platform likewise. Most importantly, relationships 
between activities and material need to be specified to 
indicate which material will be used by which activity. 
With all these prerequisites defined, users can start 
making the collision examination. By selecting the 
activity name, the place the activity takes place, the 
material to be transported and the heavy equipment to use, 
the system will then be notified about the start point, end 
point, width and height of the creating route. For easy 

specification of the equipment, the system has already 
embedded some crane trucks with its dimension (e.g. 
HD65 4x2 and HD120 4x2 in Figure 7) for users to select.  

From the previous step, the system knows which 
material and activity the creating route is for. Since the 
coordinates of the two activities were also defined 
previously, the start point and destination of the route can 
be easily displayed in the digital model as the two dark 
green spheres shown in Figure 8. These actions are for 
helping users manage the route direction intuitively. 
After careful consideration, users can draw their own 
routes as the intermediate points between the start and 
end green spheres as shown in Figure 8. Once the users 
finish creating the route and click on the finish button, the 
data storage process and the collision examination are 
triggered. If the examination program detects any 
collision, the colliding routes are displayed with different 
colours in the BIM model as demonstrated in Figure 9. 
This collision examination not only detects the geometric 
overlapping but also takes into account the time period of 
the routes. Even if the two routes are detected to have 
geometrical collision, as long as they are not executed at 
the same time, they would not be considered as having 
collision by the system. In Figure 9, the system shows 
that the red and blue routes are colliding on the right side 
of the building to inform the user to handle the conflict 
prior to the start of the transporting process. 
 

 
Figure 7. Selection panel for creating a route 

 
Figure 8. Route drawing demonstration 
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Figure 9. Result for collision examination 

5 Conclusion  
Construction is a complicated process which often 

involves different kinds of conflicts. In order to mitigate 
the negative impact the conflicts can make on a project, 
a construction plan is required for assuring every activity 
can be smoothly executed. As space conflict is one of the 
most common conflicts seen in many construction sites, 
plenty of research has already addressed it. However, 
research dealing with material transporting conflict is 
seldom seen although this kind of conflict is still 
frequently happening and may cause time overrun of a 
project. In view of this, this research proposes an 
approach that integrates BIM, SAT and GraphDB for 
automatically examining potential colliding routes of 
transporting construction materials. The result from the 
conflict examination can further assist the managers in 
modifying some improper material transporting routes. 
Furthermore, a web-based coordination platform is 
developed with the proposed approach to help authorised 
subcontractors view the BIM model and create their own 
transporting route plans. As long as they input the 
necessary information regarding the activity, material 
and equipment in advance, they are allowed to draw their 
own routes. The system then automatically checks 
whether a newly created route is colliding with the 
existing routes previously created by other users. In this 
way of coordination, subcontractors can make sure their 
material transporting routes are exempt from having 
conflicts with others and do not need to plan a meeting in 
which everyone is usually asked to use 2D drawings for 
resolving conflicts. This platform offers an accurate and 
convenient tool to detect the route conflicts and assist in 
making a better material transporting plan.  
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Abstract – 
The BIM method is perceived as a synonym for the 

digitalization of the construction industry. The 
application of this method enables most of all, the 
consistent and uniform information management and 
therefore affords a more efficient communication and 
collaboration environment to all participants in the 
life cycle of the respective property. Due to the 
essential role of the building data model within the 
BIM method, the requirements for modeling at each 
level must be clarified in detail before modeling. Some 
companies have internally developed and 
documented those requirements in their own 
modeling guidelines. However, small and medium-
sized companies often cannot afford the personnel 
capacity to do likewise. 

The development and provision of a standardized 
guideline for the modeling of building data models by 
a neutral institution in cooperation with partners 
from science and economy intends to create a general 
foundation for the building industry in that manner. 
The aim of this guideline is to deliver a general 
framework for the creation of uniform and 
standardized building models. For this purpose, 
general regulations, such as the instruction for 
naming conventions, structure of the project models 
regarding different planning domains, or more 
specifically the description of the modeling of 
individual units, are documented. Within the scope of 
model elements, the guideline provides the 
identification in different classification systems as 
well as the description of the geometric representation 
along the levels of geometry and a detailed 
enumeration of the information requirements with 
the allocation of responsibilities for information 
delivery and integration for each element. Therefore, 
the application of this guideline for the modeling of a 
building data model supplies a clean information 
management as a basis for a consistent data transfer 
between different project participants. The 
application of the BIM Modeling Guideline as part of 
the exchange information requirements (EIR) is 

conceivable. Moreover, the provision of this 
standardized modeling guideline could also serve as a 
basis for further development within institutions. 

Keywords – 
Building Information Modeling; Modeling 

Guideline; Standardization; BIM Model; Level of 
Geometry; Level of Information 

1 State of affairs 
A successful and consistent application of the BIM 

method throughout the entire life cycle of a real estate 
depends to a large extent on the coordination of the 
parties involved with regard to the exchange of data and 
its contents [1]. In addition to the necessary level of detail 
of the geometric representation and the attributes, this 
also includes the general organization and structuring of 
the project as well as the various models to be created. 
As a result of the prominent role of the building data 
model when using the BIM method as the lynchpin of 
information management, it is necessary to create a 
uniform structure and defined contents for building data 
models and to set standards for the modeling of building 
data models in order to create clarity and transparency for 
all project participants. Such a procedure is usually 
documented within the framework of a modeling 
guideline [2].  

Research has shown that SMEs in particular do not 
have the personnel and time capacities to create their own 
modeling guidelines, whereas many large companies 
have already started to document their own modeling 
standards in the form of modeling guidelines, which are 
continuously updated. The modeling guidelines created 
in this way are to be regarded as proprietary, as they 
describe the way of working on the basis of own 
processes and workflows. Furthermore, the depth of 
description of modeling guidelines must be considered, 
since the scope varies in from a pure description of the 
application of a specific modeling software to a detailed 
description of the data exchange. The use of external 
modeling guidelines is therefore not necessarily useful or 
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feasible. This fact also indicates that there is no company-
wide uniform understanding in the German construction 
industry of the relevant content and the necessary 
detailing depth of a modeling guideline. 

If a company was to develop such a specific modeling 
guideline, it is still possible that it is not or not 
sufficiently communicated and coordinated with the 
project participants. For the successful use of a modeling 
guideline in a BIM project, it should therefore be agreed 
upon by all project participants prior to the project start 
[3]. 

The development of a standard for the modeling of 
building data models with the essential specifications and 
a basis of information requirements on the model element 
level should serve as a basis for project- and application-
specific requirements which should be supplemented if 
necessary. This basis essentially brings about two 
changes: On the one hand, not every company would 
have to think internally about the same or similar BIM 
goals and the modeling guidelines necessary for 
implementation. On the other hand, additional work 
would be reduced by adapting or revising the information 
structures by project participants when transferring or 
enriching information. Thus, a standard with regard to the 
involvement of SMEs and a holistic use of the BIM 
method over the entire life cycle of a real estate would be 
advantageous. 

2 Development of a standardized BIM 
Modeling Guideline 

Within the scope of the research project 
"Development of a standardized BIM Modeling 
Guideline" by the BIM Institute of the University of 
Wuppertal, the authors, in cooperation with the Technical 
University of Darmstadt and 17 other partners from the 
economy, are working on the development of a practical 
approach to the problems described in Chapter 1. The aim 
is to create a generally applicable modeling guideline, 
which defines and describes the basic working methods 
and specifications as well as the contents and the 
requirements for the contents of a building information 
model in a software-neutral way.  

The business size of the participating companies in 
the project vary from large companies to SMEs, which 
provide planning and construction services at the core of 
their activities, supplemented by software providers with 
a focus on BIM content and consulting enterprises. This 
diversified mix of participating companies allows the 
identification of a comprehensive cross-section of the 
current handling of modeling guidelines and modeling in 
the context of BIM in Germany in general. In addition, 
the composition of the participating partners enables the 
consideration of a multitude of perspectives of 
participants within BIM projects. All companies have 

already gained experience with the BIM method or are 
actively implementing it. Figure 1 displays an overview 
on the respective background of provided modeling 
guidelines from the project partners. 

Figure 1. Provided modeling guidelines and their 
respective background 

For the development of the standardized BIM 
Modeling Guideline, the first step was to analyse the 
modeling guidelines provided by the project partners, if 
they have one, and to catalogue content using defined 
criteria. Some partners, who do not have such a 
documentation, but implement their own modeling 
standards, were interviewed for this purpose. The 
consolidation and analysis of the respective working 
basis thus provides a view of the best practice currently 
being lived and implemented within BIM projects and 
was used as a starting point and working basis for the 
BIM Modeling Guideline to be created as the project 
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progressed. The analysis was used to develop an initial 
definition of the contents and the need for regulation of 
such a modeling guideline, which was discussed and 
fixed in an exchange with the project partners: in addition 
to the description of basic and general principles and 
specifications for the modeling with the aim of ensuring 
a clean project and model structure, for example for the 
coordination of the specialist models of different 
planning disciplines, content requirements (information 
requirements) for the building information model to be 
created are described and additional modeling 
recommendations are provided. The latter results in a 
comparison of different working approaches, which can 
be selected project-specific and according to 
requirements, for the users, as well as for inexperienced 
users a simplification of the entry into this complex topic. 
Considering product neutrality with regard to the use of 
various modeling applications, the contents are described 
in such a way that they can always be implemented. 

3 Structure of the BIM Modeling 
Guideline 

The BIM Modeling Guideline is divided into a main 
document and currently into three appendices: the main 
document of the BIM Modeling Guideline sets a general 
and descriptive framework around the topic of modeling 
construction data models using the BIM method. The 
introductory part of the document describes the 
motivation and the objectives for the preparation and 
usage of the document and also clarifies the added value 
of the application of a (standardized) modeling guideline 
through cross-institutional standardization of the project 
and model structure and the model contents. For this 
purpose, the modeling fundamentals are described with 
the essential basic principles of model creation, i.e. that 
the building data model is to be used as the only source 
for the derivation of plans and documents according to 
the principle of Single Source of Truth (SSoT), that it is 
to be modelled according to the actual building process, 
that the model elements are to be modelled and classified 
with the appropriate tools and that the data are to be 
maintained consistently and checked for completeness 
and correctness before data transfer. In addition to these 
basic principles, further rules to be considered are listed, 
such as the handling of model units, schematic 
representations, labels and regulations, which are 
particularly necessary for the communication and 
coordination between non-proprietary authoring systems. 
These include, naming conventions that must be 
consistently adhered to for file names, storey definition 
and the names of model elements and their attributes, or 
which describe the coordination of the technical 
implementation of combining different models into one 
project. Furthermore, the creation of a so-called 

coordination body is intended to aid bringing together 
different specialist models to form a central 
interdisciplinary coordination model, which defines the 
point of insertion and the reference to the geometric 
project zero point and serves as the basis for a correct and 
interdisciplinary quality control. Moreover, modeling 
specifications on object level for rooms and building 
elements in general are mentioned, which are especially 
relevant for a clean geometric mapping and a clean 
derivation from the geometry, such as that the acidic 
intersections of the elements or the elements must not be 
modelled twice. After the description of these modeling 
definitions follows a list of project-specific aspects to be 
defined, which have to be agreed upon and documented 
with all participants before and during the modeling, such 
as the project structure, the definition of the classification 
system to be applied or the insertion point. 

Figure 2. Content of the BIM Modeling Guideline 
- main document

The main document concludes with some modeling 
recommendations that have proven themselves in 
practice, but which are highly dependent on the software 
and the method (open BIM/closed BIM) and therefore 
cannot be formulated as a general rule. Topics such as the 
placement of model elements in the right floors, the 
extension of vertical and horizontal elements, the 
handling of multi-layered model elements or baselines 
are explained and have to be considered. 

Appendices 1 and 2 represent user-supporting 
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documents within the BIM Modeling Guideline: 
Appendix 1 provides the user with a comprehensive 
checklist for the definition and documentation of the 
project organization within a BIM project as an 
orientation aid. The contents of the main document are 
divided up and structurally prepared according to the 
specific topic, so that the project group can implement it 
quickly and easily. 

Appendix 2 takes up the necessary designation 
system (codification) for models and model elements 
(beyond the respective classification identifiers) 
described in the main document and offers detailed 
suggestions for this. A consistent codification of the 
model elements as well as of the individual models 
throughout the entire duration of the project enables, 
among other things, a simplified and transparent data 
management [4]. 

Appendix 3 of the Modeling guideline describes the 
requirements for the model elements of the architecture, 
both for the geometric and for the informatic 
representation. The model elements were catalogued and 
described in detail depending on the respective 
workspace: In addition to the respective identifiers of 
different classification systems (IFC, DIN276, 
OmniClass, Uniclass) and the graphical representation of 
the model element, a model element-specific list of the 
geometric level of detail and the information 
requirements is provided, depending on the level of detail, 
Level of Geometry (LoG) or Level of Information (LoI). 
The geometric level of detail therefore describes the 
geometric representation of the object to be modelled 
along the LoG scale from 100 to 500 in keywords, also 
naming contents that are not to be modelled. The 
information requirements are described in tabular form 
along the LoI scale from 100 to 500, considering the 
designation, the data format and the SI unit. In addition, 
example values are given for each information 
requirement. A matrix is used to assign the information 
requirements to the level of detail. An essential aspect to 
be considered within the scope of the information 
requirements is the definition of the information 
supplying (information generating) and information 
implementing (information modeling) responsibilities. 
Considering the project-specific constellations of 
different participants and different scopes of services, 
these contents are to be defined in a project-proprietary 
manner. The modeling guideline and Appendix 3 offer 
suggestions for the respective spheres of responsibility 
for each information requirement and model element. 
The information requirements described in this appendix 
also represent those information requirements which are 
to be regarded as fundamental, viz. BIM application-
neutral. The consideration of BIM application-specific 
information requirements is therefore not covered by the 
current status of the BIM Modeling Guideline. 

In the further course of the project, a further 
document will be prepared which describes the 
requirements for the model elements of the technical 
building equipment, whereby the structure and design of 
this catalogue of requirements will correspond to those of 
Appendix 3. 

4 Benefits 
As a result of the development, documentation and 

provision of the BIM Modeling Guideline, a software-
neutral guideline for the modeling of building data 
models will be made available, which aims to enable and 
establish transparent information and consistent data 
management. As a result of the description of project-
specific requirements up to the detailed processing of the 
information requirements for each model element, a 
working and communication basis is also provided, 
which can be used or taken as a basis for the tendering 
and contracting of planning services: both contracting 
parties start from the same point of understanding and 
communicate a transparent performance picture along the 
BIM Modeling Guideline, whereby the understanding of 
both the expected and the owed performance can be 
discussed and defined more clearly than ever [5]. 

Due to its general nature, the BIM Modeling 
Guideline can also be used for all BIM projects that have 
chosen object-oriented modeling as the basis for 
information management, whereby the specification of 
the authoring software used and the associated processes 
such as the creation of a model, data transfer or 
communication may be necessary. The present modeling 
guideline is therefore particularly suitable as a basis for 
the development of an institutional modeling guideline 
for the users or the target groups, which usually use 
software applications already in use due to their own 
preferences, existing license agreements or lock-in 
effects. A one-time adjustment of the BIM Modeling 
Guideline to the own structures therefore leads to a 
standardization of all future projects. The shortage of 
resources of many SMEs for the documentation of their 
own modeling standards in their own modeling 
guidelines, as described in Chapter 1, is significantly 
reduced by the provision of the BIM Modeling 
Guidelines. This reduced, one-time effort for the 
adaptation to the own structures is then to be contrasted 
with the synergy and efficiency effects in future projects. 

5 Outlook 
In addition to Appendix 4 (Catalogue of 

Requirements for Model Elements of the Technical 
Building Equipment) already mentioned in Chapter 2, the 
BIM Modeling Guideline is to be used and validated in 
various pilot projects. For this purpose, the authors are in 

316



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

contact with some of the project participants and other 
external parties interested in such an implementation. 
The knowledge und results gained in the course of the 
practical application enables a determination of the 
quality, applicability and practicability of the current 
state of work, which in return allow the derivation of 
indication and control measures for a revision of the BIM 
Modeling Guideline. The application in pilot projects 
promises, beyond the improvement of the quality of the 
documents, an increased acceptance of these documents, 
since the BIM Modeling Guideline would thus already be 
tested in practice in the first stages. 

In the further course of the project, the developed 
modeling guideline is to be transferred to a database in 
order to make the content more flexibly available. In 
addition to the provision of the entire modeling guideline 
(as currently available), the possibility of exporting 
specific subsets of information requirements via various 
filters is to be created. By processing the data and 
integrating these filters, the infrastructure to provide BIM 
application-specific data packages is created. In this way, 
it is possible to export exchange requirements per BIM 
application according to requirements, or conversely, to 
derive BIM application-specific modeling guidelines. 
This last step is optional in the context of this project, 
since the definition of information requirements per BIM 
application is not part of the project. 

Based on the creation of the database and the 
possibility to output structured data, the aim of the project 
is to transfer the information into various modeling 
software. For this purpose, the import requirements for 
each modeling software are currently being analyzed and 
the resulting structures are being set up in order to be able 
to implement such a mapping of the data in the target 
system. The development of this communication bridge 
between modeling guidelines (database) and modeling 
software results in an added value for the user of the BIM 
Modeling Guideline due to an automated, requirement-
oriented mapping of necessary information requirements 
per model element. 

Furthermore, the development of model review rule 
sets, for example for model checker applications, based 
on the defined requirements according to the BIM 
Modeling Guidelines, is to be implemented on the export 
of the mentioned structured data. The authors are 
currently analyzing the model import and the systematic 
structure of the test data and already available model 
review rules of various applications. As a result of the 
generation of model review rule sets based on the 
contents of the BIM Modeling Guideline, the user is 
enabled to review a model created or received at different 
points in time of the project (depending on agreed or 
defined levels of detail) for completeness and/or 

1 http://www.biminstitut.de/forschung/downloads 

correctness. The client is thus given the opportunity to 
track the actual state of work of the planning project 
participants and to initiate corrective measures if 
necessary. 

6 Notes 
As a result of the ongoing project work, updated versions 
of the modeling guideline including all appendices are 
developed and made available. When applying the 
modeling guideline, it is therefore recommended to check 
that the respective version is up-to-date before using it 
and to exchange respective documents if necessary. The 
latest version of the documents can be downloaded free 
of charge in German language from the authors’ 
homepage.1 
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Abstract -
Digital Fabrication is an emerging systemic innovation in

the architecture, engineering and construction sector. How-
ever, the design process for digital fabrication lacks an in-
tegrated management process or digital collaboration plat-
form. One reason may be a lack of industry stakeholder
needs for such processes and platforms. To explore and facil-
itate such solution in the current practice, more information
about the socio-technical industry requirements on such so-
lution and its implementation to support and manage the
BIM-based design process of digital fabrication is needed.
To fill this gap, this work conducts an industry-needs anal-
ysis through content analysis and an online survey of 144
project stakeholders. Based on the results, this work iden-
tifies the most needed fabrication-related information, tools
and roles at different design stages and the requirements of
platform-based management, which include a common vir-
tual environment for collaboration and a common data envi-
ronment for data management. Moreover, this work shows
that fabrication-related information and new roles are re-
quired by project stakeholders since the early design stage.
The paper concludes by proposing a conceptual management
framework for BIM-platform-based integration for design
for digital fabrication in construction projects and identify-
ing potential future research directions on the topic.

Keywords -
BIM, platforms, digital fabrication, design process,

project management, survey

1 Introduction
Digital fabrication is an emerging systemic innovation

in the architecture, engineering and construction (AEC)
sector. In this work, digital fabrication refers to the aspects
of industrialised construction, off-site fabrication and /or
modular construction that connect design and construc-
tion with a digital thread using an integrated process that
controls machinery during fabrication tasks [1]. Despite
many research and demonstration projects [2], the industry
is slow in adopting and implementing digital fabrication
due to identified barriers such as skeptical attitude towards
DFAB from project stakeholders and complexity in man-

aging process and deliverables [3]. Furthermore, digital
fabrication changes the requirements of the design process
and requires a new framework in which to guide collabo-
ration between designers and fabricators [4].
To facilitate the design process of digital fabrication,

scholarship to date has proposed adoption of new man-
agement models such as lean design management and new
design approaches such as design for manufacture and as-
sembly (DfMA). These efforts have attempted to bring
downstream fabrication information into the upstream de-
sign process. The objective of thesemethods is to facilitate
process integration in design and construction [5]. How-
ever, an integrated management process specific to digital
fabrication does not yet exist.
In addition, there are few digital collaboration plat-

forms available to facilitate an integrated design process
for digital fabrication. Digital collaboration platforms are
cloud-based platforms for multidisciplinary stakeholders
to co-create design deliverables in the design process for
tendering and construction. Digital fabrication requires
a restructured collaboration process that can support new
stakeholders’ early involvement and break the wall be-
tween design and construction for collective knowledge
exchange [2]. Digital fabrication should also connect to
ongoing AEC digitalisation approaches such as Building
InformationModelling (BIM). Both digital fabrication and
BIM aim to help to improve various aspects of integration
and foster systemic innovation in the current practice [6].
However, both approaches require a change in manage-
ment of project life-cycle from planning to construction
[2, 7]. Furthermore, the adoption of digitalisation is slow
compared to many other industries in the current practice
[8, 9]. Nevertheless, a BIM-based collaborative design
platform that can support collaborative design for digital
fabrication in construction does not yet exist [5]. One po-
tential reason for this is that industry requirements for such
platforms are not yet identified.
To fill this gap, this work aims to investigate and anal-

yse the industry requirements for BIM-based collaboration
platforms and platform-based integrated management for
design for digital fabrication. Based on the industry needs
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analysis, this work presents a conceptual framework that
manages BIM-based collaborative design process of dig-
ital fabrication in projects. To do so, the authors first
conduct content analysis of literature review to identify
and categorise the requirements of such platforms. The
identified requirements are composed in a questionnaire
for an online survey of industry experts who have ex-
perience in the design and/or construction processes of
digital fabrication. Based on the survey results, the au-
thors analyse the industry requirements for such platforms
and platform-based management for the design process of
digital fabrication. The authors then develop a conceptual
management framework for platform-based integration in
response to the survey results and the industry needs anal-
ysis to address the industry requirements.
This work is organised as follows. Section 2 provides a

brief overview of digital fabrication and BIM-based col-
laboration platforms. Section 3 contains a description of
the research design and the survey. Section 4 presents the
findings of the conducted survey and the industry needs
analysis. Subsequently, Section 5 proposes a conceptual
framework for platform-based integration and identifies
future research. Section 6 concludes with remarks and
suggestions for further work.

2 Background
The architecture, engineering and construction (AEC)

sector has been fragmented vertically in processes from
design to construction, horizontally among project teams,
and longitudinally across projects [6]. In particular, the
design process is the root cause of many project life-cycle
problems, such as quality and cost misalignments and low
productivity in construction [10]. Scholars suggest the
construction industry has been caught itself in a "mirror
trap", where knowledge is trapped tightly with the task
dependencies themselves [11]. Thus, the industry resists
attempts to innovate. In order to overcome this resistance
"disruptive paradigms" are in need [12]. The use of new
approaches such as digital fabrication provides the oppor-
tunity for integration and systemic innovation that can be
key for such a change [13].

In order to bring digital fabrication from theory into
practice, scholars suggest digital system-based manage-
ment approaches can provide better integration [1, 6].
Hall et al. [13] identified digital systems integration as
a firm-based "mirror-breaking" approach to adopt digital
fabrication. This involves web-based configuration plat-
forms for flexible kits-of-parts to integrate supply chain
for design to enable digital production. García de Soto et
al. [14] also propose the use of cloud-based platforms and
platform-based integration as a project-based approach to
implement digital fabrication from design to construc-
tion. Such platform-based management requires new

roles and new tasks in both design and construction pro-
cesses. Platform-based integration supports operational
and management-related technical requirements for BIM-
based collaboration platform. It facilitates the adoption
of technologies and intelligent and automated collabo-
ration in design and construction, supply-chain manage-
ment and systems integration [15]. This includes BIM-
based collaboration platforms that allow stakeholders to
engage, co-create, communicate, coordinate and collabo-
rate design in a common virtual environment for design
modelling in 2D and 3D, design review and project man-
agement. Such platform facilitates information exchange
and knowledge sharing for design review, progress mon-
itoring and optimisation of cost and constructability, as
well as immersive environments for collaboration and the
adoption of automation and innovation in design process
[7, 16]. BIM-based platforms provide measurable data for
progress tracking, risk management, trust-building and
benchmark of deliverables for quality control and trade
tendering, and supports design integration and integrated
management [4, 17].

3 Research Design
To investigate and analyse the industry requirements

forBIM-based collaboration platforms and platform-based
integrated management for design for digital fabrication,
the authors conduct (i) content analysis of literature review,
(ii) an online survey with a multiple-choice questionnaire,
and (iii) analyses and visualisations of the results.
Firstly, this work involves a content analysis of literature

review to identify, condense and categorise the require-
ments for collaboration platforms in the design process
of digital fabrication in construction projects [18]. The
authors conduct two rounds of keywords search to screen
and review literature published in the past ten years. In
the first round of literature search, the keywords used are
"digital fabrication", "design process", "collaboration" and
"parametric". In another round, the keywords used for lit-
erature search are "collaboration", "design process", "plat-
form" and "BIM". Amongst all, the authors filter irrelevant
contents to identify the operational and management re-
quirements [15]. The authors group the requirements into
five categories, namely technical, technological, organisa-
tional, contractual and business-related requirements.
Secondly, based on the content analysis, the authors

compose 18 questions in a multiple-choice questionnaire
to undertake an anonymous online survey of the industry
stakeholders with digital fabrication design and/or con-
struction experience. Each question is composed of seven
to twelve multiple choice answers. For most of the ques-
tions, participants could choose a minimum one and max-
imum of three choices. The goal of this survey is to under-
stand the industry needs for collaboration and integration
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Table 1. Design stages terminology in this work in reference to the plans of work in Switzerland, U.K., Italy, U.S.A., 
Japan and Singapore

platform for the design process of digital fabrication in
construction.
To assist stakeholders in their survey participation, the

authors summarise a comparison of the design stage ter-
minology in existing plans of work in six countries as
shown in Table 1. To promote comparative international
responses, the definitions are summarised in accordance
with the plans of work from Swiss Society of Engineers
and Architects (SIA) in Switzerland, the Royal Institute
of British Architects (RIBA) in the U.K., Italian (ITA)
Procurement Law in Italy, the American Institute of Ar-
chitects (AIA) in the U.S.A., Tokyo Association of Ar-
chitectural Firms (TAAF) in Japan and the Building and
Construction Authority (BCA) in Singapore, as well as the
authors’ first-hand work experience in projects in these six
countries. The definitions of the design stage terminology
might vary project by project, company by company. Thus,
Table 1 merely serves as a reference to the terminology for
the survey participants.
Thirdly, this work visualises and analyses the results

of the industry needs analysis based on the survey [15].
Fourthly, based on the survey results, the authors propose
a conceptual management framework for platform-based
integration to manage BIM-based design process of digital
fabrication in construction projects, and propose future
research areas.

4 Findings
Based on the content analysis, the authors elaborated 18

questions in five categories. (1) Technical requirements
are digital fabrication specific. During the design pro-
cess, fabrication information and machine code are often
required from downstream to upstream decision-making
[2]. Moreover, tools such as sensors are used to keep track
on the motions of the fabrication machines to ensure con-
sistency between the digital design model and the digital
fabrication performance [4]. (2) Technological require-
ments are platforms specific. The authors identify the
current trends in cloud-based collaboration platforms for
BIM-based design process. Such platform supports multi-
disciplinary information exchange and constant feedback
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contractor 4%
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Consultant 22%

Researcher 30%

Figure 1. Summary of professions of the online survey 
participants

loops between design and fabrication, and facilitates co-
creation and BIM data management for project integration 
[14, 15, 17]. (3) Organisational requirements are digi-
tal fabrication design project specific. Implementation of 
digital fabrication restructures a project’s organisation and 
supply-chain [6, 13]. New roles such as digital fabrica-
tion (DFAB) manager and DFAB design coordinator, are 
evolved in projects. This is similar to the new roles derived 
due to BIM implementation in projects [7]. While several 
existing downstream roles such as DFAB programmer are 
required to participate in the upstream decision-making 
[14, 19]. (4) Contractual and (5) business-related require-
ments are platforms specific. P latform-based integrated 
management derives new contractual and business strate-
gies to ensure such novel design management approach for 
process integration, organisational integration and infor-
mation integration [5, 13, 17]. These two categories are 
not analysed and presented in this work.
In May 2020, the authors undertook an anonymous on-

line survey of the industry experts who have experience
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Figure 2. Primary motivations from project stakeholders

in digital fabrication in design and/or construction. The 
survey received 144 responses. Figure 1 shows a summary 
of the professions of the survey participants. Amongst all, 
one-third of the participants and one-forth have more than 
five years of digital fabrication experience in design and 
in construction respectively.

The following paragraphs describe the fabrication spe-
cific technical requirements in BIM-based design process 
of digital fabrication. Figure 2 illustrates in a spider-web 
diagram the primary motivations of the project stakehold-
ers for design for digital fabrication over traditional con-
struction processes. The overall percentages of each an-
swer are listed. It also shows that the primary motivations 
of different professions are not the same. The answers 
exclude the option of construction quality, which is com-
monly seen as the most popular motivation [1, 2, 3, 5, 14].
Figure 3 differentiates and illustrates in a bipartite-

sankey diagram the most needed fabrication-related infor-
mation at each design stage in the design process of digital 
fabrication as per the terminology defined i n Table 1  is 
the fabrication-related information first needed. The over-
all percentages of each most needed information and the 
overall percentages of each design stage are listed. Figure 
3 reveals that various different types of fabrication-related 
information are in fact needed since the early design stages.
Figures 4, 5 and 6 illustrate the most needed aspects 

in design modelling, design reviews and design documen-
tation respectively in the design process of digital fabri-
cation in construction projects. Regarding design mod-
elling, Figure 4 shows that the answers are quite evenly 
distributed among all the multiple choices answers. 4%
of the participants provided other answers such as fabri-
cation machines and process constraints are also needed 
for design modelling to meet fabrication tolerances; in-

Strategic Definition 14%

Feasibility Study 27%

Schematic Design 27%

Detailed Design 15%

Technical Design 9%

Documentation 2%
Construction 3%
Handover 0%Operation 1%
do not know/ decline to
answer 3%

Machine constraints 52%

Project implication 59%

Machine codes 6%

Design specification and
configuration 62%

Fabrication sequence and
approach 43%

Fabrication standards 6%
No needed 2%
do not know 10%

Figure 3. Most needed fabrication-related information at 
each design stage
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Figure 4. Most needed aspects in design modelling for 
digital fabrication

teractions between design modelling and fabrication tools 
such as robotic arms and collaborative mindsets among 
multidisciplinary stakeholders are also needed in terms of 
fabrication-related information in design modelling. Re-
garding design review, the survey results as illustrated in 
Figure 5 reveal that over half of all the participants ex-
pressed their needs in process visualisation and simulation 
and collaboration in a common virtual environment. 4%
of the participants provided other answers such as options 
such as optimisation, design status scheduling and track-
ing and information to connect to the factory floor are also 
needed for design review. Regarding design documenta-
tion, Figure 6 shows that the stakeholders needs are also 
quite evenly distributed amongst all answers. 2% of the 
participants provided other answers such as configuration

321



37Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2020)

00%

10%

20%

30%

40%

50%

60%

70%

Coding in-
terface for
fabrication
machinery
15%

Demonstration
of the fabri-
cation intents
34%

Collaboration
in a common
virtual en-
vironment
55%

Process visu-
alisation and
simulation
65%

Other 4%

Do not know/
decline to
answer 6%

Virtual reality/
augmented
reality sup-
portive inter-
face 14%

Factory
setup/ virtual
commission-
ing visualisa-
tion (if new
machinery
is required)
15%

Figure 5. Most needed aspects in design review for digital 
fabrication

00%

10%

20%

30%

40%

50%

Supply-chain
information
and matrix
26%

Exact quan-
tity takeoff for
a specified
fabrication ap-
proach 34%

Fabrication
codes and
specification
35%

Model ontol-
ogy & con-
figuration to
match the fab-
rication ap-
proach 49%

Other 2%
Reliability ma-
trix and fabri-
cation health
& safety-
related matrix
5%

Do not know/
decline to an-
swer 17%

Information
about the pro-
cess simula-
tion & com-
missioning
22%

Figure 6. Most needed aspects in design documentation 
for digital fabrication

management is also needed for design documentation.
Figure 7 illustrates the most needed digital twin strate-

gies for design for digital fabrication. Only 3% of the 
participants required neither digital twin nor virtual com-
missioning for design for digital fabrication. 4% of the par-
ticipants expressed that the digital twin strategies depend 
on the complexity and delivery models of the projects.
The following paragraphs describe the platforms spe-

cific technological requirements in BIM-based design pro-
cess of digital fabrication. Figure 8 illustrates the back-
ground information of the platforms and programming 
languages being used in the current practice. 3% of the 
participants provided other answers such as solidworks, 
cadwork and Robot Operating System.
Figure 9 differentiates and illustrates in a bipartite-

sankey diagram the most needed ways to support machine 
code on the collaboration platforms for project stakehold-
ers to edit at each design stage in the design process of 
digital fabrication as per Table 1. The overall percentages 
of each most needed ways of support and the overall per-
centages of each design stage where such support is first 
needed are listed. 5% of the participants provided other
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Figure 7. Most needed digital twin strategy for design for 
digital fabrication
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Figure 8. Most used platforms and programming lan-
guages for design for digital fabrication in the current 
practice
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cloud-based platforms at each design stage
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Figure 11. Most needed supporting functions for commu-
nication and knowledge sharing on collaboration platforms

answers such as machine code should only be accessible 
by the fabrication contractor instead of being editable by 
all project teams on the platforms; another answer is that 
the ways of support depend on the vary project by project, 
depending on the project stakeholders’ preference. More-
over, only 1% of the participants required no machine-code 
support on the platforms.
Figure 10 differentiates and illustrates in a bipartite-

sankey diagram the most needed digital fabrication infor-
mation to be shared on cloud-based collaboration plat-
forms at each design stage as per Table 1. The overall 
percentages of the most needed information to be shared 
online and the overall percentages of each design stage 
where such cloud-based sharing is most needed are listed. 
Only 1% of the participants required no online sharing of 
digital fabrication. 2% indicated that information sharing 
on such platforms require a common data environment.

The most needed supporting functions for communica-
tion and knowledge sharing on collaboration platforms are
illustrated in Figure 11. The answers are quite evenly dis-
tributed. The authors especially did not includemodelling-
related tool because this is by default a must on such plat-
forms. 9% of the participants provided other answers such
as issue trackers are needed. They also indicated that the
functions require a common data environment for data
management.

The following paragraphs describe the digital fabrica-
tion design project specific organisational requirements in
BIM-based design process of digital fabrication. Scholars
identified that new roles and new responsibilities are cre-
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Figure 12. Most needed ways of the new digital fabrication 
roles’ involvements in a multidisciplinary project
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Figure 13. Most needed involvement of the new digital 
fabrication roles at each design stage in a construction 
project

323



37Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2020)

Figure 14. A conceptual management framework for platform-based integration in BIM-based design process of digital 
fabrication in construction projects

ated in particular for digital fabrication projects [19, 14].
The new roles include digital fabrication (DFAB)manager,
digital fabrication (DFAB) programmers, digital fabrica-
tion (DFAB) engineers, digital fabrication (DFAB) design
coordinator and digital fabrication (DFAB) BIM coordi-
nator. Figure 12 illustrates in a spider-web diagram the
most needed ways of the five new roles’ involvements in
projects. In average only 1% of the survey participants
required no new roles in projects. The required ways of
involvements are different for each role. All in all, the
results show that the new roles should be integrated within
the existing project team structure.
Figure 13 illustrates in a bipartite-sankey diagram the

answers of the question about when the new roles are
needed. The percentages of the roles required in each
stage are shown in proportion on the left-hand side. It
can be seen that new roles for digital fabrication are not
isolated to a single design stage but are needed across
multiple phases of design and many of the new roles are
required to join the project team since early design stages.

5 Discussion and future research
From the industry needs analysis conducted in this

work, implementation of digital fabrication significantly
impacts the design process with respect to information
exchange, workflow and organisational structure in con-
struction projects. The design process of digital fabrica-
tion requires new approaches to design management. The
industry has specific requirements for the design process of
digital fabrication. These requirements enable platform-
based integration and integrated project management for
design for digital fabrication to integrate process, infor-
mation and organisation for construction projects [5, 17].
Moreover, such collaboration platforms should connect a
BIM-based design process with digital fabrication through
a common data environment. This can enable integrated

data management and common virtual environments for
project stakeholders to visualise, simulate and coordinate
design for digital fabrication.
Based on the survey results, the authors propose a con-

ceptual platform-based management framework to man-
age a BIM-based design process of digital fabrication (see
Figure 14). This framework considers four categories of
tasks, namely design, digital fabrication (DFAB), BIM and
project management. The framework illustrates how tasks
of research, planning, preparation, development and pro-
vision at each design stage match with the requirements
identified in the survey. The proposed deliverables of the
tasks are also indicated in red.
The goal of this framework is to assist project man-

agers and stakeholders to manage the BIM-based design
process of digital fabrication in construction projects. Fur-
thermore, in order to facilitate BIM-platform-based inte-
gration and integrated project management for design for
digital fabrication, the authors propose that emerging de-
sign management approaches such as Set-Based Design
(SBD) and Target Value Design (TVD) could be consid-
ered to manage the design process of digital fabrication.
Future research on how to integrate and manage the

complexities of design for digital fabrication could in-
clude:
1. An in-depth industry needs analysis to investigate

how each aspect of the requirements inter-relate and
impact on each other;

2. More detailed statistical analysis of the data such as
a paired-means test to determine if answers differ by
discipline and /or experience level of the participants;

3. An in-depth research on such platform-based man-
agement framework for design for digital fabrication;

4. Further investigation and application of lean design
management strategies such as SBD and TVD.
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6 Conclusion

One potential reason for the slow adoption of digital
fabrication in AEC is the lack of a developed manage-
ment model to integrate project stakeholders. Existing re-
search identifies that BIM-based collaboration platforms
and platform-based integration can help to break through
the socio-technical barriers and facilitate the implementa-
tion of digital fabrication in the design process in projects.
To investigate such platforms and their management ap-
proaches, this work conducts an industry needs analy-
sis through an online survey of 144 project stakehold-
ers in current practice. The preliminary analysis finds:
(i) fabrication-related information such as specification
and project implication is needed since early design stage,
(ii) collaboration in a common virtual environment and
process simulation are needed in the design process, (iii)
model ontology to follow the fabrication approach is re-
quired in design documentation, preparation for digital
twin in digital fabrication is required before tendering,
(iv) digital fabrication information is required to be shared
and edit among project stakeholders to different extents
at different design stages in a common data environment
and (v) new roles such as DFAB manager and DFAB BIM
coordinators are required since early design stages and
continuing throughout the design process. This work fur-
ther elaborates a conceptual platform-based management
framework to manage such complex BIM-based design
process of digital fabrication in construction projects.
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Abstract – 
In a centralized air distribution system, the 

designed ductwork layout impacts the system 
performance and the construction time and cost. 
Engineers face various challenges, including spatial 
limitations, leading them to use assumption-based 
design methods to balance their design with 
construction requirements. As a result of this 
shortcoming, insufficient design details for 
construction and improper coordination between 
designers and trade workers will occur, increasing the 
project duration and risk for conflicts. As the 
construction industry shifts towards off-site and fast-
paced construction methods, the design processes 
must comply with construction requirements to 
ensure a smooth transition from conventional 
methods to off-site construction. This research 
provides a scientific and systematic method for design 
and optimization of the HVAC air distribution system 
in terms of the ductwork layouts, and sizes and types 
of ducts to standardize the construction processes for 
time and cost reduction in the off-site environment. 
The proposed methodology utilizes Building 
Information Modeling for coordination of the air 
distribution system using a 3D database. 
Furthermore, a trained genetic algorithm processes 
the data and identifies alternative solutions. As the 
final step, the algorithm generates the optimal air 
distribution system in the BIM 3D environment for a 
visual assessment and detailing. The results are 
verified based on existing case studies in the Canadian 
prefabricated, panelized construction company. The 
potential benefits include 23% savings in duct 
material, whilst providing an integrated design 
solution with 32% less conflicts comparing to 
traditional design methods.  

Keywords – 
HVAC; Air Distribution System Layout; BIM; 

MEP Coordination; Constructability Analysis; off-
site Construction, Optimization; Genetic Algorithm  

1     Introduction 

1.1 Overview 
In an HVAC project, the engineer is responsible for 

determining the required size of the ducts and the 
capacity of the HVAC equipment. This design process 
does not consider the detailed layout of the air 
distribution system for construction.  This leads the 
contractor to use past experience to determine the exact 
location of supply and return air terminals as well as the 
routing paths for the installation of floor and wall ducts. 
In turn, skilled trade workers are then responsible for 
identifying missing details in the design and resolve the 
conflicts based on their experience. Lack of coordination 
between the contractors and designers will cause 
conflicts during the construction, resulting in increased 
construction time, cost, and material waste. Uncalculated 
decisions and assumptions decrease building 
performance by creating conflicts between the building 
systems (e.g., plumbing) and/or structural members. This 
lack of information is a primary barrier to taking the leap 
between conventional and modular construction. Off-site 
construction requires extensive planning for the 
mechanical, electrical, and plumbing (MEP) elements to 
be installed on the assembly line in parallel with the 
construction of the panelized walls, floors, and roofs in a 
closed environment. The design must meet the needs of 
modular construction to eliminate rework and allow the 
construction tasks to be synchronized. The duct system 
must align perfectly with the structural design and other 
MEP elements to ensure installation is not interrupted by 
conflicts. If the plumbing system and ductwork overlap, 
the construction process of the two systems cannot take 
place in parallel, and there will be idle time for the trade 
workers. 

Furthermore, the traditional experience-based HVAC 
design and construction do not satisfy the requirements 
of modular construction, which are standardized designs 
and sequential tasks aimed at reducing variance in the 
processing time of tasks on the manufacturing line. In 
order to address these limitations and industrialize the 
HVAC system in modular construction, this research 
integrates modular construction and design requirements 
when planning the air distribution system layout. This 
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paper presents an applied approach for designing the air 
distribution layout, featuring an optimization algorithm 
that eliminates conflicts and reduces overall cost. The 
proposed algorithm utilizes BIM data in a tailored GA 
framework to determine the optimum layout for a given 
project. The proposed methodology was tested on various 
housing projects, reducing overall material waste, and 
eliminating design conflicts for every scenario.  

1.2 Background 
 

The MEP systems are complex and variable in 
terms of design and layout configurations. Improper 
design and integration at the planning and design stage 
can negatively influence the entire project. MEP 
construction can consist of 25%-45% of the total project 
cost [1]. The HVAC system is generally the most time-
consuming and expensive system. One of the most 
challenging and time-consuming processes during the 
design of an HVAC system is designing the air 
distribution layout. The air distribution system is 
constructed from multi-levels of ductwork, which 
imposes challenges for the contractors in the decision-
making process. The challenges related to the ductwork 
undertaken in this research are (1) determining the 
location of the air terminals and (2) selecting the 
optimum paths for connecting the duct through the floor 
and wall panels. The location of the air terminals and the 
duct paths must consider system performance and ease of 
constructability. During the design and planning stage, 
the engineer confronts parametric variations, including 
space occupancy and spatial constraints. The current 
methods for designing the ductwork focus exclusively on 
the size of the ducts and the fans, and the layout is not 
explicitly defined [2]. 

Space limitations and coordination between 
different trades are crucial factors affecting the 
construction time of a proposed design. The architectural 
design defines most of the spatial constraints and the 
preliminary limitations in the design and construction of 
an HVAC project [3]. The constraints of the air 
distribution system design can vary by the level of 
significance. They can be directly or indirectly related to 
system performance, e.g., occupant comfort, 
construction cost, and life cycle cost (LCC) [4]. Previous 
research suggests that because ducting system designers 
are forced to balance constraints and requirements with 
layout decisions, they often make decisions based on 
rules of thumb, which can come at a cost to the life cycle 
of the system [4]. 

Many HVAC design challenges are optimization 
problems. Researchers often focus on the most energy-
efficient designs and life-cycle costs. According to [4],  
GA is an effective optimization technique in HVAC 
applications. However, in the published research projects 

regarding HVAC optimization, construction challenges, 
which include a significant portion of the cost, are not 
considered. The air distribution layout directly influences 
the construction processes and effects not only the 
performance of the system but the entire cost and 
duration of the project. The Air distribution performance 
index (ADPI) is a standard method for assessing how 
well the designed air distribution layout performs in 
terms of the occupant's comfort and the uniform supply 
of air within the building enclosure [7]. ADPI will assist 
the designers in the process of selecting the correct 
diffusers and positioning them in each space. It is a 
guideline for selecting supply air terminals according to 
the manufacturer's specifications. The application of the 
ADPI in the selection of commonly used diffusers for 
heating and low cooling modes is assessed by [9] and 
[10], respectively. ADPI is considered a guideline when 
specifying the location of diffusers prior to construction.  

After the locations of the air terminals are 
identified, the remaining challenge is determining the 
optimum duct layout that will connect the air terminals to 
complete the design of the air distribution system layout. 
3D tools are proven to be effective in facilitating an 
integrated design for the layout of the MEP systems. BIM 
is an industry-standard platform that allows all the project 
designers, architects, construction managers, and trade 
workers to seamlessly monitor project progress and 
exchange information in a 7-D database. BIM integrated 
design is an effective approach supported by a significant 
amount of published research. [3, 5, 6].  Utilizing a 3D 
collaborative database, the designers can compare their 
plans with the plans of other trades in order to check for 
interferences and to solve conflicts prior to construction. 
According to [5], time and cost savings are amongst the 
multiple benefits of BIM-based coordination as 
compared to conventional construction methods. 

2 Methodology 

2.1 Problem Structure 
The objective of optimizing an air distribution layout 

is to generate alternative design solutions to assist the 
designer in achieving the most efficient performance and 
cost-effective results. The focus of the proposed 
framework is on the location of the air terminals and the 
designed ductwork layout required to create the HVAC 
system network. There are several requirements to be 
satisfied to create a high-performance and cost-efficient 
air distribution system design. (1) The location of the 
supply and return air terminals must follow ASHRAE 
guidelines [8]. (2) The duct layout must be easy to install 
in accordance with the building structure and other 
plumbing and electrical system configurations. (3) The 
duct layout must consist of efficient use of duct material 
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to reduce material waste and construction time. 
The scope of this research is to propose a systematic 

approach for determining the optimal location for the 
installation of the air terminals and ductwork layout. This 
research will use BIM for analyzing project information 
and GA to identify the optimal solution. The final step is 
to validate the result in a 3D environment. The proposed 
methodology is illustrated in Figure 1 below. 

 
Figure 1. The proposed methodology 

In order to apply the proposed methodology, manual 
input is required from the user, consisting of the project 
physical model. The 3D architectural model, 3D 
structural model, other existing MEP elements and a 
material database must be created in the BIM 
environment before the implementation of this 
methodology. The three-step processing modules are 
created to address the challenges in regards with the 
design and construction of an air distribution system 
layout.  

The first step in the main process is the parametric 
analysis. In this module, the architectural boundaries 
required for the design of the air distribution layout are 
identified and extracted from the BIM model. Other 
physical constraints are the location of structural 
members and MEP elements that co-exist along with the 
ductwork, which may interfere with the chosen path for 
the ducts. The spatial constraints from BIM will be used 
to calculate the suitable locations for installing the supply 
air terminals based on the ADPI calculations and the 
relative location for the return air terminals based on 

ventilation requirements. From the parametric 
computation module, the extracted parameters are fed 
into the design and optimization algorithm. This process 
will assign a single position for each air terminal and 
asses the routes that are suitable for connecting the air 
terminals and creating the ductwork layout. The 
optimization algorithm will then generate different 
solutions for the layout and verify feasibilities. The 
layout solution, which is identified as the optimal 
solution, will satisfy all conditions to the highest degree 
and will be the resultant design solution. 

The result of the design and optimization algorithm is 
a set of x, y, and z coordinates. The output includes the 
location of the air terminals and the ductwork layout 
relative to the chosen floor and wall panels for 
installation. The final step is to transfer this information 
back into the BIM model. The final output will be a 
complete air distribution layout in the BIM environment 
that is correlated with the project's physical model and is 
cost-effective. This methodology will assist the designer 
with the preliminary design of the air distribution 
network layout. Implementing this framework will 
automatically generate a duct network layout for any 
given project with optimized system performance and 
construction parameters. The proposed design will allow 
for efficient use of duct material and minimum conflicts 
with the building structure and MEP systems for 
improving constructability. 

2.2 Parametric Analysis  
To factor in all the data required for designing the air 

distribution system layout, it is crucial to follow a 
detailed decision-making process throughout the design. 
This section describes the step-by-step process of the 
parametric model. Just like a human designer, the 
proposed algorithm is trained to make decisions at each 
step. This section will review the process of populating 
the air terminals, including the supply air outlets and 
return air inlets, highlighting the design parameters 
followed by the spatial limitation and constraints. 

2.2.1 Floor Mounted Supply Registers 

Floor registers with a vertical discharge of supply air 
are identified as the preferred method of providing heat, 
especially in the residential houses. For selecting the 
optimal position of a floor register, the floor area in each 
space must be considered in accordance with the physical 
constraints as well as the occupancy requirements. The 
room perimeter is the ideal location for a floor register 
with the jet flow direction aiming towards the length of 
the room. [7]. Each space varies in terms of the 
architectural layout as well as the occupancy usage. The 
proposed algorithm identifies the most suitable location 
for the floor register in each space through a process of 
elimination. In this subsection, an example of a floor 
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layout is used to demonstrate the intelligent process of 
selecting possible locations for supply air floor-mounted 
registers.  

In the initial stage, each space that requires supplied 
air must be identified (Step 1). In the selection process, 
the floor space is automatically populated with a series of 
points (Step 2). Each point represents a possible location 
for the installation of floor-mounted registers. In this 
process, each point is eliminated, if it does not meet the 
design criteria. In Step 3, the points that are adjacent to 
the walls are eliminated because a clearance distance of 
6 inches is required for construction. A floor register 
should not interfere with the occupancy path. Step 4 
removes the points that take away from the living space. 
Step 5 identifies the points in front of doors and windows 
and eliminates them accordingly. Step 6 removes the 
points adjacent to external walls, and finally, Step 7 
eliminates the points in each corner, which are 
constrained by two walls. This process is illustrated in 
Figure 2 below.  

 
Figure 2. Identifying the best locations  

for installing floor mounted supply registers. 
 

The algorithm is implemented in Dynamo and 
verified using the BIM simulation model created in Revit 
Autodesk. The blue points remaining are a set of 
locations suitable for the installation of the floor-
mounted supply registers. The actual position where the 
registers are installed by the contractor exists amongst the 
candidate points in simulation (identified by red points). 
The similarity of the simulation result and the actual 
projects confirms the accuracy of the results. However, 
the final solution must only contain a single point for 

each space. In order to identify the optimal locations 
automatically, the optimization algorithm finds 
alternative routes for connecting the points and creating 
the air distribution layout. The final layout will be 
demonstrated in the case study section of this paper. 

2.2.2 Ceiling Mounted Supply Diffusers 

A ceiling-mounted diffuser is designed to diffuse the 
airflow in four directions instead of aiming downward. 
The optimum location to place a ceiling-mounted 
diffuser is in the middle of a room. However, each space 
is not perfectly symmetrical, and one side of the room 
boundary may be closer to the middle than the other. 
There are different methods for selecting the optimal 
location for a diffuser in each space; the position of a 
diffuser always depends on the room geometry, the total 
number of diffusers, and the required capacity. In this 
paper, the ADPI will be the primary design method for 
selecting the position of the diffusers in the designated 
spaces. 

ADPI is a measure that indicates how well the 
supplied air is mixed with the existing air in the space 
before ventilation. It is directly related to occupant 
comfort, designed system performance, and energy 
efficiency [7]. The location for each diffuser is calculated 
by finding the isothermal throw distance for the selected 
outlet type. The throw is the farthest distance a diffuser 
can project the supplied air before the air stream starts 
losing velocity. The distance to the closest wall from the 
diffuser is referred to as the characteristic length. The 
throw to characteristic length ratio that will result in the 
maximum ADPI for a selected diffuser will be provided 
in the manufacturing guide. Table 11-1 of the ASHRAE 
Handbook Fundamentals Volume 1997 provides the 
required data for calculating the throw distance of 
commonly used supply air diffusers [8]. Diffuser 
manufacturers each have their own specifications for 
their products. The following equation demonstrates the 
calculation of the throw distance for a selected diffuser, 
and according to the result, the optimal position for that 
diffuser can be determined based on the room boundaries. 

                𝑀𝑎𝑥𝑖𝑚𝑖𝑢𝑚 𝐴𝐷𝑃𝐼 =  
𝑋50

𝐿𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐
             (1) 

Where: 
 

X50 = throw distance with 50 ft/min velocity, 
Lcharacteristic = room characteristic length from BIM 

Maximum ADPI = from Table 11-1 [8] or 
manufacturers catalogue 

 
The throw distance provides a relationship between 

the diffuser's performance and the room boundaries. The 
throw distance is used to identify suitable locations for 
installing the supply air diffusers by ensuring that the 
areal range of diffusion fits inside the space and covers at 
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least 80% of the area. Each room has a different 
characteristic length, and the information obtained from 
BIM will allow the calculation of the diffuser's 
performance in accordance with the designated spaces. 
The following region [Xmax-Xmin, Ymax-Ymin] is adequate 
for installing the diffuser with respect to the throw 
distance and the room boundaries. Within this region, the 
characteristic length does not change. Anywhere inside 
the identified region, the diffuser can be installed while 
maintaining the areal range of diffusion inside the room 
boundaries. With this logic, the maximum ADPI remains 
the same.  

Figure 3. Identified boundary suitable for installing a 
diffuser 

Each space has a different required flow rate, which will 
determine the type and the total number of diffusers 
required. Based on the selected diffusers and their 
capacities, the algorithm will determine how many 
diffusers need to be installed in each space. According to 
[7], if space requires more than one diffuser, the distance 
between each diffuser must be 2x the throw distance. The 
following figure demonstrates each diffuser's specific 
throw requirement in the simulation model. 

Figure 4. The range of diffusion for each diffuser 

The location for each diffuser is identified, and the 
range of flexibility for the region of installation is 
determined. Each diffuser can be placed inside a box 
calculated based on the areal range of diffusion 
demonstrated in Figure 3. In order to determine the final 
position, the ductwork layout and accessibility for 
construction must be considered. The duct layout will 
create an air distribution network by connecting all the 
diffusers together. The remaining challenge is to 
determine the optimal layout for the system, which will 
be covered in the design and optimization section of this 

paper. 

2.2.3 Return Air and Ventilation 

In practice, the return air inlets are positioned as far 
as possible from the supply air outlets to avoid short-
circuiting the conditioned air. Distancing the inlet and 
outlet air terminals will provide adequate time for the 
supplied energy to be distributed in the building before it 
is captured and returned to the central air handling unit. 
Two modes of ventilation commonly used in residential 
buildings are demonstrated in this research: 

1. Mixing Ventilation
2. Displacement Ventilation

According to [11], mixing ventilation is suitable for 
heating and cooling applications. To create a network 
consisting of displacement ventilation, the supply air 
outlet, and the return air inlets must be installed in the 
ceilings. Displacement ventilation is a buoyancy-driven, 
stratified flow with high ventilation effectiveness. Based 
on the displacement ventilation requirements, the supply 
system will consist of floor-mounted registers, and the 
return inlets will be positioned on high walls. This design 
will allow the supplied air mass to gradually distribute 
the energy in each space as it rises toward the ceiling and 
exits through the vents. The figure below demonstrates 
displacement ventilation in a 3D model. 

Figure 5. 3D rendering of a floor register and a side wall 
return vent in Revit (displacement ventilation) 

Based on the mixing ventilation requirements, the 
supply system will consist of ceiling-mounted diffusers. 
The return inlets will be positioned relative to the 
position of the supply air outlets. The return vent must be 
placed in the farthest location away from all supply 
diffusers. The path that the supplied air travels must be 
far enough to allow adequate circulation and mixing of 
air within the space before the air stream reaches the 
return inlets and exits the zone. 
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Figure 6. The position of supply and return air terminals 
for mixing ventilation in Revit 

Depending on space flow requirements, the flow in 
must be equal to the flow out of each zone to provide a 
net-zero pressure inside the building enclosure. The 
supplied air must be distributed and cover the entire floor 
area. Therefore, the total number of supply outlets is 
more than the return air inlets. The building enclosure 
must maintain balanced pressure, and all the supplied air 
must eventually be ventilated. For a residential building, 
centralizing the return air system within the corridors of 
the buildings will allow the supply airflow to circulate in 
each room and gradually travel towards the central 
corridors prior to ventilation. The return air system will 
be designed after the supply system is set in place 
accordingly. 

2.2.4 Spatial Constraints 

Building construction is an interdisciplinary project 
that requires extensive planning and correspondence 
between all trades to ensure timely and cost-effective 
project delivery. Overlapping MEP elements can lead to 
congestion, which will increase construction time. For 
example, the plumbing crew will have to wait for the 
sheet metal crew to install the ducts and then proceed 
with the installation of the pipes. With the use of BIM 
and GA optimization, the proposed solution for the air 
distribution layout will comply with all spatial 
constraints of the project without conflicting with any 
other trades, ultimately reducing the cost and the total 
construction time. 

Building structure dictates the space limitation for 
installing MEP elements. When the ductwork layout is 
interfering with structural framing, the workers need to 
puncture holes in the beams for routing the ducts through 
the framing. The rough-in work required for fitting the 
ducts inside the beams will increase construction time 
and create more construction material waste. Also, the 
structural integrity may be damaged in the process. 
Therefore, the designed air distribution system must align 
with the building structure. The proposed framework 
integrates the design parameters during the planning 
stage, using spatial constraints from BIM to 
automatically assess the number of conflicts in the 
alternative air distribution layout designs. 

2.3 Design and Optimization 
2.3.1 Problem Formulation 

Once the location for all the air terminals is identified, 
the remaining challenge is connecting each air terminal 
to create the final air distribution system layout. The 
entire system will be constructed from two main parts. 

1. Main ducts:

• The largest duct carrying the highest flow rate
from the central air handling unit to each floor

• The horizontal segment of the main duct is
centralized in each floor to reach both sides of
the building

• The vertical segment of the main duct connects
each floor and exists in the mechanical walls

2. Branch ducts:
• Smaller in cross-section
• Deliver the flow required from the main duct to

the diffusers in each space
When considering a duct network, the appropriate 

route for the main duct carrying the highest flow rate 
must be considered first. The main duct is often placed 
along the building corridors or the centreline of the 
building to have almost equal distance from the furthest 
air terminals in both directions; this creates a more 
balanced system in terms of pressure drops due to the 
friction losses in the duct channel. The branch ducts can 
be constructed partially from flexible duct material. The 
branch ducts are required to carry the supply air from the 
main duct to the location of each air terminal. 

The length of the designed system is calculated using 
a set of coordinates extracted from the project model. 
These points will be categorized into two groups: 
endpoints — the location of the air terminals, and the 
starting points —the connection with the main duct. The 
distance between the two points will be equal to the 
length of that duct section. The total length is calculated 
by the sum of all the branch ducts plus the length of the 
main duct.  

2.3.2 Genetic Algorithm Optimization (GA) 

i. Multi-objective Optimization:
The application of GA is used in modern construction

problems with multi-objective targets to achieve optimal 
results that satisfy each parameter requirement. The 
random generation and nature of this algorithm create a 
flexible approach to a problem with multiple interacting 
variables. Each generation will be assessed using a 
defined fitness function to evaluate the level of 
satisfaction for each parameter based on a weighted 
distribution. In this research, GA considers the following 
objectives: 

➢ Reduction of total duct length
➢ Space air diffusion (positioning the air outlets in

the most effective location in each room)
➢ Compliance with space availability (routing the

ducts through the most accessible spaces for
ease of construction and minimum interference
with other building components).

➢ Selection of the most suitable mechanical walls
to install vertical duct segments

ii. Fitness Function:
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The fitness function is used to evaluate the different 
solutions generated by the tailored GA algorithm. The 
defined fitness function measures the total length of the 
duct system. The solution consisting of the shortest total 
length, is the most desirable. The two other objectives are 
the intersection of the ductwork with the structure and 
MEP elements. The fitness function evaluates the total 
system interferences for each solution, the system with 
the least intersection with the structural elements, and 
MEP congestion is the most favorable choice. 

The fitness function is a weighted sum, which means 
each of the measurable objectives has a different weight 
on the result. The total length of the system is not as 
significant as the duct path intersection with the structure; 
therefore, more weight is assigned to the latter objective. 
The user can decide which objective is more important 
and assign the weights accordingly. Each variable is 
assigned a negative value because the target is reducing 
these parameters. 

Fitness Value = -(W1) Length + -(W2) MEP Congestion 
+-(W3) Structural Interference 

iii. Generation vs. Improvement:
The GA starts with generating random solutions and
improves the results over each generation. The graph
below demonstrates the applied GA on a sample case
study with a system of supply air ceiling mounted
diffusers. The tabulated results display the total length of
the system, the total intersection with the structural
members, and the total congestion with MEP members
reducing over the evolution process. The result is an air
distribution layout solution that satisfies all the
conditions as much as possible. Table 1 demonstrates the
improvement of the solution over generations. The
fitness value is the weighted sum of the total duct length,
the number of intersections between the duct and the
structural lumbers, and the number of overlapping with
the plumbing system.

Table 1. Improvement of the fitness value over the 
process of evolution (Fitness Value vs Generation) 

3 Case Study 
This section presents a review of the real-world case 
study where HVAC system construction was identified 
to be overly time-consuming in panelized construction. 
The proposed methodology has been implemented, and 
the highlighted finding validates the given framework. A 
new and improved design for the air distribution system 
layout, providing time and cost savings by improving 
constructability, is proposed in this section. This 
approach was implemented on four multi-level houses 
with different layouts. Off-site construction is used for 
manufacturing these houses. The purpose of off-site 
construction is to enforce fast-paced construction. During 
construction the installation of the duct system took a 
long time due to the following reasons: First, the 
plumbing and the ductwork were installed in the same 
planum spaces, which prevented the simultaneous 
installation of the two trades; and second, the selected 
ductwork layout required excessive rough-in work, 
which required many holes to be made in the beams for 
routing the ductwork. 

The following example includes the 3D model of a 
3-storey single-family home with an area of 1200 ft2.
Following the framework presented in this paper, the 3D
BIM model will be the primary source of data for
generating the air distribution system layout. Figure 7
outlines the process for implementing the proposed
methodology. This process is applied to four different
cases, and the consistent results validate the accuracy of
the methodology. Figure 8 demonstrates the three
optimization objectives that have improved in
comparison with the original design used by the company.
The results presented highlight the total savings in terms
of the duct length, which is approximately 10 meters
(23%). Five intersections with TJI Joists were eliminated,
representing a 25% reduction in drill-through holes in the
structure. Furthermore, the plumbing and the ductwork
did not overlap, thereby eliminating conflicts. Another
significant benefit is that the design and drafting time will
be reduced because the process of designing the layout
and modeling it in a 3D environment is done
automatically by applying the proposed algorithm.
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Figure 7. Framework for applying the methodology on 
the case study 

Figure 8. Benefits of the result with comparison 

4 Conclusion and Future Work 
HVAC systems play a significant role not only in 

the final performance of the project but also in the initial 
investment cost and the total construction duration. 
Assessing alternative solutions during the planning stage 
will allow the construction process to be applied with 
more certainty in the outcome, meaning fewer change 
orders and less waste in the time for the contractors 
solving conflicts and making assumptions for the missing 
details. Experienced contractors often produce the best 
results, but it is proven in this research that this 
knowledge can be programmed artificially with effective 
results. The final results include 23% savings in duct 
material, whilst providing an integrated design solution 
with 32% less conflicts comparing to traditional design 
methods.  For future work, it is recommended that this 
framework be applied in compliance with Industry 
Foundation Classes (IFC). Energy simulation and 
Computational Fluid Dynamics (CFD) can also be 

integrated into the process to evaluate the energy 
efficiency of the results. This framework can be 
expanded for larger and industrial projects. 
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Abstract – 
Visual facility inspections performed manually 

are tasks that can be automated. Segmentation of 
facility image data is one of the automated methods of 
identifying problems in facilities. However, the 
machine learning methodology that is mainly used to 
train the segmentation model requires a large amount 
of training dataset. Preparing training dataset 
accompanies laborious manual labeling. To address 
this issue, we present a new method for generating 
synthetic data that do not require manual labeling. 
The method is to create photograph-style images from 
the BIM images; a generative adversarial network 
called CycleGAN is used to enable style transfer 
between the two different domains.  

Keywords – 
BIM; Cycle-Consistent Adversarial Networks

(CycleGAN); Facility Management; Scene 
Understanding; Synthetic Data

1 Introduction 
Facility management aims to effectively operate the 

facility for a long period of time. Whether the facility is 
functioning can be understood by comparing the ideal 
state and the current state. Recent advances in imaging 
devices have caused image data to be widely used to 
monitor the current state of facilities. Images show the 
appearance of the facilities so that people can understand 
their condition. However, in a large-scale infrastructure, 
it takes time for a person to check images or videos. 
Therefore, it is necessary to automatically extract 
valuable information that provides the current state from 
the image. Segmentation extracts information such as 
spatial context [[1], [2]] and structure installation [3] 
from the image, enabling the identification of the current 
state of the facility on behalf of the human.  

There is a difficulty when carrying out the 
segmentation. The difficulty is that large-scale training 
dataset is needed to train machine-learning models for 
segmentation (such as supervised-learning). Preparing a 
training dataset involves collecting and annotating 

multiple images. While image acquisition is effortless, 
annotating operation requires a lot of time and effort [4]. 
To deal with this, we propose a novel method for 
generating synthetic data similar to photograph using 
Building Information Model (BIM) designed during 
infrastructure construction.  

BIM is the digital twin of the infrastructure, 
representing geometry, material and time information of 
the construction entities, in electronic form. Therefore, 
the images captured from BIM are similar to the 
photograph, but not completely identical.  It is our 
proposal to create synthetic data that can be used as 
training data in segmentation models by applying the 
style of the photograph to the image captured in the BIM. 
Style transfer between real-world domain and BIM 
domain is performed using Cycle-consistent adversary 
networks (CycleGAN[5]). An evaluation of whether the 
generated virtual data is suitable for scene understanding 
will be conducted in further research. The framework of 
the research is shown in Figure 1.  

Figure 1. Research framework 

2 Related work 
In the field of construction, vision-based analysis has 

been used as an important instrument for understanding 
the situation. In particular, vision-based analysis using 
deep learning has recently been actively conducted due 
to the performance enhancement of computer (CPU and 
GPU). Among the 2D image-based analysis techniques 
using deep learning are classification, detection, and 
segmentation. Among them, segmentation, the 
technology that classifies the class of each pixel and 
includes the two preceding methods, are widely used in 
the latest research in the construction sector. It was used 
for various construction management purposes including 
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worker safety enhancement [3], progress monitoring [6], 
defect identification [[7], [8], [9]], and to update the 
status of the building [[10], [11]]. 

The aforementioned deep leaning-based method has 
limitation that requires a lot of training data to train the 
model. Preparation for the training dataset includes a 
labeling task, which is labour-intensive. In an effort to 
overcome this limitation, the previous studies created 
databases (ImageNet[12], SUN[13], COCO[14], 
Cityscape[4]). However, infrastructure facility classes 
such as HVAC system, plumbing system, structural 
element and construction materials often do not exist in 
the mentioned databases. Therefore, it is necessary to 
create training datasets that can be labelled easily on the 
desired objects. 

To address the above issue, research have been 
conducted to generate training data using a 3D model 
[[15], [16]]. In the field of construction, Soltani et al. 
generated a synthetic image by adding background 
images and images captured from various angles on the 
3D expansion model for visual reconstruction services 
[17]. Kim et al. took  photographs of the concrete mixer 
trucks with a UAV camera, then created a 3D point cloud 
with a structure from motion technique, and created 2D 
synchronous images by projecting the point cloud on the 
plane [18]. 

Recently, research has also been conducted to 
generate synthetic data using BIM, the digital twin of 
infrastructure. Jong Won Ma et al. generated synthetic 
point clouds using 3D BIM to train the semantic 
segmentation model based on deep learning [19]. 
Although the synthetic point clouds are analogous to real 
point clouds, the differences in detail and volumetric 
information of some objects were cited as limitations. It 
is also difficult to train the model with the 2D synthetic 
images generated with unprocessed BIM. Inhae Ha et al. 
showed that differences exist in the feature map of the 
BIM images and the photographs for the same scene [20]. 
As such, the gap between real world and BIM is a factor 
that makes it difficult to use BIM image as training data. 
In order to reduce this gap, we create synthetic datasets 
that is transferred with CycleGAN so that the image 
obtained from BIM has a style similar to photographs.  

CycleGAN [5] is a network that transfers images of 
different domain by learning the two mapping functions. 
To achieve the objective, the adversarial loss as defined 
in the Generative Adversarial Networks (GAN [21]) and 
the cycle consistency loss are used. 

3 Methodology 
The proposed methodology consists of a step of 

training CycleGAN and a step of generating synthetic 
data utilizing the trained network. Details are explained 
in the following paragraphs. 

3.1 Training CycleGAN 
CycleGAN [5] is a network that trains mapping 

function between two different domains. The network 
include two generators, GAB mapping A to B and GBA

mapping B to A and two adversarial discriminators 
DA and D𝐵 , which enable mapping between source
domain A and target domain B. In the adversarial loss 
ℒGAN(𝐺𝐴𝐵 , 𝐷𝐵 , 𝐴, 𝐵), GAB  tries to make GAB(𝐴) similar
to B, and DB  tries to distinguish B from GAB(𝐴) .
ℒGAN(𝐺𝐵𝐴, 𝐷𝐴 , 𝐵, 𝐴) also works the same. The additional
loss due to the possibility that the correct mappings are 
not achieved with adversarial loss alone is a cycle 
consistency loss (ℒcyc). In ℒcyc(𝐺𝐴𝐵 , 𝐺𝐵𝐴), 𝐺𝐵𝐴(𝐺𝐴𝐵(𝐴))

is encouraged to have the same value as A, and 
𝐺𝐴𝐵(𝐺𝐵𝐴(𝐵)) is encouraged to have the same value as B.
As a result, the network operates to find 𝐺𝐴𝐵

∗  and 𝐺𝐵𝐴
∗  that

satisfy the following expressions: 
𝐺𝐴𝐵

∗ , 𝐺𝐵𝐴
∗ = min

𝐺𝐴𝐵,𝐺𝐵𝐴

max
𝐷𝐴,𝐷𝐵

ℒ(𝐺𝐴𝐵 , 𝐺𝐵𝐴, 𝐷𝐴 , 𝐷𝐵) (1) 

where, 
ℒ(𝐺𝐴𝐵 , 𝐺𝐵𝐴, 𝐷𝐴 , 𝐷𝐵) = ℒGAN(𝐺𝐴𝐵 , 𝐷𝐵 , 𝐴, 𝐵)
+ ℒGAN(𝐺𝐵𝐴, 𝐷𝐴 , 𝐵, 𝐴)+λℒcyc(𝐺𝐴𝐵 , 𝐺𝐵𝐴)

(2) 

In this study, real world is the source domain and BIM 
is the target domain. The structure of CycleGAN is 
illustrated in Figure 2. The generator 𝐺𝐴𝐵  receives the
real world image (photograph) A1  as an input and
generates 𝐺𝐴𝐵(𝐴1) similar to the BIM image as an output.
𝐺𝐵𝐴  that receives 𝐺𝐴𝐵(𝐴1)  as an input generates
𝐺𝐵𝐴(𝐺𝐴𝐵(𝐴1)) similar to the original image 𝐴1. L1-norm
between 𝐴1  and 𝐺𝐵𝐴(𝐺𝐴𝐵(𝐴1))  is calculated in cycle
consistency loss. Conversely, 𝐺𝐵𝐴  generates 𝐺𝐵𝐴(𝐵1)
that is similar to the photograph from BIM image 𝐵1, and
the discriminator 𝐷𝐴  discriminates whether the input
image is from domain A or B. 

Figure 2. The structure of CycleGAN 

3.2 Generating synthetic data 
In this study, CycleGAN is set to train for 200 epochs. 

We used two learning rate settings. One sets the learning 
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rate to 0.0002 for 200 epochs. The other one sets the same 
learning rate during the first 100 epochs, and linearly 
decreases the learning rate from 0.0002 to 0 for the 
remaining 100 epochs. Then every 40 of the 200 epochs, 
𝐺𝐵𝐴 takes the BIM images as the input and generates the
synthetic datasets. Figure 3 shows the process in which 
synthetic datasets are generated from each generator. We 
call the generator by concatenating the generator name 
with the number of epochs and adding the suffix "d” if 
the learning rate decays. 

Figure 3. The process of synthetic data generation 

4 Experimental Study 

4.1 Dataset 
The real-world domain training dataset was taken in 

the corridor of the north wing on the fifth floor of Yonsei 
University's first engineering building. 550 images were 
scaled from 3024 × 3024 to 512 × 512 pixels. Another 
training dataset, BIM domain, was extracted from Yonsei 
University's first engineering building BIM, which was 
implemented in Revit software. This BIM is the same as 
that used in Inhae Ha et al. [20].  564 images with image 
size 512 × 512 were obtained by creating 3D views and 
extracting views as image files. The 3D views were also 
constructed in the north wing on the fifth floor of BIM.  

The dataset, used as an input of generator 𝐺𝐵𝐴  to
generate synthetic datasets, is a set of 100 512 × 512-

sized images that do not overlap with training dataset. 

4.2 Implementation 
CycleGAN was trained with λ of 10 in Equation (2) 

and a batch size of 1. As mentioned in section 3.2, two 
settings of the learning rate were used: (1) non-decay 
setting and (2) decay setting.  

4.3 Results and Discussion 
This section compares one BIM dataset and eight 

synthetic datasets. The notation for the synthetic dataset 
is the same as for the generator. Figure 4 shows the image 
examples of BIM and synthetic datasets.  

Figure 4. Examples of results from different 
datasets; (a) BIM, (b) Synthetic40, (c) 
Synthetic80, (d) Synthetic120, (e) Synthetic120d, 
(f) Synthetic160, (g) Synthetic160d, (h)
Synthetic200, (i) Synthetic200d

As shown in Figure 4(b), synthetic40 looks similar to 
BIM. The color changed similar to the photograph, and 
the light shape and part of the exit marking in the BIM 
were generated. Some noise generated patterns of 
doorplates that appeared in the photograph. The grid 
patterns of floor and ceiling in the BIM have not yet 
disappeared. Synthetic80 shows the disappearance of a 
number of doorplate patterns in Figure 4(c). The position 
of the light is similar to the photograph, and the reflection 
of the light on the walls looks realistic in synthetic80. As 
shown in Figure 4(h), BIM's floor pattern and repetitive 
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patterns (especially in wood and brick area) are almost 
eliminated in synthetic200.  

As a result of the style transfer, it was found that the 
network produced small objects such as the fire 
extinguisher and exit marker, and caused color changes 
to produce values similar to those of photograph. In that 
process, small patterns such as exit marker appeared and 
disappeared, depending on the number of epochs. It is 
assumed that the synthetic200 and synthetic200d, the 
models trained with the 200 epochs, did not converge.  

Cosine similarity was used as an indicator of 
evaluating synthetic datasets. Cosine similarity is a 
measure of the similarity of two vectors. The cosine 
similarity was calculated between the photographs 
having the same scene and generated synthetic datasets. 
Table 1 shows the average and standard deviation of 
cosine similarity. All the synthetic datasets have cosine 
similarity greater than BIM dataset. 

Table 1. Average and standard deviation of cosine 
similarity with same scene real dataset 

Dataset Cosine 
Similarity Avg. 

Cosine 
Similarity Std. 

BIM .9145 .0220 
Synthetic40 .9488 .0198 
Synthetic80 .9495 .0193 

Synthetic120 .9497 .0204 
Synthetic120d .9479 .0211 
Synthetic160 .9492 .0217 
Synthetic160d .9454 .0232 
Synthetic200 .9500 .0209 
Synthetic200d .9442 .0237 

The synthetic datasets with photograph style and BIM 
content were created. The datasets, whose label can be 
easily obtained from BIM, are valuable as the training 
datasets of the segmentation model. In further research, 
the segmentation model will be trained with synthetic 
datasets and the performance of the model will be 
evaluated to assess whether the datasets are adequate for 
scene understanding.  

5 Conclusion 
This study proposed a method for generating 

synthetic image data that can be used as a training set for 
scene understanding in the field of facility management. 
In the proposed method, CycleGAN is used to train a 
mapping function such that transfer between BIM images 
and their corresponding real-world images is performed. 
The generator of the proposed model produces synthetic 
data similar to real images using the BIM images. Cosine 
similarity values calculated using corresponding scene-
photographs showed that the synthetic data are more 
realistic than BIM images. The label of synthetic data is 

the same as that of the corresponding BIM image, so 
labelled data can be obtained without any annotating 
works. This method could be highly beneficial for 
collecting data to train deep learning models in that the 
models usually require a large amount of data. In the 
experiment, noise patterns on the synthetic data appeared 
and disappeared repeatedly as the training of CycleGAN 
progressed. The noise patterns are expected to adversely 
affect the training of deep learning models when 
synthetic data, including the patterns, are used as training 
data for the models. To tackle this problem, further 
research should be conducted to improve the stability of 
training. In a future study, synthetic datasets generated in 
consideration of the aforementioned problem will be 
used as training sets for scene understanding. 
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Abstract – 
The article is devoted to the problem of improving 

the reliability and efficiency of the operation of mech-
atronic sliding complexes. To solve this problem, a 
cyber-physical system is proposed that implements 
the diagnosis and prediction of the technical condition 
of servo drives. Methods for calculating the current 
and additional loads on servo drives are proposed. 
Recommendations are given on changing the lifting 
mode of the sliding formwork de-pending on the tech-
nical condition of the servos. 
Keywords – 
  slip form; servo drive; approximate envelope straight
line; Morlet wavelet; fuzzy logic; neural network

1 Introduction 
Construction is one of the main actively developing 

sectors of the national economy of any country. Every 
year the number of high-rise buildings is growing stead-
ily. Constantly changing requirements for the quality and 
speed of construction of the building. It leads to the emer-
gence of new construction technologies using robotic and 
mechatronic systems, allowing high-precision perfor-
mance and good quality of construction. To solve this 
problem, it is necessary to ensure the reliable functioning 
of all the machines and mechanisms of the complex that 
operate in tight relationship with each other. Analysis of 
the construction of high-rise buildings technology showed 
that the main actuating elements of the buildings mecha-
tronic complex are DC or AC servo motors. Their proper 
work determines the buildings and structures quality. Fail-
ure or malfunction of one of the drives can lead to disrup-
tion of the entire complex, damage to building materials 
and to the construction of inadequate quality. Therefore, 
the urgent task is to ensure the reliable functioning of all 
the servos included in the mechatronic complex. This 
problem can be solved by cyber-physical system synthesis 
that implements monitoring of each servo motors technical 

condition and optimizing the technological process at the 
construction site, taking into account the current and pre-
dicted state of building robotic and mechatronic complex 
servo motors. 

2 Mechatronic sliding formwork complex 
structure  

The most common method of high-rise buildings and 
structures is monolithic construction [1]. Technology this 
method provides a continuous supply and laying of concrete, 
installation of rebar, formwork hoist, regulation of project 
sizes and control settings of the building [2]. The modern 
method of automation of monolithic construction is the use 
of mechatronic sliding formwork complex (Fig.1), which is 
a spatial form installed on the perimeter of the structures and 
moved up by lifting jacks (LJ) [3]. 

The position of the formwork panels is fixed by Jack 
frames that accept the loads of the laid concrete. Lifting of 
the formwork is carried out by Electromechanical lifting 
jacks based on DC or AC servo motors. Jacks should pro-
vide high load capacity, synchronous movement of the 
formwork, lifting speed regulation and ease of mainte-
nance [4]. It also includes adjustment mechanisms, dy-
namic properties, design and technological features that 
determine the structure of control algorithms and the 
choice of control laws. For example, for structures of con-
ical and hyperbolic shape, these are radial movement 
mechanisms (RMM), which are located along the radius 
with a uniform step (Fig.1,a). Their task is to move the 
formwork panels in the process of lifting it. Changing the 
position of the boards should be synchronized with the LJ. 
To do this, the number of RMM mechanisms (m) is chosen 
as a multiple of the number of LJ (n). This will allow the 
platform radial beams to be distributed evenly with angular 
pitch mπ/2  and used for the RMM installation. Important 
conditions for the quality of construction work are the con-
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tinuity of the technological process and maintaining a con-
stant movement speed of the formwork not less than 1 
cm/min, as well as the need to strictly horizontal platform. 
To implement these requirements, it is necessary to ensure 
consistent operation of all servo motors included in the 
complex. This problem can be solved by using methods 

and tools for predictive diagnosis of LJ and RMM servo 
motor with its operation mode subsequent optimization. 
For this purpose, it is necessary to provide the technical 
condition control of all servo motors which are a part of 
the MSFC, information exchange between drives and de-
cision-making for MSFC operation mode changing.  

 
a)                                                                                                                                 b) 

Figure 1. Mechatronic sliding formwork complex (MSFC): a) longitudinal and vertical section of the MSFC;  
b) the distribution of lifting jacks (LJ) and radial movement mechanisms (RMM) in the plane of the complex plat-

form. 
 
The implementation of this approach involves the 

integration of computational resources into physical 
processes using a cyber-physical system. In such a sys-
tem, sensors, equipment and information systems inter-
act throughout the life cycle of the MFSC and infor-
mation exchange is carried out using standard Internet 
protocols. This allows performing self-tuning and 
MSFC adaptation to changing operating conditions and 
technical condition of the equipment. Therefore, the de-
velopment the analysis methods and optimal synthesis 
of cyber-physical systems for technical condition diag-
nosis the of MSFC servo motors to improve the opera-
tion efficiency and their operational safety ensure is 
very important. 

3  The cyber-physical system structure 
The cyber-physical system should implement the 

collection of diagnostic information, its processing, 
storage and analysis to determine the current technical 
conditions, defects development forecasting and the 
servo failure time determination, MSFC operation 

mode optimization depending on the its servos tech-
nical condition. The cyber-physical system includes the 
cyber and physical parts (Fig. 2), and the main func-
tions are transferred to the software part. The physical 
part of the system is represented by the "Hardware" 
block, which includes MSFC servo-drives functioning 
in a given technological process. The cyber part is rep-
resented by the “Data” and “Internal Software” blocks.  

The “Data” block provides diagnostic information 
from the sensors of the facility, as well as storing the 
diagnostic results for previous periods of operation of 
the MSFC in a database used for the technical condition 
forecasting.  

The “Internal software” block analyzes the current 
and predicted technical condition of all servo drives of 
the MSFC followed by a decision to change the mode 
of its operation. The “Internal software” block analyzes 
the current and predicted technical condition of all 
MSFC servo drives followed by a decision to change 
the mode of its operation. In this structure, the technical 
condition predictive diagnosis is implemented for each 
servo motor and decision-making is performed for the 
entire MSFC as a whole. 
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Figure 2. The structure of the information processing in cyber-physical system MSFC predictive diagnosis 

 
Based on this, the architecture of the cyber-physical sys-
tem has two levels. The main computing function of the 
system is performed by the lower level associated with the 
object of diagnosis. At the same time, a higher level of the 
system will receive information exclusively on the results 
of diagnostics and prediction of the status of servos and 
make a decision on reconfiguring the system and changing 
the operating mode of the mechatronic sliding complex 

4   The lower level of the cyber-physical system 
4.1 Servo motors diagnosis method 

At the lower level of the cyber-physical system, the 
tasks of determining the current and predicted technical 
condition of each MSFC servo drive are solved. 

For its implementation, it is necessary to develop 
methods that satisfy the following requirements: 
 ability to assess the technical condition in real time; 
 minimum composition of measured parameters; 
 lack of complex bulky measuring equipment installed 

on the body of the servo drive, affecting the operation 
of the MSFC; 

 ability to use on a moving object in conditions of high 
humidity and dustiness of the working environment; 

 applicability for AC and DC servo motors; 
 ability to automatically analyze the measured parame-

ters in real time; 
 ability to record and store diagnostic results on a cloud 

server and provide the user with an Internet protocol. 
Analysis of existing methods and diagnostic tools 

showed that the only method that satisfies most of the 
above requirements is the analysis of current consumption. 
To synthesize a method for analyzing temporary servo 
signals using wavelet transform, a number of experi-
mental studies have been carried out to diagnose servo 
motors at different loads. The measured time signals of the 

servo current were decomposed using a Morlet wavelet in 
a selected range of scales and a comparative analysis of 
the results was performed. The results of the analysis of 
the current signals of the servo drive at various rotational 
speeds and loading modes made it possible to establish a 
regularity between the type of wavelet-coefficient graph 
and the technical state of the servo motors [5]. The estab-
lished graph types of wavelet coefficients can be classified 
into three groups: decaying, linear, increasing. Damped 
oscillations are characteristic of a healthy servo motor, lin-
ear - for a faulty unloaded motor, and increasing - for a 
faulty loaded motor. 

To formalize the derived regularity, it is advisable to 
use the Hilbert transform, which allows for the function of 
the continuous wavelet transform 𝜓𝑎𝑏(𝑡), calculated for 
each characteristic scale to calculate the analytically con-
jugate function 𝜓̂𝑎𝑏(𝑡), the mathematical form of which 
has the following form: 
𝜓̂𝑎𝑏(𝑡) = ∫

𝜓𝑎𝑏(𝜏)

𝑡−𝜏

∞
−∞ 𝑑𝜏 = Г[ψ

ab
(t)], 

Based on these two functions, an analytical signal is gen-
erated. 

𝑠(𝑡) = 𝜓𝑎𝑏(𝑡) + 𝑗 ∙ 𝜓̂𝑎𝑏(𝑡) 
from which it is possible to find the instantaneous ampli-
tude (envelope of the signal): 

𝐴(𝑡) = |𝑠(𝑡)| = √𝜓𝑎𝑏
2(𝑡) + 𝜓̂𝑎𝑏

2
(𝑡) 

As a result, pairs of points 𝑡(𝑡1, 𝑡2, … . 𝑡𝑛)  and 
𝜓𝑎𝑏  (𝜓𝑎𝑏1, 𝜓𝑎𝑏2, … . . 𝜓𝑎𝑏𝑛) between which there is some 
dependence  𝜓𝑎𝑏𝑖

= 𝑓(𝑡𝑖) are obtained. 
To search for the analytical dependence, the least 

squares method was used, according to which the argu-
ments of the function 𝑓(𝑡, 𝑐1, 𝑐2, … 𝑐𝑘) must be chosen so 
that the sum of the squares of the deviations of the meas-
ured  values  

𝑌 = 𝑓(𝑡, 𝑐1, 𝑐2, … 𝑐𝑘)  minimal 
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𝑆(𝑐1, 𝑐2, … 𝑐𝑘) = ∑(

𝑛

𝑖=1

𝑌𝑖 − 𝜓𝑎𝑏𝑖
)2 → 𝑚𝑖𝑛 

For a formal description of the envelope obtained as a 
result of experimental researches, it is advisable to choose 
a polynomial of degree m, the generalized formula of 
which has the following form: 

𝜓𝑎𝑏(𝑡) = 𝑐0 + 𝑐1𝑡 + 𝑐2𝑡2 + ⋯ + 𝑐𝑚tm 

The goal of the envelope description being performed 
is the mathematical formalization of its shape, which al-
lows us to unambiguously describe the process taking 
place on a given scale. Since the envelope graph has three 
characteristic features: it is downward, linear, or upward, 
the change in the amplitude of the wavelet coefficients in 
time can be unambiguously described using the linear law. 
Therefore, to formalize the shape of the envelope of the 
signals, it suffices to choose a polynomial of the first de-
gree. 

𝜓𝑎𝑏(𝑡) = 𝑐1𝑡 + 𝑐0 

Thus, the problem of approximating the shape of the 
envelope of the wavelet coefficients can be reduced to ob-
taining a straight line equation of the type 𝑦 = 𝑘𝑥 + 𝑏 , 
(where с1 = 𝑘, 𝑐0 = 𝑏), the coefficients of which allow us 
to describe the main changes in the wavelet coefficients 
on the selected scale. An analysis of the coefficients k and 
b of the approximating straight envelope of the wavelet 
coefficients at characteristic scales showed that a working 
servo corresponds to a coefficient 𝑘 < 0, and the approx-
imating straight line descends to the abscissa axis, 𝑘 ≥
0 is typical for a faulty state of the servomotor. Coefficient 
b is always positive, however, with an increase in load on 
a serviceable drive, coefficient b increases and k decreases. 

For a faulty servo motor, an increase in load will lead 
to an increase in all the parameters of the approximation 
line. Thus, the sign of the coefficient k of the approximat-
ing direct envelope at the characteristic scales of the wave-
let coefficients will determine the current state of the servo 
motor. 

4.2 Current servo motor load determination 
To determine the current load of the servo motor, it is 

necessary to calculate the coefficients of the approximat-
ing straight envelopes at characteristic scales for a known-
good unloaded servo drive (𝑘0, 𝑏0) and at maximum load 
(𝑘𝑚𝑎𝑥, 𝑏𝑚𝑎𝑥). 

The passport data of any servo contains the overload 
capacity of the servo current 𝐾𝑇, which is calculated by 
the following formula: 

𝐾𝑇 =
𝐼𝑚𝑎𝑥

𝐼𝑛𝑜𝑚
, then  𝐼𝑚𝑎𝑥 = 𝐾𝑇𝐼𝑛𝑜𝑚 

where 𝐼𝑚𝑎𝑥 , 𝐼𝑛𝑜𝑚 - maximum permissible and rated cur-
rents of the servo drive. 

If the coefficients 𝑘0, 𝑏0 correspond to the rated cur-
rent, then 𝑘𝑚𝑎𝑥 ,  𝑏𝑚𝑎𝑥  will correspond to the maximum 
permissible current. Then 

𝑘𝑚𝑎𝑥 =
𝑘0∙𝐼𝑚𝑎𝑥

𝐼𝑛𝑜𝑚
=

𝑘0∙𝐼𝑛𝑜𝑚∙КТ
𝐼𝑛𝑜𝑚

= 𝑘0 ∙ 𝐾𝑇; 

𝑏мах =
𝑏0∙𝐼𝑚𝑎𝑥

𝐼𝑛𝑜𝑚
=

𝑏0∙𝐼𝑛𝑜𝑚∙КТ
𝐼𝑛𝑜𝑚

= 𝑏0 ∙ 𝐾𝑇. 
The coefficients of the approximation straight line k 

and b of a healthy servo motor are in the following range: 

𝑘𝑚𝑎𝑥 ≤ 𝑘 ≤ 𝑘0                𝑏𝑚𝑎𝑥 ≤ 𝑏 ≤ 𝑏0 

If the coefficients go beyond the specified limits, it is 
urgent to stop the operation of the servo drive. 

Relative coefficients showing the load on the servo 
drive can be calculated from the following relationships: 

∆𝑘 =
𝑘−𝑘0

𝑘𝑚𝑎𝑥−𝑘0
;       ∆𝑏 =

𝑏−𝑏0

𝑏𝑚𝑎𝑥−𝑏0
 

If 𝑘 = 𝑘0 and 𝑏 = 𝑏0, then ∆𝑘 = 0, ∆𝑏 = 0, which in-
dicates the absence of load on the drive. If 𝑘 = 𝑘𝑚𝑎𝑥 and 
𝑏 = 𝑏𝑚𝑎𝑥, then ∆𝑘 = 1, ∆𝑏 = 1, which shows the maxi-
mum load on the servo drive. If 𝑘 ∈ [𝑘0, 𝑘𝑚𝑎𝑥] , 𝑏 ∈
[𝑏0, 𝑏𝑚𝑎𝑥],, then ∆𝑘 ∈ [0,1], ∆𝑏 ∈ [0, 1]. If ∆𝑘 < 0, then 
the servomotor is faulty and must be turned off. If ∆𝑘 >
1, ∆𝑏 > 1 then the load level is higher than the maximum 
permissible value and it is necessary to change the operat-
ing mode of the servo motor. 

If both factors are within the specified limits, then you 
can determine the level of load on the servo motor. 

A fuzzy logical model has been developed, the inputs 
of which are the relative coefficients ∆k and ∆b, and the 
output is the level of load on the servo as a percentage of 
the maximum permissible. To describe such a model, a 
Sugeno-type fuzzy logic inference system with two inputs 
and one output is used. For each input parameter on the 
interval [0; 1] the corresponding membership functions 
are set (Fig. 3). The output parameter Load is the corre-
sponding coefficient on the interval [0; 100], showing the 
percentage of engine load. If this parameter is equal to 
zero, then the servo drive operates in the nominal mode 
without load. If it is 100%, then the engine has a maximum 
load and it is necessary to change its operation mode. 

The relationship between the introduced sets is de-
scribed by the following fuzzy rules: 

R1:  If 𝑘 is 𝑘0 and 𝑏 is 𝑏0, then 𝐿𝑜𝑎𝑑 = 𝑙1; 
R2:  If 𝑘 is 𝑘𝑚𝑎𝑥 and 𝑏 is 𝑏𝑚𝑎𝑥 , then 𝐿𝑜𝑎𝑑 = 𝑙2; 

To convert clear input values to clear output, n is used 
- the Takagi – Sugeno algorithm [6]. 

The resulting model allows us to determine the degree 
of loading of the servo motors as a percentage of the max-
imum permissible value from the analysis of the coeffi-
cients of the approximation direct envelope.  

This will allow you to choose the operating mode of 
each specific drive and optimize the operating mode of 
construction robotic and mechatronic complexes in order 
to increase their reliability and efficiency. 
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Figure.3. Input data of a fuzzy model for servomotor load 
determination 

4.3 Prediction of technical condition 
A method for servo motor technical condition predic-

tion using neural networks is proposed. The forecasting 
initial data are the trend of the coefficients k of the ap-
proximating direct envelope of the wavelet coefficients of 
the current signals at characteristic scales for previous pe-
riods of operation, distributed over equal time intervals. 
The forecasting process includes three levels. At the first 
level, the values of the coefficients k of the approximation 
direct envelope of the wavelet coefficients for each char-
acteristic wavelet scales are predicted. A direct signal 
transmission network with three inputs and one output is 
simulated. 

The input vector of the neural network 
 )(),...();(),...();(),...( 132231  NNN tktktktktktkP

 
The target vector H, the values of the determining pa-

rameter are set, which should be obtained at the output 
 )(),...( 4 NtktkH  . 

For a given input P, the neural network calculates the 
output value of the predicted parameter С  

 )();();( 12 NNN tktktkC  ,
 

corresponding to a given target vector H.  
To train the neural network, the back propagation al-

gorithm is used. 
Similar calculations are performed for each scale of 

wavelet coefficients. If during the calculation all the co-
efficients are negative, then the servomotor will remain 
operational in the next period of operation. If at least one 
is zero or positive, then in the next period of operation the 
object will fail. 
The forecast at the next levels is an approximation of the 

values obtained at the previous level. To predict the time of 
the onset of faults, network outputs are needed that predict 
the values of the corresponding coefficients of the approxi-
mation straight envelope of the wavelet coefficients, apply 

to the input of the radial basis network. Since the output of 
the first level consists of values of the coefficients k, nega-
tive values of which indicate a working condition, and zero 
or positive ones indicate a faulty state of the servo, the result 
of the next level of forecasting can be obtained by maximiz-

ing the previous level. The determination of the develop-
ment coefficients of the motor malfunction MOTORК  .  

)))((max(exp( 21.1 bIWKК iFAULTj   ; 

)))((max(exp( 22.1  bIWKK iFAULTMOTOR ,
 

where 1.1IW  2.1IW - weights vector of the first (devel-
opment of a malfunction) and second (forecast of the 
state of the servo motors) of the approximation steps. 

To determine the servo motor failure time, it is nec-
essary to add the predicted values of the coefficients of 
the approximation direct envelope of the wavelet coeffi-
cients in the training set and repeat the entire forecasting 
process until the coefficient determining the state of the 
servo motor becomes 0MOTORK . The number of iter-
ations passed will be equal to the number of time inter-
vals T during which the servomotor remains operational. 
The implementation structure of the above method is 
shown in Fig. 4 

The proposed method for forecasting the technical 
condition will allow short-term and long-term forecasting 
of defects of each MSFC servo motor. The results will be 
used for subsequent optimization of the operating mode 
of MSFC. 

The proposed method for forecasting the technical con-
dition will allow short-term and long-term forecasting of 
defects of each MSFC servo motor. The results will be used 
for subsequent optimization of the operating mode of 
MSFC. 

5   Cyber-physical system upper level  
According to the developed architecture, the upper 

level collects information about the current state, load and 
the forecast period of maintaining operability from all 
MSFC drives and makes a decision on its further operation. 

Let be m -  number of radial movement mechanisms; 
n - is the number of lifting jacks of the MSFC. An im-
portant condition for the operation of the system is the 
identity of the RMM and LJ drives, as well as the uni-
formity of their loading 

 If 𝐿𝑜𝑎𝑑𝑅𝑀𝑀 and 𝐿𝑜𝑎𝑑𝐿𝐽 corresponding load on each 
servomotor RMM and LJ,  then the total load on all drives 
of the system will be calculated as follows: 

∑ 𝐿𝑜𝑎𝑑𝑅𝑀𝑀 = 𝑚 ∙ 𝐿𝑜𝑎𝑑𝑅𝑀𝑀; 
∑ 𝐿𝑜𝑎𝑑𝐿𝐽 = 𝑛 ∙ 𝐿𝑜𝑎𝑑𝐿𝐽. 

If the number of simultaneously operating drives 
RMM as 𝑚∗, where 𝑚∗ = 1 … . 𝑚 and LJ as 𝑛∗, where 𝑛∗, 
then the total load on simultaneously working drives can 
be determined from the relations 

∑ 𝐿𝑜𝑎𝑑∗
𝑅𝑀𝑀 =

𝑚

𝑚/ ∙ ∑ 𝐿𝑜𝑎𝑑𝑅𝑀𝑀; 
∑ 𝐿𝑜𝑎𝑑∗

𝐿𝐽 =
𝑛

𝑛/ ∙ ∑ 𝐿𝑜𝑎𝑑𝐿𝐽. 
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Figure. 4 Structure of the implementation of the method for predicting the technical condition of MSFC servo motors 

 
The additional load on each drive can be found from the ratio 

∆𝐿𝑜𝑎𝑑𝑅𝑀𝑀 = ∑ 𝐿𝑜𝑎𝑑∗
𝑅𝑀𝑀 − 𝐿𝑜𝑎𝑑𝑅𝑀𝑀; 

∆𝐿𝑜𝑎𝑑𝐿𝐽 = ∑ 𝐿𝑜𝑎𝑑∗
𝐿𝐽 − 𝐿𝑜𝑎𝑑𝐿𝐽. 

Thus, a ratio is obtained that, knowing the total num-
ber of RMM and LJ drives and the number of currently 
motors operation determines the required load increment 
for each motor. 

The average ( Load ) and average additional ( Load ) 
load on the servos of the RMM or LJ group are determined 
from the relations: 

)(/ **
)( mnLoadLoad ji , 

)(/ **
)( mnLoadLoad ji

,
 

where  *,1, niLoadi  ;  *,1, mjLoad j   - load for each 
motor RMM and LJ;  *,1, niLoadi  ;  *,1, mjLoad j   
-additional load for each motor RMM and LJ. 
The average predicted period of good operation of the ser-
vos group RMM and LJ

  
)(/ **

)( mnTT jig   

where  *,1, niTi   ;  *,1, mjT j   - the predicted 
period of good operation of each servo RMM and LJ cal-
culated according to the forecasting model. 

The simulated fuzzy logical decision-making system will 
have three inputs and one output. To convert clear input values 
into clear output, the Mamdani fuzzy logic algorithm is used 
[7-12]. The fuzzy knowledge base that describes the relation-
ship between the input term sets and the output sets is pre-
sented in Table 1. The result of the decision-making model 
is the value of the decision 𝐷 ∈ [−1, 1]. 

 
 

Table 1. The truth table of the fuzzy decision-making 
model 
 

Current motor 
load 

Change motor load, % 
Less 20 25 More 30 

Forecasted period of service 1 month 
Less 30 +1 +1 -1 
50 -1 -1 -1 
More 60 -1 -1 -1 
Forecasted period of service 3 month 
Less 30 +1 +1 +1 
50 +1 +1 0 
More 60 -1 -1 -1 
Forecasted period of service more 6 month 
Less 30 +1 +1 +1 
50 +1 +1 +1 
More 60 0 0 0 
 
 
If 𝐷 > 0, then it is necessary to change the load on ser-

viceable servos of the group by the value ∆Load. If D=0, 
then the operating mode must be left unchanged. If D <0, 
then the condition of the drives of the group is unsatisfac-
tory and it is necessary to stop the process. Based on this 
model, an intelligent decision-making method has been 
developed on the operation mode of each of the MSFC 
servo groups based on the technical condition of its servos, 
the implementation structure of which is shown in Fig. 5. 
 
 
 

 

Servo current measurement. 
Calculation k for each characteristic scale 

Т=0 From the database k for previous periods 
of operation 

Training sample formation Prediction of coefficient values k 

𝑘 < 0 Fault Prediction Predicting Servo Status 

Т=Т+1 

Yes 

Failure after T periods 

No 
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Figure 5. The structure of the implementation of the intellectual decision-making method for managing building mech-
atronic and robotic complexes according to the results of diagnosing their servos 
 

6  Experimental research 
A study of the prediction diagnosis methods of MSFC 

has been performed. For servo motor KY110AS0415-
15B-D2-2000 was carried out according to the measure-
ment of the current signal from January 2008 to January 
2015. The obtained records of the supply current signals 
were processed using the proposed diagnostic method. 
The coefficients of the approximation straight envelope 
are found for each scale. According to the data obtained, 
it is clear that in January 2015 this servo motor was in the 
boundary state, since the approximation coefficient k for 
the rolling bearing malfunction is close to 0. According to 
the record in the equipment maintenance journal, the 
KY110AS0415 - 15B - D2 - 2000 servo drive failed on 
27.02.2015 due to wear of the bearings, which confirms 
the accuracy of the proposed diagnostic method. Accord-
ing to the values of the coefficients k for the period from 
2008 to 2012, the values of these coefficients are predicted 
for 2013-2015. A comparison of the results of diagnosis 
and forecasting (Fig. 7). It can be seen from this graph that, 
according to the forecast, the failure of the servo drive oc-
curred earlier than in fact, which will prevent a sudden 
failure of the equipment. The analysis of the effectiveness 
and reliability of the proposed methods of predictive diag-
nosis. 

It is established that the use of these methods will in-
crease the coefficient of technical use by 16%. The reliabil-
ity of the diagnosis is 93%. The accuracy of short-term fore-
casting is 1.7%, long-term forecasting does not exceed 10%. 
Prediction accuracy can be increased by increasing the vol-
ume of the training sample, as well as adding it to the cur-
rent values of the diagnostic parameters. 

 
Figure 7. Comparative analysis of the diagnosis and fore-
casting results  

A study of the prediction diagnosis methods of MSFC 
has been performed. The experimental stand was a frag-
ment of a sliding formwork of four lifting jacks intercon-
nected by formwork panels suspended on crossbars. This 
stand was put into step-by-step motion at a speed of 1 cm 
/ min. For each scale of wavelet coefficients, the relative 
coefficients of the approximation straight envelope were 
calculated, which were substituted into the model for cal-
culating the load. As a result of the calculation, it was 
found that the average load on the drive is approximately 
the same and amounts to 29.52% of the maximum, which 
corresponds to the average statistical load on the form-
work drives during operation. The health checks of the 
models for calculating the load change and the decision on 

Prediction of the technical con-
dition of servo motors 

Servo Diagnostics Determining the current load 
on servo motors 

The number of serviceable 
motors in the group 

The average predicted duration of 
the motors in the group 

The average load on the 
servo motors in the group 

Additional load on group 
motors 

Decision- making on the group motors operating mode 
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the control of servo drives were carried out with the 
KY110AS0415-15B-D2-2010 formwork drive turned off. 
The objective of the experiment was to calculate the nec-
essary change in the load on the three remaining drives 
and to study the behavior of the system when working on 
three servos. To compensate for the failure of one of the 
drive jacks, it is necessary to increase the load on each of 
the three remaining drives by 9.84%. As a result of the 
calculation using a fuzzy decision-making model, it was 
found that the current load on the group drives can be in-
creased by ∆𝐿𝑜𝑎𝑑 = 9,84 %. 

For the three switched-on drives, the load on the calcu-
lated percentage was increased and the speed of the frag-
ment of the sliding formwork was measured. The results 
of the study showed that the control system allows for uni-
form constant movement of formwork panels with a given 
speed of 1 cm / min with four drives with a load of 29.52% 
each, and with three motors with a load of 39.36%.  

The nature of the movement of the mechanism remains 
almost unchanged when the load is redistributed within the 

motors group. This makes it possible to carry out repair work 
on replacing a faulty drive without stopping the process, re-
ducing complex performance and losing quality of the mon-
olithic structure being constructed. 

7   Conclusions  
The article presents the structure of the cyber-physical 

system for predictive diagnosis of the technical condition of 
MSFC servo motors. This system contains two levels. The 
first level is connected to the servos and provides their pre-
dictive diagnosis. At the second level, decision making and 
changing the operating mode of the servo drive are imple-
mented. The innovative methods of diagnosing and predict-
ing the technical condition are described. Methods of calcu-
lating the current and additional load are presented, as well 
as a decision-making model on the advisability of changing 
the load on the servos depending on the current state of oper-
able motors.
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Abstract –  

In Japan, earthmoving workers are aging rapidly, 
and more than one million skilled workers will retire 
at once in the near future. Thus, the mass retirement 
of these skilled technicians could bring a significant 
drop in production capabilities throughout the 
earthmoving industry. To solve this problem, it is 
expected that automatic construction systems using 
robotics technology will improve productivity at 
earthmoving field. To efficiently promote further 
advancements in earthmoving automation research, 
it is necessary to systematize the entire earthmoving 
construction and classify automation levels.  

In this paper, we formed a team in collaboration 
with project owners, civil engineers, engineers of 
construction machinery manufacturers, and robotics 
researchers, and others. Then, with them, we 
attempted to formulate a “automation system 
diagram for earthmoving work” to systematize the 
entire earthmoving construction, and “automation 
levels for earthmoving machinery” to grasp the 
achievement of current technologies. It is anticipated 
that these will make it possible to give concrete shape 
to research aims and plans, and that automation 
research will proceed as a result. 

 
Keywords – 

Earthmoving machine; Automation; system 
diagram; level 

1 Introduction 
The aging of workers in Japan’s construction industry 

has been progressing rapidly in recent years. The 
percentage of construction workers aged 55 years or 
older, which stood at 24.2% in 1998, rose to 34.1% in 
2017. Meanwhile, the percentage of workers aged 29 or 
younger, which was 21.6% in 1998, fell to 11.0% in 2017 
(Figure.1, [1]). Moreover, looking at the number of 
construction workers by age group in 2015 (Figure.2, [2]), 
a reverse pyramid is created whereby the number is 
largest in the elderly group and becomes smaller with 
each descending age group. This problem is more serious 
in the earthwork field than in the building field. 

From this, it is estimated that at least one million 
skilled technicians will retire in the near future. The 
production capabilities of skilled technicians (having at 
least 15 years of experience) is roughly 1.8 times that of 
less-skilled technicians (having experience of less than 

 
Figure 1. Number of workers [1] 
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ten years) [3]. Thus, the mass retirement of these skilled 
technicians could bring a significant drop in production 
capabilities throughout the earthmoving industry. 

It is expected that one way of resolving this problem is 
to improve productivity by applying robotics 
technologies in earthmoving work. Specifically, it is 
anticipated that automating earthmoving work with 
robotics technologies will raise the production 
capabilities of less-skilled technicians and achieve 
manpower savings at earthmoving sites. A number of 
such automation technologies have already been studied 
and some are being put to practical use [4] – [11]. 

However, most of the research conducted so far has 
been limited to the automation of individual earthmoving 
machinery, and is far from the automation of the entire 
earthmoving work. 

To efficiently promote further advancements in 
earthmoving automation research, it is necessary to 
clarify the research goal to be carried out next by 
understanding the scope that the current research 
occupies in the entire earthmoving work and the degree 
of achievement of the research. For that purpose, it is 
necessary to systematize the entire earthmoving 
construction and classify automation levels. There are 
some examples of these studies in the earthwork field [12] 
– [14]. However, these are discussed on limited 
conditions only, and overall examination by many 
category researchers (for example, owner, contractor, 
robotics engineer, etc..) is insufficient. 

In view of this, we, the authors, formed a team in 
collaboration with project owners, civil engineers, engineers of 
construction machinery manufacturers, and robotics 
researchers, and others. Then, with them, we attempted to 
formulate (1) a “automation system diagram for earthmoving 
work” to systematize the entire earthmoving construction, and 
(2) “automation levels for earthmoving machinery” to grasp the 
achievement of current technologies. It is anticipated that these 
will make it possible to give concrete shape to research aims 
and plans, and that automation research will proceed as a result.  

This paper presents one such proposal that we studied 
toward this end. 

2 Study of a vision and an automation system 
diagram for earthmoving work 

Earthmoving work involves various types of work, for 
example embankment work, cutting work, slope work, and soil 
improvement. earthmoving sites are comprised of the some 
types of work that are required there. For example, if a site is 
for road construction, it will be comprised by embankment 
work, cutting work, culvert work, and pavement work, etc.. 

Additionally, types of work are largely divided into 
components termed “construction,” “construction planning,” 
and “inspection.” “Construction” is the execution of actual 
work by earthmoving machinery and people; “construction 
planning” includes the ordering, arrangement, and scheduling 
of personnel, machinery, and materials; and “inspection” is the 
task of inspecting daily operations and final products to 
determine if they meet specifications. 
 Furthermore, there are elements that comprise each of the 
components of “construction,” “construction planning,” and 
“inspection.” For example, “construction” in embankment 
work that is part of road construction is mainly comprised of 
the four operations using various types of earthmoving 
machinery shown in Table 1. In the case of “construction 
planning”, it is comprising elements include “effective 
arrangement of machinery, workers, materials, etc.” 
“appropriate ordering” and “coordination of various types of 
machinery”. While in the case of “inspection,” it is comprising 
elements include “measurements of layer thickness, as-built 
form, density, etc.” and “pass/fail judgments.” 

Figure 3 provides an outline of the study detailed above. It is 
an “automation system diagram for earthmoving work.” 

We presented “road construction” and “embankment work” 
as examples for this diagram. However, it is possible to prepare 
diagrams for various types of work by changing necessary 
components and elements. 

3 Study of automation levels for earthmoving 
machines 

Next, we conducted our study with the goal of proposing 
“automation levels for earthmoving machines” necessary to 
grasp the performance of current technologies. 

Here, we studied with the following approach, referring to 
the previous research [12] – [14]. 

- "Construction" and "construction planning" are 
considered to be separate. This is because, as mentioned 
in the previous chapter, they are separate in the system 
diagram. 

- Remote control is not included as an intermediate step 
to autonomous.  This is because, remote operation is the 

 
Figure 2. Number of construction workers (2014) [2] 
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same as boarding operation, except that only the 
operation location is different. 

Then, we decided to use the levels for motor vehicles, for 
which similar automation levels already exist, as a reference. 

It should be noted that, in order to simplify our study, we 
narrowed it to the work of “excavating and loading by hydraulic 
excavator” in embankment work within road construction. 

3.1 Study of levels of driving automation for 
motor vehicles 

The Society of Automotive Engineers (SAE) of the United 
States has issued a standard for levels of driving automation 
vehicle called SAE J3016 that has become the international 
mainstream. On this SAE J3016, the level is divided by whether 
“(1) vehicle motion control,” “(2) object and event detection 
and response (ODER),” and “(3) dynamic driving task fallback 
(DDT fallback)” is  handled by a person (driver) or by a car 
(system), and whether “(4) operational design domain (ODD = 
conditions)” is limited or not (Table.2, [15]). 

Using these levels as a reference, we first decided to 
substitute items (1) to (4) above to achieve compatibility with 
earthmoving machinery. 

3.2 Item substitution 

(1) “Vehicle motion control” → “earthmoving machine 
control” 
   Here, we focus on earthmoving machine control. In the 
case of a hydraulic excavator used in embankment work, 
for example, this refers to commanding the excavator to 
move, excavate, rotate, drop soil, etc.  

 
Table 1. Elements of construction (ex. embankment work) 

Operations Image 
Excavation and 

Loading 
(Hydraulic Excavator)  

Transportation and 
Dropping 

(Dump Truck)  
Spreading (bulldozing) 

(Bulldozer) 
 

Compaction 
(Compactor) 

 

 
Figure 3. Automation system diagram for earthmoving work 
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(2)  “Object and event detection and response” → 
“detection and judgment for high-efficiency 
construction” 
   This is the conscious (or unconscious) detection of 
surrounding information and judgment by the operator to 
improve construction efficiency. For example, in the case 
of a hydraulic excavator used in embankment work, this 
refers the detection and decision of optimal machine 
position, optimal excavation operation, optimal soil drop 
position, etc., based on conditions around the machine (e.g., 
locations of other machines, condition of materials). 

(3) “Dynamic driving task fall back” → “Response when 
autonomous operation is difficult to continue” 
   This refers to response to unexpected events that make 
continuous automated driving difficult. In the case of a 

hydraulic excavator used in embankment work, for 
example, such events include obstacles within excavated 
materials, load spillage from the bucket, obstacles 
encountered while moving, deviation from course, etc. 

(4) “Operational design domain” →  “site condition 
limitations” 
   This refers to whether or not to limit the conditions of the 
construction site. Examples include topography (e.g., size 
or slope of worksite, etc.), ground (firmness, surface 
conditions, etc.), targeted material (type [such as sand or 
clay], moisture content, etc.), and weather. 

Table 2.  Levels of Driving Automation [15] 

 
DDT : DYNAMIC DRIVING TASK 
ODER : OBJECT AND EVENT DETECTION AND RESPONSE 
ODD : OPERATIONAL DESIGN DOMAIN 
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3.3 Study of automation levels 
Table.3 shows the results of our study of automation levels 

for the work of “excavating and loading by hydraulic excavator” 
based on the items presented in the previous section are shown.  

In this levels, we focused solely on the element of 
“excavating and loading by hydraulic excavator.” However, it 
is possible to propose automation levels for other element and 
other machines by changing the details of the work, the 
specifics of problems, limiting conditions, and other factors. 

It should be noted that remote operation is not considered in 
these levels, as mentioned above. Although the operator will get 
off the earthmoving machine at one of the levels, we decided 
not to specify that level. In other words, the operator can engage 
in either onboard operation or remote operation at levels 1 to 5. 
SAE J3016 is the same in this regard. 

4 Conclusion 
In this study, we discussed with many category researchers, 

project owners, civil engineers, engineers of construction 
machinery manufacturers, and robotics researchers, and others. 
And through this study, we successfully proposed draft 

versions of an “automation system diagram for earthmoving 
work (Figure 3)” and “automation levels for earthmoving 
machines (Table 3).” We believe that referencing these 
outcomes will make it possible for all researchers  to understand 
the scope that the current research occupies in the entire 
earthmoving work and the degree of achievement of the 
research. And it will be possible to clarify the research goal to 
be carried out next. 

For example, based on the outcomes of this paper, 
“Autonomous Hydraulic Excavator”, which is 
researched recently [10][11], are autonomous research 
only for a “Hydraulic Excavator” element in 
“construction” component (Figure 3). And it corresponds 
to “automation level 1 (Table 3)”. Thus, as future 
research and development policies, it is possible to 
propose an advancing the automation level or an 
automatization other elements or components (Figure 4). 
It can be expected that this will effectively promote 
further advancements in earthmoving automation 
research. 

Additionally, no single correct definitions exist for the 
diagram and levels mentioned here, and interpretations will 
vary depending on the viewpoint. It is therefore inappropriate 

Table 3.  Levels of Automation for Construction Machines 

     Level 

Name / Definition 

Construction 
Machine 
Control 

Detection and 
Judgment for 
High-efficiency 
Construction 

Response when 
Autonomous 
Operation is 
Difficult to 
Continue 

Site 
condition 
limitations 

Example：Hydraulic shovel in embankment work 

 
0 No automation Human 

Operator 
Human 
Operator 

Human 
Operator Limited  

1 

Automation of individual behavior  

Human 
Operator  
and System 

Human 
Operator 

Human 
Operator Limited 

Automation of locomotion / excavation / turning / 
releasing 
(Automation of each operation can be individual) 
 
Excavation position, bucket point, release point, each 
optimal operation, completion judgment, etc. can be 
instructed by a human operator. 

2 

Automation of series operation 

System Human 
Operator 

Human 
Operator Limited 

Automation of series operation. Move→Excavate→
Turn→Release 
 
Excavation position, bucket point, release point, each 
optimal operation, completion judgment, etc. can be 
instructed by a human operator. 

3 

Automation of detection and judgment for high 
efficiency work 

System System Human 
Operator Limited The system determines and executes the optimum 

excavation position, optimum bucket point, optimum 
release point, optimum operations, completion 
judgment, etc. for high efficiency construction. 

4 
Trouble shooting 

System System System Limited 
Example : Load collapse, sudden obstacle, etc. 

5 Open the limited scenario System System System Unlimited 
 

351



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

to immediately view them as universal standards. However, we 
believe that concretely conceptualizing the performance of 
current technologies and R&D aims by illustrating proposals 
and stimulating discussion by presenting studied processes are 
extremely meaningful endeavors. We would like to see the 
outcomes described herein be at the forefront of discussions 
among researchers. 

We hope that the outcomes presented in this paper will be of 
assistance to researchers and engineer who aim to autonomous 
earthmoving construction. 
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Figure 4. An example of understanding the position and level of current technology and setting the next goal 

For example, 
“Autonomous Hydraulic 
Excavator” [10][11] are 
autonomous research for 
HERE.  
And “automation level” 
is 1 (Table 3).  
 
Then Next research,  

• Advancing the 
automation level  

• Automatization 
other elements or 
components. 
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Abstract -

The McKinsey Global Institute’s digitisation index ranks
construction amongst the least digitised sectors globally. This
translates to a relatively slow rate of labour-productivity
growth which, according to McKinsey, costs the global econ-
omy US$1.6 trillion per year. One area ripe for improve-
ment is validation of final components on construction sites.
This is a critical step in the quality assurance process, but
also one that consumes significant resources when performed
manually. Digitisation, using reality capture technology, can
enable rapid component analysis through automation. How-
ever, traditional survey tools, which focus on individual points
or fixed locations, tend to provide limited coverage, are diffi-
cult to operate and hard to interpret. More recently, develop-
ments in Light Detection and Ranging (LiDAR) has enabled
rapid digital representation of geometry. The resulting point
clouds can then be processed using modern computing tech-
niques, including the proprietary BuiltView platform used
here, to perform automatic checks that are faster and more
accurate than manual measurement and achieve greater cov-
erage than traditional surveying technologies. As the tech-
nology develops to become cheaper and more readily avail-
able, potential on-site applications should be fully explored.
To improve the understanding of options, applications and
productivity benefits, we present case studies performed on
active construction sites in which an aspect of the built en-
vironment was scanned with LiDAR and the data analysed
to estimate value accretion for the builder. In floor flatness
analysis and site visualisationwe demonstrate results that are
prohibitively difficult to perform manually. In LiDAR-based
precast scanning and formwork analysis we show promise for
detecting defects before they cause delays and costs further
down the value chain. We present the context and method-
ology for each case study, along with the benefits and diffi-
culties encountered with LiDAR use. Finally, we calculate
the approximate value added compared with traditional ap-
proaches to quantify the relative merit of point cloud data.
Findings from our case studies suggest LiDAR has the poten-
tial to significantly improve constructionproductivity, quality
of works, documentation and client engagement.

Keywords -

LiDAR; Construction; Productivity; Case studies

1 Introduction
Due to a variety of factors including underinvestment

in digitisation and innovation, the construction industry is
losing $1.6 trillion globally each year [1]. As project and
site complexities increase, the industry can leverage tech-
nological advancements to increase productivity through
automation and quality improvements. In this study, we
focus on one such technology - Light Detection and Rang-
ing, or LiDAR - and investigate its potential for adop-
tion through the BuiltView platform to complete a variety
of tasks on active sites. LiDAR, like that shown in Fig-
ure 1 is commonly used by surveyors to take accurate mea-
surements of spaces, particularly where traditional manual
measurement is prohibitively difficult or slow.

Figure 1. Survey grade tripod LiDAR scanning piles dur-
ing excavation works.

Here we present case studies of five applications of Li-
DAR that were conducted to address issues site engineers 
were facing during a particular phase of construction, with 
a high-level overview of the technical approach taken in 
each case.
Our main objective for each case study is to estimate the 

potential for productivity, financial o r r isk management 
improvements provided by the LiDAR application.
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2 Background
The construction industry is worth roughly US$10 tril-

lion (2017), accounting for roughly 13% of world GDP.
According to the McKinsey Global Institute [1], this num-
ber could grow by US$1.6 trillion if productivity enhance-
ments, such as digitisation and advanced automation, were
more widespread. These productivity improvements can
come from a variety of sources, including additive manu-
facturing [2], increase prefabrication [3], or by automating
progress monitoring [4, 5] inspection [6] or as-built mod-
elling [7], to name a few.

One of the major issues facing construction is the cost
of rework, defined as "activities in the field that have to be
donemore than once, or activities which remove work pre-
viously installed as part of the project" [8]. A 6-year study
of nearly 20,000 rework events across 346 projects con-
cluded that the mean yearly profit reduction was 28%[9].
As much as 52% of total cost growth is due to rework,
which also increases schedule overrun by 22%[10, 8]. As
such, any preventative methods to reduce rework, for in-
stance by increasing quality checks [11, 12, 13], have the
potential to drive considerable productivity improvements.

Technological advancements in laser scanning using
Light Detection and Ranging (LiDAR) have enabled sev-
eral notable high-accuracy inspection processes with the
potential for automation, primarily focused on 3D model
reconstruction and geometric quality inspection [12]. Li-
DAR produces an output commonly referred to as a "point
cloud", which is a collection of thousands to millions of
positions in 3D space representing solid matter and de-
rived from high accuracy distance measurements from the
sensor. A lot of work has gone into converting these point
clouds into Building Information Models (BIMs) which
are more common in the industry and easier to work with.
This can take the form of generating as-built models of
site [14, 15] or precast units [7], quickly generatingmodels
of existing structures for heritage, renovation or integration
purposes [16], or updating progress through comparison
with 4D BIM [4].

Another common use for point clouds is high-fidelity
quality inspection. In some cases, this involves directly
measuring particular built elements like railway power
lines [6] or concrete rebar positions [13]. Another case
is floor flatness measurement, typically performed using
manual straightedgemethodswhich can be automatedwith
tripod-based LiDAR or aerial scanning [17]. Laser scan-
ning is capable of great accuracy, with some scanners
detecting 1mm flatness defects from 20m away [18].

Recent advances in algorithm development have en-
abled a trend towards mobile LiDAR, which enables
rapid surveying, whether handheld [16, 14], vehicle-
mounted [6] or aerial [19, 20]. With handheld LiDAR, for
example, a single operator can scan entire floors of build-

ings in a few minutes using a backpack-sized device. Sim-
ilar scanning using static (tripod mounted) equipment can
take hours. The downside however, is mobile LiDAR lacks
the accuracy of static sensors. The need for programmatic
stitching, and a proclivity towards cheaper laser scanners,
means handheld sensors typically achieve 5-30mm accu-
racy, depending on the object being scanned [14]. Despite
this impediment, mobile LiDAR has several site applica-
tions due to its ease of use. For example, colourisedmobile
LiDAR enables rapid detailed capture of site conditions
which can be used for communication or documentation
purposes [21].
Our study employed a combination of mobile and static

LiDAR, while also varying static LiDAR between high
density ( 1M points per scan) and low density ( 1K points
per scan) capture.

2.1 Sites

This study was undertaken on a number of active con-
struction sites operated by Laing O’Rourke in various
stages of development which have different contexts and
priorities.
Project 1 was a newly developed Health Precinct con-

sisting of an 8-story building. The building comprised
mainly teaching and learning areas including lecture the-
atres, labs, hospital simulation studios, X-Ray and CT
rooms and other work spaces.
Project 2 was a 10 story building composed mainly of

engineering laboratories. This was further complicated by
revitalisation and integration with an existing engineering
building which was still largely operational for classes and
research.
Project 3, located in Western Australia’s Pilbara region,

required replacement of 7 active railway bridges with pre-
cast concrete culverts. The project complexities included
high desert temperatures over 40◦C and short time win-
dows to replace each bridge to ensure the rail line remained
operational.
Finally, Project 4 was not a construction site but rather

a Design for Manufacture and Assembly (DfMA) facility
in London, England, operated by Laing O’Rourke which
produces high-volume and bespoke components for sites
around the country. For quality assurance purposes, laser
scanning is used to validate precast components and form-
work. However, technical constraints limit the rate at
which such analyses can be performed, so automation can
add significant value.

3 Methodology
In this section we provide an overview of our five case

studies, the data capture and method used, and processed
data visualisations.
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Throughout these case studies, we utilise the BuiltView
platform for data capture and processing. BuiltView is
a software platform developed in house which comprises
robust data handling methods and innovative point cloud
handling tools. The technical details of this platform are
out of scope for this report.

3.1 Precast verification

As described in Section 2.1, Project 3 involved assem-
bling a railway bridge using large precast concrete culverts.
Due to the site conditions and time constraints, there was
interest in verification of the culverts before attempting
assembly. Of particular interest were any twists in the
uprights which would affect the fit of adjoining culverts.
To enable the analysis, site engineers scanned two pre-

cast culverts using static LiDAR, compiling scans from
multiple directions into one point cloud shown in Figure 2.
The point clouds were then split into individual culverts
and registered to their respective design models by per-
forming optimised alignment using the Iterative Closest
Point (ICP) algorithm.

Figure 2. Point cloud scans of precast culverts at Project
3. The culverts are approximately 4m tall.

After the scan was aligned with the design model, a
pointwise distance metric was computed by finding the
distance between each point in the scan and the nearest
point on the model. This metric allowed identification of
specific points that were significantly deviated from de-
sign, in addition to geometric differences like scale and
twist. For improved understanding, we displayed this in-
formation as a heatmap by projecting the distance metric
of each point on a colour scale from blue to red.

3.2 Floor flatness

At Project 1, site engineers requested an analysis of
floor flatness on several levels of the building. Due to
changeover of subcontractors, a short timeframe was re-
quired, as any defects discovered after several weekswould
cause program delays. Consequently, manual checking
was infeasible, and LiDAR was trialled as a potential so-
lution.

In previous collaborations with Project 1, we found
static LiDAR scanning prohibitively slow. This was pri-
marily due to increased processing (registration) time,
caused by internal walls that limited the visibility from
individual locations. Knowing this, we opted to use a
handheld mobile LiDAR for this capture - a Paracosm PX-
80, shown in Figure 3 - that enabled rapid scanning of the
building.

(a) Scanning

(b) Raw scan output

Figure 3. Capture process and output from Paracosm PX-
80 handheld LiDAR scan.

When processing the data, we considered registering the 
point cloud to the BIM to compare points with their exact 
location on the ground plane. However, this approach 
would demonstrate global deviation (the entire slab being 
slightly too low or high), when the desired insight for 
flooring compliance was relative deviation. Therefore, we 
extracted the points representing the ground from the raw 
point cloud data and computed a best-fit p lane. We then 
computed the point-to-plane distance from each point to 
this best fit plane and displayed this data using a heat map
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visualisation.

3.3 Formwork

Prevention is always preferable to reparation on site,
as rework is costly in both time and money. With this
being the case, we investigated the possibility of validating
concrete pours at the formwork stage rather than after the
pour as in the other case studies. Also taking place on

(a) Scanner on site

(b) A section of the point cloud scan

(c) Building Information Model

Figure 4. Context of staircase formwork at Project 1. Four 
sensor locations captured using a Leica BLK360 were 
registered to generate a scan which was then compared to 
the BIM shown.

Project 1, this case related to a set of multilevel staircases 
undergoing rework due to an error in the original design. 
Due to this context, we had an opportunity to scan the 
formwork of the stairs before the pour, and compare it to 
a correct BIM as well as an incorrect BIM to investigate

preventative analysis.
We scanned the formwork using a Leica BLK360 static

LiDAR as shown in Figure 4. Since a static LiDAR was
used, occlusion was a significant concern so we scanned
the formwork at several positions along the staircase and
then registered the scans using common points. We then
aligned the completed scan to the BIM, using the inner
faces of the formwork to align to the outer faces of the
concrete model. This process was repeated for the correct
and incorrectmodel, at which point computing the shortest
distance metric allowed us to analyse the formwork scan
to determine if it was correctly built.

3.4 Reinforcement scanning

Correct placement of rebar in concrete is critical to the
long-term survival of the construction project. Inspecting
the size, number and spacing of rebar can be difficult and
time-consuming. Enabling easier inspections is of partic-
ular interest at Project 4’s manufacturing facility, where
components are prepared for use on construction sites.
Furthermore, there is value and interest in having detailed
information about the internal structure of a slab for future
works including penetrations and proof of completion to
specifications in the case of disputes.

Figure 5. LiDAR scan of rebar at Project 4

By scanning the reinforcement before the concrete is 
poured, the structure can be inspected digitally using the 
point cloud and future works can be performed using a 3D 
map of the internal structure of the component. Rebar is 
difficult to scan with LiDAR due to the reflective properties 
of the steel, so the scanner used by Project 4 is a low-
density high-accuracy scanner which captures point clouds 
in the order of thousands of points rather than millions. An 
example of this scan is shown in Figure 5.

Our primary aims in this case were identifying bars 
by diameter and detecting relative spacing between bars. 
To achieve both aims, we perform cylinder fitting on the 
point clouds. This generates a collection of 3D shapes 
from which the diameter and spacing can be derived.
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3.5 Visualisation and Documentation

Documentation and communication between parties in-
volved can be difficult, particularly between agents in dif-
ferent industries. Project 4 faced challenges in this domain
communicating a planning error with the client relating to
shared access to a teaching lab which was intended to be
used while construction was being undertaken. The issue
faced was caused by a design element whose size dictated
an overlap into the teaching space which would cause lo-
gistical issues, but communicating and proving this using
2D resources proved difficult. By using LiDAR to capture
the contested space in 3D, dimensions and clashes could
be made more visible and easier to communicate.
Again, we used the Leica BLK360 static LiDAR to cre-

ate a highly detailed colourised scan of the space. Use
of this LiDAR also allowed capture of panoramic pho-
tography during scanning which could also be used for
visualisation. Due to the cluttered nature of the scene
caused by internal walls and furniture, many scans were
required to generate a clear and complete scan of the area.
All individual scans were then registered together using
shared points and vision targets to create a cohesive scan,
which was then further registered to the building model
to allow the scan and model to be overlaid to demonstrate
any clashes.

4 Results
4.1 Precast verification

We validated precast components on Project 3 using
nearest-point heatmap analysis, comparing the point cloud
scans as built to the designmodel. An example of the result
for this analysis is shown in Figure 6.

Figure 6. Heatmap analysis of Project 3’s precast culverts. 
Colour scale represents distance from each point to the 
design model, from blue at 0mm to red at 100mm.

In general, the distances measured are blue, implying
little difference between the scan and the model. How-
ever, the green gradients towards particular corners of the

culvert imply a subtle twist in the uprights which are de-
signed to be planar, which was a very useful insight for the
site team as it is a difficult thing to measure manually but
could cause gaps between installed culverts which could
have flow-on effects. The other features of note were the
interfacing holes at the bottom of the uprights. The red
points around these reveal that they are not in the correct
location, rather they are approximately 11cm out of place
vertically.
There is good potential here for process improvements

here, specifically in the area of riskmitigation. TheLiDAR
scan can analyse the entire culvert at once, and potential
catch geometrical deformations that a human inspector
would not notice. Project 3 requiredmany of these culverts
to be cast, so early detection of any issues would prevent
inordinate amounts of rework.

4.2 Floor flatness

Our results for floor flatness analysis are similarly pre-
sented in heatmap form, though the distances in this case
are computed as normal distance to an artificial plane. The
results for one floor are shown in Figure 7. Around the
starting position of the scan, circular "ridges" in the point
cloud can be seen which likely are artefacts caused by the
initialisation procedure of the mobile sensor and can be
safely ignored. The rest of the scan showsminor variations
in the height of the floor, where green points are level with
the computed best-fit plane, blue points are lower and red
points are higher. The pattern of points shows areas which
are of concern, in particular near the edges of the scan
where some areas demonstrate a rapid shift from green to
red. Besides gradient changes, the other area of interest
is local inconsistencies which could cause problems for
flooring, and small red and blue areas can be seen in the
scan which also merit manual inspection.
Another consideration here is that the operator was able

to scan 5 floors in only a few hours, despite significant
internal occlusions.
As mentioned, the floor flatness inspection at Project 1

took place before a changeover of subcontractors. Typ-
ically, the surveyors used have a turnaround time of ap-
proximately 2 weeks, which would delay the identification
of faults until after the relevant workforce had vacated the
site. These sorts of delays to rectification works can easily
cause cost increases of 5 to 10 times, due to the additional
logistics of bringing back subcontractors to perform the
works. Rapid detection of issues would enable the project
to keep the relevant workforce in place and siginificantly
reduce the cost of rectification.

4.3 Formwork

Analysis of the Project 1 formwork is a slightly dif-
ferent case, since the object of interest is the concrete
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Figure 7. Point-to-plane distance heatmap analysis for the 
floor slab of a single level of Project 1.

pour which does not yet exist, so the analysis has to be of 
the shapes surrounding it. As mentioned earlier, we per-
formed a heatmap analysis after aligning the inner faces of 
the formwork structure with the outer faces of the correct 
and incorrect building models, then compared the results. 
This comparison can be seen in Figure 8.
The result for the incorrect model demonstrates some 

notable characteristics. Several steps are mostly blue and 
green, representing the part of the scan which has aligned 
best to the model. However, further along the scan the 
shortest distances get higher, with significantly more or-
ange and red points visible.
The result for the correct model, however, is far more 

uniform, with most steps an even blend of blue and green. 
In this context, the green points represent the sections of 
formwork which are not close to the final concrete product, 
while the blue points represent the faces which will directly 
contact the concrete.
Comparing the two, it is easy to distinguish a correct 

model from an incorrect model when measured against the 
as-built formwork, implying the possibility of a method to 
assess the correctness of formwork prior to the pour and 
enabling pre-emptive rectification works.

This could potentially reduce costly rework. In particu-
lar, this case involved a demolishing and reconstructing a 
four-story concrete staircase due to design errors. The re-
work required to complete this took several weeks, increas-
ing both budget and schedule blowout. Through formwork 
assessment, many situations like this can be avoided.

4.4 Reinforcement scanning

Due to the difficulty in scanning steel rebar and the 
low-density scanner used, the cylinder fitting must be able 
to distinguish between individual bars in the point cloud. 
Figure 9 shows a section of the rebar scan with each point 
assigned a unique colour according to the cylinder to which 
it was fit.
The resulting colours demonstrate that the analysis is 

able to correctly distinguish between the bars using cylin-

der fitting. The derived cylinders also have specific geo-
metric properties which can be used to analyse the rebar
as needed. Firstly, each cylinder has a diameter, which is
important during inspection since certain numbers of bars
need to be installed to fulfil design specifications. Further-
more, since the cylinders are roughly parallel, the distance
between them can be derived, which is another important
consideration for as-built verification.
Errors in reinforcement and a lack of asbuilt information

can significantly affect project risk, from increased danger
during slab penetrations to short- or long-term deteriora-
tion of structural components. At Project 4, one engineer
with expensive LiDAR equipment is able to inspect 5-10
elements before casting per day on the manufacturing line,
which is approximately 10% of the project throughput.
By automating the data processing and limiting manual
activities to data capture, this productivity can be easily
improved by 2 to 5 times, enabling a much higher coverage
rate and significantly reducing risk.

4.5 Visualisation and Documentation

A high-density visualisation of the contested space on
Project 2 was completed using colourised LiDAR scans.
A snapshot of the results is presented in Figure 10.
The visualisation allowed for better communication

with the client since two dimensional plans can be harder
to understand for people outside construction, and further-
more the scan is correctly scaled such that the building
model can be overlaid to illustrate conflicts. Improve-
ments in communications can have signficant effects on
productivity and avoiding rework by ensuring a cohesive
understanding of the works to be undertaken. In this case
specifically, the improved ability to convey information en-
sured that the project did not impact, and was not impacted
by, client operations in the same space. This avoided dam-
aging relationships with stakeholders as well as preventing
rework due to a misunderstanding.

5 Discussion and Future Work

The case studies presented here represented just a few
use cases for LiDAR on construction sites. Even with
the scanning infrastructure used here, many more appli-
cations could be implemented. For example, the floor
scans of Project 1 were used for floor flatness analysis,
but the data captured also included construction equip-
ment which could be used to infer utilisation, service in-
stallations which could update progress, and incomplete
elements which could be analysed for impending clashes.
The adoption of scanning as a frequent operation in the
industry would enable more value-add propositions in this
vein, though several considerations are involved.
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(a) Incorrect BIM (b) Correct BIM

Figure 8. Heatmaps for the same point cloud compared to two different versions of the BIM. The first version was 
revised due to stair spacing and the scanned formwork was built to the specifications of the second.

Figure 9. Analysis of rebar using LiDAR scans. Each bar 
has been identified as separate using cylinder fitting.

Static LiDAR is currently used commonly in surveying 
but requires significant processing and trained operators. 
Furthermore, scanning can take a long time when features 
like internal walls are involved and causing occlusions. 
The rise of mobile LiDAR enable scanning of large-scale 
infrastructure projects (using vehicle-mounted scanners), 
scanning of difficult-to-reach areas (using aerial LiDAR) 
and rapid scanning for applications requiring frequent up-
dates (using handheld LiDAR). Many handheld sensors 
are also very simple to use, requiring minimal training or

Figure 10: Snapshot of visualisation of contested space at
Project 2

processing time. However, the accuracy of mobile LiDAR
is not as good as that of static scanners, due to error intro-
duced by motion. Because of this, the application of the
different technologies depends on tolerance requirements
and liability. Operations like progress updates, commu-
nication and visualisation can easily be performed using
mobile scanners, while small-tolerance deviation analysis
requires more accurate static ones.
A major advantage of the processes presented here is

the potential for significant automation. If sensors can be
operated autonomously, as is already the case with certain
aerial or robotic scanners[20], certain aspects of process-
ing may also be automated. This can enable high quality
inspection and verification works with far less human in-
tervention and allow the industry to operate with more
confidence than it currently does with less effort.
There is also a push in the construction industry for

greater progressive documentation of the build. Such doc-
umentation can be helpful for future works on completed
sites, and also reduce difficulties during conflict resolution.
LiDAR is a powerful way to capture this data, since the
results are relatively simple to collate and analyse and con-
tain high quality measurements of all surfaces. Whereas
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traditional point-and-line survey can verify locations of
key components, LiDAR measures the entire visible area,
so defects or deformations are more likely to be discovered
early.

6 Conclusion
In this study we have presented several applications of

LiDAR on active construction sites to provide value using
relatively simple algorithmic techniques and user-friendly
outputs. As the technology develops and becomes more
usable and affordable, we hope to see widespread adoption
to help the industry close the digitisation and productivity
gap which is currently in evidence.
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Abstract – 
One of the problems in the practical use of 3D 

printers using cement-based materials is how to 
withstand the tensile force. In general, cement-based 
materials can withstand compressive forces. 
Therefore, reinforced concrete structures are applied 
as composite structures with steel materials such as 
reinforcing bars that can withstand tensile force. 

In this study, we developed a composite structure, 
in which the outer part was laminated with mortar 
exclusively for 3D printers, and the inner part was 
filled with ultra-high strength fiber-reinforced 
concrete as a substitute of reinforcing bars. When the 
test piece was manufactured and its mechanical 
properties were tested by experiments, it was 
concluded that the desired strength had been 
obtained. Then, a large shell-shaped bench, whose 
outer dimensions comprised a width of 7 m, depth of 
5 m, and height of 2.5 m, was manufactured. The 
design used topology optimization that derived a 
shape with high structural rationality; the total 
weight was reduced by approximately 60%. The 
shape derived by topology optimization would have 
been difficult to construct with a formwork, and we 
were able to exploit the advantages of using a 3D 
printer. 

Keywords – 
3D Printer; Automation; Laborsaving 

1 Introduction 

A 3D printer using cement-based materials 
(hereinafter called "3D printer") ejects special mortar 
(hereinafter called "3D mortar") from a nozzle attached 
to a mobile mechanism, such as a robot arm, and 
laminates the mortar to construct a structure. We have 
developing a 3D printer, which we refer to as a 3D printer 
for construction. Since the structures could be 
constructed automatically without using a formwork, 

freedom in design and laborsaving ways of construction 
could be realized. 

One of the problems in the practical use of 3D printers 
is how to withstand the tensile force generated in the 
structure. In general, cement-based materials can 
withstand compressive forces. Therefore, reinforced 
concrete structures are applied as composite structures 
with steel materials such as reinforcing bars that can 
withstand tensile force. To solve this problem, the 
following methods have been devised: a) inserting a steel 
material such as a reinforcing bar during the 3D printing 
process [1], b) manufacturing a piece with a hollow using 
a 3D printer, and inserting a PC steel bar into the hollow 
to introduce a prestressed force [2], and c) using a 
cement-based material capable of withstanding the 
tensile force such as ultra-high strength fiber-reinforced 
concrete (hereinafter called "UFC") [3]. 

Therefore, we developed a composite structure in 
which the outer part was laminated with 3D mortar and 
the inner part was filled with UFC as a substitute to 
reinforcing bars. In this study, basic structural 
experiments were conducted to confirm that an actual 
structure could be constructed using this composite 
structure. And, we designed and constructed a large shell-
shaped bench with outer dimensions comprised a width 
of 7 m, depth of 5 m, and height of 2.5 m; this experiment 
demonstrated the use of the composite structure. 

2 Development of Composite Structure 

2.1 Composition of Composite Structure 

We developed a composite structure by using 3D 
mortar and UFC. In order to construct the composite 
structure, first, the outer portion of the structure was 
laminated with 3D mortar so that the portion that was to 
be reinforced by a reinforcing bar became hollow. Then, 
the UFC was placed into the hollow. The filled UFC 
could withstand the tensile force generated in the 
structure. 
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2.2 3D Mortar and UFC 

For the 3D mortar, mortar premixed with a hardening 
accelerator was used, and the hardening speed was 
adjusted by setting up a retarder. In addition, polyvinyl 
alcohol (PVA) fiber was mixed to increase the bending 
strength. It had a compressive strength of 60 N/mm2 and 
a bending strength of 3.5 N/mm2. 

UFC [4] is a room-temperature-hardening-type 
mortar, developed by the Obayashi Corporation that can 
achieve a compressive strength of 180 N/mm2, tensile 
strength of 8.8 N/mm2, and bending strength of 32.6 
N/mm2. This material has a high tensile strength, bending 
strength, and tensile toughness; thus it can function as a 
structure in itself. This slump flow was approximately 
600 mm and had a self-filling property. Therefore, the 
placement work was easy, and the automation and 
mechanization will be easy as well, compared to the 
manual arrangement of reinforcing bars. 

2.3 Verification of Mechanical Performance 

2.3.1 Outline of Experiment 

Figure 1 shows the cross section of the test piece. The 
width and thickness are 500 mm and 120 mm, 
respectively, and the UFC parts with a width of 50 mm 
and a thickness of 70 mm, are evenly arranged in five 
different positions.  

Photo 1 shows the manufacturing status of the test 
piece. First, the 3D mortar was laminated with a 3D 
printer until the height was 1 m. Next, as shown in Photo 
2, the UFC was placed in the hollow. The UFC, which 
was placed in the hollow, was constructed without being 
spliced. 

A three-point bending test was conducted to confirm 
the bending properties of the test piece (No. 1) 
manufactured with the composite structure. For 
comparison, a bending test was also conducted on a test 
piece (No. 2), which was not filled with UFC, as shown 
in the cross-section of Figure 1. 

2.3.2 Methods of Loading and Measuring 

Photo 3 shows the device loading for the bending test. 
The left end of the test piece was supported by a pin, the 
right end was supported by a pin roller, and the distance 
between the supporting points was 800 mm. In order to 
maximize the bending moment at the center of the test 
piece, a hydraulic jack and ball seat were attached to the 
upper center part of the span, and the load was applied 
vertically downward. Since the width of the test piece 
was as large as 500 mm, a vertical load was applied 
through a beam with a height of 200 mm. The applied 
force was a monotonic load that was pushed in one 
direction. The vertical load at the center of the test piece 
was measured with a load cell. The displacement in the 
vertical direction at the center of the test piece was 
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measured with a displacement meter, and the downward 
direction reflected the positive values. The displacement 
was the average of the values measured at the front and 
at the back of the test piece. 

2.3.3 Result of Experiment 

Photos 4 and 5 show the final destruction status. 
Photo 4 shows the final fracture of No. 1. Photo 5 is an 
enlarged photograph of the fractured surface of No. 1. In 
both No. 1 and No. 2, cracks were found near the lower 
end of the center of the test piece, and finally a fracture 
surface was formed almost in the center of the test piece. 
Many steel fibers protruded from the portion of the UFC 
on the fracture surface of No. 1. It was also confirmed 
that the hollow was filled with the UFC without any gaps. 
In both the test pieces, there were no evidences that the 
mortar at the compression edge had undergone 
compression failure. 

Figure 2 shows the relationship between the vertical 
load and the center deflection. The maximum load of No. 
1 was 47.4 kN. On the other hand, the maximum load of 
No. 2, which was not filled with the UFC, was 22.5 kN. 
No. 1 shows a maximum load of more than twice the 
maximum load of No. 2, because the UFC withstood the 
tensile force. Moreover, in No. 2, brittle fracture occurred 
after the maximum load was applied, and the yield 
strength decreased sharply. However, in No. 1, due to the 
tensile toughness of the UFC, the yield strength gradually 
decreased. 

From the above, it was found that the developed 
composite structure improved both the maximum load 
and the toughness performance, because the UFC was 
placed in the hollow and could withstand the tensile force. 

3 Design of Shell-shaped Bench 

3.1 Outline of Design 

 To verify the practicality of the developed composite 
structure, the shell-shaped bench, which is shown in 
Figure. 3, was manufactured. The design included a 
cantilever shape that produced a large tensile force and 
incorporated a curved surface that 3D printers were good 
at. 

The outer shape was manufactured by laminating the 
3D mortar, but if the entire interior was filled with the 
UFC, as shown in Figure 4, the weight increased and the 
structural rationality decreased. Therefore, the internal 
structure of the shell-shaped bench had a hollow part, as 
shown in Figure 5, to reduce the weight. Therefore, in 
order to determine the morphology of the internal 
structure, we applied topological optimization that 
gradually removed the stress and derived the optimum 
morphology by Finite Element Method (FEM) analysis. 
Figure 6 shows the design flow of the internal structure. 

Photo 4. Final fracture (No.1) 

Photo 5. Detail of the fracture surface (No.1) 

0

10

20

30

40

50

0 2 4 6 8 10 12 14 16 18 20

鉛
直

荷
重

(k
N
)

中央たわみ (mm)

No.1（鋼繊維モルタル有）

No.2（鋼繊維モルタル無）

(1) Entirety

0

10

20

30

40

50

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

鉛
直

荷
重

(k
N
)

中央たわみ (mm)

No.1（鋼繊維モルタル有）

No.2（鋼繊維モルタル無）

V
er

ti
ca

l l
oa

d 
(k

N
) No.1 (UFC placed) 

No.2 (UFC unplaced) 
No.1

No.2

Center deflection (mm) 

V
er

ti
ca

l l
oa

d 
(k

N
) 

Figure 2. (Relationship between) vertical 
load and center deflection 

(2) Initial loading

Center deflection (mm) 

No.1 (UFC placed) 
No.2 (UFC unplaced) 

364



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Since a 3D printer could manufacture pieces without 
using the formwork, it was suitable for manufacturing 
complex shapes that had hollow internal structures 
derived by topology optimization. 

3.2 Topology Optimization 

In topology optimization, the ratio of the reduced 
weight to the initial weight was set as the target value. 
Then, a form in which the stress was minimized in a 
range satisfying this target value was derived. The target 
value for weight reduction was set at 65% of the initial 
weight. Only the long-term load (self-weight) was used 
as the load condition in the FEM analysis, and the short-
term load (horizontal force) generated during use was not 
considered. The reason for this is that shell-shaped 
benches have a cantilever shape and are easily affected 
by their own weight. As shown in Figure 7, topology 
optimization was performed by assuming a thin plate 
with a width of 30 mm in the cross-sectional shape of the 
center position of each piece obtained by dividing the 
total bench width of 7 m into 1 m intervals. For fixing the 
conditions, both the ends of the bottom of each piece 
were fixed. 

Figure 8 shows an example of the result of topology 
optimization. The result of topology optimization of each 
piece divided into seven parts was truss-shaped, similar 
to that shown in Figure 8. The truss-shaped portion 
derived by topology optimization was made visible as a 
shell-shaped bench design. Therefore, as a design 
adjustment, the position of the bundle was adjusted finely 
so that the positions of the holes could be seen 
continuously from one end to the other. 

3.3 Checking Allowable Stress 

Topology optimization does not check whether the 
stress calculated in the morphology derivation process is 
within the allowable stress level of the material used. 
Therefore, the static stress analysis was performed on the 
design adjusted form, and the allowable stress level was 
checked. At that time, in addition to the long-term load, 
the horizontal force (0.2 G) was also considered as a 
short-term load that was generated during the use. The 
structural designer manually corrected the cross-
sectional shape till the allowable stress level was cleared. 
Structural experiments have suggested that in the 
composite structure, 3D mortar and UFC behave as a unit. 
However, since the mechanism is still unclear, we used a 
design so that it could be established only for the cross 
section of the UFC. 

3.4 Final Design 

Figure 9 shows the final design of the shell-shaped 
bench. The shell-shaped bench was divided into 12 parts. 

Figure 3. External design of shell-shaped bench 
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The reason for this was that the time required for printing 
3D mortar (working time per day) was limited, and 
transportation and erection after manufacturing became 
safe and smooth. The divided width of the 12 pieces was 
500 mm at both ends and 600 mm at the other parts. Each 
piece was installed by a crane, with a joint width of 10 
mm from the adjacent piece, and then sealed without 
connecting to the adjacent piece. The final design was 
approximately 60% lighter than the structure fully filled 
with the UFC. 

4 Development of Elemental Technology 
for Printing 3D Mortar 

4.1 Development of Valve 

If the material ejection cannot be stopped in the 
printing 3D mortar, the print path must be a one-stroke 
and a non-intersecting path. Since the shell-shaped bench 
had a hollow, it was necessary to print the outer and the 
inner peripheries separately. Therefore, as shown in 
Photo 6, it was necessary to intermittently move the 
nozzle from the outer periphery to the inner periphery 
and from the inner periphery to the other inner 
peripheries. Therefore, we developed a valve that worked 
with the pump so that the ejection of the mortar could be 
stopped temporarily. 

4.2 Automatic Generation of Print Path 

We developed a software that automatically 
generated print path data from a 3D model. The 3D model 
was prepared in a format that represented a solid with a 
triangular mesh called the stereolithography (STL) 
format. In 3D modeling software, the STL format is a 
standard output format. Figure 10 shows an example of 
automatic generation. The 3D model was cut with the 
laminated thickness of the mortar, and the coordinates of 
the obtained intersections were classified into "outer 
periphery" and "inner periphery ". A print path was 
generated from the classified intersections and converted 
into a robot language used to control the robot arm. 

5 Construction of Shell-shaped Bench 

5.1 Outline of Construction 

The 3D printer was installed in the building for 
experiments using concrete. Figure 11 shows the 
manufacturing process of the shell-shaped bench pieces. 
Manufacturing is a 5-day process. On the first day, the 
outer shape of the composite structure was manufactured 
using a 3D printer. The second day was a curing day and 
was used for developing the strength of the 3D mortar. 
The third day was the placement day of the UFC. The 

Figure 7. Sections to apply topology optimization 

Figure 8. Example of applying topology 
optimization 

bundle 

Figure 9. Final design 

Photo 6. Example of jump in the print path 

 Moving the nozzle 

Figure 10. Automatic generation of the print path 
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fourth day was also a curing day for developing the 
strength of the UFC. On the fifth day, the piece was 
moved from the 3D printer to the installation location. 

5.2 State of Construction 

5.2.1 Printing 3D Mortar 

Photos 7 and 8 show the condition of the printing 3D 
mortar. The width and thickness of the 3D mortar 
lamination could be controlled to a designated size by 
adjusting the ejected amount of the 3D mortar and the 
moving speed of the nozzle. These were adjusted in 
advance to obtain a mortar width of 30 mm and a mortar 
thickness of 5 mm. 

The piece was printed, laid down, and was divided 
into three layers in the direction of the height. The net 
time required for printing the 3D mortar was 
approximately 5 h. To lift the piece during construction 
and connect it to the foundation, a hole with a diameter 
of 24 mm was drilled, and an insert with an inner 
diameter of 20 mm was attached before the 3D mortar 
hardened. After printing the 3D mortar, it was covered 
with a wet curing mat. Water was sprayed till evening 
before the day of placing the UFC. 

5.2.2 Placing UFC 

UFC was placed at once without any jointing, using a 
concrete bucket with a capacity of 0.3 m3. Photo 9 shows 
the UFC condition. The UFC is self-filling. Therefore, 
the UFC could be placed without any problem even if a 
3D printer complicated the shape. In addition, because it 
has the characteristic of being hardened at room 
temperature, special curing methods such as heat curing 
was not required. However, after the placement was 
completed, a sheet curing was performed, after spraying 
a surface curing material, in order to prevent the dry 
shrinkage cracks on the top surface. 

5.2.3 Moving Pieces 

After the curing day of the UFC, the piece was moved 
from the 3D printer to the installation location. Lifting 
was performed under balanced conditions based on the 
position of the center of gravity calculated from the 3D 
model of the piece. After moving the piece, the 3D 
printing yard was cleaned to prepare for the next piece. 

5.2.4 Erection and Installation of Pieces 

First, the laid-down piece was raised. Gradually the 
roof side of the piece was lifted with a crane. When the 
piece was raised, the level was adjusted using the level 
gauge. Next, the piece was moved to the installation 
position, as shown in Photo 10. Support was installed to 
the bottom side of the roof to temporarily receive the 
piece. Then, the piece was anchored to the foundation 
with an insert attached to the bottom of the bench seat. 

Photo 7. Printing of 3D mortar (at the start) 

Photo 8. Printing of 3D mortar (at the finish) 

Day 5 
moving from 
the 3D printer 

Day 1 
Printing 3D Mortar 

Day 2 
curing day for 

3D mortar 

Day 3 
Placing UFC 

Day 4 
curing day for UFC 

Figure 11. Manufacturing process of shell-
shaped bench 
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This support was removed after the foundation was 
established. 

5.2.5 Finishing Work 

A modified silicone sealing material for construction 
was applied to the joints between the pieces. In order to 
perform an exposure test on the coating performance on 
the 3D mortar surface, an aqueous fluororesin-based 
paint and a weak solvent-type two-component silicone-
based paint were applied half by half. Photo 11 shows the 
completion of the shell-shaped bench. 

6 Conclusion 

We developed a composite structure in which the 
outer part was laminated with 3D mortar and the inner 
part was filled with UFC, as a substitute for reinforcing 
bars. In this study, basic structural experiments were 
conducted to confirm that a structure could be actually 
constructed with this composite structure. In this paper, 
we have described the design and the construction of a 
large shell-shaped bench with outer dimensions 
comprised a width of 7 m, depth of 5 m, and height of 2.5 
m, respectively, which were conducted as a 
demonstration experiment for this composite structure. 
The findings obtained are as follows:  

1. In the developed composite structure, the UFC
withstood the tensile force and the maximum load,
and toughness performance improved. Using this
composite structure, it was possible to manufacture
a shell-shaped bench having a complicated shape
that generated tensile force.

2. By topology optimization, the overall weight of the
shell-shaped bench was reduced by approximately
60%. In addition, the hollow part consisting of
curved surfaces, generated by topology
optimization, had a shape that was difficult to
construct with a formwork, and we were able to
exploit the advantages of manufacturing with a 3D
printer.

3. Since UFC has a self-filling property, it was
possible to place it into a complicated shape
manufactured by the 3D printer without any gaps.
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Abstract –  

Construction robots are devices of increased 
danger and, under certain conditions, can become a 
source of injuries to maintenance personnel, as well as 
lead to the failure of technological equipment. Most of 
the accidents are associated with the presence of 
maintenance personnel in the working area during 
programming, configuration, training, repair and 
maintenance of robots. The article describes 
measures to ensure safety during the maintenance of 
robots and manipulators. The stages of preparing the 
construction industry for the use of manipulators, 
robots and robotic complexes are presented. A system 
of measures for preparing equipment for use and its 
maintenance during operation is proposed. 

 
Keywords – 

Construction Manipulators and Robots; 
Maintenance of Robotic Systems; Operation; Service; 
Safety  

1 Introduction 
Under certain conditions, construction robots can 

become a source of injuries for maintenance personnel, 
as well as lead to the failure of technological equipment. 
The main causes of emergency situations during the 
operation of robots and robotic complexes are 
mechanical damage, disruption of the drives, failure of 
control systems, increased positioning error, 
programming and tuning errors, exceeding permissible 
load values, occurrence of super-permissible dynamic 
modes, loss of the manipulated object, malfunction of 
safety equipment, violation service personnel operating 
conditions. Most of the accidents are associated with the 
presence of maintenance personnel in the working area 
during programming, tuning, training, repair and 
maintenance of robots [1-10]. 

Important in achieving the safe operation of robots 
and manipulators is their rational installation. Placement 
of robots and robotic systems (RS) should provide free, 
convenient and safe access for maintenance personnel to 
equipment and controls. The layout of the RS should take 
into account the shape, size and characteristics of the 
technological equipment, the location of the working 
areas, the level of automation and the degree of 
information support. When organizing the RS, it is 
necessary to have special devices that provide for the 
safety of staff. Enhancing safety is facilitated by safety 
enclosures, blocking and signaling devices, as well as the 
development of an information support system about the 
state of equipment and the environment. Protection 
devices must turn off the equipment when a person is in 
the danger zone of the workspace. The signal can only be 
taken by an operator who is setting up and maintaining 
equipment. The safety fence of the working areas of 
robots should not impede visual control over its work and 
the associated technological equipment. Safety fence is 
installed at a distance of at least 0.8 m from the 
boundaries of the working area of the robot and can be 
performed not only mechanically, but also on the basis of 
special devices: contact, power, ultrasonic, capacitive, 
induction, optical, etc. Automatic and automated lines 
and sections at enterprises manufacturing construction 
products should be equipped with emergency shutdown 
facilities equipment placed along the line with an interval 
of not more than 4 m. 

During the operation of robots in the RS and in 
conditions of limited space, their working bodies are 
necessarily equipped with tactile sensors that are 
triggered by the contact of the working body with an 
obstacle. 

The operation of robots and robotic systems imposes 
high requirements on the training of staff. Only persons 
who have undergone special training should be allowed 
to work on commissioning and operating robots. In 
addition to safety issues during the training of personnel, 
the device and features of the work of robots, the 
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procedure for controlling them, and actions of operators 
in emergency situations should be considered. Training 
in practical skills in working with building robots is 
preferably carried out on special simulators equipped 
with an automatic training system. Each operator should 
be given a safety note and instructions for controlling 
manipulators and robots. The industrial safety service of 
the construction firm should periodically monitor 
compliance by personnel with safety requirements, 
equipment status, and check the serviceability of safety 
equipment. 

It is very important to have a choice of a rational 
mode of work and rest for staff, as fatigue can become a 
source of emergency situations caused by wrong actions. 

2 Preparation of construction production 
for the use of manipulators, robots and 
robotic systems  

 
The installation of robots by the construction projects 

and plants of the construction industry is preceded by a 
set of preparatory work, including a number of stages. 
The economic and social efficiency of robotization 
depends on the composition, volume, sequence and 
completeness of the implementation of the complex of 
works [11-14]. 

Preparation of building production for the use of 
manipulators and robots has its own distinctive features, 
characterized by the specificity of technological 
processes and the need to use new methodological 
foundations for their design concept. In addition, the 
content and scope of preparation of processes at 
construction sites differs significantly from the 
preparation of technological processes at construction 
plants, which are more similar in character to 
technological processes in mechanical engineering. The 
process of preparing for the introduction of robots is 
determined by the character of the re-equipment of 
production. In the case of capital reconstruction, the 
construction of new manufacturing divisions and plant 
floors in the construction industry, the basic technical 
solutions for process automation should be underprin at 
the stage of preparation of technical documentation and 
comprehensively linked to the design and technological 
features of robotics objects. With the technical re-
equipment of individual production lines and plant floors 
and in the case of robotization of individual operations at 
existing plants, preparation for the introduction of 
robotics should begin with an analysis of the process 
features and the effectiveness of the existing technology, 
the degree of use of equipment and the identification of 
tight spots when performing certain operations. A variety 
of technologies for work on construction sites and 
technological operations at construction industry plants 

requires a systematic approach to assessing the volume 
of implementation of manipulators and robots, choosing 
the objects of robotization  and drawing up a work plan. 
In preparing the construction industry for the 
introduction of manipulators, robots and RSs, special 
attention should be paid to the issues of specialization, 
typification, unification, conveyorization and 
improvement of technology. The system of preparation 
for the robotization of production processes in 
construction should be based on rational organization, 
mechanization and automation. When solving 
robotization issues, it is necessary to achieve the optimal 
technology option based on the economically feasible 
choice of equipment, manipulators and robots, devices 
and tools that provide the necessary level of 
mechanization and automation of production processes. 

In connection with the peculiarities of the 
introduction of robotics in the construction industry, let 
us consider in more detail the volume and composition of 
organizational and technical measures for the preparation 
of technological processes for the use of manipulators 
and robots. 

At the plants of the construction industry, 
robotization of technological processes can be carried out 
both comprehensively on the production line, site, in the 
workshop, and locally in individual operations. Currently, 
manipulators and robots are mainly introduced in 
separate operations with the aim of eliminating tight 
spots in the process and eliminating monotonous and 
heavy physical labor. However, due to the large capital 
costs, this method is ineffective. This greatly inhibits the 
widespread adoption of robots in the construction 
industry. It is possible to increase the economic 
efficiency of using robotics tools only by preparing the 
conditions for their use in the complex solution of 
automation and robotization of production lines and plant 
floors on the basis of improving technology and product 
design. Therefore, the robotization of technological 
processes in the construction industry must be carried out 
on the basis of comprehensive scientifically based plans 
for technical re-equipment, which provides for a phased 
transition from the robotics of individual operations to 
complex automation and robotization of lines and 
sections. With this approach, individual local control 
systems of operations are gradually combined into 
systems for controlling lines, sections, and workshops 
with simultaneous solutions to the issues of automation 
and robotization of transport-auxiliary operations. In this 
regard, the process of introducing robots in the 
construction industry is preceded by a series of 
preparation stages associated with the formation of plans 
for technical re-equipment and reconstruction of 
production facilities.  

In order to prepare a comprehensive production 
robotics program, which is an integral part of these plans, 
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the existing production processes (Fig. 1), technologies, 
equipment, products and transportation relations are  

Figure 1. Scheme for a comprehensive plan for the 
technical re-equipment of production processes in the 
construction industry 
 
analyzed. Depending on the scope of tasks for the 
reconstruction of production, it is necessary to analyze 
the entire production process, as well as its components 
or individual operations. The analysis reveals all the 
features of production, unused reserves, bottlenecks, the 
level of technological and design solutions, the level of 
mechanization and automation of individual operations, 
the composition and characteristics of technological 
equipment, organization methods and means for 
performing transport and auxiliary operations, 
transportation and storage of finished products. 

As a result of the analysis, ways to improve the 
production process are developed, recommendations are 
given for the modernization of technological equipment 
or its replacement, ways to change the organizational 
structure and increase the efficiency of the process are 
outlined, measures are proposed to increase labor 
productivity, reduce the complexity of operations and 
employment of workers, improve working conditions. 

In the course of a comprehensive assessment of 
technical, technological, organizational and social factors, 
proposals are formed for comprehensive mechanization, 
automation and robotization of production processes. An 
important stage of this work is the preliminary selection 
of objects of robotization, the purpose of which is to 
determine the feasibility of robotization of a particular 
technological operation. A number of factors are used as 
evaluation criteria. The use of manipulators and robots in 
the production process can be aimed at increasing 
production productivity, improving product quality, 

improving working conditions for workers, improving 
labor safety, reducing the complexity of auxiliary and 
transport operations, ensuring a high degree of equipment 
load. When introducing robotic means in existing plants, 
the volumes of redevelopment of production facilities, 
modernization of installed equipment and additional 
costs should also be taken into account. 

Preliminary selection of robot objects is usually 
carried out by expert experts. At the stage of preliminary 
selection, a group of experts determines the significance 
of factors for a comprehensive assessment of production 
and, depending on its conditions and the resulting 
estimates, carries out an adjustment of the composition 
of factors. Further, each expert gives an assessment of the 
measure of influence of each factor on the decision in 
favor of robotization, and an average and relative 
assessment of the significance of each factor is 
established. The priority of production robotization is 
determined by the results of a comprehensive assessment 
in accordance with the preference rank identified during 
the expert assessment. Preliminary selection of 
operations is completed by compiling a list of objects of 
robotization. 

The next step is the feasibility study of the selected 
facilities. The feasibility study ends with the exclusion 
from the list of robotic objects that do not give an 
economic effect. In the presence of dangerous and 
harmful conditions for the performance of production 
operations, the decision on the need for robotics is made 
regardless of the results of economic calculations. 

Based on the results of the feasibility study, in 
accordance with the rank of preference assigned to each 
object of robotization, a comprehensive robotization 
program is compiled. In this case, it is necessary to 
provide for the phased introduction of RS and automation 
of processes. At the first stage, the tasks of creating 
separate robotic positions and combining them in the RS 
are solved. At this stage, priority is given to automatic 
and semi-automatic equipment. The second stage 
envisages further improvements to systems for servicing 
RTKs and combining individual RTKs into robotic 
production lines. At the third stage, the issues of 
robotization of all auxiliary operations, operations to 
remove production waste and create an automated 
process control system are solved. 

Preparation of production for the introduction of 
manipulators and RSs, included in the plans for its 
technical re-equipment, contains a set of technological, 
technical and design works (Fig. 2). At the enterprises of 
the construction industry, the implementation process 
begins with a detailed analysis of the object of 
robotization and compiling a group of technical 
requirements. In the process of its comprehensive critical 
examination, all the constituent elements of the robotic 
part of the production process are exposed. In robotic 
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workplaces, the manufacturability of product designs, its 
compliance with robotization requirements is 
additionally investigated, technical and technological 
documentation is studied, the sequence of operations and 
the movement of workers is analyzed. The cyclograms of 
completed operations are built, their temporal and 
technical indicators are determined. In addition, the 
nomenclature and product release program in selected 
areas for robotization are studied. Objects of robotization 
are analyzed using methods of qualitative and 
quantitative assessment of possible options for the 
construction of RS. 

Figure 2. A set of works on the introduction of RS in the 
construction industry 
 

Based on the analysis, technical requirements are 

formed for the technology, the main and auxiliary 
equipment, manipulators, tooling, control systems. The 
main requirements for the developed RS are set by 
technological, operational and economic indicators. The 
first determine the functional characteristics of the robot 
necessary for its inclusion in the RS, the second 
determine the ease of maintenance, maintainability, and 
other operational indicators, and the third establish the 
capital and operating costs that provide the necessary 
economic effect. 

The formulated requirements serve as initial data for 
the preparation of technical specifications for the 
development of the RS and the implementation of works 
to perfecting the designs of products and their 
manufacturing technology. On the basis of the technical 
specifications, RSs are designed, preliminary they are 
developing a new technology and layout of the complex. 
When developing a project, when choosing technical 
means, it is necessary to take into account the 
productivity of each unit of equipment included in the 
complex, its mutual coordination with respect to 
constructive and technical performance. Particular atten-
tion should be paid to increasing technical productivity, 
which takes into account technical interruptions in the 
operation of the equipment. During the design process, a 
robot, additional equipment and working bodies are 
selected. The model of the manipulator or robot is 
selected based on a comparison of economic indicators 
for specific operating conditions. In the absence of robots 
that satisfy the task, it is being maid up the terms of 
reference for the development of a special design. 
 Particular attention in the design is given to transport-
technological schemes and means of delivery of 
components and materials. At the design stage of the RS, 
safety and security equipment, magazine devices, special 
containers and facilities for the disposal of industrial 
waste are developed. Based on the results of a 
preliminary study of the operating technology of the PC, 
technological equipment is developed and manufactured 
that meets the basic requirements for the operation of the 
complex. 

An important stage of preparation for implementation 
is the layout of the RS. When compiling it, much 
attention is paid to the optimal location of the main and 
auxiliary equipment, taking into account the technology 
of work, the safety of maintenance of this equipment and 
the possibility of its repair. 

The final stages of preparation are the manufacture 
and installation of the RS, the development of process 
maps, the preparation of control programs, the debugging 
of individual equipment and the entire complex. Maps 
are drawn up in accordance with the general rules for the 
technological preparation of enterprises in the 
construction industry, determined by the Building Norms 
and Rules (BNaR). 
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Installation and debugging of the RS includes the 
development of an installation plan, the execution of 
work, the manufacture of an experimental batch of 
products and acceptance tests. Technological maps are 
developed after the final selection of the main and 
auxiliary equipment, means of its automation and tooling 
design. During production robotization, simultaneously 
with the design, manufacture and installation of the RS, 
the issues of personnel training for their maintenance 
should be addressed. Persons who have undergone 
special training are allowed to work on servicing robots 
and RS. 

Based on a detailed review of the stages of 
preparation for production at the enterprises of the 
construction industry, it should be noted its features in 
the robotization of processes at construction sites. The 
main feature of the robotization of operations at the 
construction site is the non-stationary nature of the 
performed works, the temporary nature of the installation 
of equipment, possible changes in the layout and 
technology when changing construction. In this regard, it 
is advisable to implement robots and RSs at construction 
sites based on the use of standard projects for the 
robotization of certain types of work. Such projects are 
developed by a specialized organization for the 
construction of mass buildings based on an analysis of 
typical technologies for the construction process (Fig. 3).  
 

Figure 3. Scheme for the development of standard 
projects for the robotization of construction works 

Typical projects include diagrams of the 
robotoization process, the composition of the 
recommended equipment, operation cyclograms of 
equipment, standard technological maps and basic labor 
protection measures when working with robots and RS. 

The development of standard projects is preceded by 
a comprehensive analysis of the existing technologies of 
the robotic type of work and the organization of the 
construction process. Based on the results of the analysis, 
recommendations are made for improving the technology. 
Based on these recommendations and the results of the 
analysis, the objects of robotization are pre-selected and 
their feasibility study is carried out, technological 
schemes of operations are developed, the recommended 
equipment is selected, typical layout schemes, 
cyclograms and routings are drawn up. Based on the 
results of this work, a typical robotization project for this 
type of work is drawn up. To provide technical assistance 
to construction organizations on the implementation of 
manipulators, robots and RSs, it is advisable to prepare 
labor management guidelines for builders on the basis of 
standard designs when using robotics. 

The process of preparing the construction for the 
implementation of manipulators, robots and RS during 
the construction, restoration, repair and reconstruction of 
buildings and structures begins with an analysis of the 
construction and technological characteristics of the 
robot object (Fig. 4). On the basis of this analysis, as well 
  

 
Figure 4. Scheme of works on the robotization of 
construction processes based on standard projects 
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as typical projects of robotoization of this type of works, 
recommendations are developed to improve the 
technology of robotic operations and modernize the 
equipment used with the goal of being able to interface 
with robotic mechanisms. At the next stage of work, it 
are selected the main and auxiliary equipment, 
automation tools;  it are developed applications for their 
supply; it are prepared technical tasks for the design of 
technological equipment; it are developed equipment, 
devices and means of pairing old equipment with new 
one. After the completion of design work, equipment is 
manufactured and adjusted. The final stage of preparation 
is the development of a project for the production of 
works. Technological maps for the robotic operations 
that are part of the project are developed on the basis of 
standard ones with specific reference to the construction 
site and local construction conditions. Particular attention 
should be paid to the development of labor protection 
measures [15-20]. 
 
3  Maintenance of robotic systems  
 

Manipulators, robots and RSs are complex technical 
devices, the effectiveness and reliability of which largely 
depends on the organization of maintenance. The low 
level of this service leads to a significant decrease in the 
efficiency of the use of automation and robotic means for 
construction and production processes, and in some cases 
it can even nullify the effect of their use. The correct 
construction of a maintenance system for manipulators, 
robots and RSs and their precise organization lead to an 
increase in the operating time, reduction of downtime, 
enhance reliability and, as a result, contribute to the 
growth of their operation in the production process. 

Construction robots and RS as objects of maintenance 
have a number of characteristic features. They are 
distinguished by increased complexity, the presence of 
mechanical, electromechanical, hydraulic, measuring, 
electronic and other components and devices, which 
increases the risk of working with them. Therefore, high 
demands are placed on the labor protection of service 
personnel. The introduction of robots and manipulators 
requires not only appropriate technological preparation 
of production, but also changes in the activities of the 
technical and technological services of the enterprise, 
professional and psychological training of workers and 
engineering personnel. 

The use of robots and RЫ at construction sites sets 
the task of creating a special repair and maintenance 
service that can provide maintenance of complex 
equipment directly at the site of construction vn work. 
In the general case, maintenance of robotic devices 
includes a system of measures for preparing equipment 
for use and its maintenance during operation. In 

accordance with this, the following main stages of 
maintenance of robots and RTKs can be distinguished: 
-  the period of preparation of equipment and control  
    systems for operation, 
-  preventive maintenance of devices during operation, 
-  restoration of the operability of devices in the event of  
   failures. 

The block diagram of the maintenance of robots, 
reflecting the listed stages of maintenance, is shown in 
Fig. 5. It can be seen from it that each stage includes a  
 

Figure 5. Block diagram of robots and RSs technical 
maintenance             
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individual devices, components and units of equipment, 
tests, verification of basic parameters and characteristics, 
replacement of elements and components, as well as 
verification of safety equipment. In the process of 
preventive maintenance, lubrication and adjustment of 
both individual elements and the equipment as a whole 
are performed. Faults and failures in the operation of 
nodes and blocks arising during the operation of robots 
are eliminated by carrying out restoration work, 
including troubleshooting, their elimination, as well as 
the verification and adjustment of devices.  

Important indicators of robots and RS as service 
objects are maintainability, recovery efficiency and time 
spent on troubleshooting. 

Maintainability characterizes the degree of 
adaptability of robots and manipulators to the prevention 
and detection of causes of failures in work and the 
elimination of failures. This characteristic determines the 
readiness of the equipment for work and is taken into 
account at the design and development stages. From the 
point of view of maintainability, robots and systems 
created on their basis should have handling devices, 
control systems, information support tools and 
technological equipment that meet the requirements of 
convenient access to elements, units and modules when 
troubleshooting and eliminating failures. The 
maintainability of robots and RSs depends on unification, 
interchangeability, availability of troubleshooting 
systems, as well as the level of preparation of diagnostic 
tests. 

For robots servicing, determining the category of 
complexity of their repair, as well as evaluating the 
length of the overhaul period, is of particular importance. 
These indicators are determined depending on the design 
characteristics of robots, load capacity, degrees of 
mobility, complexity of control systems, type of drives, 
positioning accuracy and other indicators. A major role 
in robotic servicing is played by troubleshooting time. It 
is determined by a group of components and includes the 
time intervals necessary for detecting a failure, preparing 
a tool, finding a faulty unit and element, troubleshooting, 
after-sales adjustment and tuning. The time spent on 
troubleshooting depends on both technical and 
organizational factors, and primarily on the degree of 
maintainability, the level of organization of maintenance, 
training of maintenance personnel and the availability of 
diagnostic tests. 

Carrying out repair work is also characterized by the 
efficiency of the restoration of failed nodes and systems 
of robots and technological equipment that is part of the 
RS. This indicator depends on the quality and reliability 
of the restoration, its cost, labor costs of maintenance 
personnel, as well as losses associated with untimely 
equipment repair. 

When using robots in the construction industry, much 
attention is paid to the preparation period. This 
maintenance phase is especially important for robots 
used on construction sites where there are no special 
conditions for repair service and maintenance. In this 
case, it is advisable before sending the equipment to a 
new construction site under stationary conditions of the 
repair and maintenance service to monitor its condition 
and operability, to carry out the necessary adjustment and 
configuration of units and blocks, as well as 
programming based on the technological maps of the 
work at this object. 

A prerequisite for the performance and reliability of 
construction robots is the organization of their preventive 
maintenance. It includes a system of preventive measures 
that reduce the likelihood of failures. Preventive 
measures are planned based on an analysis of the 
particular features of the functioning of all devices and 
systems of the robot. The choice of the timing, volume 
and sequence of these measures depends on the nature of 
the failures, the amount of restoration work, the 
requirements for reliability and operability of both 
individual components of the work, and the entire 
equipment complex. When planning work on preventive 
maintenance of robots, it is necessary to take into account 
the nature of failures of individual nodes and elements. 
Their planned replacement is carried out in case of 
failures due to wear and tear and for elements subjected 
to aging. For elements, blocks and devices having a 
specified service life, a plan for their replacement is 
drawn up in accordance with the achievement of the 
maximum operating time. Elements for which the service 
lives are unknown are replaced by the results of periodic 
control tests, during which the technical parameters are 
checked. If limit values are reached, the elements 
unsuitable for further operation are replaced. Parts 
subject to rare occasional failures must be replaced if 
they fail. Their planned replacement is non-forest-like, 
since it can lead not to an increase, but to a decrease in 
the reliability of the equipment. Their planned 
replacement is impractical, since it can lead not to 
increase, but to reduce the reliability of the equipment. 

4  Conclusion 
To ensure safe working conditions for construction 

robots and manipulators, a set of measures is provided 
that is implemented at the design, installation and 
operation stages. 

The complication of production associated with the 
introduction of robots, raises the need to address in the 
process of preparing a set of issues on the organization 
and operation of robotic systems. In this case, special 
attention should be paid to ensuring labor safety during 
the operation of manipulators and robots. 
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For the selection of objects of robotization in each 
case, the priority of the set goals is established. First of 
all, during robotization, attention is drawn to labor-
intensive, traumatic and harmful to human health 
operations, and secondly, to low-prestige, auxiliary, etc. 

The main tasks of the maintenance of robotics tools 
are periodic monitoring of the technical condition of the 
equipment as a whole and its individual parts, timely 
detection of precautionary conditions, troubleshooting 
and restoration of equipment performance. 

The effectiveness of the use of robots and RTK in 
construction largely depends on a clear organization of 
repair services. At the same time, planning and 
calculating the nomenclature and the number of spare 
parts is of paramount importance. During operation, 
robots and RTK are equipped with spare elements, blocks, 
replaceable modules. Repair service is provided with the 
necessary set of tools and devices. The troubleshooting 
process involves several steps. It begins with finding the 
failure by external signs and compiling, on the basis of 
logical analysis, a list of faults that can cause the 
observed set of failure. After that, the optimal sequence 
of checks is determined, allowing to find the faulty 
module, block, functional unit. Then a faulty element is 
searched. Diagnostic tests allow to simplify the 
troubleshooting task and quickly find a failed item. 
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Abstract –  

In recent years, automation of mining equipment 
has been required to improve productivity, 
predictability, and safety of mining operations. Some 
major mining companies have begun efforts to 
automate dump trucks that transport overburden 
and minerals, eliminating the need for human 
operators, aiming for reducing labor costs, 
increasing operating hours, and improving efficiency 
of vehicle assignment. It is called an autonomous 
haulage system. 

The introduction of an autonomous haulage 
system requires significant changes in operations 
management. Particularly, safety needs to be 
carefully considered. 

Conventionally, in manned mining operations, 
ensuring the safety while at work has largely been 
the responsibility of site managers, fleet controllers, 
machine operators, and field workers. 

However, when making the machine unmanned, 
it is necessary that the system bears a part of the 
function for ensuring safety, which has been 
conventionally carried out by humans, and that the 
user appropriately understand and operates the 
system. 

This paper describes the concept of ensuring 
safety when applying an autonomous haulage system 
using unmanned dump trucks to mining operations, 
and a system architecture based on it. 

First, we proposed the basic structure of the 
autonomous haulage system, conducted a risk 
assessment assuming mine operation using the 
system, and identified possible protection measures. 

Next, we examined the architecture of an 
autonomous haulage system with a safety function 
that enables more deterministic performance 
evaluation while considering the complexity of the 
system. 

This system was installed in an actual mine site, 
tested and operated, and it was confirmed that the 
safety functions worked properly. When introducing 
the system, the safety concept and architecture of the 
system have been explained to the site safety 

manager and governmental regulators and have 
been validated. 

 
Keywords – 

Autonomous haulage; Dump truck; Unmanned 
Control; Safety; Mining 

1 Introduction 

1.1 Background 
1.1.1 Industry Trends 

Prices of resources such as coal, iron ore and copper 
have risen sharply since around 2005 due to economic 
growth in China and emerging countries. During this 
period, there was a shortage of workers due to the 
booming mining industry, and so the rise in personnel 
costs was a problem. In response, major Australian 
resource development companies have expanded their 
investment, especially for machine automation, with the 
aim of unmanned mining in the future. 

Due to the subsequent slowdown of the Chinese 
economy, which caused the global economic downturn, 
resource prices peaked, and mining companies were 
required to improve the efficiency of mine operations 
and reduce operating costs. This change in 
circumstances, together with the recent development of 
IoT and AI technology, has become the driving force for 
accelerating the shift to unmanned mining and machine 
automation, rather than stopping it. 

1.1.2 Demand for Autonomy 

In the mining industry, ensuring the safety of 
workers has been an issue for a long time. Particularly, 
there is a need to improve the safety and comfort of the 
operators of machinery operating on the site. In addition, 
the ESG concept has spread as a method of corporate 
evaluation in investment activities, and the mining 
industry is in a situation where improvement of 
environmental impact and working environment is 
required. 
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1.2 Autonomous Haulage System (AHS) 
One of the efforts for unmanned or automated 

mining equipment is the autonomous driving system 
(AHS: Autonomous Haulage System) of dump trucks. 
AHS is a system that allows the dump truck to be 
unmanned and to be centrally managed from the control 
system in the office to carry out hauling and dumping 
products. Unmanned dump trucks not only reduce 
labour costs for operators, but also increase economic 
benefits, such as extended operating hours by 
eliminating breaks and shift changes, reduced fuel 
consumption by an efficient and appropriate driving by 
computer-controlled operations, and an extended 
machine life by driving control with less damage to the 
vehicle body. In addition, safety is expected to be 
improved by reducing human error during dump truck 
operation. Furthermore, it is expected that the mine 
operation itself can be made more efficient by linking 
the hauling process with the production management 
system. 

The introduction of AHS to actual operation began 
around 2008, and in recent years the number of 
deployment cases has gradually increased, especially in 
iron ore mines in Western Australia. [1][2] 

1.3 Safety of AHS 
AHS will change dump trucks in a conventional 

mining haulage operation to unattended. Therefore, 
many of the roles played by the dump truck operator, 
including ensuring safety, are replaced by the functions 
of various systems that are components of AHS. 

The operator is not present in the driver's cab of an 
autonomous haulage truck (AHT) during AHS operation, 
but a mixed situation of AHT and other manned 
vehicles in the AHS operation area can occur at any 
time. In addition, operations involving human 
intervention such as AHT start/end operations, 
maintenance/conditioning work, and manual operation 
for moving inside parking areas and workshops will 
continue to be performed. Thus, given the actual mining 
operation and site environment, it is difficult to take 
intrinsically safe measures such as physically isolating 
AHT, which is a major hazard source, from humans and 
manned vehicles. Therefore, it is essential that the 
system functions play a certain role to ensure safety. 

Based on the above, this paper aims to show the 
AHS safety concept and architecture for safe operation 
of the mine. 

2 AHS architecture 

2.1 Overview 
Various architectures can be applied to the system 

configuration that realizes AHS. It is possible to have a 
completely centralized implementation in which even 
the actuator control of the dump truck is performed on 
the cloud server side, and conversely, there may be an 
autonomous decentralized configuration in which each 
vehicle determines its own target position and route. 

A centralized system has the advantage of reducing 
the number of in-vehicle devices for dump trucks and 
facilitating software updates. On the other hand, since 
the responsiveness of each vehicle control strongly 
depends on the communication performance with the 
central control system, there is a problem that the 
system scale and operation are limited when the 
wireless communication infrastructure is not sufficient. 

The autonomous decentralized system can reduce 
the dependency on wireless communication, but the 
dispersion of autonomous operation of each vehicle 
becomes large. As a result, multiple vehicles may not be 
properly controlled, and efficient operation may not be 
realized as the entire system. 

As an alternative to these, an intermediate approach 
is applied to the AHS we have developed (hereinafter 
simply referred to as AHS). In other words, this is an 
approach that achieves overall efficiency while 
suppressing the dependence on wireless communication 
by giving each vehicle a certain degree of autonomy. 

Figure 1 shows the architecture of AHS. 

Figure 1. Architecture of AHS 

The AHS consists of Fleet Management System and 
Traffic Control System located in Office, Vehicle 
Control System installed in AHT, and Communication 
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System that connects them. The manned vehicle (MV) 
used in the AHS operation site is equipped with a 
Human Machine Interface (HMI) that can monitor the 
operation status of the AHS and the status of AHTs. 

The role of each subsystem that constitutes AHS is 
explained in the following sections. 

2.2 Fleet Management System (FMS) 
The role of the Fleet Management System (FMS) is 

to give a dispatch instruction to each AHT. That is, a 
destination such as a loading place or a dumping place 
to which the AHT should head is designated according 
to the current position of each AHT or the loading state. 
This dispatch instruction includes a method of directly 
setting a destination by an Office operator and a method 
of automatically issuing a repeat dispatch instruction 
based on a preset destination. The dispatch instruction is 
once passed to the Traffic Control System, converted 
into smaller driving instructions by the Traffic Control 
System, and sent to AHTs. 

The FMS also displays the operating status of AHTs 
and the production volume estimated from them. 

2.3 Traffic Control System (TCS) 
In addition to multiple AHTs, MVs such as 

excavators, dozers, and light vehicles that are driven by 
humans also operate on the AHS operation site. The 
Traffic Control System (TCS) wirelessly communicates 
with AHTs and MVs, adjusts vehicle traffic throughout 
the site so that the interference between AHTs or 
between AHTs and MVs does not occur. The travel 
route of the AHT is divided into multiple sections, and 
by allowing the travel of each section exclusively to one 
AHT, interference between the AHTs is prevented. 
When the permitted section of AHT and the buffer area 
set in the traveling direction of MV overlap, the MV 
operator is guided by the HMI mounted on the MV so 
as not to enter the permitted section of AHT. At the 
same time, the TCS issues a deceleration/stop 
instruction to the AHT to avoid interference. [3] 

2.4 Vehicle Control System (VCS) 
The Vehicle Control System (VCS) controls the 

dump truck to move along the route to the destination 
specified by the FMS based on the TCS-controlled 
travel-permitted section. The AHT performs route-
following traveling while comparing the route map 
information received from the TCS in advance with the 
self-position estimation results from the GNSS and IMU. 
In addition, the AHT detects obstacles with an 
environment recognition sensor and performs 
deceleration/stop behaviour as necessary. 

2.5 Communication System (CMS) 
Communication System (CMS) is responsible for 

information transmission between FMS, TCS, VCS, and 
HMI for MV. The CMS also has a function of 
monitoring the communication status including wireless 
communication. 

3 Safety Concept 

3.1 Principle 
In the conventional hauling operation, the 

responsibility for ensuring safety during work has been 
delegated to appropriate actions and communication 
between people, such as operation managers, 
dispatchers, dump truck operators and other vehicle 
operators. On the other hand, in the AHS operation, it is 
necessary for the system to take over many of the roles 
for ensuring the safety, which was performed by the 
dump truck operator in the conventional operation. 

However, it is hard to say that the concept of safety 
is established in the industry because AHS is still used 
only in some mines and is not widely used in many 
mines of the world. In addition, AHS is not a product 
with standardized structure and function like 
earthmoving machinery, and system configurations and 
functions are not common among manufacturers. 
Therefore, no common understanding has been 
established regarding the specific methodologies on 
which safety design is based or the performance target 
values for safety functions. 

Therefore, we considered securing AHS safety based 
on the following basic policy: 

- Compliance with safety requirements based on
related international standards.

- Conduct risk assessments based on the
operating environment and system architecture.

- Clarification of safety design requirements for
protection measures derived from risk
assessment.

3.2 International Standards 
In 2017, ISO issued ISO 17757 “Earth-moving 

machinery and mining – Autonomous and semi-
autonomous machine system safety”. The revised 
version was published in 2019. The standard covers 
systems in general that provide for autonomy in earth-
moving machinery, primarily mining equipment and 
dump trucks in particular, and specifies the 
requirements that the system must have in its design, the 
information that the system integrator (which may be 
the same as the machine manufacturer) must disclose to 
the user, and the operating conditions that the user must 
control. 
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Regarding the safety of the system, it is required to 
carry out risk assessment according to the principles 
shown in ISO 12100. What constitutes a safety function 
in a specific system, and the required safety 
performance level thereof, cannot be uniformly 
determined because they largely depend on the 
operating conditions of the mine. Therefore, ISO 17757 
does not provide a common target specification, and 
system integrators should make decisions based on the 
results of risk assessment. It is suggested to refer to ISO 
13849, IEC 62061 or IEC 61508 for requirements in 
designing safety related control systems. 

We have referred to this ISO 17757 as the basis for 
our AHS safety concept development and safety 
design.[4][5][6][7] 

However, ISO 17757 does not mention specific 
procedures for risk analysis of autonomous systems and 
determination of required performance levels of safety 
functions. Therefore, we referred to the method 
proposed in the process industry that applies IEC 61508 
or IEC 61511 to plant design.[8][9] 

3.3 Layers of Protection 
ISO 17757 describes risk management requirements 

for both AHS system integrators and users. Based on 
this, it was decided to secure safety based on the 
concept of hierarchical protection layers which 
combines system functions and operation management. 
The concept is shown in Table 1. 

Table 1. Protection Layers of AHS 

PL# Protection Layer Category Provided by 

PL4 AHS Safety Functions System 
Integrator 

(OEM) PL3 AHS Control Functions 

PL2 Physical Barricades / Signage 
User PL1 Site Rules / Education 

At the first layer, user protection measures require 
AHS operation rules, provision of appropriate 
procedures, and education/training for workers involved 
in AHS operation [PL1 Rules/Education]. In the next 
layer, facilities to prevent human-AHT interference, 
such as signage and physical barriers that indicate the 
boundary between the AHT operation area and the 
manned area (parking area, workshop, etc.), are required. 
[PL2 Barricades/Signage]. 

As a protection measure by the system integrator 
(manufacturer), two layers of AHS control function 
[PL3 Control Functions] and safety function [PL4 
Safety Functions] are provided. 

PL3 is a layer for measures devised based on the 
AHS use cases assumed at present and the system 
architecture (shown in previous chapter) and comprises 
a variety of functionalities for realizing the main 
operation of the system. Each subsystem that constitutes 
the AHS has functions such as map management, traffic 
control, route tracking, and environment recognition, 
and these have the effect as protective measures in 
addition to realizing efficient operation. 

PL4 is a layer of functions intended exclusively to 
ensure safety regardless of the action of the various 
functions of PL3 or the occurrence of a failure of the 
PL3 layer functions. In other words, it is a more 
universal and primitive protection measure that is less 
dependent on the functional specification of the system. 

In ISO 12100 and ISO 13849, “safety function” is 
defined as “function of a machine whose failure can 
result in an immediate increase of the risk(s)”. PL4 is 
based on this definition. On the other hand, PL3 is 
regarded as a control function rather than a safety 
function. This means that a single failure of the PL3 
function does not immediately increase the risk. In other 
words, even if one function of PL3 fails, as long as the 
function classified in PL4 is effective, the risk is still 
reduced to an acceptable level and it does not result in 
an immediate increase in risk. 

The protection measures for PL4 or PL3 provided as 
AHS are designed on the assumption that the protection 
measures for PL2 and PL1 by the user are functioning 
properly. Safety cannot be ensured only by the 
protection measures by the function of AHS. 

3.4 Risk Assessment 
To extract the requirements that the system and the 

user should support for ensuring AHS operation safety, 
a risk assessment has been conducted according to the 
following procedure based on ISO 12100.  

1. Assumed hazardous events due to system
malfunction or human error.

2. Devised protective measures that can reduce
the probability of occurrence of harm or the
severity of harm.

3. Categorized to which layer of the hierarchical
protection layers the devised protective
measures should be placed.

Table 2 shows examples of hazardous events 
extracted by the risk assessment. In the actual 
development process, the probability of occurrence of 
harm and the severity of harm are estimated for each 
dangerous event, but they are omitted here. 
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Table 2. Examples of hazardous events 

Origin Hazardous Scenario Target 
of 

Harm 
AHT fault Unexpected movement of AHT 

causes a collision with personnel. 
Bys 

AHT/TCS
/CMS 
fault 

AHT deviates from its travel route 
due to any abnormality in 

VCS/TCS/CMS, which causes a 
collision with personnel/MV. 

Bys 
/MV 
Op 

MV Op 
human 
error 

The MV operator inadvertently 
enters MV into the AHT travel 
route, which causes a collision 

with the AHT. 

MV Op 

Bys 
human 
error 

Personnel accidentally approaches 
the AHT, which causes collides 

with the AHT. 

Bys 

MV Op: Manned Vehicle Operator 
Bys: Bystander (Field Operator, Maintenance 

Personnel) 

Table 3 shows examples of the major protective 
measures (PRM: Protective Measure) devised 
corresponding to hazardous events extracted in the risk 
assessment. Each PRM is classified into one of layers 
PL1 to PL4. By applying a combination of a plurality of 
these PRM to each of the previously assumed hazardous 
events, the probability of occurrence of harm or the 
severity of harm can be reduced. PL1 and PL2 are user-
controlled measures, and PL3 and PL4 are measures 
provided by the system integrator. 

Table 3. Examples of Protective Measures 

PRM type Description PL# 
Rules / 

Education 
Restrict personnel and MVs from 
entering the AHS area and AHT 

traveling routes. 

PL1 

Rules / 
Education 

AHT start/stop procedure. PL1 

Barricades Install a protective barrier 
between the AHS area and the 

manned area. 

PL2 

Barricades / 
Signage 

Install AHS area entrance/exit 
gates. 

PL2 

AHT mode 
switching 

device 

Proper placement of AHT start 
and mode switching devices. 

PL3 

AHT anomaly 
detection 

AHT stops when it detects a 
system malfunction. 

PL3 

AHT 
deviation 
detection 

AHT stops when it detects a 
deviation from the given route. 

PL3 

AHT obstacle 
detection 

AHT stops when it detects an 
obstacle with the onboard sensor. 

PL3 

AHT 
permission 

control 

AHT will stop within the given 
permit section if the next permit 

is not obtained. 

PL3 

AHT indicator Notify the surroundings of the 
operating status of the AHT using 

indicators etc. 

PL3 

AHT audible 
warning 

External notification of AHT 
start/start via horn, etc. 

PL3 

Site info 
provision 

Provision of AHS area map 
information to MV operator. 

PL3 

Approach 
notification 

Notify MV operator when MV 
and AHT approach each other. 

PL3 

AHT status 
info provision 

Notify MV operator of 
moving/stopping status of AHT. 

PL3 

AHT Remote 
Stop 

MV operator or personnel on site 
remotely stops AHT. 

PL4 

AHT 
approach 

speed limit 

Limit the speed of the AHT when 
the MV and the AHT are close to 

each other. 

PL4 

AHT control 
system 

shutdown 

Shut off the AHT vehicle control 
system during non-AHS 

operation. 

PL4 

The procedure for selecting PL4 safety functions 
from PRMs provided by the system integrator is 
described in the next section. 

3.5 Selection of Safety Functions and PLr 
Determination 

Figure 2 shows the safety function selection 
procedure. 

Figure 2. Safety functions selection process 

3.5.1 Identify hazards 

Accident scenarios due to AHT operation failure are 
identified as hazards. AHT operation failure means that 
the AHT does not operate as instructed, or that it 
operates unexpectedly. The cause of AHT operation 
failure is not necessarily limited to the failure of the 
hardware/software that controls the AHT base truck. 
AHS is a system that operates a dump truck by FMS, 
TCS, CMS and VCS triggered by human operation 
input. Therefore, the failure of any of the components 
that make up the AHS and the error of the person who 
operates the AHS can ultimately cause the operation 
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failure of the AHT. (For example, improper destination 
setting to FMS by a person, input error of map data, 
error of instruction to AHT due to TCS software bug, 
loss of operation instruction to AHT due to 
communication error, etc.) 

AHS has a large system scale, and the number of 
hardware and software that constitutes it is also large. 
There are also various combinations of operations 
between subsystems. Therefore, it is not practical to 
perform failure mode and effect analysis (FMEA) on all 
system components and consequently analyse all 
possible hazards in the entire system. 

Therefore, we decided to conduct HAZOP for the 
behaviour of AHT, which finally becomes a hazard to 
humans, and identify the hazard. First, the movement of 
the dump truck was classified into acceleration, 
deceleration, steering, stop, and body lifting. Next, 
based on the HAZOP guide word for each movement, 
we assumed deviations such as "NO OR NOT", 
"MORE", "LESS", "REVERSE", and identified the 
resulting hazards.[8] 

3.5.2 Estimate the risk 

For all identified hazards, the risk estimation was 
performed and the required performance level (PLr) for 
the safety function to reduce the risk of hazard was 
determined. 

For risk estimation, the analysis method using the 
risk graph (Figure 3) shown in ISO 13849-1, Annex A 
was applied. 

Figure 3. Graph for determinating PLr for safety 
function 

The procedure for determining the PLr based on the 
risk graph is described below. 

1 Assume the situation before setting the intended 
safety function. 

2 Estimate the risks caused by the failure of the 
safety function (in other words, the lack of the 
safety function). Consider the following 
parameters: 
2.1 Severity of injury 
2.2 Frequency and/or duration of exposure 

times to hazards 
2.3 Possibility of avoiding the hazard and 

probability of occurrence of a hazardous 
event 

3 By selecting the above parameters, PLr to be 
assigned to the intended safety function is 
determined. 

3.5.3 Select safety functions 

Select a specific protective measure that can reduce 
the risk against the identified hazard from the results of 
the risk assessment. The selected protection measure is 
placed as the safety function of PL4, and PLr 
determined in the previous section is applied. 

As a method of actual system design, safety 
functions are selected from the following viewpoints: 

- To enable common risk reduction for more
hazards with fewer safety functions.

- Safety functions can be placed independently of
control functions.

- Safety-related part of the control system
(SRP/CS) that performs the safety function can
be downsized and the number of components
can be reduced.

Table 4 shows examples of safety functions for each 
AHT operation scene selected in the above procedure. 

Table 4 Examples of Safety Functions 

AHT Operation Scene Safety Function 
Unmanned 

/Autonomous Mode 
ASL: Approach Speed 

Limit 
R-Stop: Remote Stop

Manned 
/Manual Mode 

AHT Control System 
Shutdown 

During AHS operation is being conducted, AHT is 
in unmanned/autonomous mode. In this case, the 
situation where the AHT approaches a MV is a major 
hazard. As a protective measure, when the MV is close 
to the AHT within a certain range, the traveling speed of 
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the AHT is limited to reduce the kinetic energy of the 
AHT and lower the severity of harm. In addition, if the 
AHT is in low speed, the possibility that the MV 
operator can avoid the collision with the AHT increases, 
so that the risk can be reduced. Moreover, the 
possibility of avoiding a collision is further enhanced by 
equipping the MV with a device capable of remotely 
stopping the AHT. 

During non-AHS operation, AHT may be used in 
manned/manual mode. In that case, there is a risk that 
the AHS function is activated unintentionally and 
obstruct human operations, resulting in a hazardous 
event. As a protection measure, the circuit is configured 
so that the AHT autonomous/manual mode switching 
device shuts off the power of the AHT control system 
during manual operation. This will prevent unexpected 
behaviour of the AHT in manual mode and reduce risk. 

For each safety function, PLr based on the risk 
estimation under the assumption that the safety function 
is not provided is applied. This determines the target 
performance of the safety function and enables 
deterministic evaluation. 

Note: The purpose of this chapter is to show the 
process of developing the AHS safety concept and 
determining the target performance of the safety 
function. It is out of scope to assert the need for a 
specific safety function and show a unified value of PLr 
for general automation systems for mining machinery. 
As described above, what kind of safety function is set 
and how the value of PLr should be are depending on 
the conditions under which the system is operated and 
the system architecture, and there is no general 
specification. Therefore, PLr value of each safety 
function is not described here. 

3.6 AHS architecture with safety functions 
Figure 4 shows the architecture in which the safety 

function components selected in the previous section are 
added to the AHS main function system shown in the 
previous chapter. 

To provide the ASL function, the MV is equipped 
with means for measuring its own position and means 
for wirelessly transmitting the position. The AHT is 
equipped with means for measuring its own position and 
means for receiving position information from the MV. 
The received MV position and the AHT's own position 
are compared, and if it is determined that they are close 
to each other, the speed limit control of the base track is 
activated. 

Similarly, to provide the R-Stop function, the MV 
comprises a wireless transmission means with a stop 
switch. When the AHT receives the stop signal from the 
MV, the control for activating the brake and stopping 
the base truck is activated. The MV transmitter and 
AHT receiver are shared by both ASL and R-Stop 

functions. 
The communication system that transmits ASL/R-

Stop signals is provided independently of the AHS main 
function communication system (CMS) and is used only 
for safety functions. 

Figure 4. AHS architecture with safety functions 

Implementing the system that provides the PL4 
safety function independently of the system that 
provides the PL3 control function as described above 
has the following advantages: 

- The safety function can always be activated as
required without being affected by the operating
status or malfunction of the main control
function.

- The design of the separated SRP/CS becomes
relatively easy and its performance can be
evaluated deterministically.

- Since the safety function is not easily affected
by the specification change of the main control
function, it is possible to expand the
functionality of the entire system without
modifying the safety function.

4 Deployment and Evaluation 

4.1 Deployment 
With the cooperation of Stanwell Corp, an electric 

power company in Queensland, Australia, a trial of the 
AHS of the configuration introduced in this paper is 
being conducted within the Meandu coal mine owned 
by the company.[11] 
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As a result, commercial deployments of the AHS 
have commenced at the Maules Creek mine owned by 
Whitehaven Coal, a major coal producer in New South 
Wales, Australia. [12] 

4.2 Evaluation 
Mining companies that introduce and operate 

autonomous/unmanned systems are required to report 
their safety management plans and/or safety measures to 
the mining inspector in their state. In that case, the 
system integrator who provides AHS may also be 
required to submit the AHS system configuration, safety 
concept, and functional safety study report. If the 
information is insufficient, AHS operation in the mine 
may not be approved. 

In preparation for the AHS operational test 
mentioned above, the safety of the AHS system and 
operation was reported based on the approach described 
in this paper and was validated by the mining 
companies’ safety managers and state regulators. 

5 Conclusions 
We have developed a safety concept for introducing 

an autonomous haulage system (AHS) for dump trucks 
in mining operations. This concept is in line with the 
safety policy of earthmoving machinery and 
autonomous machine system, which is indicated by 
international standards. 

Specifically, we conducted a risk assessment based 
on the AHS operating environment and system 
characteristics, and proposed protection measures for 
both the user side and the manufacturer side based on 
the concept of hierarchical protection layers. Hazard 
analysis was carried out to select the protection 
measures placed as safety functions, and the method to 
determine the required performance level of the safety 
function was established. An AHS architecture was 
formulated in which the selected safety function is 
provided independently of the main control function. 

AHS based on this safety concept was introduced to 
an actual mining site. At that time, our approach to 
system safety was accepted by mining companies and 
officials, and the effectiveness of this approach was 
confirmed. 
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Abstract –  

The use of robotic systems on construction sites 
can efficiently reduce construction time and increase 
safety by replacing construction workers in 
monotonous or dangerous operations. Robots for on-
site construction applications are challenging and 
difficult to implement because of the evolving and 
unstructured nature of construction sites, the 
inherent complexity of construction tasks, the 
uniqueness of products, and labor-intensive modeling 
and commanding, which require significant human 
effort and expertise. With the development of data-
driven techniques such as machine learning and 
computer vision, more advanced frameworks and 
algorithms can be developed to increase the level of 
adoption in the automation of construction robots. To 
better understand existing challenges and figure out 
the best strategies to implement high-level 
autonomous robotic systems for on-site construction, 
this study (1) summarizes technologies and 
algorithms used in construction robots and robotic 
applications in other industries, (2) discusses potential 
best usage and development of computer vision and 
machine learning techniques used in related areas to 
implement higher-level autonomous construction 
robotic systems, and (3) suggests a preliminary 
framework that integrates different technologies, 
such as vision-based data sensing to collect 
information, advanced algorithm to detect objects 
and reconstruct models of the built environment, and 
reinforcement learning to train robots to self-generate 
execution plans. This will allow construction robots to 
navigate and localize on construction sites, recognize 
and fetch materials, and assemble structures per a 
simulated plan. The proposed conceptual framework 
could help with the definition of future research areas 
utilizing complex robotic systems. 

 
Keywords – Automation; Construction robots; 
Computer vision; Reinforcement learning 

1 Introduction 
Construction robots refer to robotic systems designed 

for construction operations, which typically take place in 
dynamic environments [1, 2]. Construction automation 
and robotics have been generating much interest in the 
construction community for the last decades as a way to 
improve productivity and reduce injuries or fatalities [3, 
4]. Repetitive and labor-intense tasks, such as bricklaying, 
painting, loading, and bulldozing, are good candidates for 
automation, and the use of robots can assist in reducing 
labor force, and create safer work environments. 
However, compared to the robotic systems used in 
factories/manufacturing, construction robots have more 
complicated situations. They are exposed to dynamic and 
unconstructed environments, which means that 
predefined actions may not be suitable for all 
circumstances as construction sites and workspaces are 
always changing. Therefore, robots need to perceive the 
environment and understand how to react to the changes 
[5]. Besides, construction tasks comprise many variables, 
include different materials [6], and have different 
sequencing and requirements for assembling. This means 
that the control of construction robots requires a lot of 
manual effort to preprogram the motion and trajectory of 
the robotic system [7]. These challenges make it difficult 
to implement a high-level autonomous construction 
robotic system. Considering these challenges, to be able 
to have an autonomous robotic system to execute specific 
tasks, other technologies such as data sensing techniques 
and machine learning can be used to deliver 
unprecedented levels of data-driven support to substitute 
human efforts and instructions. 

This paper presents an objective review of the use of 
computer vision techniques (CV) and machine learning 
(ML) technologies that could be used to achieve a high 
level of autonomy in robotic construction systems. Based 
on that, suggestions on a possible framework to 
implement a high-level autonomous construction robotic 
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system are provided. The rest of this paper is organized 
as follows. Section 2 summarizes construction robotic 
applications, discusses challenges currently faced, and 
provides an overview of CV and ML techniques 
developed and used in relevant areas that could advance 
robotic systems applied to construction. Section 3 
proposes a possible framework in which CV and ML are 
used to create an integrated system to achieve 
autonomous localization, material recognition, and task 
execution planning. Section 4 summarizes the work 
presented and provides directions for future research. 

2 Application of Construction Robots 
In general, construction robots can be classified into 

four categories: (1) Off-site prefabrication systems, (2) 
On-site automated robotic systems, (3) Drones and 
autonomous vehicles (AV), and (4) Exoskeleton 
wearable devices. For each of these categories, there are 
several applications. Some examples are summarized in 
Table 1. 

Table 1. Example of construction robot applications 

Category Reference 
Off-site prefabrication  [8], [9], [10], [11], [12] 

On-site automated 
and robotic systems [13], [14], [15], [16], [17] 

Drones and AV [18], [19], [20], [21], [22] 
Exoskeletons [23], [24], [25] 

Considering the adoption of each category in the 
construction industry, off-site prefabrication can 
significantly help with the advancement of building 
materials, which follows the same logic and principles of 
the manufacturing industry. Several building 
components and structures have already been constructed 
successfully in this way. Drones and AV applications 
have already been used widely on construction sites to 
help with the monitoring process and materials delivery. 
Exoskeletons pushed the limits of human-robot 
interaction (HRI). These systems can assist and protect 
workers performing heavy and dangerous tasks such as 
lifting heavy loads and are useful to reduce fatigue and 
facilitate the use of other tools and equipment in 
awkward positions [26]. 

However, applications for on-site construction robots 
have many limitations when compared to other 
categories. Current on-site construction robots mostly 
rely on preprogrammed processes to perform single 
repetitive tasks, such as bricklaying, steel-truss assembly, 
steel welding, façade installation, wall painting, concrete 
laying, etc., which do not involve multi-task or multi-
robot construction. Current on-site robotic systems assist 
the construction work but could not take the place of 
workers and need supervision or assistance from an 

operator. Having the possibility of on-site construction 
robots being able to adapt to construction environments 
and perform multiple tasks without humans’ hardcoding 
or programmed orders is not trivial, and further research 
is needed to create a high level autonomous on-site 
construction robot to unleash the great potential and 
opportunities of such systems. The focus of this paper is 
in that area. 

2.1 Data-driven techniques 
The advancement of data-driven techniques such as 

computer vision and machining learning has dramatically 
improved the efficiency and accuracy of robotic systems 
in multiple areas. Different applications in manufacturing, 
surgery, self-driving vehicles, structure inspection, and 
maintenance, have benefited from this and experienced 
improved productivity and accuracy.  

Considering how a construction robot should work on 
a construction site, previous researches focused on the 
following elements to fulfill the automation of 
construction robot: (1) localization of the robot, (2) 
materials (i.e., workpiece) recognition and selection, (3) 
optimized control and task execution, and (4) monitor 
and maintenance, the following subsections provide a 
review of the technologies that could be used in each step 
(Tables 2 and Table 3). 

2.2 Localization 
Construction sites are characterized by being 

unstructured and dynamic. This creates extraordinary 
challenges for robots to localize and navigate in such 
environments. On-site robots should be able to avoid 
obstacles to reach a specific location to execute a given 
task. That requires extra sensing strategies or modalities 
to help robots perform work adaptively. 

Table 2. CV techniques used in construction robots 

Step Computer Vision Techniques 

Localization GPS Camera 
markers 

SLAM 
(mapping and 

reconstruction) 
Material 

recognition 
Point clouds 
segmentation 

Stereo image 
(reconstruction) Edge detection 

Task plan 
execution  VR models 

simulation VR, HRI 

Monitor 
control Point cloud SLAM VR 

An excellent way to make sure robots find the right 
position while guaranteeing accuracy is by using cameras 
and markers. For example, [5] showed that a robot could 
use a camera and fiducial markers to find the position to 
execute a construction activity. While that provided 
reliable position reference for the robot to navigate, it did 
not consider obstacles. Robots cannot react to the 
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dynamic changes of the construction site, and the 
position of the markers needs to be manually modified, 
which requires a lot of manual efforts. 

Table 3. ML techniques used in construction robots 

Step Machine Learning 

Localization Reinforcement learning for path planning and 
tracking (A*, LQR) 

Material 
recognition 

Deep learning or machine learning for Object 
Detection 

Task plan 
execution 

Reinforcement learning for simple task 
simulation such as bricklaying.  

Currently, the most effective way to solve this 
problem is by using Simultaneous Localization and 
Mapping (SLAM). For example, [27] used V-SLAM 
with RGBD camera on an autonomous Unmanned Aerial 
Vehicle (UAV) platform for asset tracking in an outdoor 
construction site. [28] proposed a mobile indoor robotic 
monitoring and data collection framework using RGB 
sensors and fiducial markers. [29] proposed an 
autonomous robot equipped with different sensors to 
collect data used to conduct an automatic assessment of 
the state of construction. Autonomous navigation was 
achieved using an Adaptive Monte Carlo Localization 
(AMCL) algorithm. SLAM provides mapping and 
localization in an unknown environment and gives 
feedback for robots to understand the environment as 
well as estimating their current pose. Other applications 
based on SLAM include research focused on the 
modeling and reconstruction of the built environment 
using point cloud segmentation. For example, [30] 
proposed an integrated system that automatically 
provides detailed as-is semantic 3D models of buildings 
through raw data of point clouds. This system can better 
deliver environment information into digital models, 
provide a more reliable platform for robotic execution 
planning and simulation. 

Based on this, reinforcement learning (RL) and 
optimal control could be used to provide a more robust 
trajectory planning result to deal with complex and 
dynamic problems. [31] utilized an A* algorithm to find 
an optimal sequence of biped robots’ feet and hand 
contacts to cross a complicated terrain. [32] presented a 
quadrotor controller using iterative linear-quadratic 
regulator (LQR) algorithm to pass a window with slung 
load without the need for manual manipulation of the 
system dynamics, heuristic simplifications, or manual 
trajectory generation. RL can easily apply the navigation 
and collision avoidance mechanisms by learning from 
scratch, via a continuous, self-supervised learning 
process with less human effort involved and provide 
much more reliable simulation for more complicated 
non-linear dynamic systems. RL allows for further 
advancement of the mobility functionalities of robots. 

2.3 Workpiece recognition and selection 
The robot needs to go to its workpiece instead of 

having the workpiece brought to it, which produces a 
reversed spatial conveyance between the robot and the 
product [33]. Construction materials (i.e., workpiece) 
tend to exhibit considerable geometric variation. Due to 
their substantial size and properties, materials are often 
susceptible to large deflections and geometric 
irregularities [34]. Thus, the methods used to sense and 
identify the material on specific parts of the structure 
would be crucial for the robot to navigate around the site 
and find the right place to start the construction work. 
Previous research has investigated the ability of 
construction robots to adapt to the actual pose and 
geometry of their workpiece to perform their work. The 
following subsections address some of the key elements 
required. 

2.3.1 Model registration techniques 

Some approaches in manufacturing register complete 
3D CAD models to determine the relative pose of the 
workpiece to be carried out [35]. However, such 
approaches are not expected to work well for 
construction tasks because the geometry of an individual 
workpiece can deviate substantially from its as-designed 
shape [36]. Previous studies utilized model registration 
techniques by matching the corresponding data and 
information of the workpiece with the registered models 
to figure out the relative pose between the as-designed 
object and the actual object. [7] proposed a framework to 
sense the data of complicated and irregular materials by 
producing a correlation score between the sensor data and 
the model to conduct dexterous tasks. These tasks require 
acquiring enormous and high-quality information from 
the environment, which requests an advanced integrated 
sensing system to describe the real world. Besides, the 
matching process also relies on human efforts or 
advanced algorithms to provide quick and reliable 
feedback. There is still great potential for the 
advancement of techniques and integrated frameworks to 
generate reliable feedback to on-site robotic systems. 

2.3.2 Vision-based techniques 

To get precise information and sensor data of the pose 
and the geometry of the workpiece, many studies used 
vision-based techniques such as fiducial markers to target 
desired objects for on-site construction robots. [37] 
proposed a framework using fiducial markers for robots 
to set specific waypoints to navigate around the building 
to gather information. However, the approach required 
the environment to be fitted with fiducial markers, which 
may not be ideal for real-world construction applications. 

Other computer vision techniques (e.g., stereo images, 
edge detection, and laser scanning) have been used to 
find the best algorithm and strategy to identify the 
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workpiece. Some examples are summarized next. 
1. Stereo images 

[38] showed the rudimentary ability of a robot to 
identify and pick up tiles using stereo cameras and a 
suction gripper in a robotic tile installation operation. 
Stereo images can help with the 3D reconstruction of 
specific objects; however, the efficiency and accuracy of 
the learning algorithm significantly limited the shape and 
categories of the materials. 
2. Edge detection 

[39] and [40] used edge detection to identify simple 
shape wires; however, their applications might not work 
well for a wide range of object geometries. The edge 
detection approach and algorithm are widely developed 
and greatly used in related areas, such as self-driving 
vehicles using supervised learning, or a weakly 
supervised learning framework. For example, [41] 
proposed a segmentation-detection collaborative 
network (SDCN) for more precise object detection under 
weak supervision with less dataset required. With these 
advancements in object detection techniques, on-site 
construction robotic system could be further developed 
to recognize more complicated and specific materials. 
3. Laser scanning 

Another method to get the geometry and pose of the 
objects is using laser scanning techniques to get the 
point-cloud data of the object and then clarify the object 
into different classes. [42] demonstrated that a robotic 
excavator could use laser rangefinders to adapt its plan to 
the topology of nearby soil and the pose of a nearby truck 
for a digging and dumping operation. Similarly, [43] 
showed that a robot could construct a dry block wall in 
an adaptive manner by sensing the wall’s top course with 
a 2D laser rangefinder and modifying the installation 
poses of subsequent blocks accordingly. However, point 
clouds are massive and do not have specific 
classifications. 

2.4 Task execution and planning 
Once the materials are prepared, the next stage is to 

generate the execution plan. Instead of manually 
hardcoding the plan and trajectory to execute specific 
tasks, machine learning techniques can be used to train 
the robot so that the best trajectories and motions can be 
autonomously generated. Among multiple varieties of 
machine learning technologies, RL is the most relevant 
techniques to the robotic motion and control. RL is a 
subfield of machine learning where an agent learns by 
interacting with its environment, observing the results of 
these interactions, and receiving a reward accordingly 
[44]. RL enables a robot to autonomously discover an 
optimal behavior through trial-and-error interactions 
with its environment. 

2.4.1 RL applications 

Many studies have contributed to the applications of 
RL in robotics, included locomotion [45], manipulation 
[46], and autonomous vehicle control [47]. However, 
there are very few reinforcement learning-based 
applications for construction robots. Most of them are in 
the areas of simple tasks such as grasping objects, in-
hand object manipulation, door opening, and simple 
structures construction. For example, [48] described an 
iterative decentralized planning and learning method, to 
generate construction and motion strategies to build 
different types of three-dimensional structures using 
multiple quadrotors. [49] presented a framework using an 
actor-critic algorithm consisting of small autonomous 
mobile robots and block sources, which allows robots to 
gather blocks from the sources to build a user-specified 
structure. 

2.4.2 From Single-Agent to Multi-Agent 

In early 2016, [50] proposed a novel multi-agent 
framework along with deep reinforcement learning to 
learn a single-agent policy. 

For large-scale control systems and communication 
networks, multi-agent reinforcement learning allows 
collaboration among different agents. The system’s 
behavior is influenced by the whole team of 
simultaneously and independently acting agents in a 
common environment. For example, [51, 52] 
investigated a network which optimally divides the tasks 
for indoor building environment navigation among a 
group of robots to determine optimal routes to visit 
multiple locations. This is crucial for large-scale work, 
especially construction activities, which allows multiple 
robots to work simultaneously and can either give 
feedback to other agents or speed up construction work. 

3 Discussion and proposed system 
Construction robots have the potential to conduct 

specific construction tasks autonomously. A possible 
direction for the evolution of on-site robots is to train 
them to construct like human beings without humans’ 
hardcoding or preprogrammed orders. This means that 
after getting the models and instructions from the 
engineers and designers, robotic systems can 
automatically make their own decisions and select 
different materials among various parts of the structure to 
accomplish complicated tasks. With that in mind, we 
proposed a high-level (conceptual) on-site autonomous 
construction robotic framework that combines CV and 
ML techniques (Figure 1). 
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3.1 Localization 
We propose to fulfill the autonomous localization 

function by using SLAM algorithms, such as V-SLAM 
(RGB-sensor, Inertial Measurement Unit), and Laser-
SLAM (Kinect) and point cloud segmentation to map and 
reconstruct the dynamic environment into virtual models. 
This allows to set up the position of execution by using 
augmented markers or manual selection. 

For path planning in real-world on-site construction, 
robots should be able to work on large construction sites 
to fulfill different functionalities such as climbing, 
getting across holes, and balancing on uneven surfaces. 
The controllers for that involve complex analytical 
manipulation of the dynamics, which requires lots of 
extra effort to program. Reinforcement algorithms seem 
to be a good fit for more complex robotic applications 
that allow real-time environment feedback with less error 
while providing robust control for localization. 

3.2 Workpiece recognition and selection 
The proposed framework uses a combination of 

model registration techniques and sensing techniques to 
find the right materials to use and the installation position 
of the workpiece. BIM and CAD models are used by 
previous research to conduct the matching between a pre-
designed plan to the material in use. With relation to the 
virtual models created in the localization subsection, the 
reconstructed VR models of the environment can also 
help with the matching of the real-world materials with 
desired models and provide feedback on the construction 
process. In general, the next step to recognize and select 
materials is set up manually with much effort of 
commanding. In the conceptual framework, with a 
predefined dataset of materials to use in the designed 
structure (i.e., stereo images, edge detection, laser 
scanning), the robots could automatically recognize the 
materials required through deep neural networks. Even 
though they are in different shapes or different locations, 
the robots could tell them apart in different classes. The 
matching process can provide state and action feedback 
for robots to generate the execution plan in order to get 
the required materials when constructing a complicated 
structure composed of different materials.

 
Figure 1. Conceptual on-site autonomous construction robotic system

3.3 Task execution and planning 
For the autonomous execution and planning of tasks, 

there is no doubt that a combination of robotics and 
reinforcement learning will be very relevant. Some 
simple tasks (e.g., laying bricks, tying rebar, installing 

doors), could be done by current computation capacity 
and frameworks developed. With the information of the 
environment extracted from the previous step of mapping 
and information of material, we can describe the state of 
the robot and task. Then algorithms can be developed 
with a predefined reward policy to tell the robot what the 
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demanded motion or execution is. Commonly used is the 
deep neural network-reinforcement learning framework 
or inversed reinforcement learning, which can teach the 
robot to search for the right policy when the environment 
and state evolve. This can greatly decrease the human 
interaction with the robot(s) during construction. Besides, 
the proposed framework allows for the advancement of 
multiple robots to do the construction at the same time on 
the same tasks with future development. 

4 Conclusions and outlook 
Robotic systems have the potential to provide 

numerous advantages to the construction industry. This 
paper summarizes and discusses some of the techniques 
and algorithms that could be used to develop autonomous 
on-site construction robots further. Based on that, we 
propose a generic conceptual framework that can fulfill 
the whole construction process with minimal human 
interaction. We suggest using computer vision 
techniques and point clouds with an advanced algorithm 
to detect, identify, and reconstruct components in the 
construction environment. The framework aims to train 
the robot to understand the environment and identify the 
task and allocated materials in construction sites. Besides, 
the framework involves virtual reality models to extract 
and deliver information to robots for simulation and 
training, which not only guarantees the best solution for 
construction tasks but also allows the monitoring and 
controlling process to ensure that the motion and 
execution of the robots are executed as planned. At the 
same time, we propose reinforcement learning to train 
robots to learn like humans so that they can learn from 
previous errors and the results from previous iterations 
conducted during the simulation. 

However, there are still some big challenges in the 
implementation of the proposed framework. First, the 
complexity of the construction site could produce noise 
to the robotic system, which will greatly influence the 
efficiency and accuracy. Second, the calculation capacity 
of the algorithm is not advanced enough to finish a 
complicated task. Techniques and algorithms are still in 
development and require extra effort to test and improve. 
Third, the implementation from the virtual world to the 
real environment could result in unexpected differences. 
To solve this problem, more advanced sensing techniques 
and more accurate models need to be generated in order 
to make sure the accuracy of the simulation process. 

Future work includes testing the efficiency of the 
proposed framework using a robotic arm to build-up 
specific applications with computer vision techniques 
and reinforcement learning algorithms. We will develop 
and test schemes on mapping and reconstruction of real-
world construction environments into virtual models. 
Tests will be conducted on construction materials from 

simple shape to irregular shape, as well as from single 
category to multi-categories. Based on this, we will train 
the robot to generate its own execution plan, from a single 
task to complex works that involve multiple tasks. To 
account for scalability, a multi-agent-based framework 
that allows several robots to collaborate will be 
considered. 
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Abstract – 

In the construction of high-rise buildings, the 
conventional methods for the on-site installation of 
prefabricated facade modules require considerable 
manual handling. This unsafe and inefficient practice 
can be solved through automation. 

This paper critically reviews automated Unitized 
Curtain Wall (UCW) installation and discusses 
opportunities for future development, as found in 
adjacent fields. A generalized solution to the 
installation of UCW modules is applied to analyze the 
conventional method in safety, economic efficiency, 
and logistic viability. 

Recent automation solutions control wall module 
vertical transport trajectories with guide rails or 
redundant parallel cables. Both approaches specialize 
in capability, leaving many installation scenarios 
unautomated. Opportunities for improvement exist in 
efforts to automate crane operations by development 
of robotic crane end effectors. Localization in 
uncertain conditions for automated feature detection 
can be improved by dynamically changing the 
operator interface. Directions to improve safety and 
efficiency of UCW on-site installation are identified 
and recommendations are presented. 

 
Keywords – 

Assembly; Automation; Construction; Control 
systems; Curtain wall; Facade; High-rise building; 
Installation; Robotics; Tower crane 

1 Introduction 
The method chosen to construct the exterior wall of a 

high-rise building can significantly affect the entire 
construction process [1, 2]. Consideration of worker 
safety, economic efficiency, and logistic viability is of 
high importance in choosing the optimal solution. 
Potential for construction delays is increased with 
reliance on shared workspace [1–3] and equipment 
[1, 2, 4]. 

The unitized curtain wall (UCW) is a non-structural 

facade that is potentially compatible with these 
considerations. UCWs are comprised of prefabricated 
modules, hence complex designs can be manufactured in 
low cost, high precision factory environments [5]. The 
on-site installation procedure is also faster compared to 
other wall types [5]. 

High-rise building facades commonly incorporate 
UCWs, but the conventional method for on-site 
installation is unsafe and inefficient [1]. During 
installation, curtain wall modules (CWMs) are lifted by 
crane, hoist, or telescopic handler to the attachment 
location and then fixed to brackets which are preinstalled 
on the building [6]. The conventional installation method 
requires considerable manual handling to guide the large, 
heavy, suspended wall modules into position [6]. This 
presents risk of collision which can cause human injury 
or damage to the CWM [3]. 

Automation of the on-site UCW installation 
procedure is a solution to these issues. However, the 
current automation solutions are limited in addressing 
only a small part of the installation procedure [7], or in 
scope of application [2, 8]. For example, many 
automation solutions are limited to handling only 
common types of CWM [2, 7, 8], hence they do not apply 
to custom designs as in [9]. 

Automation of high-rise construction, including 
curtain wall installation, was reviewed by Cai et al. 
[10, 11]. To increase interdisciplinary communication, it 
was suggested to review the advancement of basic 
technologies that can be utilized in high-rise construction 
[11]. Iturralde et al. explored the task of lifting CWMs 
from the ground to the attachment location for an optimal 
automation solution [12]. However, the scope of their 
research did not include informational tasks. 

This paper critically reviews the state of the art in 
UCW installation methods and discusses the potential 
incorporation of related mechanical and informational 
technologies. A generalized solution to CWM vertical 
transportation from the ground to the installation point 
and precision alignment with the attachment location is 
presented. The relations among components of the 
solution are then discussed and flaws in the conventional 
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installation methods are identified. Venues for further 
improvement are then determined through analysis of 
automation technologies in adjacent fields with respect to 
the generalized solution. 

Section 2 describes the scope and methodology of this 
review. Section 3 then presents the generalized solution 
for vertical transport and precision alignment of CWMs, 
then discusses limitations in the conventional solution. In 
section 4, venues for improvement are suggested in the 
mechanical design as well as in the informational 
processes of sensing, analysis, operator feedback, and 
operator control. Conclusions and future research 
directions are then presented in section 5. 

2 Research Scope and Methodology 
The UCW installation procedure is described by 

Taghavi et al. [6] and Yu et al. [7]. The procedure 
comprises of designing the curtain wall, manufacturing 
CWMs, delivery to the construction site, vertical 
transportation to the installation point, alignment with the 
attachment location, and attachment of CWMs to the 
building. Within this procedure, the attachment interface 
on the building side can be prepared before, or at the 
point of, module attachment [6]. The scope of this paper 
is limited to the tasks of CWM vertical transportation and 
alignment with the attachment location. These tasks are 
particularly dangerous in the conventional procedure, 
while there is potential to significantly improve both 
safety and economic efficiency through mechanization 
and automation [1–4, 13]. 

This review includes literature directly related to 
UCW installation as well as literature from other fields 
where the mechanisms and processes are relevant to 
UCW installation. The reviewed mechanisms and 
processes are categorized in Figure 1. 

The literature search mostly utilized the search engine 
‘Google Scholar’ as a means to reduce bias towards 
specific research fields, conferences, or journals. Search 
keywords that were identified by Cai et al. [11] were 
utilized. The most relevant were ‘curtain wall’, or 
‘facade’, with ‘installation’, ‘assembly’, ‘automation’, or 
‘robot’. Other keywords were identified through relating 
mechanisms and processes utilized during UCW 
installation. For example, ‘crane’ was combined with 
‘vision’, ‘mapping’, ‘localization’, ‘skew control’, and 
‘operator assistance’. Results were filtered by title and 
then abstract, based on relevance. Further literature was 
found with the snowball methodology; by following the 
citations found in highly relevant literature. 

Where large volumes of similar literature were found, 
only representative samples were selected to be discussed 
in this review. This increases the breadth of the review, 
as the review is intended to broadly survey the applicable 
technologies rather than focus on the individual 

implementation of each. The selection criteria weighed 
year of publication, number of citations, and relevance to 
UWC installation. 

 
Figure 1. Reviewed mechanisms and processes 

3 The UWC Installation Method 
A generalized solution to CWM vertical 

transportation and precision alignment is presented in 
Figure 2. The desired state of the system has the CWM 
aligned to the attachment location. To achieve this, the 
decision-maker commands the hardware controller, 
which actuates the mechanical system toward the desired 
state. The state of the system is sensed, and the sensed 
information is pre-processed by the analysis unit before 
being fed back to the decision-maker. Information may 
also be sent directly from the sensors or analysis unit to 
the controller, creating an inner feedback loop to stabilize 
the system state by suppressing deviations from the 
command signal. 

There are two main conventional UCW installation 
methods: direct and staged. Figure 3 presents the direct 
method. In this approach, CWMs are lifted directly from 
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the ground to the attachment location with a crane or 
hoist. This method is used as a basis for comparison, 
rather than the staging methods described in [1, 3, 6, 7], 
as it is more similar to the most recent automation 
solutions [1, 2, 4, 6, 9]. The direct method is most 
appropriate for large and heavy CWMs. It is faster to 
install UCWs that are comprised of larger modules 
[2, 3, 14]. Additionally, by not requiring on-floor staging, 
the impact on other construction operations can be 
reduced [1, 2]. This follows the lean construction 
methodology of decoupling operations. 

In the direct conventional method, the operator of the 
crane or hoist performs analysis and decision-making. 
Their role is to send commands to the hardware controller 
based on feedback from the sensors. The hardware 
controller actuates the mechanical system based on the 
operator’s input. Feedback from crane pose measurement 
sensors allows tracking of the command and deployment 
of anti-sway technologies [15]. These sensors also 
feedback to the operator’s user interface. 

The crane ‘dogman’ is situated at the installation 
point. They perform sensing and analysis of spatial 
information for localization, and feedback this 
information to the operator [16]. In the case of a ‘blind 
lift’, where the crane operator cannot see the CWM 
directly, the operator is entirely dependent on the dogman. 
The dogman also performs decision-making and actuates 
the system to control the orientation and position of the 
CWM during the alignment phase. With their 
interdependent responsibilities, the crane operator and 
dogman must operate in unison. Hence the installation 
speed is limited by the speed of communication between 
the crane operator and dogman [17]. 

This indicates that the safety and efficiency of UCW 
installation can be improved through automation of the 
work conventionally performed by the dogman. The 
effectiveness of removing the dogman is supported by the 
results of research to automate crane operations, as 
applied in adjacent fields. Crane operator performance 
can be improved in safety and efficiency through 
utilization of automated systems to sense, analyze and 
feedback spatial information [13]. Mechanization of 
payload orientation control with an active rotary crane 
hook is economically beneficial and greatly increases 
safety [18]. Combining an active rotary crane hook with 
automated alignment sensing and analysis unit can 
increase the speed of alignment operations [19]. 

The solution to safe and efficient CWM vertical 
transportation and precision alignment requires unison in 
communication between the systems that perform 
decision-making, control, actuation, sensing, and 
analysis. The utilization of a dogman impedes effective 
communication. The minimum requirements to remove 
the dogman are automation of sensing and analysis, and 
mechanization of precision positioning. 

 
Figure 2. Generalized solution to UCW assembly 

 
Figure 3. Direct conventional UCW installation 
method: Transitioning from the vertical transport 
task to the alignment task (photo by B. Johns, 
2019) 
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4 Discussion of Technologies Relevant to 
UCW Installation 

This section explores opportunities for improvement 
in each UCW installation mechanism and process, with 
the objective to eliminate the requirement of a dogman in 
CWM vertical transportation and precision alignment. It 
is assumed that an operator will be required, hence fully 
autonomous path planning and logistics is not explored. 

4.1 Mechanical System 
Mechanical requirements of the solution are CWM 

loadbearing, vertical transport to the attachment location, 
and precise position and orientation control with 1mm 
tolerance [8, 20]. 

To better interface CWMs with robotic tools, many 
automation solutions require specific or custom UCW 
designs [1, 2, 12]. This also simplifies the automation of 
processes that vary significantly with variation in curtain 
wall design, such as the automated fixing of an aligned 
CWM to the building. However, limiting the application 
of the solution to compatible designs of curtain wall 
could cause long term problems. For example, the 
solution by Friblick et al. [1] does not allow for CWMs 
to be installed with any procedure other than the intended 
procedure. Hence, repairs to and disassembly of the 
proprietary mechanism may require special parts and 
tools that have ceased being produced during the lifespan 
of the UCW. Thus, we mainly highlight solutions that are 
compatible with existing designs of curtain wall. 

The most appropriate class of robot for performing 
high-rise UCW installation without on-floor staging, has 
previously been assessed as the hanging robot [12]. A 
challenge for hanging systems is to control all degrees of 
freedom (DOF) with the precision required for the 
alignment operation. In the conventional solution, a 
single vertical hoist cable usually supports the CWM. 
This system is highly underactuated and susceptible to 
wind induced oscillations [21], hence the need for a 
dogman to perform fine position and orientation control. 

Two approaches to control a hanging system are to 
either suppress oscillations with control systems or to 
introduce additional kinematic constraints. Given the 
large workspace, the only practical available stationary 
reference for constraint is the building that is under 
construction [12]. For example, an effective strategy is to 
attach guide rails to the building and hoist CWMs along 
the single remaining DOF [1, 2]. In constrained systems, 
it is often required for the building to support the load of 
the installation system and CWM. This increases 
potential to significant cost reduction [1–3]. Conversely, 
this may not be practical if the geometry of the building 
is not suitable or if higher floors are not yet completed. 
The following discussion is divided into solutions that 
require the load of the CWM to be supported by the 

building, and solutions that can independently support 
the load. 

4.1.1 Self-Supported Solutions 

Tower cranes are, to the best of our knowledge, the 
only independent load support structure deployed in 
high-rise UCW installation. The lack of utilization of 
other types of support body in high-rise construction 
indicates that no other independent support structure is 
practical, backed by the analysis by Iturralde et al. [12]. 
In the crane supported installation method, any geometry 
of CWM can be lifted to any attachment location that is 
not below overhanging building geometry. Hence, this 
method can be deployed to almost any application. The 
requirement of situating a tower crane on-site is typically 
satisfied due to the requirements of other on-site 
construction operations, and the crane can be shared 
amongst these operations [1]. 

To achieve the positional accuracy required for UCW 
installation, all vibrational modes of the suspended CWM 
should be suppressed. For a load supported by a single 
vertical cable, such as a crane suspended load, while 
allowing for elasticity of the cable, there are 6 DOF of 
vibrational modes. They are sway (pendulum swinging 
of the hook with 2 DOF), roll (payload tilting about the 
hook with 2 DOF), skew (rotation about the cable axis 
with 1 DOF), and heave (linear oscillation along the cable 
axis with 1 DOF) [22]. Based on a 2017 review of crane 
control systems [21], most research considers only the 
sway modes with a few considering the roll modes. Very 
little research considers skew [23] or heave [21]. 

Heave, roll, and sway oscillations can be controlled 
with regular tower crane motions; however, control is 
underactuated. Furthermore, the rotational motion of the 
jib about the tower (slewing), has highly coupled non-
linear dynamics, making control of the payload very 
difficult [21]. Hence, to achieve the positional accuracy 
needed to install a CWM, an additional mechanism is 
required. 

With the assumption that the alignment roll 
orientation is consistent for each application and does not 
need to be changed often, the roll orientation can be 
manually set to the aligned orientation before the lift 
operation by adjusting the rigging configuration. In this 
case, pre-setting the roll orientation and passively or 
actively suppressing roll oscillations does not limit the 
system capabilities. If this assumption is not valid, then a 
mechanism that translates the center of mass relative to 
the hook can adjust roll orientation by small angles [24]. 

Active skew control is necessary to perform 
alignment with complex building geometry or when 
using slewing cranes [25]. Several devices have been 
developed which utilize heavy flywheels to exert skew 
torque through conservation of angular momentum 
[19, 26]. These devices can become saturated and must 
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be heavy to be effective. Another method of skew control 
is seen on harbor cranes. For slewing harbor cranes, skew 
control is achieved with an active rotary crane hook (also 
known as a ‘Rotator’ or ‘Power Swivel’) [23, 25, 27, 28]. 
For system stability, at least two separated cables must 
connect the trolley and hook block. Full scale outdoor 
experiments show that very small skew error is 
achievable [25], likely to a degree that is sufficient for 
UWC installation. 

To aid in vibration suppression when the CWM is 
near to the building, the building and the previously 
installed CWMs can act as reactionaries. A manipulator 
can take hold of the building and drive the CWM into 
position by utilizing the sway degrees of freedom [29] or 
an extendable hook attachment [30]. For the gripper type, 
inspiration can be taken from harbor crane operations, 
where the spreader is mechanically aligned to the target 
container with ‘flippers’. The flippers are driven closed 
onto the edges of the container from all directions, 
mechanically forcing the parts into alignment. 

For the swaying manipulator to catch the reactionary, 
an impulsive load will be generated. Thus, to prevent 
damage to the building or CWM, dampening of the 
collision is required. This problem has been investigated 
in research to assemble suspended large steel beams, 
where a pre-acting control strategy has been proposed 
[29]. An adaptation would need to be made for the 
swaying crane end-effector to catch the building instead 
of the other way around. 

4.1.2 Load Supported by the Building 

Rather than lifting CWMs to the attachment location 
and then catching the building for stability, CWMs can 
be guided through a constrained path throughout the 
entire lift. As risk of damage by collision with the 
building is eliminated, the lift path can stay close to the 
building for the entire lift [1–3]. This allows for 
performing the lift with a hoist that is mounted on the 
building, thus eliminating dependence on the expensive 
tower crane. The building can also support any 
constraining fixtures. 

Kinematic constraints in current UCW installation 
methods include guide cables [3] or guide rails [1, 2]. 
These constraints limit application to geometrically 
prismatic buildings that can support the mass of the hoist 
and CWM from the location of the hoist. Furthermore, 
the guide rails themselves must be installed without the 
aid of guide rails, requiring dangerous manual labor. An 
alternative approach is to constrain the orientation with 
tensioned cables, terminated at, and attaching each corner 
of the CWM to the ground [31]. However, guide cables 
may not be feasible for automated alignment due to 
interference with the already installed CWMs. 

In another approach, a redundantly cable-driven 
parallel robot for UCW installation is currently in 

development [6]. Tensioned cables connect the robot to 
the corners of the building face, over-constraining the 
floating robot. Even with this design, to achieve 1mm 
precision with the end effector, a secondary robot arm is 
attached to the cable suspended base through a passive 
damper [8, 32]. Hence this robot has many DOF, which 
is not ideal for cost or maintenance. Another limitation of 
the design is that for flat faced buildings, the constraint 
cables will be closely in-plane, which leaves the design 
sensitive to out-of-plane disturbances [33]. Additionally, 
the cable tension must increase as the angle of the cable 
from vertical increases [33]. Very large cable tension 
would then be required to install the top row of CWMs 
which the building may not be designed to withstand. 

The main challenges for the mechanical system to 
vertically transport and precisely align CWMs are to 
achieve high positional accuracy and suppress vibration. 
Supporting the load of the system with the building has 
many advantages but is not suitable for every application. 
Supporting the CWM with a tower crane can be deployed 
to almost any application, but vibration suppression is 
more difficult. A specialized crane end effector is a 
potential solution to this problem. 

4.2 Informational Processes 
The hardware controller requires feedback of the 

system state to perform command tracking, and the 
decision-maker requires feedback of spatial information 
to perform path planning (Figure 2). The state of a crane 
system is typically characterized with pose and load 
measurements [27, 34], while the spatial information to 
feedback is dependent on the required input. 

4.2.1 Localization Without Feature Detection 

Measurement of the system state is a requirement of 
setpoint command tracking and oscillation suppression. 
The positional tolerance requirement of the alignment 
task is 1mm [8, 20]. Hence the position of the CWM 
relative to the attachment location needs to be measured 
to this tolerance. If a map of the workspace is acquired, 
then accurate measurement of the pose of the system is 
sufficient for localization. 

The state of the art techniques in crane pose 
measurement to estimate the payload location are 
insufficient in accuracy and reliability for application to 
CWM alignment [34]. However, the nature of UCW 
installation separately requires both large payload 
displacement and accurate positioning. Hence it may be 
practical to utilize separate measurement systems for 
each task. Pose measurement can be utilized during 
vertical transport, as well as to deploy anti-sway 
technologies. 

A challenge in pose measurement is determining the 
location of the hanging payload. The sway angle of the 
cable can be measured by aiming a camera horizontally 
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at the top segment of the cable [35]. Robustness to 
changes in background light levels can be achieved by 
utilizing an infrared camera and emitter [36]. Sway and 
skew can be measured together by fusing the data from 
an inertial measurement unit (IMU) placed on the hook 
block, with feed from a camera pointing down from the 
top of the hoist [34]. However, the reliability of computer 
vision techniques to identify the payload with a 
downward pointing camera is subject to lighting 
conditions, hoist length, and similarity between the 
colors in the background to the payload. 

4.2.2 Measurement, Analysis, and Feedback of 
Spatial Information 

Measurement of spatial information can supplement 
the low accuracy of crane pose measurement. CWM 
alignment can be measured relative to a fiducial feature 
of the target, by utilizing a camera or laser scanner 
mounted on the crane hook block. For example, a camera 
mounted on a crane spreader can reliability detect and 
locate the lock holes of shipping containers [37]. Relative 
alignment to adjacent CWMs can be measured accurately 
with computer vision utilizing structured lasers by 
analyzing the gaps between CWMs [38]. Error 
accumulation from relative measurements can be 
corrected by aligning measurements taken at a known 
location to a CAD model of the building [9]. 

In case of low certainty in feature detection, the 
operator can assist in analysis. For example, the operator 
can select the locations of bolt holes from a camera feed 
to provide a region of convergence to the feature 
detection algorithm [39]. After the alignment target has 
been identified, the controller can then perform path 
planning and complete the alignment semi-autonomously. 
This requires abstracting the operator input into higher 
level actions and programming the controller to 
decompose the task into actuator inputs [40]. This 
separates their decision from the action generated by 
internal feedback. This separation is beneficial, as 
absence of separation creates conflict between the 
operator and internal feedback anti-sway systems [15]. 

Another source of conflict in the operator interface is 
feedback. Depending on the operators perception of a 
tasks difficulty, feedback may be interpreted as either 
helpful or distracting [13]. To keep feedback relevant to 
the current task, it may be appropriate to use separate 
interfaces for large payload displacement and accurate 
positioning. Since these tasks are completed separately, 
the interfaces will not interfere with each other. 

Only the required feedback should be provided to the 
operator [13]. Providing too much feedback increases the 
operator’s mental workload in performing analysis, 
which increases their reaction time. Pre-processing and 
analysis of camera feed to draw attention to the relevant 
information is common solution in research. A map can 

be generated by piecing together images captured by an 
overhead camera at different crane orientations [41]. The 
height of obstacles can be highlighted by thresholding 
rangefinder data [42]. However, trials of an operator 
feedback system indicated that a raw camera view should 
still be provided [43], which may increase operator trust 
in the system and also provide a fallback in case of poor 
operating conditions for automated analysis. 

Lee et al. fused sensor data with the CAD model of 
the construction site [43]. The simulated camera views 
were feed back to the operators display. It was concluded 
that split 2D top and side views are easier to interpret than 
a 3D view. Additionally, the interface for altering the 
feedback display should be simple and preferably hands 
free. In a similar approach, Chen et al. pre-processed 
sensor data with a game engine to create a 3D workspace 
visualization [34]. This is presented to the operator 
through a similar interface which is manipulated with 
voice control. 

The main challenges in automating the informational 
processes required for UCW installation are precise 
localization of CWMs and managing the information 
feedback to the operator. Sensing of the system pose is 
inadequate in accuracy for alignment, but relative 
localization with computer vision is viable. Dynamically 
changing the control and feedback interface is a potential 
solution to keep the user interface relevant to the current 
task. 

5 Conclusions 
The UCW installation automation solutions currently 

deployed and under development are limited in scope of 
application. Limitations include requirement for the 
building to support the transport mechanism, requirement 
of custom designs of curtain wall, incompatibility with 
complex building geometries and existing designs of 
curtain wall, and solution complexity. 

Research to automate large steel beam assembly 
provides potential solutions to better constrain a CWM. 
Compared to construction operations, a high level of 
precision and automation is achieved in harbor crane 
operations to move shipping containers. The requirement 
of a dogman is removed by introducing an active rotary 
crane hook, and high positional accuracy is achievable 
through control systems. 

Measurement of the pose of a crane to estimate the 
payload location is insufficiently accurate for CWM 
alignment. Computer vision can be used instead. 
Operator input can be combined with automated analysis 
to improve feature detection. The operator is a feedback 
controller, and hence their interface is an essential part of 
the system. Removing the lag caused by the slow 
communication between the dogman and the operator 
can improve both safety and installation speed. Pre-
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processing of feedback and careful choice of the relevant 
information to feedback is required. 

Further research is recommended to develop an 
automated UCW installation solution that is widely 
applicable to different types of curtain wall, building 
geometry, and building load capacity; addressing 
situations where the more specialized solutions do not 
apply, for example, in refurbishing projects or when 
installing unusually shaped CWMs. The solution should 
primarily aim to mechanize and automate the tasks that 
are conventionally completed by the dogman. This will 
result in a safer and more economically efficient 
installation methodology. 
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Abstract – 
In Japan’s construction industry, techniques of 

producing complex three-dimensional (3D) formwork 
at construction sites are conventionally developed 
using the sophisticated skills of carpenters. Inspie of 
the development of digital technologies, the 
production of free-form shapes faces considerable 
cost and time management risks that require 
pragmatic solutions. In the efficient building of free-
form shapes, the continuous surface should be divided 
into portable elements for formulating production 
plans and for making products in the factory. The 
products should then be installed and assembled at 
the construction site. Hence, new methods with 
computational design are assumed to require an 
approach different from the traditional processes of 
designing and constructing with two-dimensional (2D) 
drawings. 

This research aims to analyze the productivity of 
these conventional means and propose a New Method 
of constructing free-form formwork for real-scale 
buildings. 

First, we focused on how the designed geometric 
coordinate information is translated for construction 
on complex wooden formwork. We revealed how 
these shapes were realized by carpenters, and 
organize cases from 1991 to 2020 to see how the 
existing Japanese wooden formwork technology can 
realize double-curved surfaces. 

Second, we focused on a completed project that 
has a 5,100 m2 free-form RC roof constructed using 
the nonuniform rational B-spline (NURBs) curve and 
conventional production methods. Additionally, we 
analyzed the project’s production time and cost from 
the construction records and revealed that the 
methods heavily depended on on-site labor. 

Finally, based on the analysis results, we propose 
a production method in which curved surfaces are 
divided into portable units to reduce on-site labor and 
ensure high accuracy. We also analyzed its 
productivity through some assembly experiments. 
The labor cost of the New Method is lower by 93% 
than that of the existing method. 

Keywords – 
   free-form structures; 3D CAD; wooden formwork;
labor productivity 

1 Introduction 

1.1 Background and purpose of the study 
In Japan’s construction industry, techniques of 

producing complex three-dimensional (3D) formwork at 
construction sites are conventionally developed using the 
sophisticated skills of carpenters [1]. The development of 
digital technologies, especially 3D computer-aided 
design (CAD) and 3D structural analysis, has recently 
facilitated the design of even free-form shapes. However, 
the production of such free-form shapes still has 
considerable risks in cost and time management. In 
addition, in recent years, it has become difficult to 
maintain these skills due to Japan’s aging population and 
shortage in carpenters. These problems require pragmatic 
solutions. To build free-form shapes efficiently, one 
should divide the continuous surface into portable 
elements for formulating production plans and for 
making products in the factory. The products should then 
be installed and assembled at the construction site. Hence, 
new methods with computational design are assumed to 
require an approach different from the traditional 
processes of designing and constructing with two-
dimensional (2D) drawings. Creating complex and 
continuous shapes on the architectural scale requires 
considerable time and money, given the need to adjust 
the details of each part and assemble them at the 
construction site. 

This study aims to develop a construction method that 
optimizes productivity throughout the building process—
from design to on-site-assembly—by combining digital 
fabrication with conventional wooden construction 
techniques on the actual building scale. This study 
focuses on methods in the Japanese construction industry 
and assumes the proficiency and costs of labor to be those 
in Japan. 
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1.2 Methodology 

First, we analyze and organize cases after the 
emergence of CAD to see how the existing Japanese 
wooden formwork technology can realize double-curved 
surfaces, which are difficult to reproduce with wooden 
formwork. Second, we examine the current situation of 
free-form shape production by surveying an example of 
a free-form reinforced-concrete (RC) roof construction 
project that was realized using conventional construction 
methods in Japan and nonuniform rational B-spline 
(NURBs) surfaces, which have become a mainstream 
method for describing 3D geometries since the 2010s. 
And we analyzed the time and cost of its construction 
process. Third, we developed a production method in 
which curved surfaces are divided into portable units to 
reduce on-site labor and ensure high accuracy. Fourth, by 
analyzing and comparing the time, cost, and shape 
reproducibility of the new method with those of the 
conventional construction method, we offer an ideal 
method of constructing free-form buildings. 

2 Classification of construction methods 
of wooden formwork with double-
curved surfaces 

2.1 Classification of construction methods 

In the classification in the graphic science, curved 
surfaces can be divided into two typologies: ruled and 
double-curved surfaces [2]. A ruled surface, such as a 
cylinder or hyperbolic paraboloid surface, can be defined 

as a linear trajectory that moves smoothly with a one-
degree-of-freedom parameter. This type can be further 
classified into single-curved surfaces, such as columnar 
and conical surfaces, and warped surfaces, such as 
bipolar parabolas and spirals with torsion. Because these 
curved surfaces can be considered an accumulation of 
straight lines, they have been used in architectural design 
since the 1960s before the advent of CAD. By contrast, a 
double-curved surface does not have such a linear 
element and is thus difficult to regard as an accumulation 
of linear elements. In particular, free-form and double-
curved swept surface shapes are difficult to accurately 
define in two-dimensional drawings. Around 1990, CAD 
began to penetrate the field of architectural design and 
has since made it possible to construct such surfaces. 
   In this study, buildings with double-curved surface RC 
elements constructed using wooden formwork were 
selected from issues of the most widely read monthly 
architectural design magazine in Japan, Shinkenchiku, 
published between January 1991 and May 2020. The 
number of buildings extracted was 72. Formwork 
methods for double-curved surfaces described in the 
magazine and other materials can be categorized into the 
following (Table 1). 

(1) Small unit
(2) Radial unit
(3) Rectangle unit
(4) On-site construction: beams and joists
(5) 3D grid

(1), (2), and (3) are supposed to be made in the factory
and assembled or joined on-site to make a larger surface. 
(4) and (5) are based on on-site production, and the use

Table 1. Classification of construction methods for double-surface formwork 
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of digital fabrication at factories is limited to the cutting 
of parts according to CAD data or on-site positioning. 

According to how the sheathing plates are generated, 
construction method are further classified into the 
following categories. 

(a) Thin veneer lamination
Three or four layers of thin and narrow veneer (3 mm)
strips are laminated and glued to create a cylindrical
shape with a large curvature.
(b) Hot press
Multiple laminated veneers with adhesive are heated and
pressed against the male and female molds. Since the
structure is made from a single plate, a seamless surface
can be made with high accuracy.
(c) Use of narrow boards
Cedar or plywood strips with a width of 100–300 mm are
fastened to joists (method (4)) on-site. Although the
surface that can be reproduced is not as large as those in
(a) and (b), it is easy to work on and can be assembled at
the construction site.
(d) Use of flexible plywood
This is mainly employed in conjunction with (3) and (4).
Flexible plywood is used and can be applied according to
the shape of the small curvature surface.
(e) Use of fabric material
Fabric is used as a sheathing plate that needs to be
followed by the movement in accordance with method
(5).

Next, we explain the characteristics of each method (1)–
(5) combined with the sheathing board method (a)–(e)
with several case studies. Explains of These cases are
based on construction plans prepared at the construction
phase, or construction reports published in magazines.

2.2 Small unit 
Small-scale units are used for the formwork of 

specially shaped elements, such as columns and slab 
edges. In ”OMOTESANDO KEYAKI bldg.”, designed 
by Norihiko Dan, each outer pillar is inclined and twisted, 
so the cedar board for finishing was glued to the foam 
that was hollowed out along the column’s outlines (1-c) 
[3]. 

2.3 Radial unit 
For curved surfaces whose shape is close to rotating or 

convex shapes, the frame of the formwork is assembled 
radially. Radial structures are difficult to assemble at 
construction sites, so smaller ones are often made into 
units. In “Kawaguchi City Meguri-no-Mori” designed by 
Toyo Ito, the radial units were applied in a 2.6 m x 2.6 m 
area of the large curved column section. Sheathing plates 
consisting of four layers of 3 mm-thick veneer strips were 

affixed to the rib structures (2-a). Since the bottoms of 
the pillars gradually thin, the veneer was applied by 
twisting to follow the narrow cylindrical shape. Since the 
columns are 3–5 m high, they were divided into three 
sections and assembled at the site [4]. 

2.4  Rectangle unit 
Large curved surfaces are made by joining factory-

produced square units side by side on a grid to shorten 
the work at the construction site and ensure shape 
accuracy. In Japan, 1820 mm × 910 mm plywood board 
is common; the units are often made in a size of about 1.8 
m × 0.9 m or 0.9 m × 0.9 m, with ribs lined up at a pitch 
of about 300 mm or 450 mm to create a guide for the 
shape. In the construction of the Gokayama Seikatsukan 
roof, designed by Elias Torres, the formwork was divided 
into 1,700 mm × 850 mm units (3-d) [5]. In the 
construction of Hokkaido’s Daikannon, a large RC 
Buddha sculpture designed by Ishimoto Architectural & 
Engineering, a scale model created by a sculptor was 
used to measure coordinates by physical contact, and a 
ring-cut model was made in the height direction. Based 
on these coordinate data, the shape between the contour 
lines was reproduced by carpenters by bending cedar and 
veneer boards (3-c) [6].  

2.5 On-site construction: beams and joists 
This method is based on the on-site assembly of the 

formwork, wherein beams, joists, and sheathing plates 
are placed on support pipes. For the roof of Building for 
Island City Central Park “GRIN GRIN”, designed by 
Toyo Ito, square timbers were used as beams for the small 
curvature of the roof; they were poured over the supports 
and then attached with plywood. 
Square timber beams were pulled from the bottom with 

a turnbuckle to recreate the shape of the model at the site 
(4-d) [7]. However, this method was not able to achieve 
the expected level of shape accuracy. Based on this 
experience, steep and precise formwork was realized at 
the Crematorium in Kakamigahara (designed by Toyo Ito) 
by using CNC (computer numerical control)-cutting 
beams and layering a few layers of 12 mm-thin cedar 
boards on them to make flexible and strong joists (4-c) 
[8]. 

2.6 3D grid 
This method was used in the 1990s to assemble 

bending wood or bamboo on a grid with rotatable joints. 
At the Naiju Community, designed by Shoei Yo, bamboo 
cage-like surface materials were assembled on a flat 
ground, and the roof’s shape was created by adjusting the 
shape of the cage over props. The sheathing board is 
made of fabric material; the shape can be adjusted on-site. 
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The fabric and bamboo were left behind after the 
concrete was poured to become the finishing material [9]. 

2.7 Summary 
In Chapter 2, we classified construction methods for 

frames and sheathing plates for double-surface formwork. 
Each method is employed according to the shape of the 
curved surface, and all of these methods depend on-site 
work and the skills of formwork carpenters. The choice 
and combination of methods depend largely on the 
experience of formwork fabricators and carpenters. 
There are no previous studies comparing the productivity, 
shape accuracy, and price of these techniques or 
optimizing these methods. 

3 Analysis of productivity of conventional 
construction methods 

3.1 Outline of example of free-form RC roof 
formwork constructed with conventional 
methods 

We focused on a completed project which has 5,100 
m2 free-form roof made from a 200 mm-thick RC slab 
using a conventional formwork construction method. We 
analyzed the production time and cost of the method from 
the construction records of the general contractor and 
found that the method heavily depend on on-site labor. 

The target is “Kawaguchi City Meguri-no-Mori” 
(hereafter the “Kawaguchi project”), designed by Toyo 
Ito & Associates, Architects and Sasaki Structural 
Consultants. The curved roof is supported by concrete-
covered steel columns, and the shell structure was 
designed with computational morphogenesis (Fig. 1). 

For constructing the main part of the roof, a method 
was adopted to build a curved formwork, with hand-bent 
joists and sheathing built on-site and installed with 
machine-cut beams. These beams were bridged on 
telescopic steel props placed on a Japanese traditional 
module grid measuring 915 mm. Each joist on the beams 
comprised four layers of 12 mm-thick pine strips (100 
mm wide), and sheathing (also made from 12 mm-thick 
pine strips) was bent and installed manually at the 
construction site (hereafter the “Kawaguchi method,” 4-
c, Fig. 2) Box forms (2-a, 3-a, 3-c) were adopted for the 
areas where the curvature changes abruptly (columns and 
roof edge) [4]. This chapter retrieves and analyzes 
productivity and shape accuracy data from the 
construction records of the Kawaguchi project’s general 
contractor. 

3.2 Analysis of production time 
In this project, on-site formwork production lasted 

from November 2016 to May 2017. A total of 1,883 man-
days over 136 working days, excluding holidays, were 
needed for producing the curved roof formwork. On 
average, 13.8 people were working each working day, 

Figure 1. Minimal curvature and Gaussian curvature distributions on roof surface of Kawaguchi project  
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with a maximum of 33 man-days. The man-hours at each 
stage of the formwork’s installation in the main part of 
the roof are shown below. 

1. Placing temporary supports: 408 man-days
2. Installing beams: 192 man-days
3. Installing joists: 320 man-days
4. Installing sheathing panels: 320 man-days
5. Adjusting levels and fixing: 288 man-days

Each laborer in this set of data worked eight hours a 
day, and the areas analyzed included the curved roof, the 
columns, and the joints between the roof and the wall, 
totaling 5,112 m2. The total working hours of these stages 
were 1,528 man-days, and the average working time per 
construction area was 2.39 man-hours/m2. 

3.3  Shape accuracy analysis 
In this construction project, before the concrete’s 

placement, the general contractor measured the height 
coordinates of each point on the formwork’s surface just 
above the prop with a light wave rangefinder. The prop’s 
height was adjusted whenever there was a difference of 
more than 20 mm between the height of the formwork 
and that of the 3D model. 

Because the top of the glass curtain wall’s mullion 
was in direct contact with the concrete slab, the 
construction manager had to carefully manage the height 
of each contact point. Therefore, every month following 
the removal of the formwork, the roof slab’s height was 
measured at each of the 153 mullion locations, and these 

data were fed back to the mullions’ production length. 
Creep or deformation of the concrete slab was expected 
in the long-spanning area. Thus, the heights of several 
points in the middle of the span were also measured, and 
height displacement was checked to prevent any sudden 
transformation. 

The data showing the height of these points 
immediately after the formwork’s removal can be used as 
a data sample that shows the shape accuracy of the 
formwork at arbitral points on the surface. Fig. 3 shows 
the distribution of the height error for each measurement 
point. 

Figure 3. Distribution of height error of form 

Table 2. Details of calculation of construction costs for Kawaguchi method’s formwork 
Specification Unit Unite price(JPY) Units per square meter JPY/㎡ Calculation basis of unite price

material cost
Machine-cut beam h=100mm・double side / 915mm pitch m 1,000 1.092 pieces/㎡ 1,092 interviewes
Joist 75mm×t13mm×300mm pitch×4layers（4m length） pieaces 500 3.3 pieces/㎡ 1,650 interviewes
Sheeting panel 75mm×t13mm（4m length） pieaces 500 2.79 pieces/㎡ 1,666 interviewes
Telescopic steel props pieaces 2,000 1.31pieces/㎡ 2,620 the construction estimation standard [10]
Beam setting material pieaces 170 1.31pieces/㎡ 222 the construction estimation standard [10]
Square timber for bottom ㎡ 33,000 0.032㎥/㎡ 1,069 the construction estimation standard [10]
Prop joint connector pieaces 1,890 0.76 pieces/㎡ 1,436 the construction estimation standard [10]
Fixing clamp tool 150 days rental pieaces 600 2.621pieces/㎡ 1,575 interviewes
Fixing chain 150 days rental ㎡ 400 1 400 interviewes

labor cost 2.39 man-hour/㎡ man-hour 3,075 2.39 man-hour/㎡ 7,349 the construction estimation standard[10]

Total 19,079 (JPY/㎡)

Figure 2. Work procedure of formwork for Kawaguchi project’s free-form roof 
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3.4 Cost analysis 
We also calculated the cost per square meter of 

constructing the Kawaguchi project’s formwork. The 
amount of material required to produce the formwork 
was calculated based on the project’s construction plan 
papers. 

We consulted periodically published standard 
construction estimation books [10] to find unit prices for 
each material, and asked contractors to fill in the missing 
data. The labor cost per square meter was calculated from 
the man-hours calculated in 3.1. The sum of the material 
and labor costs was regarded as the construction cost. 
Table 2 shows the process of calculating the total 
construction cost, which was 19,079 JPY/m2. 

4 Development of new unit construction 
method 

4.1 Outline of new method 
The cost analysis in Chapter 3 shows that labor costs 

account for 39% of the total construction costs, while the 
time taken to place temporary supports accounts for 27% 
of the total on-site assembly time. The time taken on-site 
to laminate five layers of a 100 mm-thick narrow board 
(joists and sheathing plates) accounts for 42% of the total 
construction time. 

Therefore, in this chapter, we develop a new 
formwork method (hereafter “New Method”) that uses 
factory-manufactured units to minimize on-site labor and 
reduce total costs. New Method proposes a way to use 
factory-manufactured 900 mm × 900 mm units instead of 
bending and assembling wooden boards at the 
construction site. It uses a rigid unit to reproduce surfaces 
with various curvatures (3-c). This system makes it 

possible to select a method for generating curved surfaces 
by matching the curvature of each part by dividing the 
surface into units. The overall cost and time required to 
construct the whole formwork are also optimized. 

The experimental formwork units comprise a folding 
support system and a bent wooden sheathing panel that is 
reinforced by curved beams cut by CNC machines. Both 
the support unit and the sheathing panel can be manually 
operated by two laborers. Each part is manufactured in a 
factory and then assembled and fixed at the construction 
site to create an architectural-sized formwork with a free-
form roof surface. 

4.2 Outline of analysis subject 
4.2.1 Sample shape 

We extracted a sample shape measuring 1,800 mm × 
1,800 mm from Kawaguchi’s free-form roof to compare 
New Method with the Kawaguchi method. The sample 
area had the highest amount of curvature on the 
Kawaguchi project’s roof (except for the column area, 
where the box form method was adopted). The minimal 
radius was 1,179 mm, and the maximum Gaussian radius 
was 3.39e-07 (Fig. 4). 

In this experiment, we made a free curved surface 
using four 900 mm × 900 mm units fabricated in the 
factory to compare the assembly times and costs of New 
Method and the Kawaguchi method. 

4.2.2 Fabrication of test specimen 

The test specimen was fabricated at a wood 
machining factory, which is good at compregnating and 
bending such sawn veneer. Each unit comprised two 
parts: one for the support system and another for the 
sheathing panel (Fig. 5). 

Figure 4. Minimal curvature and Gauss curvature distribution of target shape of new method’s experiment 
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Part 1. Support system 
The supporting part was formed of a bottom plate and 

two sideboards. These were connected by two hinges at 
each end of the boards, meaning that the support unit 
could immediately be extended from a flat folded state. 
The adjacent units were rotated by 90° alternately and 
placed side by side. The tops of the sideboards were 
connected to an adjacent unit with screws at the edges. 

Part 2. Sheathing panel 
The sheathing panel was made of narrow boards (100 

mm wide and 12 mm-thick) that were bent along a 300 
mm grid of CNC-cut walls. The gap between each board 
was filled with a coating putty to ensure they were 
watertight. The sheathing panel was fixed onto the 
sideboards of the support system and screwed with a joint 
board. 

The total cost of producing each unit was 20,000 JPY, 
and the working hours of each stage of the production 
process in the factory are shown below. 

1. CNC-machine cutting: 0.5 man-hours
2. Assembling and setting the sheathing panel and

the support: 6 man-hours 

4.3 Analysis of workability and cost 
 In this section, we analyze the assembly process of New 
Method by dividing it into five sub-processes and 
measure each process’s working time and compare the 
experimental results with the assembly time of the 
Kawaguchi project’s on-site formwork. 

4.3.1 Analysis of production time 

The time taken to assemble the four formwork units 
was measured and analyzed in a factory’s woodworking 
laboratory. Two unskilled workers conducted the 
construction experiment. All parts were folded at the 
beginning of the assembly process. At the end of the 
assembly process, all parts were assembled and joined in 
their designated positions. Table 3 shows the measured 
time for each sub-process. 

According to the experimental results, New Method’s 
assembly process takes 0.283 man-hours/m2, which is 
approximately 12% of the working time of the 
Kawaguchi method’s on-site process. 

4.3.2 Analysis of shape accuracy 

The 3D coordinates of the assembled formwork 
surface’s shape were measured at a pitch of 100 mm 
using a 3D laser distance-measuring machine. We used a 
fixed-type surveying instrument that can calculate the 3D 
coordinates and angles of any point on the measurement 

Figure 5. New Method’s formwork unit  

Table 3. Time for each assembly process in New Method 
Process Time（s） Time per area(s/m2)
Transport and placement of support parts 410 126.5
Joinning of support parts 120 37.0
Transport and placement of sheeting panel parts 260 80.2
Joinning of sheeting panel parts 750 231.5
Others(preparation,transport) 110 34.0
Total 1650 509.3

Man-hour per square meter for total assembly process 0.283
(man-hour/m2)
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object’s surface through laser irradiation. The laser 
measures with an accuracy of ±1 mm at a distance of 10 
m. 

The distance error between each point on the 
specimen and the 3D model’s surface was then measured, 
and the accuracy of the sample’s shape was analyzed. 
Total Number of measurement points is 360. 

Maximum negative error value: −7.4 mm 
Maximum positive error value: +6.3 mm 
Standard deviation of the population: 1.96 mm 
Average of the absolute value of error: 1.86 mm 

The surface error of New Method was much smaller 
than the construction error of the Kawaguchi method. 
The Architectural Institute of Japan recommends that 
such formwork’s form accuracy error be maintained 
within ±20 mm [11] ; therefore, New Method has 
sufficient shape accuracy for this formwork’s 
construction. 

4.3.3 Cost analysis 

The cost of constructing the formwork of New 
Method is detailed below. 

1. Material cost: 24,600 JPY/m2

2. Labor cost: 481 JPY/m2 *1
3. Total direct cost: 25,081 JPY/m2

*1: Non-professional labor cost:
1,700 JPY/man-hour[10] 

The overall cost of formwork construction of New 
Method is higher by 31% than that of the Kawaguchi 
method. 

5 Conclusion and discussion 
In this study, we explained the conventional Japanese 

construction method of double-curved surface formwork. 
Based on examples of curved surface structures from the 
past 30 years, we classified and organized these methods 
by the structure and sheathing plate. 

We then focused on a case study of a completed project 
with a 5,100 m2 free-form RC roof built with 
conventional construction methods. We also analyzed 
these methods’ time and cost of production based on the 
general contractor’s construction records. The study 
results revealed that these methods depend heavily on on-
site labor. 

We then developed a new production method for 
reproducing curved surfaces with high shape accuracy 
without relying on existing advanced carpentry skills and 
field labor on-site works. We analyzed its productivity by 
performing assembly experiments. The proposed method 
reduced the project’s on-site labor costs by 93% 

compared with those of the existing method. 
In future studies, a more systematic and cost-optimized 

formwork program should be created by developing a 
cost- and time-efficient construction method that delivers 
a product with the accuracy required for the curvature of 
the area. 
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Abstract – 
Cable path optimization is a commonly 

encountered problem in industrial construction 
projects. Numerous designs are technically feasible 
but are associated with varying construction costs and 
effort. Hence, selecting the right network is deemed a 
critical decision. Multiple shortest path algorithms 
could be deployed to identify the optimal solution. 
Although they could potentially identify solutions of 
equal values, there could be differences among their 
performance which become more significant as the 
project size increases. Thus, this study compares the 
results of applying three shortest path algorithms, 
Dijkstra, A* and Bellman-Ford, in finding the 
shortest paths for power and instrument cables in an 
industrial facility project. Moreover, it presents an 
integrated methodology that combines different 
software to help practitioners experiment with 
different scenarios in a fast and systematic manner 
and make decisions accordingly: (1) Build a 3D model 
of the project under study, (2) Design a database for 
data retrieval and management, (3) Import data from 
the model into the database, (4) Develop a code that 
reads from the database, finds the optimal paths for 
the planned cables in the facility, and writes the 
results back into the database, and (5) Import the 
obtained results into NavisWorks for visualization 
and validation purposes. The results have shown that 
the three algorithms identified the same paths for six 
cables. Yet the optimal path found using Dijkstra and 
A* for the seventh cable was one node longer than 
that identified using Bellman-Ford, but the three 
paths were of equal weights. Generally, Dijkstra and 
A* exhibited a close performance. Meanwhile, the 
main difference between Dijkstra and A*, on one 
hand, and Bellman-Ford, on the other hand, lied in 
fact in the time needed to solve the optimization 
problem. The percent difference between Dijkstra 
and Bellman-Ford’s runtimes for one of the cables 

reached 4,800% making Dijkstra superior with 
respect to runtime. Even though the impact of the 
runtime difference is considered insignificant within 
the scope of this study as it is in the range of 
milliseconds, its criticality would increase as the size 
of the network increases. Therefore, a proper 
selection of the optimization algorithm would support 
a rapid and efficient decision-making process.  
Keywords – 

Cable Network; Shortest path algorithms; 
Optimal path; Nodes; Edges 

1 Introduction 
Construction projects entail critical decisions in 

connection with planning, developing and executing 
major engineering elements, which would have a severe 
impact on cost and time savings if not dealt with in a 
responsible manner. In particular, the issue of planning 
and designing cable networks on industrial projects is of 
great concern for construction managers and owners, 
specifically with respect to cost implications. The main 
problem encountered in such networks is their 
complexity as deciding on the optimal solution with 
respect to different considerations is not a 
straightforward decision. Cable network optimization is, 
thus, one of the several optimization problems in 
construction that need supportive methods, such as 
mathematical techniques, to help in identifying the most 
feasible solutions [1]. Examples of similar optimization 
problems comprise time-cost trade-off [2], resource 
levelling [3], site layout optimization [4,5], planning and 
allocating equipment [6], among others.  

Mathematical algorithms have a great potential in 
solving complex problems, specifically those including a 
large number of alternative solutions given the numerous 
possible permutations [2]. For cable network problems, 
specific algorithms are found that deal with identifying 
the optimal path for a given connection. Three of the most 
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prevalent algorithms used to determine the shortest path 
between two nodes are Dijkstra, A* (A-star) and 
Bellman-Ford [7]. Similar algorithms prove to be highly 
useful for various applications given their ability to 
account for factors other than distance when identifying 
the optimal path [8]. For instance, the Dijkstra and A*, 
along with other algorithms, were evaluated for their 
performance and accuracy in finding the optimal path on 
construction sites considering multi criteria requirements, 
including travel distance, safety and visibility [8]. Such 
studies offer a detailed comparison between the different 
algorithms to help specify what type of problems best fit 
each algorithm.  

While the literature offers a plenty of studies 
comparing shortest path algorithms in different contexts, 
the construction industry literature remains in shortage 
for research discussing opportunities for the application 
of shortest path algorithms in a systematic manner 
specifically for cable networks. Given the potential cost 
and performance impact of cable network design on 
construction projects, this paper aims at presenting an 
application of the shortest path method to find optimal 
paths for a set of pairs of start and destination nodes for 
power and instrument cables in an industrial facility. The 
optimal path in the context of this paper represents the 
shortest path for connecting the cables in the facility 
while achieving minimum costs that are dictated by the 
type of trays that cables pass through. The paper achieves 
this by utilizing the commonly used algorithms: Dijkstra, 
Bellman-Ford and A* algorithms. The performance of 
these algorithms is also compared based on the number 
of connection nodes in the identified shortest paths, the 
total weight of the paths, and the computation duration 
(i.e. runtime) to recommend the most suitable algorithm 
for this type of problem.  

The main contribution lies in presenting a convenient 
approach for solving a critical practical problem on 
industrial projects while analysing some key points of 
departure whenever considering similar problems on 
different projects.  

2 Literature Review 

2.1 Overview of the Selected Algorithms 
Although various algorithms could yield similar 

results, they exhibit distinct properties such as speed, 
efficiency, and computation method. This section 
provides a brief and general overview of the three 
algorithms employed in this study.  

2.1.1 Dijkstra Algorithm 

Theoretically, Dijkstra is considered the most 
common algorithm for finding the shortest path in 
network problems having a single-source (i.e. one source 

node) [7]. It is a straightforward and simple algorithm 
which has gained popularity in network optimization 
field [9]. In Dijkstra, the number of nodes is specified, 
and the node which represents the source is just one 
specific vertex while the destination could include 
several vertices [10]. Thus, this algorithm is beneficial 
when the destination is unknown [11]. The function of 
this algorithm f(n) is equal to g(n), where g(n) is the cost 
of the path from the source node to the destination node, 
n [11].  

Dijkstra’s time complexity is computed by O(n2), 
where n is the total number of nodes [9], [12]. Hence, in 
case of problems that are relatively large, Dijkstra is 
successful as it has a time complexity of an order of n2. 
However, the algorithm is generally considered to take a 
long time and waste resources due to the blind search it 
performs [11], [13]. Dijkstra adopts the “Greedy Best 
First Search” approach, and it takes a big search area 
prior to reaching the destination [11]. It works by going 
equally in all directions [11] and terminates after visiting 
all the nodes [14].  

2.1.2 A* (A-Star) Algorithm 

Another common algorithm for solving the shortest path 
problem is A*. A* comprises the summation of two 
functions; a function, g(n), that constitutes the exact cost 
of the path extending from the start node to node n, and a 
heuristic function, h(n), that represents an acceptable 
estimated cost to reach the destination node [12]. The 
heuristic function provides an estimate of the best path 
from any node to the destination node, where the order of 
this estimate defines how the nodes will be visited [11]. 
A* uses the “Best First Search” approach in which the 
node with the best heuristic value is chosen to be visited 
first [15]. The algorithm focuses only on the region in the 
direction of the goal [12]. However, there is no assurance 
that optimal solutions will be obtained with the use of 
heuristics [16]. 

The performance of A* is significantly impacted by 
the choice of the heuristic function. In fact, heuristics are 
used as guidance to improve performance, and they affect 
the time complexity of the algorithm [12]. If h(n) is 
exactly equal to the cost required to move from node n to 
the destination node, the algorithm will only follow the 
optimal path, without expanding into anything else, 
resulting in a high search speed. The path to the goal node 
can be discovered even faster if h(n) overestimates the 
cost required to reach the destination node from node n. 
Yet the cost of the identified path might not be the most 
favorable one in this case [12]. The time complexity is 
O(n log n), where n is the number of nodes [11]. A* is 
usually efficient when both the start node and the target 
node are known [11]. 

Overall, it can be said that the main difference 
between Dijkstra and A* algorithms is the heuristic 
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function h(n) used in A*. In fact, if the value of h(n) is 
set to zero, A* will give the same outcomes as Dijkstra 
[12]. Since A* uses the “Best First Search”, it is 
considered faster than Dijkstra which adopts the “Greedy 
Best First Search” approach [11]. 

2.1.3 Bellman-Ford Algorithm 

Similar to Dijkstra algorithm, Bellman-Ford is a 
traditional algorithm used for solving shortest path 
problems from a single-source node [17]. However, 
Bellman-Ford algorithm can run in a distributed manner 
unlike the Dijkstra algorithm which is a global algorithm 
and cannot run easily in a distributed manner [18]. In this 
sense, distributed algorithms, being subtypes of parallel 
algorithms, are characterized by the ability of the nodes 
to keep track of the shortest distances between 
themselves and the other nodes, while communicating 
with its neighbour nodes by transmitting messages over 
the links [19]. Thus, unlike Dijkstra, parallelization takes 
place in Bellman-Ford easily [20], [21]. Additionally, 
Bellman-Ford has a looping behaviour, where iterations 
occur over all edge connections in order to continuously 
update the nodes until the final distances are reached. 
However, this reduces Bellman-Ford’s efficiency in 
comparison to Dijkstra’s [20], and this is considered a 
major drawback of the distributed Bellman-Ford 
algorithm [19]. As for the runtime of Bellman-Ford 
algorithm, it is O(nm), where n is the number of nodes 
and m is the number of edges [22]. Bellman-Ford is also 
dominant in solving the majority of routing problems 
which have various constraints and occur in a flat 
network found in an autonomous system, where the 
primary objective function is the minimum node count 
[23]. 

2.2 Some Applications of Shortest Path 
Algorithms in Construction 

Various optimization problems that require the use  
of shortest path algorithms are found in the construction 
industry. Material flow on construction sites is an 
example of similar problems. Optimizing material flow 
and reducing travel time are valuable as cost and time are 
impacted by the path that the materials go through [8]. 
Moreover, optimizing site layout to minimize travel 
distances can boost production rate as wastage and 
working time are reduced [8].  

Shortest path algorithms are also used in 
transportation applications. Related examples include in-
vehicle route guidance systems that require an immediate 
response upon request for information and identify 
vehicle routing and scheduling. Accordingly, a rapid 
identification of the shortest paths is needed [24]. 
Moreover, with the use of intelligent robots in 
construction, there is a need for planning their movement 
path on site. The focus is on finding an effective and short 

path that is also collision-free from the initial position to 
the final position, by avoiding both stationary and 
movable obstacles [25]. 

Other applications are focused on optimizing some 
more important aspects of construction operations while 
trying to minimize the travel distance. Lei et al. [26] 
developed a generic algorithm to manage the movement 
of large mobile cranes used to lift prefabricated units on 
site while taking into account the site constraints 
including the congestion of different site areas, the 
geometry of lifted items and the configuration of cranes. 
This aims at saving time, satisfying safety and efficiency 
requirements as well as minimizing the risks of failure 
and accidents’ occurrence on site.  

3 Problem Description and Modelling 
Designing paths for power and instrument cables 

within a project requires identifying the shortest feasible 
paths in order to minimize costs accompanied with their 
installation. The project presented in this paper deals with 
this problem of finding the optimal solution for 
connecting five power cables and two instrument cables 
between pre-specified source and destination points. The 
project under study is an industrial facility of which the 
network consists of a total of 6,155 nodes. These nodes 
are connected via different types of trays which are 
modelled as edges. Edges are grouped into three different 
categories based on their type:  

• Category 1: It accommodates the extension of 
power cables only and is, thus, designated as “CTP”.  

• Category 2: It accommodates the extension of 
instrument cables only and is, thus, designated as 
“CTI”. 

• Category 3: It accommodates the extension of both 
types of cables and is, thus, designated as “All”.  

The nodes and edges of the network are modelled as 
shown in Figure 1 below. In the 3D model, a CTP is 
represented by a red line, a CTI is represented by a blue 
line, and the “All” type is represented with an orange line. 
The total number of edges is 9,711.  

 
Figure 1. Network Model 
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Given equal lengths, different types of trays/edges 
differently impact the final cost. Thus, the type of each 
edge must be considered when finding the optimal path. 
This is achieved by factoring a cost-related weight into 
the total weight. Accordingly, for each tray type, a weight 
multiplier is computed to reflect its cost. This multiplier 
is used to adjust the distances between the nodes 
reflecting cost considerations for each edge type. 
Different edge types and their corresponding multipliers 
are summarized in Table 1 below.  

Table 1. Weight Multipliers for Weight Groups 

Weight Group Multi 
-plier Weight Group Multi-

plier 
Cable Tray 1 Field Run to Tag 25 
Cable Tray 

Angled 3D or 
Rotated 

1.5 Ignore 1000 

Cable Tray 
Angled East 

Vertical 
1.5 Jumper Manual 15 

Cable Tray 
Angled 

Horizontal 
1.5 Steel Jumper 15 

Cable Tray 
Angled North 

Vertical 
1.5 Steel Tray 

Connect 1.1 

Cable Tray 
East 1 Structural Steel 10 

Cable Tray 
Elbow 1.5 

Structural Steel 
Angled East 

Vertical 
15 

Cable Tray 
North 1 

Structural Steel 
Angled North 

Vertical 
15 

Cable Tray 
Vertical 2 Structural Steel 

East 10 

Cable Tray 
Jumper 1.5 Structural Steel 

North 10 

Cable Tray 
Steel Jumper 1.5 Structural Steel 

Vertical 20 

4 Methodology 
The study presents a structured methodology that 
integrates multiple software to help decision makers find 
optimal network solutions quickly and efficiently. The 
methodology has been devised based on the following 
steps: 
1. Build a 3D model of the cable network under study.  
2. Design a database to store relevant data and identify 

the properties of nodes and edges. Microsoft Access 
database is used in this study. The database 
comprises five different tables as summarized in 

Table 2.  

Table 2. Access Tables and Attributes 

Table Attributes 
Nodes ID, x, y, and z coordinates 

Edges ID, start node, end node, edge 
length (i.e. distance between 

nodes), edge type, edge category 
Weight 
Groups 

Edge type, weight multiplier 

End Points Source node, destination node 
Shortest Paths Tag (i.e. cable), start node, end 

node, sequence number (i.e. the 
position of the connection edge 

(node1, node2) in the path) 
2.1 Extract the (x, y, z) coordinates of nodes from the 

3D model of the facility and import them into the 
database.  

2.2 Compile data on the edges which are represented 
by the nodes they connect. Identify and record the 
types of different edges as well as their lengths. 
The lengths of edges are computed using the 
Euclidean distance (Equation 1). Note that this 
distance is to be multiplied by the weight 
multiplier to obtain the total weight used for path 
optimization.  

𝑑 = #(𝑥! − 𝑥")! + (𝑦! − 𝑦")! + (𝑧! − 𝑧")! (1) 

2.3 Identify the source node and destination node for 
each cable of the seven cables.  

3. Develop a program that retrieves data from the 
database, identifies the shortest path, and exports 
the optimal path back into the database. Python 
programming language is used in this study; Python 
is widely used in numeric computation and includes 
libraries that help in data analysis and modelling of 
data [27]. The problem presented in this paper 
benefits from the built-in libraries, mainly 
NetworkX and pyodbc. NetworkX is a package 
used for the creation and the study of complex 
networks and includes standard shortest path 
algorithms [28]. pyodbc is an open-source Python 
module that allows accessing ODBC databases [29] 
and is used to establish a direct connection to the 
Access database. For each cable, the developed 
program performs the following tasks: 

3.1 Retrieve relevant information from the database 
using SQL queries. Based on the cable type 
(power vs. instrument), the queries select the 
edges belonging to the categories that are 
compatible with the cable type. They also select a 
total weight column calculated by multiplying the 
distance by the weight multiplier.  

3.2 Build a weighted graph from the nodes and the 
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available weighted edges.  
3.3 Identify the shortest path using Dijkstra, A*1, and 

Bellman-Ford algorithms from Networkx library. 
3.4 Compute the total weight of the identified paths 

using the three algorithms.  
3.5 Compute the time taken by each algorithm to 

identify the shortest path (i.e. runtime). The 
runtime is computed to compare the performance 
of the algorithms.  

3.6 Select the path with the lower total weight if there 
is a difference between the weights.  

4. Store the nodes of the identified shortest path back 
into the database. 

5. Store the shortest path nodes in XML structure 
format that is readable by NavisWorks to visualize 
and verify the shortest path. 

The presented methodology is illustrated in Figure 2.  

5 Results and Comparison 
The three algorithms found the same shortest paths 

for six sets of source and destination nodes out of the 
seven sets. Nevertheless, the shortest path identified for 
one set using Bellman-Ford passes through 100 nodes 
while those found using Dijkstra and A* require 101 
nodes. However, the three of the identified paths have the 
same total weight indicating that both solutions are 
equally favourable given the imposed optimization 
criterion (i.e. minimal total weight).  

The identified shortest path nodes for each set were 
imported into NavisWorks and highlighted. Figure 3 
illustrates the shortest paths for three of the cables. The 
paths are highlighted in blue. It could be noted that the 
optimum path between the source and destination nodes 
is not necessarily the path with the shortest distance 
between them. As illustrated, the first path bypasses the 
location of the destination point before it returns back to 
it. This is a result of factoring costs of different types of 
edges in the total weight of edges.  

The results of the three algorithms for each set are 
summarized in Table 3. Dijkstra and A* algorithms 
generally showed close performances with respect to 
runtime. Meanwhile, Bellman-Ford exhibited a lower 
performance in terms of computation speed as compared 
to the other two algorithms. The percentage difference 
between Dijkstra and Bellman-Ford’s runtimes for the 
first cable reached 4,800% as it took 0.0980 and 0.00200 
seconds to identify the optimal path using Bellman-Ford 
and Dijkstra, respectively.  

 
1 The Euclidean distance is used as the heuristic function 
for A* algorithm 

 
 

Figure 2. Methodology 
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Figure 3. Shortest Paths in NavisWorks  

The obtained results have shown that there is no 
significant difference between Dijkstra and A* 
algorithms. This could be attributed to the fact that the 
heuristic estimates (the Euclidean distance) of the A* 
algorithm are lower than the actual cost (the weighted 
distance) of moving from the nodes to the destination 
nodes. Consequently, the algorithm expands more nodes 
and, hence, takes a longer computation time. On the other 
hand, Bellman-Ford’s underperformance in terms of 
speed was anticipated as a result of its looping behaviour. 
Although the difference between their performances is in 
the order of milliseconds, it becomes more significant as 
the size of the problem increases (i.e. as the number of 
nodes and edges increase). As the algorithm runtime is 
considered a major determinant in selecting the most 
convenient algorithm for a specific application [30], it 
could be concluded that Dijkstra and A* algorithms are 
deemed more suitable for solving a similar type of 
problems.  

 

Table 3. Shortest Paths Results 

Dijkstra 
Cable Number of Nodes Runtime Weight 
Test 1 45 0.00200 611.929 
Test 2 78 0.0150 467.658 
Test 3 101 0.0240 654.499 
Test 4 41 0.00400 317.676 
Test 5 55 0.00800 564.203 
Test 6 84 0.0220 435.403 
Test 7 78 0.0220 502.488 

A* 
Cable Number of Nodes Runtime Weight 
Test 1 45 0.00400 611.929 
Test 2 78 0.0300 467.658 
Test 3 101 0.0480 654.499 
Test 4 41 0.00400 317.676 
Test 5 55 0.00900 564.203 
Test 6 84 0.0270 435.403 
Test 7 78 0.0350 502.488 

Bellman-Ford 
Cable Number of Nodes Runtime Weight 
Test 1 45 0.0980 611.929 
Test 2 78 0.0510 467.658 
Test 3 100 0.114 654.499 
Test 4 41 0.0620 317.676 
Test 5 55 0.0670 564.203 
Test 6 84 0.0720 435.403 
Test 7 78 0.0480 502.488 

6 Conclusion  
Shortest path algorithms have been proven effective 

in providing support for decision makers when solving 
complex path-defining problems. On construction 
projects, these algorithms were used for diverse problems 
to attain optimal solutions. This paper considers the 
problem of selecting the shortest path for power and 
instruments cables in an industrial facility. The Dijkstra, 
Bellman-Ford, and A* algorithms were adopted to find 
the shortest path while considering the total weight of the 
edges. The total weight for this problem is dependent on 
both the distance and the cost subject to the type of each 
edge/tray.  

Using the developed Python program to identify the 
shortest paths, results showed that all algorithms gave the 
same paths for six cables out of the seven cables. 
Additionally, the total weight is found to be the same 
across all tests indicating that these methods were equally 
efficient in finding the optimal solution given the 
optimization criteria. However, the results showed that 
the Dijkstra and A* algorithms had a better performance 
than that of Bellman-Ford with respect to runtime in all 
of the cases. Specifically, the difference between 
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Dijkstra’s and Bellman-Ford’s runtime reached 1,524% 
in one of the cases. Although for this case the difference 
is only in milliseconds, the difference between their 
performance becomes more significant in larger scale 
problems.  

The paper also presented an integrated approach that 
combined different software platforms to automate the 
process of inputting data, computing the shortest path and 
then plotting this path in 3D format for visualization. The 
problem represented a case on the importance of using 
the shortest path method when dealing with decisions that 
are complicated by nature. Construction projects could 
benefit from using such algorithms and integrated 
approach for helping in various decision-making 
processes. 

The methodology presented in this study could be 
extended to address the previously mentioned 
applications of shortest-path algorithms in construction. 
Today, with the continuously increasing level of 
automation in construction, the problem of finding the 
collision-free shortest paths for mobile robots on 
construction sites is of a particular importance. Hence, a 
case study on mobile construction robots shall be 
addressed in a future study. Efforts shall be devoted to 
select a case study of a larger size to demonstrate the 
impact of the performance of the different algorithms on 
the efficiency of solving the problem.  
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Abstract – 
An ideal Design-Construction Interface is 

assumed in the decision making process of initiation 
and planning. The uniqueness, site conditions and 
contingencies cannot be envisaged and incorporated 
in its entirety in all projects. Constructability in 
resonance to the appropriate technology becomes 
paramount in deciding the material, structural forms 
and construction methodology. The construction 
industry is gradually evolving to a manufacturing and 
product delivery process where design for 
Manufacturability and Assembly takes precedence. 
Optimization of targeted values viz logistics, 
manufacturability, assembly, maintenance, lifecycle 
cost and ergonomics becomes critical to ensure 
smooth execution of the Project. The data collected 
from a pre cast construction project is analysed to 
map the degree of ease in Design-Construction 
interface and compared with a framed structure to 
draw parallels with respect to constructability as a 
target in value engineering. The objective of the study 
is to examine the components of constructability in 
Design Process to optimize effort and resources. 
Target Value Design gives the stakeholders more 
rationale inputs for monitoring and decision making. 
The study attempts to predict the future of 
manufacturability and constructability in 
construction where smooth assembly with minimum 
labour is essential for value addition. The bottom up 
approach of new policy initiatives and better 
communication between stakeholders promise more 
refined designs in future where technology will be 
pushed to achieve design optimization. 

Keywords – 
Constructability; Design Optimization; Value 

Engineering; Design-Build; Target Value Design; 
Manufacturability; Assembly 

1 Introduction 
It is an intriguing task for designers across the globe 

to take a foolproof final print of the drawings and 

precedence diagrams incorporating all possible changes 
during execution of a Project. Unfortunately we do not 
have the ability to speculate and predict the future. But 
we do have the ability to learn from the past and adopt 
better practices in the next project. An ideal condition is 
assumed by the planners while formulating the 
conceptual design. Building construction industry suffers 
greatly from cost and time overrun due to oversights in 
planning and design inaccuracies. The success of a 
project is decided by the Value it provides to the user. To 
provide ‘Value’ to the client, the concept and its 
execution has to be well coordinated to provide the best 
performance. The term Design encompasses all activities 
in the design studio including concept, schematic, design 
development, preparation of tender documents and 
entering into a legally valid contract for construction. 
According to Jergeas et al. [1] and Cleland [2], efficient 
management of the relationship between the project and 
its stakeholders is an important key to project success. 
Conceiving the plan in a broader framework and 
executing it with minutest detail with optimization of all 
resources is possible only when the details are 
constructible. For this to happen, communication 
between stakeholders is must. In their study of critical 
success factors across the project’s life cycle, Pinto and 
Slevin [3] emphasize the importance of interaction with 
the clients throughout the duration of the project. Almost 
40% of the change orders or deviation orders are rooted 
in the design phase [4] and 30% cost escalation is 
attributed to poor communication during design phase [5]. 
This amply highlights the importance of reducing the 
change orders during execution phase and targeting 
constructability from the planning stage. Constructability 
translates to be the ability to construct something with 
appropriate technology within a specified budget and 
schedule producing intended value. Value Engineering 
has to be an integral part of constructability as its prime 
aim is to increase value than to reduce cost [6]. The 
design table is very much a place where the fate of the 
project lies and decides the value it will generate. The 
constructability and value generation is critically 
analysed in adopting an emerging technology like pre 
cast construction to draw lessons in design optimization 
along with procurement management challenges. 
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2 Constructability and Value 

Right from the very first house human beings 
constructed, the intended purpose was his concern. 
50,000years ago the concern was only to provide shelter 
from weather and safety from wild animals. The need 
to design a product was felt when he realized that the 
final outcome was not matching the imagined one. As 
we evolved the scope got expanded towards gaining 
more utility from the same effort. The difficulties faced 
during execution were traced back to the plan and it was 
realized that the lessons learned should be incorporated 
in the next design. Target Value Design gives the 
stakeholders more rationale inputs for monitoring and 
decision making. Target Values have to be identified to 
incorporate in the design process which might vary for 
each stakeholder. The study aim to define values in a 
design process for optimization of resources. Forensic 
Schedule Analysis of a pre-cast housing project is 
carried out to study the Design-Construction interface 
fault lines which cause hiccups in achieving intended 
values. The study examines the various constructability 
factors influencing the smooth interface from design to 
construction and critically examine the bottlenecks. 
For this purpose the concept of Value needs to be 
addressed in a more objective way.  

2.1 Value in Design 
Value is a set of concerns with respect to cost and 

function. It has a futuristic component which is based on 
a various inputs and assumptions. It can be expressed as 
ratio of design function to cost. It is quite obvious that in 
order to increase value, the cost has to be reduced or the 
design functions have to be increased. But while 
preparing a tender document, in the process of 
procurement, the price is the only readily available factor. 
A correlation between price, cost and value need to be 
established to define the target values in design. Table 1 
illustrates the comparison of price, cost and value with 
respect to various functions as obtained from focus group 
discussions with stakeholders in construction projects. It 
can be seen that value is a user’s utility perspective 
through opinion. This opinion could be based on a single 
factor or a combination of factors. The comparison 
illustrates that price is related to past tense, cost to present 
tense and value in future tense when we evaluate a 
facility or a project at planning. The price comes from the 
market and documented in the schedule of prices by 
various agencies and the cost is budget at completion of 
the project. The value is an opinion which goes back to 
market as set of benchmarks with respect to utility of the 
product or service. Figure 1 gives the flow chart of value 
generation in a typical construction project.  

Table 1. Comparison of Price, Cost and Value 

Price Cost Value 
Amount paid for 
acquisition 

Ascertained from 
consumers 
perspective 

Estimates 
through policy 

Amount 
incurred in 
production 

From 
producers 
perspective 

Through fact 

Utility of a 
product or 
service 

From users 
perspective 

Through 
opinion 

Figure 1. Interaction of Price, Cost and Value 

Price is a fixed factor compared to cost and value. It 
is obtained from schedule of prices which is periodically 
updated by regulatory bodies. In a Project it makes sense 
to plan cost cutting, but not price reduction. Price of 
materials are fixed with respect to time and location. 
These are ‘fait accompli’ and we can only opt for the 
most suitable in terms of economy, quality and 
availability. Cost is what the client pays to own a facility 
[7]. Once the BOQ is prepared the price factor has been 
considered. But the cost factor eludes the designer as that 
is depended on change orders, contingency and force 
majeure. Value is a promise in future which is based on 
opinion, perception and market forces. In order to 
optimize the value what should we aim for? The answer 
probably lies in the way we produce an automobile or an 
aircraft. Though a civil engineering project cannot be 
templated into a product manufacturing process, many 

Schedule of 
Prices (Year), 
Price Analysis 

Change orders, 
Contingency, 

Force Majeure 

Facility/ 
Project 

Value 

Opinion+ Perception+ Market Forces 
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lessons can be drawn from the evolution of assembly line 
manufacturing process which revolutionized the 
industrial production of construction materials. 

2.2 Constructability in QFD 
Quality Function Deployment in construction 

industry is not often practiced due to its invisibility 
compared to other manufactured products. A direct 
translation of QFD concept from an automobile 
production unit may not suit a building contractor. 
Customer’s aspirations from a car varies greatly from a 
building or an apartment. Constructability is the 
synthesized end product after analyzing all QFD inputs. 
Table 2 illustrates the conflicting yet complementing 
requirements of users and designers while planning a pre-
cast apartment building. Customers are often smitten by 
the cost not by the value. At the same time cost eludes the 
designers as they are indulged in price. These conflicting 
demands in constructability makes it more challenging to 
set specific targets for planning the project. 

 
Table 2. QFD requirements of Customers and 

Designers for a Pre-Cast facility 
 

Customer  Designer  
Should be Earth 
Quake proof 
 
Smooth finish 
 
Low maintenance 
cost 
 
No disputes 
 
Affordability 
 
Fast delivery 
 
Quick assembly 

Monolithicity of 
connections  
 
Vibro Compaction 
 
Easy access to MEP 
lines  
 
EPC Contract 
 
Break even quantity 
 
Steam curing of RCC 
members 
Cranes part of 
inventory 

        ______________________________________ 
 

2.3 Genesis of Pre-Cast Technology 
The pre-cast construction technology was emerged as 

a natural evolutionary process by improving on the 
lacunas of cast-in-situ construction. The advancements in 
reinforced concrete technology and feasibility of slender 
sections made designers to take a bold step towards 
treating the concrete members like steel. From the table 
1, it is very evident that the industry has adopted pre-cast 
technology for achieving value by taking advantage of 
certain unique features of the new technology. 

Table 3. Comparison of Pre-Cast vs. Cast-in-Situ 

Pre-Cast Cast-in-Situ 
Cast and cured in  
manufacturing plant 

Members are cast at 
construction site 

 
Accelerated curing 
required 

Normal curing time 

 
Faster Construction 
 
Greater control on 
quality  
 
Not hampered by 
adverse weather 
 
Assembly based 
 
Minimum waste 

 
Slow Construction 
 
Less control on 
Quality 
 
Severely hampered 
by weather 
 
Activity based 
 
Considerable Waste 

  
 
From construction activity, the entire process got 
converted to a manufacturing process to add value. In an 
evolutionary curve we can see that steel overtook cement 
concrete as a preferred material for fast track construction. 
Though the shift towards steel for many high rise 
buildings in mid-20th century happened intuitively, a 
closer look will show that it was a natural option for the 
rapid rebuild of post war Europe. True to the old adage, 
necessity was the mother of invention and a solution 
emerged with less labour, time and superior finish. It is 
interesting to note that though the technology is not based 
on any new theory, the adoption happened by default, not 
by design. The reason is more value generation through 
manufacturing and assembly. Pre cast system is widely 
used now in many repetitive structures and claddings due 
to its versatility to act both as architectural and structural 
material.  
 
2.4 Cost Benefit Analysis and Break Even 
Quantity 
 
The actual value of pre-cast is often misunderstood as the 
direct cost of structural components will be high 
compared to the cast-in-situ framed system [8]. The 
components have to be manufactured in a pre-cast plant 
and transported to the site. Huge initial investment of 
casting plant and steam curing facility can be justified 
only with a minimum assured order of repetitive nature.  
This technology is ideally suited for housing sector as the 
layout is similar and slabs are spanning less than 5m. The 
Cost Benefit Analysis in figure 2 shows that minimum 
number of 800 units have to be constructed to make the 
rate comparable to the conventional cast-in-situ 
technology.   
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Figure 2. Break Even Quantity for Pre-Cast feasibility 
 
This break even quantity is specific to a turnaround 
distance as the distance of plant increases from the 
construction site, the cost changes. Figure 2 shows the 
data collected from Delhi, India. The construction firm 
which invested almost $7 million on the plant definitely 
had a look at the national policy on the housing sector 
which pledged 1.5 % of GDP towards the cause. 

3 The Design Targets 
Having defined the relation between Price, Cost and 
Value; it’s time to fix the design targets specific to the 
intended value. They could be Assembly, Modularity, 
Manufacturability, Maintainability or Logistics 
(AND/OR). These target values may be required in 
varied quantities as per the design optimization which 
should fit in the cost and time framework. The present 
study is focusing on Precast Technology and obviously 
the targets have to be assembly, manufacturability and 
logistics.  
 
 
   
    
 
 
 
 

 
 
 
 
 
 
 
 

Figure 3. Target Value Triangle 

A close examination will show that the relative 
importance of Assembly and Manufacturability is more 
predominant than logistics or transportability. Location 
of a manufacturing plant can be selected as per the 
logistical requirement but if the components are not fit 
for assembly, there is no scope to perform any repair on 
site. Taking them back to the plant for changes will incur 
huge financial burden which may derail the whole 
financial plan. The target value triangle for the pre cast 
construction project is shown in figure 3. As time 
progresses, the influence of design aspects of logistics 
starts reducing and manufacturability increases. The 
iterative design process zoom in on to design for 
Assembly as the prime target to achieve in the design 
process and constructability remains the superset of 
Logistics, Manufacturability and Assembly.  

3.1  Design for Logistics (DfL) 

The Pre-Cast components have to be manufactured in a 
location which makes the turnaround time logistically 
feasible and economically viable. The location of the 
plant has to be decided based on the availability of the 
raw material and resources. The logistical challenges 
involves setting up the Pre-Cast plant, Transportation of 
raw materials and Transportation of manufactured 
components to the construction site. The dimension of 
vehicles for the above purpose will be governed by the 
size of the building components and their weight. The 
maximum height clearance permissible under the rail 
bridges and fly overs on the way plays an important role 
in this logistical planning. Once the location of 
manufacturing plant is fixed, rest of the parameters will 
be dependent on this aspect of logistical baseline. Figure 
4 shows the map of three sites A, B, C and the location 
of the pre-cast plant, P. The location of plant is so 
selected that the time to reach each site is almost same. 
The plant is sited based on the logistical feasibility which 
has a direct bearing on the overall cost and thereby being 
a value deciding factor.  

3.2  Design for Manufacturability (DfM)  
The components have to be pre cast in the plant and 

assembled at the site. This assembly operation will be 
requiring cranes. That infers to the correct size and shape 
of components which will make the assembly easy. 
Assembly will govern manufacturability. The beams, 
columns, floors and walls have to be cast in the casting 
yard. The dimensions of structural components have to 
be fixed and ready mix concrete is poured using 
automated systems. How can compaction be achieved? A 
normal vibrator cannot be used as it will consume more 
time and will result in non-uniform compaction. The 
casting bed has to act as a vibrator to save time and effort. 
This important criteria for casting bed design and the cost 

DfA 

DfM 

DfP 

DfL 

Constructability 
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involved is a governing factor in manufacturability. The 
components have to be cured for required period to attain 
full strength and this for fasten the process, a steam 
curing facility has to be set up. All members should be 
hoistable using cranes as they will be moved several 
times once removed from casting bed. The location of 
these lifting hooks will have to be decided on the drawing 
table as they are part of structural analysis process.  Table 
4 lists the criterion considered for manufacturability of 
pre-cast technology. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. The Location of Plant P, with respect to sites 
A,B and C 

Table 4. The Manufacturability criterion  

Criterion  Manufacturability 
Concreting 
 
 
Compaction 
 
Curing 
 
Mobility of 
Components 
 
Execution at 
Site 
 

Automated Concrete Pouring 
Facility  
 
Vibro Compaction of Casting 
Bed 
Steam Curing Facility 
 
Overhead Crane in the Plant 
 
 
Limiting the weight of each 
components to the crane 
capacity at site 

 

3.3  Design for Assembly (DfA) 
 
Assembly of various structural components at site has 

to be in perfect sequence to ensure a smooth execution. 
Unlike the cast-in-situ method, the pre-cast members lack 
monolithic connection. The structural analysis is carried 
out based on certain rigidity of connection and these 
design assumptions have to match with the site 
conditions. In reality, the DfA is the most important 
factor in a pre-cast design process. If the connections are 
not strong enough, catastrophic failures might happen. 
After the structural analysis and design, a scaled model 
may be tested in lab condition to ensure that the 
assumptions are correct. The cost for these tests has to be 
borne part of the Research and Development effort rather 
than in the estimates of the design at hand. These are part 
of the initial investments as it is practically impossible to 
carry a destructive shake table test every time. The results 
of the initial test can be interpolated or extrapolated in 
subsequent designs as the case may be.  

 
After taking into account of logistics and 

manufacturability, the ease of assembly takes precedence. 
The aspect of assembly is so important that the structural 
design has to be carried out by taking these assembly into 
consideration. The design of floor slabs will illustrate this 
aspect in detail. Unlike a cast-in-situ slab, the pre cast 
slab has many functions to perform. It should have shear 
connectors to ensure connection between next slabs, it 
has to give a smooth floor finish and it should be easily 
liftable by crane. These functions are possible only when 
the design is robust, flexible and innovative. A lattice 
girder reinforcement is specifically manufactured for the 
purpose and this girder serves many purpose. Figure 5 
shows the manufacturing process and figure 6 [9] shows 
slabs stacked after curing process which are ready to be 
transported to the site.  

 
 

 
 

Figure 5. Lattice Girder Manufacturing (Courtesy: 
BG Shirke Group of Companies) 
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Figure 6. Shear key as Lifting Hook in Lattice Girder   
 

4 Monitoring and Control   
 
The traditional monitoring and control process is 
designed to keep the budget always on track and effect 
minimum change orders. The stakeholders involved are 
reacting to the precedence diagram actual unravelling on 
site. In pre-cast system, the construction activity has been 
converted to an assembly process. So the monitoring 
process almost reduces to an assembly supervision as 
there are very few decisions to be taken during 
construction. The scope is fixed in pre-cast the moment 
construction drawings are issued to the casting plant and 
no change order with respect to architectural or structural 
is feasible. This lack of flexibility is accounted for by 
numerous design iterations after repeated interactions 
with stakeholders.  
5 Procurement Management  
 
PMBOK has covered forty nine processes in ten 
knowledge areas and five process groups in its 6th edition 
[10]. The processes involved in procurement 
management is limited to plan, conduct and control. In 
conventional construction management, the procurement 
is a reaction to what is designed. But when we plan to 
adopt an assembly based technology, the procurement 
management cannot be independent of the design process. 
The Design-Build format suits procuring the pre-cast 
systems as the bid preparation is challenging when it 
comes to design and estimation. In an open competition 
to bid for a specific design, the purpose of providing 
equal opportunity and level playing field is not achieved. 
Moreover the DfA challenges will make the design 
favour a particular firm who has adopted a specific 
dimension for their projects in hand. Using design-build 
procurement format, the owner saves time and effort by 
executing only one contract with a design–builder, who 
takes responsibility for completing both the design and 
construction of the project [11]. The Engineer, procure 

and Construct (EPC) model is often considered 
synonymous with Design-Build one in function as both 
shift the design and build responsibility and a bigger 
portion of risk to the contractor [12]. In EPC mode the 
contractor is often entrusted with the desired output in the 
case of a production facility. In a construction project like 
precast mass housing, design-build provides more value. 
The evolution of any technology has taken considerable 
settling time before the rest of the world catches up with 
a universally accepted price for procurement. A market 
survey will show that construction firms which innovated 
to adopt faster and durable construction technology are 
faring better than those who continued with older ones. 
From clients perspective, (s)he may opt for any 
technology or procurement format which gives a better 
return. In the Design-Build system, the designer, the 
builder and the consultant, all could be rolled into one 
due to uniqueness of technology and there may be very 
less control by the client over the Project once the design 
has been finalized. But the designer has to ensure 
assembly, manufacturability and logistical feasibility by 
taking the client on board. Keeping the architectural, 
structural and MEP changes out of purview, the Work 
Breakdown Structure and the activity precedence 
diagram can now be fixed. This facilitates the designer to 
provide exact quantities for the QS team which makes 
their task of estimation much effortless and almost 
accurate. 
5.1  Design for Procurement (DfP) 
 
Design for Procurement (DfP) is also an important 
parameter in construction when it comes to innovative 
and emerging technologies. Every exotic design cannot 
be constructed and every technological feasibilities are 
not buildable on ground. There is a fine line between 
building a design and design something buildable. In the 
former case, the procurement team is searching for 
solutions which were not considered by the design team. 
In the latter, design office is involved in the procurement 
decisions. In the pre cast example, the activities are 
designed to be repetitive so that once the components are 
manufactured, transporting and assembling completes 
the construction process. The design is tailor made for 
procurement to suit a Design-Build system so that the 
facility is built by the firm which designs it, thereby 
eliminating communication hiccups between a consultant 
and contractor. But is this killing fair competition and 
leading to monopoly of business? This question lingers 
on with all new innovations where very few people are 
experts initially. Any technology can compete for design 
parameters like minimum waste generation, faster 
construction and minimum cost per unit plinth area. The 
fittest and adaptable will survive and probably the theory 
of evolution is applicable to construction industry too.  
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6 Modularity: The Modern Solution 
for Constructability 

 
Modularity has emerged as a modern day solution to 

ease the construction complexity. The design complexity 
of assembly can be smartly eliminated in the modular 
approach. Similar to the pre cast technology, on a larger 
scale modularity reduces the project cost [13]. The 
concept of modularity was borrowed from the shipping 
transportation containers which offered quick loading 
and unloading of cargo from ships. The uniformity of the 
containers and cranes made the cargo handling very 
smooth saving billions of dollars in demurrage. This path 
breaking idea can be simulated in construction too where 
the rooms are relatively small in dimension. The design 
for modularity assumes complexity as the height of the 
building increases due to higher seismic design 
requirements. Unlike a pre cast building, a modular 
building is 100% reusable and relocatable having few 
beam-column-slab connections. In modular system, 
rather than member strength, the geometry is holding the 
structure together. 
7 Constructability in Design 
Optimization 

It is quite evident that constructability is a function of 
many parameters like assembly, manufacturability, 
logistics, procurement, cost and time. In order to take the 
best out of technology, we have to move away from the 
traditional network crashing mindset to dynamic 
parameters mentioned above. The time saving techniques 
employed by the defense forces may not fit for a building 
project. The forces may not be worried about the budget 
but in construction projects, the client is worried about 
the cost. It is imperative that constructability has to be 
considered as the benchmark for value generation. The 
figure 7 depicts the relative importance of various design 
targets to mix and match the optimum one. The most 
suitable targets can be given more weightage and design 
optimized according to the technology involved.  

 
    Constructability 
 
      
 
 
 

 
 
 

 
 
 

Figure 7. Design Targets in Constructability 

Constructability is pitched as the superset in which 
various other design target sub sets are accommodated as 
per the requirement. It is more of a tailor made solution 
rather than pre fixed one. The study reveals the relevance 
and influence of procurement management on 
constructability and importance of value generation in 
construction industry. 
 
8 Stakeholder Synergy and Design 
Optimization 

Better communication between stakeholders is a pre 
requisite for optimizing the effort and resources. This can 
be achieved by clash detection at an early stage. Design 
is a cocktail of disciplines and technologies which often 
lack the similar wavelength of people and ideas. The 
diverse opinions and assumptions need to fit in to the 
design parameters suitable for the project in hand.  
Communication between stakeholders is highly 
influenced by the structural system and procurement 
methodology. The constructability components like DfA, 
DfL, DfM and DfP is examined for a specific technology 
ie Pre-Cast. Similar analysis of design targets might have 
to be carried out for other construction methodologies too. 
It is pertinent to mention that in the example of Pre-Cast 
the procurement mode was Design-Build as the builder 
was responsible for the architectural, structural and MEP 
design. Better stakeholder synergy is achieved in this 
case as one stakeholder viz consultant has been 
eliminated. Previous studies have established that 40% of 
the change orders are rooted in the design phase and 30% 
cost escalation is attributed to poor communication 
during design. At the same time it has to be noted that 
each facility is unique and a tailor-made approach have 
to be adopted for different scenarios. The design team has 
to work out the best cocktail of design targets to achieve 
maximum value for the project not compromising on 
stakeholder synergy. 
 
9  Conclusion 

The human race has travelled a long journey from 
Pyramids to Burj Khalifa. As the theory of evolution has 
proved, only the ergonomic design will be passed on and 
imbibed by the next generation. Economic viability with 
desired value will remain the sole criteria for the project’s 
success in the modern world. Only constructible designs 
will be executed and a trade-off will be arrived between 
design and construction which could be an iterative 
process to reach at minimum financial burden, carbon 
foot print and maximum value for money. The 
monitoring and control techniques like EVM will be 
helpful only when Design-Construction interface is hitch 
free. Construction is a nation building exercise where 
each activity is contributing towards the GDP. The study 
validates ample reasons to predict a symbiotic relation 
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between various procurement options and technologies to 
achieve targeted values. Design and Construction will 
remain complimentary activities with the constructability 
deciding the success and client satisfaction. The study 
predicts that constructability coupled with smooth 
assembly using minimum labour is essential for value 
addition. The bottom up approach of new policy 
initiatives and better communication between 
stakeholders promise more refined designs in future 
where technology will be pushed to achieve design 
optimization. 
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Abstract – 
Falls are the leading cause of construction site 

accidents and made up more than 60 percent of all 
construction-related deaths in 2018, according to the 
Korea Occupational Health and Safety 
Administration (KOSHA). Accordingly, the 
government conducts intensive management and 
supervision of scaffolding and scaffolding 
installation at small sites while inducing safe 
working environments through support for system 
scaffolding installation. However, the timing of 
scaffolding installation for external work varies by 
site, and visiting inspections of more than 400,000 
sites annually are practically limited. In particular, 
in the case of small sites, the work is often carried 
out with a high risk of falling accidents due to 
installation or defects that do not comply with 
KOSHA rule and the occurrence of accidents is 
frequently reported. To solve these limitations, 
information on whether the right amount of 
scaffolding has been purchased and installed at the 
right time according to the size and shape of each 
site needs to be managed by a systematic method. 

 In this paper, we propose a framework for 
verifying the adequacy of the installation of 
scaffolding needed at the individual construction site 
using blockchain technology. The system provide 
Dapp, an application that runs on the block chain 
server, so that General contract (GC) and Supplier 
can enter information related to ordering and 
procurement of scaffolding. The core information 
required to determine the adequacy of scaffolding 
installation is stored in a non-modifiable form using 
the distributed ledger storage technology of the 
block chain. As a result, scaffolding installation 
adequacy can be automatically verified through the 

algorithms that can compare the installation 
schedule and quantity calculation with the actually 
purchased quantity.  

It is anticipated that using the proposed 
framework, government agencies can identify the 
safety levels of individual sites without on-site visits. 
Keywords – 

Scaffolding; Blockchain; Framework 

1 Introduction 
The death rate of domestic industrial accidents has 

been the highest among Organization for Economic 
Cooperation and Development (OECD) countries for 
decades. In addition, half of the domestic casualties 
occur in the construction industry. Particularly, the fall 
accident occurred from temporary structure shows high 
rate especially in a small site where facilities such as 
scaffolding are not installed [1]. 

Besides, according to the analysis data of major 
disasters in the construction industry over the past five 
years, 448 people died during scaffolding-related work, 
accounting for 23 percent of the total (2,134). Accidents 
occurred 63 percent at small and medium-sized sites 
(with a construction amount of less than 2 million USD), 
44 percent due to the use of conventional steel pipe 
scaffolding, and 38 percent in housing-amenities 
construction [2]. Therefore, to prevent the risk of falling 
at the construction site, it is necessary to manage the 
appropriateness of scaffolding for more than 400,000 
small and medium-sized sites annually [3]. However, at 
the construction site in Korea, the importance of 
scaffolding is still not recognized, and it is neglected for 
several reasons such as shortening the period and 
reducing costs. 
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Accordingly, the government induced on-site safety 
through a scaffold installation support system such as a 
clean project, and conducted inspections mainly on 
small and medium-sized construction sites that are 
vulnerable to safety accidents, but there are limitations 
in conducting inspections due to manpower based 
checking and document-oriented records. Therefore, for 
efficient management, it is necessary to manage 
information on whether the appropriate amount of 
scaffold is purchased and installed at the right period 
according to the size and shape of each site. For these 
reasons, this study intends to propose a blockchain-
based framework for verifying the adequacy of scaffold 
that can automatically discriminate the information 
generated in the process of scaffolding work by a 
system other than a person and simultaneously secure 
the reliability of the generated information. 

2 Literature Review 

2.1 Scaffolding-Safety 
Scaffolding is a temporary structure that is 

assembled and installed around a structure in order to 
install a construction passageway or work plate to 
facilitate high-rise work [2]. Due to the development of 
construction technology, the number of high-rise works 
has increased compared to the previous one, as the 
buildings are gradually becoming taller and larger. 
Therefore, as the importance and utilization of 
scaffolding in the field has expanded, the importance of 
safety issues related to scaffolding work has been 
emphasized. 

As for the main research related to scaffolding, 
studies on accident analysis and countermeasures 
related to scaffold-safety, scaffold modeling using BIM, 
and risk identification are in progress. First, as research 

related to scaffolding and safety, Hola [4] analyzed 
accidents involving falls from scaffolding, which took 
place in Poland in the years 2008-2015. In addition, this 
study deduced that the biggest influence on the 
formation of accidents came from a lack of or 
inadequate equipment that secures work posts on 
scaffolding, and also improper collective protection 
measures e.g. roofing or protective nets, poor stability 
of scaffolding or its components and also an inadequate 
spatial structure of scaffolding. Kim [5] analyzed 
accidents that were caused by scaffolding during a fall 
disaster occurring at a domestic construction site. 
Besides, a variety of key factors affecting the fall was 
drawn from four aspects: worker, manager, material and 
construction, and design. Sakhakarmi [6] proposes a 
method that can be used during operation to make an 
automated safety prediction for scaffolds. It implements 
a divide-and-conquer technique with deep learning. This 
study emphasized that implementation will enhance the 
reliability of automated safety assessment systems on 
construction sites.  Pienco [7] presented the results of 
analysis of 100 full-scale scaffolding structures in terms 
of compliance with legal acts and safety of use. He 
examined scaffolds in Poland located at buildings which 
were at construction or renovation stage from 
2016~2017. Based on the analyzed scaffoldings, the 
most common errors concerning assembly process and 
use of scaffolding were collected. 

Also, diverse researches are conducted related to 
scaffolding using BIM include automatic scaffolding 
design, risk identification through scaffold modeling, 
and safety planning. Kim [8] presented a framework and 
algorithms to integrate temporary structures to the 
automated safety analysis. Focusing on scaffolds, this 
research integrates temporary structures into an 
automated safety checking approach using BIM. Also a 
safety planning platform was created to simulate and 
visualize spatial movements of workers using 
scaffolding. Computational algorithms in the platform 

Figure 1. Construction Disaster Statistics by KOSHA (2015~2019) 
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automatically identify safety hazards related to activities 
working on scaffolding and preventive measures can be 
prepared before the construction begins. Kim [9] 
developed a rule-based system that automatically plans 
scaffolding systems for pro-active management in 
Building Information Modeling (BIM). Their 
computational algorithms automatically recognize 
geometric and non-geometric conditions in building 
models and produce a scaffolding system design that a 
practitioner can use in the field. We implemented our 
automated scaffolding system for commercially-
available BIM software and tested it in a case study. 
project. 

2.2 Blockchain Technology 
Blockchain as a Distributed Ledger Technology 

(DLT) is a distributed data logging and maintenance 
system that depends on and is ensured by the consensus 
mechanism implemented by the agents. The autonomy 
and updating of the information contained in the blocks 
are subject to verification and authorization by all 
participants [12]. All participants with transaction data 
and management authority form a peer-to-peer (P2P)-
type network to verify the previously centrally managed 
data by all participants within the network to ensure 
data integrity and reliability. The types of blockchains 
classified according to their characteristics include 
public blockchain that anyone can participate in, private 
blockchain that can only participate with permission, 
and consortium blockchain [10] 

Table 1. Classification of Blockchain 

Participant Anonymity Usecase 
Public 

Blockchain Anyone o Bitcoin 

Private 
Blockchain Optional x Nasdag's 

 Linq 
Consortium 
Blockchain Optional x Hyperledger 

Fabric 

A representative function of blockchain is smart 
contract. A smart contract is a system that automatically 
fulfills a contract when all programmed conditions are 
met. Previously, a lot of documents were required until 
the contract was concluded and executed, but smart 
contract is a technology in which the terms of the 
contract are specified in computer code, and the contract 
is made when the terms are met. 

Although the applying blockchain technology and 
smart contracts in the construction industry has not yet 
been conducted, many researches have been done to 
apply to the construction industry in recognition of the 
advantages and necessities of each technology. Major 

research areas related to construction include 
procurement, payment, and data reliability through 
connection with BIM. 

 Wang [11] proposed a blochchain-based 
information management model. The study suggests 
that proposed model can enhance real-time information 
communications among the different stakeholders and 
improve the efficiency of supply chain management. 
Besides, they also mentioned that through an adjustment 
in the smart contract, the model can also be applied to 
tackle issues in other traditional supply chains. Kim [12] 
proposed a procurement management system that 
applied Block Chain and Big Data technology within 
the construction industry. Through this, he emphasized 
that information generated as the project progresses can 
be applied to Block Chain to secure the immutable 
information and records, and that distributed network 
interworking can contribute to minimizing conflicts 
between project management and project entities by 
contributing to increased connection and reliability of 
information. Giuda [13] emphasizes that the progressive 
introduction of BIM based on the blockchain 
technology can provide a trustworthy infrastructure for 
information management during the design, tender, and 
construction phases.  Luo [14] proposed a blockchain-
based smart construction contract framework for 
semiautomatic execution of construction contracts for 
interim payments. They developed a smart contract 
implementation framework that satisfies the sequential 
approval process requirements in a distributed 
environment such as the construction industry by 
utilizing blockchain technology. Kang [15] emphasized 
that through smart contracts, transactions between 
interested parties can be managed in a decentralized 
manner, reducing the risk of contract changes and 
inducing reasonable transactions with transparent 
transaction terms. Besides, he also proposed that an 
Ethereum-based smart contract could be solved, which 
is difficult to solve with the centralized control method 
of the current construction industry. Lanko [16] referred 
that almost none of the fields of human activity can do 
without supply chain management. Therefore, in this 
study, the necessity and limitations of blockchain 
technology application were presented by taking the 
manufacturing process and delivery process of ready-
mixed concrete as an example. Turk [17] emphasised 
that blockchain has the potential to address some issues 
that discourage the industry to use BIM such as 
confidentiality, provenance tracking, disintermediation, 
non-repudiation, multiparty aggregation, traceability 
inter-organizational recordkeeping, change tracing, data 
ownership, etc. Moreover, they also mentioned that on 
the construction site, blockchain could improve the 
reliability and reliability of construction logbooks, 
works performed and material quantities recorded. San 
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[18] referred that the application of blockchain
technology can improve the construction process that
shows the limitations of centralized technology in the
current construction project lifecycle. In addition,
Dakhli [19] emphasized that block chain technology can
improve the limitations of the design and construction
process and reduce costs.

2.3 The necessity of Blockchain Framework 
Recently, interest in the smart contract technology, 

which is automatically traded when the reliability and 
security of data and conditions are met through the 
distributed ledger, a representative characteristic of 
blockchain, is growing in all industries. In particular, 
the construction industry expects that the problem of 
chronic distrust in the construction industry will be 
resolved if transparency and completeness of 
transactions can be secured in subcontracting, material 
delivery, and real estate transactions. For this reason, 
various blockchain platforms and functions are 
developed and continued research is conducted 
according to the purpose of utilization. However, there 
is no research on safety management related to 
scaffolding construction based on blockchain 
technology. In this regard, the blockchain-based 
framework that determines the adequacy of scaffolding 
installations presented in this study is needed. 

Furthermore, the framework to be proposed in this 
paper is expected to improve the limitations of the 
existing construction management process by using 
reliable data and the decentralization of information 
through distributed storage, a typical characteristic of 
blockchain technology. 

3  Proposing Framework 

3.1 Framework  Overview 
The framework proposed in this study is focused on 

preventing falls during scaffolding operations that are 
severe in the construction industry. To this end, the 
framework will be designed as a system process that 
manages the suitability of scaffolding installation by 
discriminate the purchase of scaffolding quantities. 

1) The proposed framework utilizes a Hyperledger
fabric, a kind of Consortium blockchain, so that only 
designated users can have access to data. Through this, 
we will give authority only to construction participants 
such as GC, suppliers, and inspection agency. Then we 
will configure the scope of data access differently 
according to the characteristics of each participant. 

2) As a technical method for automatically verifying

scaffolding-related power generation information, a 
structure will be designed that automatically calculates 
the time and quantity of scaffolding installation based 
on design information such as 4D-BIM, compares them 
with the order-procurement information entered through 
the app, and stores the results in the block chain system. 

3) Blockchain technology utilizes core composition
technologies such as channel composition for authority 
setting by participating parties, consensus algorithm for 
ledger records and viewing, and guarantee policy. We 
will set up Membership Service Providers (MSP) for 
channel configuration and form a system for data access 
and verification in conjunction with the blockchain 
network. We will also design a separate system 
structure of the On-Chain, Off-Chain network to prevent 
overload of the blockchain network. 

4) The key demand for this framework is the
Government Inspection Agency, which conducts on-site 
inspections. It is intended to design a system structure 
that can store information that needs to be verified when 
checking the appropriateness of scaffolding at 
individual sites of this system in a blockchain manner 
and provide the information needed for verification 
from the inspector's point of view.  

3.2 Key functions of Blockchain Framework 
This section describes the core functions of the 

framework proposed. The framework utilizes various 
key technologies in the blockchain to identify the 
entered data and store the identified data as reliable data. 
Key functions are as channeling, smart contract, text 
mining, consensus algorithm and on/off chain. 

 Channeling
Channeling defines participants who participate in

scaffolding-related activities of construction projects 
and sets different access authority to information by 
subject. Channel composition can be divided into 
groups that generate information through scaffolding-
related activities and groups that view them. The first 
group that generates information is a supplier that 
procures scaffolding and a contractor that orders 
scaffolding. The supplier grants authority only to the 
relevant field channel, so that information from other 
sites cannot be viewed, preventing sensitive information 
such as order history and cost from being shared with 
other suppliers. The contractor grants authority to all 
managed sites so that data can be provided and viewed 
for scaffolding. The inspection agency is designed to 
allow access to all data, such as ordering-procurement 
data and discrimination results so that it can be 
determined whether appropriate scaffolding is installed. 

 Smart Contract
Smart contract is one of the key functions of the
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blockchain. It implements functions such as reading and 
storing data from the blockchain server so that the 
algorithm on the application can compare the data 
entered in the order-procurement process with the key 
data such as area, time, and installation quantity 
identified in the 4D BIM data. 

 Dapp
Dapp is an application that works on distributed

ledger systems. It is used by the transaction participant 
to input information generated during the ordering and 
procurement process and basic information of 
construction. In addition, Inspection agency can view 
the scaffold installation suitability and related data 
derived through data verification. 

 Consensus Algorithm
This algorithm automatically uploads discriminative

data from verification of proper scaffold purchase to 
On-Chain to prevent forgery of data due to third-party 
intervention that may occur before being recorded in 
distributed ledger. In addition, by checking the authority 
of the viewer, it is possible to prevent ledger access by 
unauthorized users to the corresponding blockchain 
network or channel. 

 On-Chain / DLT
This technology is a function to store verified data

on the blockchain. Every participant in the channel 
maintains a copy of the ledger on its own and the copy 
goes through a consensus process to keep it consistent 
with the copies of all other peers. Through this, it is 

possible to prevent forgery and falsification of all 
scaffolding-related data input to the ledger and ensure 
data reliability. 

 Off-Chain
Off-chain is a method of recording data outside the

blockchain. If large capacity data is stored in the on-
chain, processing speed may be reduced and overload 
may occur. To prevent this, massive data (photo, BIM, 
etc.) is stored in a single DB outside the block chain and 
the hash and URL of the data are recorded in the 
distributed ledger. 

4 Scenario of proposed framework 
In this section, we would like to present a sample 

scenario of the proposed framework to demonstrate the 
process of the entire framework. 

Based on the basic information of the project and the 
4D-BIM, the GC calculates the amount of scaffolding 
installed by construction period. Then, order the 
materials from the supplier and receive them. Through 
the ordering-procurement process, information about the 
transaction between GC and supplier is generated, such 
as ordering and procurement quantity and ordering time. 
The generated transaction information is uploaded by 
the participant through the dapp. Then uploaded data is 
verified through the data comparison algorithm to 
discriminate whether the proper scaffolding purchase 
and installation. 

 For verification, key information of each original 

Figure 2. Blockchain-based scaffolding management process and key features 
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data is used (shown in figure 4). First, information about 
the scaffolding quantity required according to the 
progress of the construction is collected through the area, 
the scaffolding quantity calculated, and the construction 
schedule data from 4D-BIM. This data is compared with 
major data among transaction information such as order 
quantity and procurement time uploaded through dapp 
to determine whether the necessary scaffolding is 
prepared on site at the appropriate time. After that, the 
results of the verification will be distributed and stored 
in the blockchain network through a consensus process 
along with key information such as transaction 
information and 4D-BIM. At the same time, massive 

data such as 4D-BIM data is stored separately in off-
chain to prevent overload of the blockchain system, and 
only hash or URL of the data is stored on-chain together. 
Finally, the inspection agency checks whether the 
proper amount of scaffolding has been purchased by 
viewing the stored data and checks whether the proper 
scaffolding is installed or not. And it will determine 
whether an on-site inspection is necessary. Moreover, if 
such data were accumulated later to form big data, it 
could be used to calculate and verify the necessary 
scaffolding quantities depending on site characteristics, 
even without BIM. And it is expected that this could be 
reflected as a big advantage in small sites where BIM is 

Figure 3. Example scenario of Framework 

Figure 4. Type and flow of Key information 
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not available in the field due to costs and other issues. 
In addition, this framework can be applied not only 

to the scaffolding proposed in the study, but also to 
various supplies. For example, ready-mixed concrete is 
also worked through the process of ‘Quantity 
calculation-Order&Procurement-Installation’. Although 
there are differences in several processes such as quality 
verification in the intermediate process, it is expected 
that it can be applied as similar processes are being 
conducted in a large framework. As such, it is expected 
that the proposed framework can be applied to various 
supplies of construction work to improve the current 
construction process. 

5 Conclusion 
The construction industry is becoming increasingly 

high-rise, large-scale and complex due to the 
development of technology. As a result, the proportion 
of dangerous work and complaint work is increasing, 
and the frequency of ‘falling’ is increasing. However, at 
the construction site, there are still many small 
construction sites do not recognize the importance of the 
scaffolding that should be basically installed to prevent 
fall accidents and do not properly install it even if it is 
omitted or installed. Recognizing this situation, the 
government has proposed counterplan such as 
increasing the number of on-site inspections. However, 
they still has difficulties due to lack of manpower. 

For this reason, this paper proposed a blockchain 
framework to determine whether the proper scaffolding 
is installed according to the characteristics of the 
construction site and to ensure the reliability of the 
information. The proposed framework secures the 
reliability of data such as project information, scaffold 
purchase information and BIM through distributed 
ledger technology. In addition, it also can verify the 
suitability of scaffolding installation automatically by 
compare and determine scaffolding-related information 

By using the proposed framework, the inspection 
agency can check the results of the adequacy of 
scaffolding installation utilizing blockchain network 
without the need to visit the site, which requires a lot of 
manpower. Ultimately, it is anticipated that efficient 
management will reduce the occurrence of accidents at 
the construction site. 

If a method to acquire the state of the scaffold 
installed in the actual site is devised, it will be possible 
to more effectively verify the suitability of installing the 
scaffold. For example, on-site manager uploads and 
confirms the installation status of a scaffold on the site 
as a photo, or a method of confirming the installation 
status of a site scaffold through CCTV installed on the 
site. As an available technology, it is expected that 

scaffolding can be identified and confirmed through 
images acquired in the field using image recognition 
technology. 
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Abstract – 
Façade condition assessment for buildings is 

essential to public safety in cities. Currently, twelve 
major cities across the U.S. ensure the building façade 
safety with mandatory façade inspection programs. 
Even in major cities with the façade inspection 
programs, there have been seventeen falling debris 
accidents reported in 2019, three of which were fatal. 
These accidents indicate a need to improve the 
current façade inspection practice. Shadowing work 
conducted by the research team with expert 
inspectors on three buildings, and analysis of façade 
inspection programs and guidelines show that 
inspectors check façades based on defect types or on 
façade components, whereas existing documentation 
to guide inspectors are based on major material types. 
This mismatch results in inspectors checking façade 
components based on their experience, which might 
not align well with the expectations of agencies. 
Systematic and detailed assessment guidance is 
necessary to get a comprehensive and consistent 
façade inspection. Towards such systematic guidance 
and to understand the underlying reasons for 
continuing accidents, this paper provides the details 
of an approach to identify generic vocabularies and 
the relationships between major entities that play a 
role in the inspection domain for systematic 
inspection processes. To identify these, we developed 
a data-driven approach that analyzed around 100 
façade inspection reports that were filed to the NYC 
Department of Buildings (DOB) during the past 
inspection cycle (2014-2019). Among the twelve major 
cities, New York City (NYC) has the longest history of 
façade inspection, and most buildings (14,000) 
enrolled in the façade inspection program. We believe 
that study about NYC buildings can provide a general 
understanding of inspection requirements in other 
cities where similar problems exist. The developed 
mechanism is based on natural language processing 
and unsupervised machine learning techniques and is 
used to extract the vocabularies of façade elements, 

defect types, associated defect attributes, and 
mapping between them. The results also provide the 
mapping relationship of façade components and 
defect types for a specific façade type (e.g., 
stone/limestone). This work provides the foundation 
for an ontology to be used to systematically guide 
façade inspection for any given building. 

Keywords – 
Façade  inspection, Report analysis; Natural 

Language Processing (NLP); Unsupervised learning. 

1 Introduction 
Twelve major cities in the U.S. have a façade 

inspection program to ensure the safety of buildings. 
Accidents and incidents caused by debris falling from 
building façades, however, are still happening in cities. 
For example, in the past year (2019), 17 accidents due to 
debris falling occurred in the U.S., causing deaths and 
injuries. The past decade has shown that more than 700 
complaints about façade safety were received annually 
by the department of buildings (DOB) in the city of New 
York (NYC) [1]. These accidents and complaints indicate 
a need to improve the current façade inspection practice.  

Shadowing of façade inspectors by the authors 
resulted in the identification of several challenges in the 
current façade inspection practice [2]. One of these 
challenges is the lack of a comprehensive and detailed 
checklist that can serve as a guideline to a systematic 
inspection that is based on defect and façade component 
types instead of material types. Current façade inspection 
regulations in different cities and international guide for 
standard periodic façade inspections published by the 
standards organization [3] cover information on 
conditions of buildings that need an inspection, length of 
inspection cycles, general and close visual inspection of 
façade, and reports formulation and submission. 
Information about what defect types need to be checked 
and what associated attributes are essential for façade 
safety assessment, however, is missing from the 
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regulations and practice standard documents. Aside from 
the regulations and practice standards, a few glossaries 
formulated by industry professionals aim to provide 
descriptions and illustrations of defect types for different 
façade materials [4-6]. The glossaries are only for 
educational purposes and are not integrated into any 
guideline for defect identification in the façade 
inspection practice. Façade inspection is still a practice 
that relies solely on the personal experience of each 
inspector and company-specific templates. Figure 1 
shows an example of different inspection results in two 
inspection reports for the same brick masonry building 
and its roof.  

(a) 

(b) 

Figure 1. Examples of different inspection results for 
the same roof. (a) Previous inspector (Cycle 7) only 
mentioned the existence of a parapet. (b) The current 
inspector (Cycle 8) checked the height of the parapet 
with respect to the code compliance. 

For safety concerns, the height of parapets should 
comply with the construction code that was applicable 
when the building was constructed. The inspector, who 
conducted the inspection work in the prior cycle, only 
mentioned the existence of a parapet at the roof (Figure 
1a) and its material type as the information collected for 
the parapet. The inspector we shadowed, however, also 
checked the height of the parapet, compared it to the 
requirements in the code, and identified that the height of 
the parapet is not compliant with the applicable building 
code (Figure 1b). Such differences of what components 
to check, what specific parameters to check for each 
façade component are common, and show a need for a 
checklist that the inspectors can follow to conduct an in-

depth and comprehensive inspection regardless of their 
experience. 

Shadowing work and the review of submitted reports 
showed that the inspection is conducted per façade 
component and is not based on material types. For 
example, when an inspector is checking a balcony, he/she 
will check the concrete panels for cracks,  the railings for 
connection stability, and compliance of spacing between 
railings and their heights to the code altogether, instead 
of checking cracks in all concrete components at once. 
One example of this component-based practice is 
provided in Figure 2. The inspector, who submitted the 
report, grouped the observed conditions based on the 
façade components (i.e., openings). The current façade 
condition glossaries, however, summarize the defect 
types based on façade materials (e.g., concrete, metal) 
and there is a need to know which defects are applicable 
to which façade components for a comprehensive and 
consistent façade inspection.  

Figure 2. Façade inspection report grouping the 
conditions based on façade components. 

Towards a comprehensive façade inspection 
guidance, what is needed is the knowledge of how defect 
types (and defect-related attributes) map to façade 
component types, and the comprehensive vocabularies 
for these defect types, defect attributes, and façade 
component types. The objective this paper is to identify 
this mapping and the vocabularies of the defect, attribute, 
and façade component types. With this objective, we 
developed an approach using bidirectional long short-
term memory (bi-LSTM) model to automatically analyze 
around 100 façade inspection reports that were submitted 
in the past inspection cycle (2014-2019) for buildings in 
NYC. Here, the assumption is that inspectors’ practice is 
reflected on the inspection reports they submit and can be 
leveraged for investigating the relationships between 
façade components and defects, and expanding the 
available material-specific vocabularies towards 
component-specific vocabularies.  This paper provides 
an overview of the developed bi-LSTM model and the 
results of this mapping and resulting vocabularies of 
façade components, defect types, and defect attributes. 
These findings also lay the foundation for an ontology for 
systematic and comprehensive façade inspection. 
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2 Literature Review 
Here we present a synthesis of previous researches on 

urban façade inspection, structural health monitoring, 
and the application of natural language processing (NLP) 
in the civil engineering domain.    

Previous researches on façade inspection and 
structural health monitoring were mainly focused on 
automatic defect detection using digital data, particularly 
point clouds and images. Researchers developed 
algorithms to detect cracks [7-9], moisture [10], spalling 
[8, 9], vegetation [8], and efflorescence [9] on concrete, 
masonry, and steel surfaces. Several algorithms are able 
to quantify the defects, such as the area of spalling [11] 
and the width of cracks [7] automatically or manually on 
3D models [12]. Although these studies provide a 
handful of defect types/attributes on a select type of 
materials, their focus is not aligned with this study that 
aims to define the vocabularies of defects, component 
types, and the mapping between them for improvement 
of the façade inspection practice.  

Previous NLP applications in the civil engineering 
domain aim to extract essential information such as 
condition assessment information from bridge inspection 
reports, or project relevant information from unstructured 
construction documents, or regulatory information from 
building codes with different machine learning models 
[13-15]. Although there are NLP applications in the 
domain, the analyzed documents are semi-structured or 
structured with logical-connected words (e.g., “equal to” 
and “less than” represent quantification compliance in 
the building codes) or with known defect types (e.g., 
crack, spall, efflorescence, etc.) and rating categories 
(e.g., minor, moderate, severe) [16], which can be 
analyzed with rule-based information pattern matching. 
Different from previously studied document types, 
façade inspection reports are personal narrative 
descriptions written without guidance or specific 
templates. Thus, this unstructured nature of the 
inspection reports requires unsupervised learning to find 
relevant words (e.g., parapet, crack, diagonal), label them 
correctly (e.g., façade component, defect type, defect 
attribute) within the context of a report, and maintain the 
relationships between these labels. We implemented a 
natural language processing (NLP) algorithm to identify 
the vocabularies for façade components, defect types, 
defect attributes, and the hidden relationships between 
façade components and defect types. Long short term 
memory network (LSTM) is one of the Recurrent Neural 
Network (RNN) architectures and is known to be suitable 
for processing sequence data (e.g., time-series, speech 
sequence, and text) because LSTM preserves information 
about the data that the model sees earlier in a sequence. 
Unlike general sequential data processing, NLP has a 
feature that the context in a sentence is defined by the 
interrelationships among words in both backward and 

forward directions. Since the unidirectional LSTM 
passes input information forward only, bidirectional 
LSTM is more proper for automated understanding of 
natural language. In addition, the conditional random 
field (CRF) is a statistical modeling method that is widely 
known for its high performance in predicting a label for 
sequence data. Adding CRF as an output layer in the bi-
LSTM model (i.e., bi-LSTM-CRF model) is proved to 
outperform previous state-of-the-art models in the 
information labeling tasks [17]. It has been utilized in the 
approach presented in this paper. To further improve the 
performance of NLP models, skip-gram models, which 
are unsupervised learning models and can precisely 
capture the semantic (i.e., meaning) and syntactic (i.e., 
grammatical structure) relationships between words 
[18]in a context. Previous research studies trained skip-
gram models with general English text and used them to
improve the performance of machine learning models on
extracting information from documents (e.g., [13]). In
this study, we trained a skip-gram model with domain-
specific text (i.e., façade inspection reports text). We
used it to generate the dependency information that was
included in the input of the machine learning model to
boost the performance of the model.

3 Research Method 
To obtain comprehensive vocabularies for façade 

components, defect types, and their attributes together 
with the mapping relationship among those, we 
developed an algorithm that is capable of extracting key 
information in unstructured inspection reports.  In a 
nutshell, this algorithm includes a trained bi-directional 
long short term memory (bi-LSTM) model, boosted with 
outputs of an unsupervised skip-gram model developed 
by the research team to capture semantic and syntactic 
relationships between words (as detailed in section 4). 

For the training of the bi-LSTM models that we 
enhanced with domain-specific skip-gram models, first, 
we needed to generate initial vocabularies of façade 
components, defect types, and defect attributes. For this 
purpose, we reviewed current façade inspection practice 
standards [3], local laws/regulations [19], and façade 
condition glossaries [4-6] to generate defect types and 
attributes vocabularies. Similarly, we reviewed building 
component libraries of 3D modeling tools (e.g., Revit 
libraries) and building classification models (e.g., 
Uniformat) to prepare the façade components vocabulary. 
We defined four labels, which are façade-component, 
defect-type, defect-attribute, and others (i.e., 
information that is irrelevant to façade conditions), to 
automatically label worlds in reports. The details of this 
approach are provided in the next section.  
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4 Boosted Bi-LSTM model for mining of 
inspection reports 

Figure 3 provides an overview of our approach. Data 
preprocessing (step 1) and labeling (step 2) steps are 
provided in section 4.1, dependency information 
provided by the skip-gram model (step 3) is presented in 
section 4.2, and the utilization of the model to identify 
vocabularies and mapping relationships (step 4) is 
discussed in section 4.3. 

4.1 Preprocessing and labeling of the text 
We obtained around 3,000 façade inspection reports 

that cover all the seven façade types in document format 
from the NYC DOB database. For this study, we 
analyzed 100 inspection reports for only stone limestone 
façade buildings. Preprocessing starts with using a parser 
to extract the raw text from the sections where inspectors 
describe their findings and splitting the raw text into 
indexed sentences with the sentence tokenizer. The 
indexed sentences were tokenized into words (i.e., 
separating a given sentence into the list of its words), then 
lemmatized (i.e., returning to the root form of the words) 
to eliminate the influence of different tenses, plural forms, 
verb/noun differences. The part-of-speech (POS) 
information of each token (e.g., noun, verb, adverb, 
adjective, etc.) was used to achieve a more accurate 
lemmatization. For instance, the word “rose” can be the 
past tense of “rise” or the flower. Depending on the POS 
of the word, the result of lemmatization differs. These 
lemmatized sentences were temporarily used in the 
labeling process to eliminate labeling errors due to the 
different formats of the words in the text and the 
identified vocabulary list. Next, we labeled the 
preprocessed and lemmatized text using the Inside-
outside-beginning (IOB) tagging mechanism. With this 
tagging mechanism, we are able to label compound 
words that are consisted of multiple words with the 
beginning token (i.e., a word in this context) and inside 
tokens. The “I-” tag stands for “inside” of a label, 
referring to the subsequent word in a compound word 
(e.g., “escape” in “fire escape”). The “O” tag stands for 
“outside” of a label, referring to the irrelevant word. The 
“B-” tag stands for “beginning” of a label, referring to the 
first word in a compound word (e.g., “fire” in “fire 
escape”). For example, in the term “the window lintel”, 
“window lintel” should be labeled as a single façade-
component. Using IOB tagging mechanism, the word 
“the” is labeled as “O”, and “window lintel” will be 
automatically labeled as [window (B: façade-component) 
lintel (I: façade-component)]. The label categories we 
used are façade components, defect types, defect 
attributes (i.e., length, width/depth, direction, location, 
material, number of floors, and façade sections), and 
others. 

        Figure 3. Overview of the developed approach. 

 Figure 4 provides an example of a sentence from the 
reports and its labeling result. If there are no compound 
words, each identified word that corresponds to one of 
the four label categories will be labeled with “B”. All the 
other words that are not of interest in this labeling process 
are to be labeled as “O” (i.e., others).  

Figure 4. An example of a sentence preprocessed and 
labeled with the IOB tagging mechanism. 
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4.2 Obtaining dependency information 
through the domain-specific skip-gram 
model 

Word embedding is the process of vectorization of 
words to convert natural language into a computer-
readable format based on the extracted features of the 
language. Word embedding approach takes a large input 
of tokens, projects them to a vector space, and assigns 
each unique token a corresponding vector for the 
representation in the vector space. In this study, we used 
two word embedding approaches to compare the results 
of the bi-LSTM model with and without dependency 
information. These two embedding approaches are the 
one-hot encoding, which does not provide dependency 
information between words, and the skip-gram model, 
which includes the dependency information in the word 
embedding process. One-hot encoding is a vector 
representation of word in binary vector format (e.g., 
crack = [1,0,0], window = [0,1,0], maintenance = 
[0,0,1]). Since the vectors represent words in binary 
value, one-hot encoding cannot provide the 
similarity/distance between words. On the other hand, the 
skip-gram model is an unsupervised learning method for 
word embedding that uses vector space to capture and 
represent the semantic and syntactic relationships 
between words efficiently. Semantic refers to the word 
meanings and relations, and syntactic refers to the rules 
of a language and grammatical arrangement of words in 
sentences. For example, sentences like “window 
identifies crack” (“subject”+ “verb” + “adjective”) is a 
syntactically correct sentence, but it is not semantically 
correct. After the word embedding, all the input words 
are mapped into the N-dimensional vector space (word1 
= [v1, v2, v3, v4, …, vn]). Since the mapped words are 
using vector representation (e.g., word “crack” is 
represented as [-0.478, 0.917, 0.196, -0.443, -0.978, …, -
0.207]) with respect to the other words in the same 
context, the skip-gram model can perform analogical 
reasoning precisely. In other words, if two words are 
placed at similar locations in two different sentences, and 
the meaning of the terms are similar, then the distance 
between those two words is relatively small in the vector 
space if the same pattern is observed often by the skip-
gram model. For example, given the following two 
sentences from a report: (1) “We recommend repairs to 
be made to correct these deficiencies by February.” (2) 
“We recommend timely maintenance to repair the 
SWAMP condition observed our inspection.” In vector 
space, the distance between “repairs” and “maintenance” 
is relatively small. Figure 5 presents an example for a 
simplified 2D projection of the vector space showing the 
distance between “repairs” and “maintenance”. 

Previous studies indicate that the skip-gram model 
trained with general English text improves the 
information labeling model performance [13]. In this 

study, we trained a skip-gram model with the façade 
inspection reports and included the dependency 
information, which is represented by vectors generated 
from the skip-gram model, as part of the input for the bi-
LSTM model. 

Figure 5. An example of the tokens “repair” and 
“maintenance” in projected vector space. 

4.3 Identifying vocabularies with the boosted 
bi-LSTM-CRF model 

In this study, we built and trained a bi-LSTM-CRF 
model boosted with skip-gram model outputs. The input 
for the bi-LSTM-CRF model is the labeled sentences (i.e., 
the output of step 2 in Figure 3) and the dependency 
information (i.e., the output of step 3 in Figure 3). Figure 
6 provides an illustration of the boosted bi-LSTM-CRF 
model with a short sentence as an example. The model 
has an input layer, where the preprocessed sentence 
“Exterior wall has crack.” is converted into vector 
representation by word embedding as input into the bi-
LSTM layers. Then, the LSTM model learns from the 
input data in both forward and backward propagations to 
update the parameters. The output of bi-LSTM is then 
inputted to the CRF layer to refine the relational 
information between tags. The CRF layer works as a 
classifier to predict the label of each token and improves 
the performance of the model because it can learn the 
constraints of labels based on their positions. Constraints 
such as “inside labels (i.e., I) cannot exist without 
beginning labels (i.e., B)”, and “I of one label cannot 
appear after B of another label (e.g., ‘I-defect’ cannot 
appear after ‘B-component’)” are learned by this layer. 
After the CRF layer, the final output of this bi-LSTM-
CRF model is the labels for each token in the sentence. 
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Figure 6. Illustration of bi-LSTM-CRF models with 
an example sentence. 

4.4 Model development 
The sentences extracted from the reports were 

randomly separated into training (i.e., data that is used to 
build the models), validation (i.e., data that is used to 
prevent overfitting problem in the training process), and 
testing (i.e., data that is used to test the performance of 
the models) sets with 7:2:1 ratio. We trained two bi-
LSTM models with one of them included the dependency 
information provided by the skip-gram model and the 
other one using one-hot code input. We trained the 
models with the training set, and the validation set was 
used to fine-tune the models and avoid the overfitting 
problem. The testing set remains unseen by the model 
and is used for model performance evaluation. After we 
trained and optimized the models, the sentences in the 
testing set are labeled by the model. The output labels are 
compared with the labels provided by the IOB tagging 
mechanism. We calculated the F1 score, precision, and 
recall for model performance evaluation using Equations 
1-3, where TP represents true positive (i.e., the number
of tokens that were correctly labeled), FP represents false
positive (i.e., the number of tokens that were mislabeled),
and FN represents false negative (i.e., the number of
tokens that should be labeled but were missed). The
evaluation metrics can be calculated with the following
rules. Precision is the ratio of correctly labeled tokens to
all the tokens that are labeled in the testing set for each
label (Equation 1). The recall is the ratio of the correctly
labeled tokens to the total number of correct labels
expected to be labeled in the testing set for that label
(Equation 2). F1 score is the weighted average of
precision and recall (Equation 3). The performances of
both models are evaluated using stone/limestone façades.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

Equation(1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

Equation(2) 

𝐹1  𝑠𝑐𝑜𝑟𝑒 =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙

Equation(3) 

5 Preliminary results and discussions 
This section provides the results of the labeling 

process using the developed boosted bi-LSTM-CRF 
model. The results are provided for reports analysis of 
stone/limestone façades.  

5.1 Preliminary results of vocabulary 
identification in stone/limestone façade 
inspection reports 

For stone/limestone façade buildings, 100 façade 
inspection reports were available, and 1771 sentences 
were extracted from the reports. The training, validation, 
and testing sets had 1272, 319, and 180 sentences, 
respectively. After preprocessing and IOB tagging, there 
were 3446 tokens labeled as façade components, 190 
tokens labeled as defect types, and 256 tokens as defect 
attributes in the training set. Table 1 shows the precision, 
recall, and F1 score for each label category identified by 
the developed approach. As shown in Table 1, the left 
columns with normal text show the model performance 
when the input data does not include dependency 
information. The right columns with bold text show the 
model performance when we include the dependency 
information as part of the input. The model performs well 
in the vocabulary labeling for façade components, defect 
types, and defect attributes given their consistently high 
scores in precision and recall. The labeling performance 
for both façade components and defect types has been 
improved approximately by 10% by including the 
dependency information, while the labeling performance 
for defect attributes did not change much by including the 
dependency information. Resulting vocabularies after the 
trained model is finalized for stone/limestone façade are 
discussed with respect to their categories.  

Vocabulary for façade component types: For façade 
component types, a total of 38 component types (e.g., 
cornice, storefront, column, mortar joint, coping stone, 
etc.)  were identified for stone/limestone façades as a 
result of this automated report analysis. All the identified 
façade component types were covered by our initial 
vocabulary, and no additional façade components were 
expected to be identified.  

Table 1. Precision, recall, and F-1 score for labeling 
(with/without dependency information).  

Label category Precision Recall F-1 score

Dependency 
information 

w/ w w/ w w/ w 

Façade component 0.78 0.88 0.85 0.91 0.82 0.90 

Defect type 0.62 0.76 0.59 0.74 0.61 0.75 

Defect attributes 0.91 0.91 0.74 0.77 0.82 0.83 

Bold w: model performance with word embedding information. w: with; w/: 
without.

Vocabulary for defect types: There were 12 defect 
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types identified by the automated report analysis of 
stone/limestone façade inspection reports. These include 
cracking, peeling, missing, hazardous condition, 
removed, spalling, corrosion, displacement, bulging, 
delamination, chipping, and hollow. Certain defects such 
as deformation, misalignment, and loose that are 
important to the safety condition assessment were not 
mentioned in the reports.  

Vocabulary for defect attributes: The defect 
attributes included in the inspection reports of stone 
limestone buildings are location (e.g., corner, roofline, 
floor line, joint, etc.), direction (e.g., horizontal, vertical, 
inward, etc.), material (e.g., paint, rust, etc.), section (i.e., 
east/west/north/south façade), area (e.g., square feet), and 
related deterioration (e.g., chalking, staining, 
discoloration, etc.). Among all the defect attributes, 
related deteriorations, and façade section information 
was not identified correctly by the approach.  

5.2 Mapping relationship between defect 
types and façade components for 
stone/limestone façades 

An important outcome of the trained models is the 
discovery of the unknown mapping relationships 
between façade components and defect types, which are 
required for a systematic component-based façade 
inspection guidance.  The mapping relationships 
identified for the stone limestone façades are provided in 
Figure 7. Numbers in each cell indicate the frequency of 
the “façade component-defect type” pairs that appeared 
in the façade inspection reports. The frequency of 
identified pairs is normalized over the defect types to 
show the most frequent defect types on each façade 
component. The density of color in each cell represents 
the normalized results. The underlying assumption here 
is that the vocabularies appeared in the same sentence is 
describing one defect observed on a façade component 
by the inspector. For stone/limestone façades, 38 
building elements and 12 defect types are identified from 
the façade inspection reports. When the figure is 
analyzed vertically, it is possible to identify the relations 
discovered between façade elements and a given defect 
type.  Crack is the defect type that relates to most of the 
façade elements to be inspected for stone/limestone 
façades and is related with 30 out of 38 façade elements. 
Hazardous condition (associated with 15 façade 
elements), spalling (associated with 14 façade elements), 
and peeling (associated with 10 façade elements), are 
defect types that rank high in mapping to façade 
components. Delamination and chipping, both associated 
with 6 façade elements, are defect types that rank low in 
mapping to façade components. Hollowness, which is 
only associated with coping, is the defect type that relates 
to the least number of façade components. 

When Figure 7 is analyzed horizontally, it is possible 

to observe what types of defects are applicable to a given 
façade component. Among all 38 façade elements, brick 
pieces (that require inspection for 11 different defect 
types), copings (that require inspection for 10 different 
defect types), parapets (that require inspection for 9 
different defect types), and lintels (that require inspection 
for 8 different defect types) are the façade components 
that have the highest number of defect types associated 
with them. On the other hand, glass panels, columns, 
window panels, ladders, entrance doors, and fascia are 
the façade elements that only have crack associated with 
them.  

Figure 7. Mapping of façade components and defect 
types for stone/limestone façades 

6 Conclusions 
In this study, the authors proposed an automated 

approach for analyzing façade inspection reports to 
extract vocabularies for critical façade inspection 
information (e.g., defect type, façade component types) 
and discover the undocumented but critical information 
on how defect types map to façade component types. This 
information is needed to streamline the façade inspection 
process by providing the flexibility for inspectors to 
organize their inspection findings per façade component 
type or per defect type.  A natural language processing 
approach, combined with an unsupervised skip-gram 
model, was developed and trained using NYC façade 
inspection reports. By comparing the labeling results, we 
proved that including the dependency information can 
improve the performance of bi-LSTM-CRF in 
information identification and labeling. NYC has the 
longest history of the façade inspection program and the 
largest number of buildings that need inspection 
regularly-hence it has been used as a test site. The 
analysis conducted in this study can shed light on other 
cities where an in-depth understanding of the façade 
inspection practice is needed. As an immediately 
following work, the authors will analyze the façade 
inspection reports of buildings with other façade types 
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(e.g., brick masonry, metal panel) and include a larger set 
of reports to improve the performance of the approach. 
The vocabularies developed and the mappings identified 
in this study can be helpful for future research that aims 
to provide a model-based comprehensive guide for the 
façade inspection practice.  
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Abstract –  

As is well known, resident engineers on site might 
plan a heuristically deterministic construction 
schedule by PERT/CPM program. Since it is boring 
and time-consuming to gather, edit and input field 
data into the PERT/CPM program, however, there 
are very few opportunities to revise the construction 
schedule on daily works. This paper proposed an 
easy-to-use and -learning method to plan and revise 
construction schedule and to do ensemble forecasting 
construction schedule. First, this paper outlines this 
study and analysis methods to calculate daily real 
operational hour and rate based on 3-axis 
acceleration excited by machine operation. The 3-axis 
acceleration response values could be collected by 
sensor built in on-board smartphone for construction 
machine. In addition, the paper explains methods 
applied to the machine hour data and rate, to 
determine shape parameters of Beta distribution, to 
execute bagging based on samples from the Beta 
distribution, and to conduct ensemble forecasting of 
construction schedule. Finally, this paper discusses 
lesson learned from the empirical study and 
discussion of predictability of the ensemble 
forecasting of construction schedule. 
 
Keywords – 

Real operational hour and rate; LOESS; Hampel 
filter; Beta distribution; Ensemble forecasting 

1 Introduction 
As is well known, resident engineers on site plan 

heuristically deterministic construction schedule by 
PERT/CPM program. However, since it is boring and 
time-consuming to gather and edit field data into the 
PERT/CPM program, there are very few opportunities to 
revise construction schedule on day-to-day works.  

Largely, scheduling construction schedule for 
mechanized earthworks are grouped into the following 
three types: 

Type 1: Push works such as dozer operation, which 
means "make-to-stock process" in which the earthworks 
are not constructed based on actual demand, 
Type 2: Pull works, which means "make-to-order 
process" in which the earthworks are cyclic distributions 
based on actual demand, for examples, LHD (Loading, 
Haulage, Dumping), concrete placement, etc., and  
Type 3: Labour-intensive works such as reinforcement 
bar processing assembly, formwork assembly and 
disassembly, constructing slope frame, etc. 

Due to limitation of space, our inquiring minds in this 
paper focuses on the Type 1 “dozer operation,” and 
proposals of easy-to-use and -learning methods to 
analyse and revise construction schedule and to do 
ensemble forecasting of the construction schedule. As for 
study on the type 2 and type 3, we intend to report at the 
ISARC 2021.  

Here, we focus on automation as follows: 
- Gathering and calculating data as to daily machine 
operational hours and rates, 
- Repetitively calculating and learning on real operational 
rate sequence and pitch times for each of work-in days, 
- Doing ensemble forecasting of construction schedule, 
and 
- Generating infographics such as time series graph of 
real operational hour and rate sequence, and diagram of 
comparison between as-planned and as-built productions 
in order to grasp the current situations and evaluate the 
productivity. 

This paper unfolds as follows: 
First, this paper outlines this study on ensemble 
forecasting of construction schedule of mechanized 
earthworks. Secondly, this paper describes analysis 
methods being applied in this study, for example, LOESS 
(locally weighted scatter plot smooth) to capture time-
series features, and Hampel filter to finding abnormal 
observations latent in daily real operational hour and rate 
sequence. In addition, the following methods are 
described: 
- To determine shape parameters (alpha, beta) of Beta 
distribution, and 
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- To conduct bagging by samples from the Beta 
distribution, and do ensemble forecasting of construction 
schedule.  
Thirdly, this paper provides empirical study on the above 
methods. Finally, this paper discusses lesson learned 
from the empirical study and discusses about possibility 
to detect features and abnormality latent in time-series of 
real operational hour and rate, and predictability of the 
ensemble forecasting of construction schedule. 

2 Outline of this study 

2.1 Overview of this Study 
Image of dozer operation supposed in this study is 

shown in Figure 2.1.1. 

 
Figure 2.1.1. Image of dozer operation supposed in this 

study 
In the dozer operation in Figure 2.1.1, readings of 3-axix 
acceleration, 3-axix angular velocity, and GPS position 
(latitude, longitude) are automatically gathered from on-
board smartphone for dozer. And then, daily machine 
hour and rate could be automatically calculated from 
triaxial composite value of the 3-axix acceleration, 
Besides, as shown in top right of Figure 2.2.1, dozing 
trajectory and area could be visualized based on GPS data. 

Generally speaking, M/M/c queueing theory might be 
applied to cyclic LHD operation. For simplicity and 
efficiency of discussion in this study, it is supposed that 
daily dumping volume is heuristically determined by the 
initial plan. Needless to say, dividing the day-to-day 
dumping volume by the dozing area on that day could 
give us the value of the thickness of embankment on that 
day.  

2.2 Analysis Methods being Applied 
This study supposes the workflow as shown in Figure 

2.2.1 to analyse daily operational hour and rate and do 
bagging based on the Beta distribution, which is one of 
ensemble methods in machine learning, and to do 
ensemble forecasting of construction schedule. 

Finishing ensemble forecasting of each of work types 
leads to PERT/CPM program. However, our inquiring 
minds focus on one dozer operation for embankment in 
this paper. 

 

 
Figure 2.2.1 Workflow to analyse the dozer operation 

 
Data collection and analysis methods applied in this 

study are described below. 
1. Points on Construction(PoC) 

The PoC takes sensor-based event detection approach 
to track a fleet, which is complement of construction 
machines, dump trucks and workers which are working 
together on site, and to automatically and real-timely 
gather a set of readings related to events occurred by the 
fleet activities as shown in Figure 2.2.2 [1],[2]. 

 

 
Figure 2.2.2. Image of sensor-based event detection 

approach 
In this approach, construction machine behaviour from 

beginning to end could be automatically observed by 
sensors built in smart phone (e.g., 3-axial accelerometer, 
3-axial angular velocity meter, GPS receiver, and 
communication module), and otherwise recognized by a 
button pressed event, that is, pushing predetermined 
function key on the smart phone by the operator. 
Construction machine has on-board smart phone 
whenever it is being operated. And then, the smart phone 
automatically sends the data set of readings via the 
Internet to store them into the database. Readings 
captured by the PoC consist of time, longitude, latitude, 
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direction, speed, 3-axis acceleration, 3-axis angular 
velocity, and son. 
2. Calculation of real operational hour and rate 

Composition value of 3-axis acceleration is gained by 
 
  (1) 
, 

where force: composition value, ax: lateral acceleration, 
ay: longitudinal acceleration, and az: vertical 
acceleration. 

Figure 2.2.3 shows images of variance values of the 
forces by each of the dozer operations. 

 
Figure 2.2.3 Images of variance values of the forces by 

each of the dozer operations 
It is assumed here that variance values of force 

generated by idling and driving might be smaller than 
ones by pushing, spreading and compacting material. 
Therefore, events with time stamps, which have variance 
values of forces larger than the predetermined threshold, 
are extracted and then the operation hour could be 
calculated. In addition, dividing the daily operation hour 
sequence by the work hour on that day gives us the 
corresponding real operation rate sequence. 
3. Bagging method 

Bagging method is one of the ensemble methods in 
machine learning. The bagging often considers 
homogeneous weak learners, and learns them 
independently from each other in parallel and combines 
them following some kind of deterministic averaging 
process [3], [4]. 

Mean and variance of the averaged real operational 
hour and rate sequence determine shape parameter (alpha, 
beta) of Beta distribution, and then bagging by samples 
at random sampling with replacement from the Beta 
distribution would be executed  
4. LOESS (locally weighted scatterplot smoothing model) 
[5] 

The LOESS is a non-parametric approach that uses a 
weighted, sliding window and coverage to fit multiple 
regression in local neighbourhood. A weight is Tukey’s 
tri-weight function as follows: 
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Incidentally, f(x) is approximated by a polynomial, that 
is, a quadratic approximation shown by 
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5. Beta distribution 

As is well known, the mean of Beta distribution is 
given by: 

βα
αµ
+

=    (6) 

If α > 1, β > 1, the mode by 
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where m is the mode, and the variance by 
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In addition, relationships among mean and variance of 
data sequence, and shape parameters (α, β) of Beta 
distribution are represented as follows: 
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6. Ensemble forecasting of dozer operation schedule 

Procedure of conducting ensemble forecasting of 
dozer operation schedule is shown below. 
Step 1: When number of days elapsed becomes one third 
of process days of dozer operation, let put the day the 1st 
milestone, and the two third one the 2nd milestone. 
Calculate mean and variance of the real operation rate 
sequence at each of the milestones, and then specify the 
corresponding Beta distribution. 
Step 2: Repeat n times to generate random number 
sequences with replacement from the Beta distribution. 
Step 3: As for each of the random number sequences, 
calculate summary statistics that includes mean, standard 
deviation, variance, min, max, median, mode. and 
quantile. 

222 azayaxforce ++=
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Step 4: Average the summary statistics and then let put 
the 1st quantile be equal to optimistic, the mode be equal 
to most likely and the 3rd quantile be equal to pessimistic. 
Step 5: To do ensemble forecasting, we would utilize the 
LOESS model, where each of the values such as 
optimistic, most likely and pessimistic are used as the 
initial value. And then ensemble forecasting should be 
executed from the 1st mile stone to the 2nd mile stone, 
and from the latter to the end of schedule 
7. Quantitative performance indexes as to performance 
evaluation  

The Performance index (PI) is depicted by coefficient 
of concordance, which is a ratio of the precedent rate to 
the successive one in each of work cells. The PI is given 
by: 

P
SPI = ,   (11) 

where S is successive rate; P is precedent rate. 
8. Detecting probably abnormal events 

Probably abnormal events could be found by median 
absolute deviation (MAD). The absolute deviations from 
the median is absolute deviation around the median, 
which means a robust measure of central tendency, and 
is not sensitive to the presence of outliers. Besides, given 
a vector of data, find peaks in ranges of data that exceeds 
a set threshold. Hampel filter is utilized in this study [6] 

3 Empirical Study 

3.1 Outline of materials handled in this 
Empirical Study 

Materials handled in this empirical study are dozer 
operation on river embankment construction, which 
outlines [7]: 

1. The crown width is equal to 7m, the high-water level 
is equal to 10m, the free board of levee is equal to 
HWL+2m,  
2. The front and back slope gradient is equal to 1:2 and 
1:3, respectively, and the embankment length is equal to 
877m,  
3. The material of dike is sandy soil, and process days is 
equal to 91 days.  
4. The dozer operation in the embankment works as 
follows: 
- The earthmoving volume: 81,600 m3, 
- The volume of dozer operation: 80,400 m3, 
- The dozer class is 15 ton (D6), 
- Number of dozers is equal to 3, and so Dozer volume 

per one dozer becomes equal to 2,800 m3. 

3.2 Work Suppositions 

Below are some more details on the work suppositions 
in this empirical study. 

1. Let the embankment area be partitioned into the three 
work cells and focus on one dozer operation in one of the 
work cells. 
2. Let rainy day, day off, etc. occur based on Poisson 
arrival 
Let work out days be random number sequence generated 
by rpois (91, 0.28), and then we could gain number of 
work-in days “74” and umber of work-out days”17”. 
Therefore, 
- The compacted volume per one dozer for a day is 

almost equal to 362 m3 (80,400/74/3), and 
- The earthmoving volume by one dozer per a day is 

almost equal to 368 m3 (81,600/74/3). 
3. Setting two milestones 
Let set the 1st milestone at the point where one third of 
the process days intersects with 25% of the as-planned 
production volume and the 2nd milestone at the point 
where two third point of process days with 75% of the as-
planned production volume. Here, we get the baseline 
curve, which goes along theses milestones, shall be 
utilized as reference line to compare with as-built 
production volume. 
4. Handling work out days 
Values at work-out day in pseudo-random number 
sequence of real operation rates are replaced by almost 
equal to zero, that is, sqrt(.Machine$double.eps)= 
1.490116e-08; 
5. Pseudo-real operation rate sequence 
Let pseudo-real operation rate sequence be generated as 
follows: 
- From beginning until the 1st milestone: the mean 0.3 

plus rnorm(26,0,3)/100 
- From the 1st milestone until the 2nd milestone: the 

mean 0.46 plus rnorm(27,0,2.5)/100, and 
- From the milestone 2 to the end: the mean 0.4 plus 

rnorm(38,0,2)/100. 
Let the pseudo real operational rate be regarded as 

hand-on real operational rate on site. 
 

3.3 Pseudo-real operation rate sequence 
Figure 3.3.1 shows pseudo-real operation rate 

sequence with the LOESS smoothing line and red cross 
marks detected by the Hampel filter as mentioned above. 

 
Figure 3.3.1 Pseudo-real operation rate sequence with 

LOESS smoothing line and red cross marks 
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Although the LOESS smoothing line shows time series 
feature very well, values at work-out day incline to push 
it down as a whole. Here, the sliding window width is 7.5. 
The smaller its value becomes, the more the predicted 
curve finely engraved along the original line graph. The 
red cross marks in Figure 3.3.1 means abnormal 
observations deviated from the median, which could be 
found by Hampel filter, where values on work-out days 
are replaced by the mean value of data sequence in order 
to avoid detection of ones on work-out days. 

Figure 3.3.2 shows performance indexes as to the 
pseudo-real operation rate sequence. Similarly, the red 
cross marks in Figure 3.3.2 means abnormal observations 
deviated from the median. 

As for the abnormal observations in both of Figure 
3.3.1 and Figure 3.3.2, run length is not seen. 
Considering work suppositions here, probably, the 
causes of abnormal observations might be holiday, rain, 
machine failure, or something like that at the day before. 

 
Figure 3.3.2. Performance indexes with probably 

abnormal observations 
In daily construction control, the pseudo-real operation 

rate sequence with the LOESS smoothing line and 
observed abnormal ones might be drawn by each of work 
cells, leads to field inspection to explore the potential 
causes. 

3.4 Productivity assessment 
From our long experience in construction field, 

productivity by dozer operation is gained by the 
following equation. 

Q=60*q*f*E/Cm #(m3/hr) and (12) 
Cm=0.027*L+0.55,  (13) 

where Q： hourly production quantity(m3/hr), q： bank 
quantity per one cycle of dozing, f： soil conversion 
factor, E： work efficiency, and Cm：one cycle time. 

Table 3.4.1 shows hourly production quantity by 
dozing (m3/hr). 

Here, let put q=44 m3, f=0.9, E=0.8, L=50m, Cm=1.9 
min, work hour per day=8 hr, and then t 
Cm =1.9 and Q=1000.421 m3/hr are gained. 

Applying the LOESS model as mentioned above to the 
data in Table 3.4.1 gives us productivity curves in Figure 
3.4.1. Comparing actual productivity with the 

productivity curves in Figure 3.4.1 enables us to evaluate 
productivities for each the work sells. 

Table 3.4.1 Hourly production quantity by dozing 

 

 
Figure 3.4.1 Productivity curves by the LOESS model 

Multiplying the pseudo-real operation rate sequence in 
Figure 3.3.1 by the Q value gives the accumulative 
production sequence in Figure 3.4.2, which could be 
utilized as a reference line to compare with ensemble 
forecasting lines. Also, the accumulative production 
curve in Figure 3.4.2 shows speed of construction. 

There are two important evaluation points of 
productivity, which are the 1st milestone and the 2nd 
milestone. It is very important to seriously grasp the 
actual states in each of work cells at the 1st milestone and 
to project work process toward to the 2nd one. In our bitter 
experience, problems latent in work progress incline to 
break out at the 2nd evaluation point, and then it might 
often compel us to rush-works. 

 

 
Figure 3.4.2 Accumulative production curve 
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3.5 Ensemble forecasting 
Although doing the pessimistic, optimistic and most 

likely ensemble forecasting, respectively, this section 
reports the infographics on just the most likely one. 
That’s why space did not permit us to insert the 
infographics on the pessimistic and optimistic ones. 

3.5.1 Ensemble forecasting at 1st milestone 
1. Shape parameters (alpha, beta) of Beta distribution 

The equations (9) and (10) determine shape parameters 
(alpha, beta) of Beta distribution. From the descriptive 
statistics at the 1st milestone in Table 3.3.1, the mean 
“0.257” and the variance “0.014” give us B(13.382, 
38.68). 
2. Bagging method 

At the 1st milestone, let repeat five times to extract 
10,000 samples from B(13.382, 38.68) by random 
sampling with replacement, it leads to values at each of 
the five times the weak learner as shown in Table 3.5.1.1. 

As described before, in the bagging method values at 
the weak learners are averaged. Table 3.5.1.2 shows the 
average of Table 3.5.1.1. Here, Let put  
- 1st Qu=pessimistic,  
- mode=most likely, and  
- 3rd Qu=optimistic.  
 
Table 3.5.1.1 Values at each of the five times the weak 

learner at the 1st milestone 

 
 

Table 3.5.1.2 Average of Table 3.5.1.1 

 
The most likely ensemble forecasting from the 1st 
milestone to the 2nd milestone are shown below. 

 
Figure 3.5.1.1 Most likely ensemble forecasting from 

the 1st milestone to the 2nd milestone 

3.5.2 Ensemble forecasting at 2nd 
milestone 

In the same way as mentioned above, let repeat five 
times to extract 10,000 samples from B(13.382, 38.68) 
by random sampling with replacement, it leads to values 
at each of the five times the weak learner at the 2nd 
milestone, and then average them. Similarly, the 
descriptive statistics at the 2nd milestone gives the mean 
“0.319” and the variance “0.03”, and so the Beta 
distribution ~ B (6.9223, 14.7777) 

The most likely ensemble forecasting from the 2nd 
milestone toward the completion are shown in Figure 
3.5.2.1. The ensemble forecasting value is a bit   larger 
than the determined production at the completion. 

 

 
Figure 3.5.2.1 Most likely ensemble forecasting from 

the 2nd milestone to the completion 
 

3.5.3 Comparison between Accumulative 
Production Baseline and Most Likely Ensemble 
Forecasting Line of Production 

Figure 3.5.3.1 shows comparison between the 
accumulative production baseline in Figure 3.4.2 and the 
most likely ensemble forecasting line of production to the 
completion. 
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Figure 3.5.3.1 Accumulative production baseline and 
most likely ensemble forecasting line of production to 

the completion 

4 Lesson Learned from Empirical Study 
In this chapter, lesson learned from the empirical study 

is described and discussed. 
As is well known, smoothing line method, for 

examples, simple exponential smoothing (SES), LOESS, 
and beta regression model, could show time-series 
features very well. The SES and the LOESS are non-
parametric methods and could be easily handled without 
specific distribution. The LOESS could be easily used for 
extrapolate prediction. Whereas, the SES is not easily 
handled for extrapolate prediction. Beta regression model 
literally assumes Beta distribution. In many situations, 
scheduling problems assumes Beta distribution, and so 
the Beta regression model looks like to be more 
consistent than others. Concretely, GLM (generalize 
linear model) with logit function are used to the 
calculation of the Beta regression model. Incidentally it 
is prediction based on the logit transformed scale [7],[8]. 
However, relationship between logit distribution and 
Beta distribution is unclear.  

Originally, interpolated prediction could be easier 
handled than extrapolated one. Therefore, with ensemble 
learning with the LOESS model, in other words, 
simulation-based ensemble forecasting in long term, is 
utilized in this study.  

Although data analysis is generally expensive and 
time-consuming, the automatic analysis methods 
proposed in this study is easy-to-use and -learning and 
cost-effective for daily repetitive learning and 
automatically execute to find probable causes of 
unacceptable performance. 

On-site usage of the ensemble forecasting method 
proposed in this paper forks two folds. The first is daily 
ensemble forecasting in short term, for example, ten-days 
productivity. The second is periodic ensemble 
forecasting in long term, for example, forecasting from 
the 1st milestone to the 2nd milestone, and from the 2nd 

milestone to the end. The second one is illustrated in the 
chapter three. 

Figure 4.1 shows image of the ensemble forecasting 
for ten-days productivity. Work hack here is shown as 
below. As mention before, the hourly productivity “Q” 
by dozer operation is gained by the equation (12) and (13). 
During the first ten days from the dozer operation start, 
multiplying daily real operation rate in-suite gained from 
the PoC by the value “Q” could give the daily 
productivity by dozer operation, and then do ensemble 
forecasting for the first ten-days productivity.  

 
Figure 4.1 Ensemble forecasting for ten-days 

productivity 
In the meantime, both of average of pushing distance 

for spreading fill material and dumping volume of fill 
material by the number of arrivals of dump trucks could 
be calculated by GPS data, and also the real operation rate 
in-suite could be gained from the PoC each day. And then 
the “Q” values could be gained on that day. Similarly, 
ensemble forecasting in the coming ten-days productivity 
could be executed. Moreover, these data could give us the 
dozer operation area, the thickness of spreading earth on 
the ground, and the progress rate to the target volume 
each day. 

The above procedure enables us to repetitively do 
ensemble learning regarding scheduling of dozer 
operation, as considering environmental and ground 
condition. 

It can be seen from the empirical study that show 
predictability of the ensemble forecasting of construction 
schedule. When watching transition of real operational 
rate sequence and finding abnormal observations as 
shown in Figure 3.3.2, the following matter shall be 
examined: 
1. Appearance of new phenomena 
2. Disappearance of existing phenomena 
3. Sift change in mean and variance 
4. Trend of increase or decrease 

Looking around performance chart summary in each 
work cells and works backward from the 2nd to 1st 
milestones enables us to understand should-can-will-did 
works and to improve the working practices required 
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from now on. On the other hand, looking ahead the 
ensemble forecasting at the 2nd milestones could inform 
us what the prospects are until the completion. 

In practice, watching hand-on real operational rate 
sequences in each of work cells could give us information 
on which activities are most fragile and opportunities to 
examine resource allocation and reduction of lead time in 
each of work cells. Here, Infographics with early 
precautions (refer to ANSI 2535.5) such as charts, tables, 
and ensemble forecasting of construction schedule could 
provide a snapshot of work in progress over daily, weekly, 
bi-weekly or monthly.  

These infographics would be automatically displayed 
on the dashboard of the remote real-time monitoring 
system [10]. These infographics would play a role in: 
1. Thinking and decision-making support to: 
- Provide workers with opportunities to recognize 
potential hazards, develop proactive countermeasures 
and start monitoring; and 
- Pick a set of building block of information at the right 
level of abstraction and at the right time, and  
- Stimulate or guide worker's creative thinking, i.e., 
indication or hint; and 
2. Communication support to: 
- Save or share information and mail back and forth to 
each other; and 
- Help workers structure conversation and keep track of 
tasks. 

The further development and research on this study are 
listed below: 
1. Conducting hand-on verification and validation of the 
methods proposed in this study, and then we intend to 
report the results of this filed test at the ISARC 2021,  
2. Applying M/M/c queueing theory to cyclic works such 
as LHD, concrete placement works, etc., and 
3. Developing algorithm ensemble forecasting for each 
of work types including LHD and labour-intensive works, 
and integrated with PERT/CPM programs. 
4. Cyber-agent, that is, computerized agent who work for 
ensemble forecasting of construction schedule. The 
cyber-agent here is a virtual engineer or line-manager 
who inhabit within a cyberspace composed of computer 
systems. The cyber-agent will passively or actively walk 
through the cyberspace to help workers explore and 
capture critical factors latent in a large amount of 
information that may go into making decisions [11]. 

In closing, we would like to say that any help and 
suggestions on this study would be heartedly appreciated. 
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Abstract –  

Traditional project delivery methods are 
inflexible for projects that require a high level of 
collaboration among project teams as well as present 
challenges to innovative design and construction 
approaches. In today’s era, projects are executed at a 
faster pace at the early stages of scope definition. This 
causes a high cycle of requests for information (RFI), 
change orders, and disputes. To address this issue, a 
framework for implementing IPD to a medium-size 
energy project from the engineering phase to the 
commissioning phase was developed. The framework 
consists of 1) project stakeholders classification; 2) 
disciplines identification; 3) relationships, 
responsibilities; and objectives matrix, and 4) 
monitoring, control, and feedback. The framework 
was implemented using Building 
Information Modelling (BIM) platform and project 
Document Management System. Synchronizing 
everyone’s objectives in the framework and ensuring 
these objectives are achieved is a strategy for the 
success of the project’s delivery. The framework was 
implemented using actual project and was able to 
enhance design and construction coordination and 
reduce project cost by 20% and cut project duration 
by 25%. However, stakeholder coordination and 
availability of technologies pose a challenge for the 
successful implementation of the framework. 

 
Keywords – 

Integrated Project Delivery; Building Information 
Modeling; Construction Information System; 
Construction  

1 Introduction 
Increased collaboration in the architecture, 

engineering, and construction (AEC) industry is integral 
in responding to construction deficiencies within 
complex projects. These deficiencies are common among 
nearly all projects and, within traditional delivery 
methods, responses to them include late, disconnected 

decision making that results in more rework, schedule 
overrun, and a high number of requests for information 
(RFI). The American Institute of Architects defines 
integrated project delivery as “a project delivery method 
by a contractual agreement between a minimum of the 
owner, design professional, and builder, where risk and 
reward are shared and project team’s success is 
dependent on project success” [1]. Since its introduction 
to the industry about 15 years ago, professionals have had 
a high level of optimism for Integrated Project Delivery 
(IPD) becoming a reliable and accepted delivery method 
[2].   

Construction projects are complex, dynamic in nature 
and subjected to cost, time, and scope deviations. When 
these deviations inevitably occur, workers investigate 
and often submit an RFI to the architect. IPD has 
provided an approach to communication problems that 
results in ongoing collaboration and quick responses to 
deviations. In general, the latest uses of IPD on projects 
have mainly produced fewer change orders, decreased 
project timeline, fewer costs, and incidentally fewer 
requests for information [2]. However, the limitations of 
IPD still exist. The current research on IPD has dealt with 
its performance, potential collaboration techniques, 
pairing with BIM, contractual implications, and adoption 
into the industry. There is a knowledge gap on the 
structure of implementation, the mechanism of 
interactions among the project players (design and 
construction), and required supporting technology. We 
claim these are three elements responsible for the failure 
associated with IPD implementation.   

Building Information Modeling (BIM) is a powerful 
technological tool that provides a rich 3D model with 
digital information of the project to stakeholders. 
Furthermore, and more importantly, BIM acts as a 
“shared knowledge resource for information about a 
facility (physical and functional) forming a reliable basis 
for decisions during its lifecycle from inception onward” 
[3]. BIM has closed many gaps on the issue of 
interoperability and is most efficiently used in 
conjunction with a document management system and a 
common information exchange software, such as 
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Industry Foundation Classes (IFC) or BIM Cloud, that 
tackles the difficulty of diversity between software [4]. 
Future research efforts need to focus on a sophisticated 
and diverse implementation of BIM and the associated 
technologies to support the smooth adoption and 
implantation of the IPD [5], additionally the socio 
technical implications in the flow of production within a 
given project [6].   

IPD is an emerging method of delivering complex 
projects and projects that require a higher overlap 
between design and construction. This method is an 
efficient tool to apply when integrated collaboration, cost, 
and schedule are major constraints for the successful 
delivery of the projects. However, implementing this 
method successfully in the AEC industry continues to be 
a challenge, especially for medium size projects or 
inexperienced project stakeholders with IPD. Other 
challenges are also observed in selecting the right 
technology for implementation (BIM, cloud based-data 
management system for design and as-build data, and the 
implementation infrastructure). 

This paper proposes a framework to assist owners to 
implement IPD to medium-sized projects and allow them 
to measure project performance based on several metrics. 
These metrics include customer satisfaction, safety, 
quality, cost, and schedule. The framework is made 
possible by IPD and BIM implementation and describes 
the relationships and responsibilities of stakeholders 
within each phase of the project lifecycle. 

2 Literature Review  

2.1 Why IPD Should Be Implemented  
The AEC industry has struggled for a long time with 

low productivity, cost overrun, schedule delay, and a 
high number of change orders and rework. One of the 
main reasons for these issues is impeded in the rigid 
mechanism of delivering projects. In comparing IPD with 
other delivery methods, IPD produces fewer change 
orders, cost savings, and a shorter schedule [2]. 
Additionally, traditional project delivery methods 
contain ten RFI per one million dollars and a 2-week 
processing time, compared to an IPD project, which 
contains two RFI per one million dollars and 1-week 
processing time [7]. IPD represents a hope to overcome 
many of the problems that the AEC industry faced for 
decades without a rigorous solution. Many studies have 
shown that the AEC industry is the only industry that did 
not show signs of productivity improvement for a long 
time and still this issue continues to be the main cause for 
high waste in the construction industry. IPD has proven 
its ability to increase efficiency and save resources in 
construction projects. However, successful 
implementation of the method represents the main hurdle 

in current practices. 

2.2 Basic Strategies for Implementing IPD  
There are 2 basic strategies for implementing IPD in 

the AEC industry: heavy collaboration among project 
stakeholders and adopting an advanced design and data 
management system.   

To achieve collaboration, it is helpful to use a 
platform that allows for shared knowledge between 
major parties. The “big room” in design refers to the 
physical shared space for early design development that 
includes all necessary parties. For medium-sized projects, 
the big room can be tricky to maintain because many of 
the employees might have several projects at once and 
may not be in the same geographic area [8]. This obstacle 
was carefully weighed in our implementation of a virtual 
big room with many participants, similar in principle to 
past research [8][9].   

Along with collaboration, the right technology must 
be used. BIM provides an integrated platform for live 
feedback and collaboration. BIM gives foresight to the 
different proposed possibilities of the project beforehand 
and visualizes necessary changes during for clarity of the 
project managers [10]. In the Autodesk HQ 
construction case study, a BIM execution plan was 
established and moved forward with at-risk 
subcontractors having been BIM-enabled [11]. This 
allowed for constant feedback during the design phase 
from the builders who knew construction processes well.  

IPD allowed for scope changes totaling 30% in 
this project [11]. Furthermore, when a hefty design 
change was requested from the owner, the design firm 
acted quickly to provide a virtual walkthrough using BIM 
of the proposed change within a week of the request, 
allowing the owner to make an informed decision on the 
change [11]. The integration capabilities of BIM make it 
appealing to any construction project because of its time 
and cost estimation capabilities [12]. BIM is most useful 
in an IPD project because of its allowance for multi-user 
access and contributions to the model [4]. The following 
is an excellent descriptor of how BIM can aid in IPD:  

“The project team can deal and interact with a unified 
model when a composite model is built from an amalgam 
of various disciplines’ models. Having this capability, 
and through the different phases of a construction project, 
BIM can coordinate the design, analysis, and 
construction activities on a project and, therefore, results 
in integrity of projects.” [13]  

2.3 Gaps in prior research  
It is crucial that we identify the basic components of 

IPD which include a multi-stakeholder contract, rigorous 
collaboration and coordination, and technology usage. 
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However, we also identified a knowledge gap with a few 
implementation factors. We are defining this necessary 
knowledge gap as:   

The methods of collaboration between stakeholders 
and their subsequent responsibilities during each phase 
of construction in IPD.   

This gap demands a system to define the methods of 
collaboration, which includes classifying the 
stakeholders, defining the relationships, responsibilities, 
and objectives between stakeholders, and monitoring the 
construction through constant feedback. If chosen to 
perform, stakeholder analysis and classification are 
usually done by the project manager [14], but in our IPD 
framework, the responsibilities will be distributed among 
the major stakeholders based on the accepted framework. 
This is supported by the conclusion that an iterative 
process that includes cooperation between major 
stakeholders on their classification is more effective than 
considering it a desk task by one individual [14]. A 
simple classification of stakeholders includes key 
members, key supporting participants, tertiary 
stakeholders, and extended stakeholders [15]. An IPD 
framework has been defined in the past with macro and 
micro aspects, but we are more interested in one of the 

micro aspects: information design [16]. In IPD, 
information must be the common basis of understanding 
for all stakeholders, and information must be accessible, 
available, and reliable [16]. Due to the lack of research 
linking information design to collaboration, we are 
interested in the relationships shared between 
stakeholders as they utilize our information framework.    

3 Integrated Project Framework 
IPD is set apart from other delivery methods in the 

unique early stages of project planning and 
communication, wherein every player in the project, 
regardless of their role, must be incorporated into 
planning and development before the design is finalized 
to optimize the usage of IPD. This enhanced 
collaboration is hard to achieve and requires shared 
project planning goals and a rigid strategy for 
communication. For us, this meant putting a system in 
place so that the implementation of the technology is 
smooth. The following system is a step by step procedure 
through the entirety of the project that can be agreed upon 
by the major stakeholders. The system has been divided 
into 5 stages: qualification, bidding, pre-construction, 

Figure 1. First 3 Stages of the IPD Implementation Framework 
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construction, and closeout as illustrated in Figure 1 and 
Figure 2. Each step is organized chronologically, and the 
final step of each stage is followed closely by the first 
step of the next stage. The most important phase in our 
research, the construction stage, contains many moving 
parts and will be organized in a different way than the 
other stages.  

3.1 Qualification Stage 
The first stage is named the qualification stage 

because the main outcome of this stage is the client 
having a list of qualified bidders, as shown in Figure 1. 
This stage is an early stage in the project and should 
involve the client and the architect only. This is because 
there is a need to create the project framework and the 
scope charter. The project’s goals and expectations come 
from the client and are communicated to the architect for 
better refinement. This stage begins with the client 
preparing the project scope and delivering it to the 
architect, who reviews the scope and develops a high-
level schematic design. The high abstract of the 
project’s scope lays out the project’s goals and necessary 
design and construction work, and a clearly defined 
scope main framework necessary in avoiding design 
delays and cost overruns [17]. Then, the architect will 
begin the design based on the initial scope of work and 
the schematic designs. Up to 2% of the Front End 
Engineering Design (FEED) put together by the architect 
along with Request for Qualification (RFQ) is shared 
with the client so the client in collaboration with the 
architect solicits interested prime contractors in 
executing the project within the IPD environment. The 
interested contractors will then submit the qualification 
to the client for evaluation. In IPD, this step includes the 
architect evaluating the bids with the client because of the 
architect’s knowledge of the design. The qualification 
stage results in the client having a list of qualified service 
providers, which allows the team to move into the 
bidding stage.   

3.2 Bidding Stage 
In the bidding stage, there are a variety of steps 

required which involves every party, as shown in Figure 
1. The outcome of this stage is that the service providers 
are selected, which includes the contractor and 
subcontractors. This stage begins with the architect 
submitting the second phase of design (2-5%) to the 
client, followed by the bidding for the project by the 
selected list in the first stage, then the successful bidder 
will be selected. All submitted bids must include the 
major subcontractors and their qualifications for the 
successful implementation of the IPD. This step is very 
essential to ensure every stakeholder is going to function 
in an integrative type of design and construction 

environment. Contractual obligations and terms are 
stated in this stage among all parties. Clear expectations 
of schedule, tasks, deliverables, coordination, cost, 
frequency of data update, and meetings are stated at this 
stage. From the authors’ experience, the mechanism of 
implementation can be overwhelming to many 
subcontractors due to the unfamiliarity with the IPD. 
Equality important, the implementation technology 
platform for all parties involved should be created at this 
stage through the Technology Execution Plan (TEP). 
Subcontractors should be involved in creating the TEP 
and should have access and be familiar with the 
implementation infrastructure. 

3.3 IPD Technology Requirement 
Technology infrastructure is the most important 

aspect of IPD implementation. There is no doubt that IPD 
became a choice for many owners due to the 
development of design approaches such as BIM and 
project data management. Incorporating BIM approach 
into the IPD process allows project team to utilize the 
information in an integrative environment.  For example, 
information from design, procurement, construction, 
quality, and other areas is being received and processed 
in a way it allows everyone to be informed. This high 
level of information management is essential for the fast 
pace of the IPD. To achieve this, however, a technology 
infrastructure must be accessible to those who are 
involved. BIM is the main platform to use for design, 
construction, and commission for the proposed method. 
The issue that can create problems in using BIM in IPD 
environment is the interoperability of the project 3D files.   

The next part of the technology infrastructure for the 
IPD is having a system that handles the information 
receiving, using, and transferring. Many cloud-based 
tools available such as Procure and Aconex that can be 
utilized for managing the project information. The 
strength of the cloud-based tool in the multi-
organizations project collaboration, where data can be 
stored and accessed efficiently. Tasks that include 
document and correspondence management, workflow 
automation, request for information, change orders, BIM 
file management, and more can be reviewed and 
addressed.   

3.4 Pre-Construction Stage 
The pre-construction stage contains many vital 

responsibilities that must be performed effectively for 
construction to even be possible, as shown in Figure 1. In 
this stage, the implementation of the technology 
infrastructure is tested. Flaws in the IPD technology 
system should be captured in this stage to modify the TEP. 
Flaws represented through subcontractors include not 
having the proper technology or the lack of required 
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subcontractors’ crew training. For instance, a mechanical 
subcontractor might be using an IFC complying tool to 
model the mechanical design part, but files generated 
from this tool are not properly interoperable with another 
parametric model generated by the electrical 
subcontractor. The outcome of this stage is to define the 
major construction means and methods. After ensuring 
all project parties are familiar with the project scope and 
technology, contracts between the contractor and the 
major stakeholders are established. This includes 
defining many details, such as the level to which risk and 
reward are shared, the possible incentives for quality 
construction, and more. The level of integration of the 
project, or level to which IPD is implemented, must be 
defined in the contract and must be agreed upon by all 
major stakeholders. Following this, an intensive 
collaboration between the client, architect, and 
contractor ensues with the goal of developing the 
design further. IPD is unique in that it brings these 3 
major stakeholders into the “big room” before 
construction is initiated so that any inconsistencies 
between the design and construction can be worked out. 
Developing the design among these stakeholders carries 
through the construction stage but is initiated in the pre-
construction stage. The client will verify or request 
changes to the in-progress design with the architect and 
the contractor. After verification, the contractor will 
organize the obtaining of construction resources 
alongside the subcontractors. Finally, the client will 
clarify to the architect, contractor, and subcontractors 
the plan of communication between the stakeholders, 
which includes the updating of BIM, a communication 
software, and regular “big room” meetings, and the client 
will distribute access to the agreed upon technology 
which will be utilized throughout the project.  

3.5 Construction Stage 
The construction stage must be closely monitored 

throughout because there are many actions and cycles 
working all at once. The outcome of this stage is that the 
design and construction of the project are finished. The 
technology platform holds IPD together, as displayed in 
Figure 2. BIM is the technology that collects and 
analyses data from every important member during 
construction. This stage works in a cyclic process and 
casual feedbacks fashion. For example, if a major 
stakeholder (architect, contractor, client, or subcontractor) 
encounters a design or construction issue, they report the 
issue using the proper technology tools so all other 
stakeholders can receive the information about the 
issue. The responsible stakeholder will then update the 
project data management system (BIM tool) with the 
necessary answer and information to move forward, 
whether that be a slight change in design or major change 
order. Since the subcontractor has continual access to 

BIM, this process takes the least amount of time in an 
IPD setting. Processes like these can start on the 
construction site or from the desk of the client and flow 
through BIM quickly and efficiently. Useful information 
that can be accessed in BIM in the construction stage 
includes equipment, construction processes, materials, 
quality, subcontractors’ contributions, RFIs, change 
orders, safety guidelines, and environmental 
compliances. This information is inputted into BIM 
and used by stakeholders to perform project status 
tracking, information management, and activity 
scheduling. These three functions of BIM are 
optimized by stakeholders through heavy collaboration 
and on-site monitoring. Project status 
tracking demands accurate reporting and documentation 
on design changes which limits contractual issues and 
cost overruns. Information management of BIM 
data helps to limit the number of inconsistencies between 
design and construction. Activity scheduling requires 
ongoing communication on-site so that stakeholders can 
plan accordingly to minimize the project’s 
timeline. Through the construction stage, the design is 
constantly being changed and approved in 
BIM. The construction project is finished in this stage. 

 

 
 

Figure 2. Construction Stage 

3.6 Closeout Stage 
The closeout stage is an often-overlooked part of the 

project but must be carried out to ensure success. The 
client will start by making sure that the design changes 
inputted into BIM were fulfilled in construction. Then, 
the client and contractor will evaluate the success of the 
project based on 5 metrics in Figure 4: customer 
satisfaction, safety, quality, cost, and schedule. Finally, 
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the client will fulfill the obligations laid out by the 
contract to the contractor, architect, and 
subcontractors. Risk and reward sharing are important 
parts of the contract and are based on the accurate 
success evaluation of the project. The outcome of this 
stage is that the final project is evaluated based on 5 
metrics and the contractual obligations are fulfilled.   

4 Project Success Metrics 
There are a variety of factors to consider when 

determining the success of a project delivery. Some of 
the main performance metrics considered are execution 
schedule, project cost, client satisfaction, changes, 
quality, and safety. Similarly, the success of the project 
delivery can be measured by interactive processes, 
contractual arrangements, and project characteristics and 
participants [18]. Table 1 contains the project success 
criteria that the authors used to measure the satisfaction 
of the project stakeholder of using IPD.  

4.1 Customer Satisfaction 
We measure customer satisfaction by the number of 

legal claims made by the client and the potential for 
future business with the other stakeholders. The claims 
refer to if a mistake in construction is large enough the 
client will submit a legal claim against the contractor, 
which adds more time to the closeout stage. The potential 
for future business refers to the level 
of project satisfaction of the client based on the specific 
work of each stakeholder and if the client would do 
business with them again. A low number of legal claims 
and a high level of potential for future business results in 
good customer satisfaction.   

4.2 Safety 
We measure safety by the number of incidents in 

construction that occurred and the lost-time due to 
injuries. The number of incidents is the number of 
construction accidents by the workers; a high number of 
incidents reflect poorly on the project’s safety. The lost-
time due to injuries refers to the time delays after an 
incident has occurred. A low number of incidents and a 
small amount of lost time due to injuries results in 
good project safety.   

4.3 Quality 
We measure quality by the number of non-

conformance reports, the punch list, the number of RFIs, 
and construction rework. Non-conformance reports refer 
to those reports that list the failures of adherence to 
construction and environmental regulations of the final 
project. The punch list is the report made by the 
contractor that contains the deviations between the 
contractual specifications and the final construction 
product. RFIs, or requests for information, refer to the 
requests made by the contractor or subcontractors for 
more information if there is a gap in knowledge of a part 
of the design. Construction rework is the amount of 
rework done on the project because of structural or 
design failures. A low number of non-conformance 
reports, a small amount of deviations on the punch list, a 
low number of RFIs, and a low amount of construction 
rework results in good project quality.    

4.4 Cost 
We measure cost by cost overrun, change order cost 

percent, RFIs per unit price, and markups percent. Cost 
overrun refers to the extra cost to finalize the 
project based on the original cost laid out by 
stakeholders. Cost overrun percent is the difference 
between the actual project cost and the award price over 
the award price (1).  
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 %

=  
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 − 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵
 𝑥𝑥 100  (1) 

Change orders are the requests to add or delete certain 
parts of the design when in construction. The change 
order cost percent is the total cost of all the change orders 
submitted over the actual total project cost (2).   

 
𝐶𝐶ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 %

=  
∑𝐶𝐶ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑛𝑛𝑛𝑛 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 

 𝑥𝑥 100 

 

 (2) 

The percentage of the cost impact of the RFIs is the 
total cost of the add work due to the RFI answers over the 
project budges cost (3).   

 

Customer 
Satisfaction 

Safety Quality Cost Schedule 

Claims # of Incidents Non-Conformance 
Reports 

Cost Overrun Schedule 
Overrun 

Future Business Lost-Time-
Injuries 

Punch List Change Order Cost % Constructability 

  # of RFIs Markups %  
  Rework   

Table 1. Project Success Metrics 
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𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 % =
 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑜𝑜𝑜𝑜 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑𝑑𝑑 𝑡𝑡𝑡𝑡 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵
 x100 

 

(3) 

The markup percent is the profits for each stakeholder 
based on the final product. A low cost overrun, a 
low change order cost percent, a low RFIs per unit 
price, and a high markup percent result in good project 
cost.   

4.5 Schedule 
We measure schedule by schedule overrun and 

constructability. Schedule overrun is how much 
construction deviated from the project timeline and 
is most easily measured by schedule delays, which are 
defined as the difference between the actual duration and 
the baseline duration over the baseline duration of the 
project (4). The actual duration is how long the project 
took and the baseline duration is the construction time 
reported by the planned timeline.  

 

𝑆𝑆𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 % =
 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷−𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
 x 100 

 

 (4) 

To evaluate the added time to execute the scope 
described in the RFIs, the RFIs Time % is calculated by 
finding the total extra time needed to execute the RFIs 
scope over the baseline duration (5).   

 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 % =

 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑑𝑑𝑢𝑢𝑢𝑢 𝑡𝑡𝑡𝑡 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷

 x 100 

 

 (5) 

The constructability is how easily the project was 
constructed and kept close to the timeline. A low number 
of schedule delays and a high level of constructability 
results in a good project schedule.  

5 Preliminary Results and Analysis 
The presented framework was developed and 

implemented for a medium-size gas plant of 120-million-
cubic-foot-per-day capacity. The project owner's 
objective was to complete the design, construction, and 
commissioning of the project in less than 2 years. The 
project contract was a Guaranteed Maximum Price (GMP) 
of 263 million dollars. The IPD implemented was 
described in the previous sections. The project was 
completed in 20 months with an actual budget of $220 
million dollars. The framework reduced the project cost 
by 20% and cut project duration by 25%. There was zero 
Lost Time Injury (LTI). The changes in the project scope 

were minimal and were easily accommodated. The 
execution design and construction team established 
design and construction gates (milestones), which meant 
if a milestone stage in the design was completed, 
reviewed, and approved, then there was no need to go 
back for changes. This was because the next stage 
involved major equipment sizing and manufacturing. The 
required equipment usually is of long-lead items and 
needed to be procured early enough to get manufactured 
by vendors. Similarly, other critical design gates 
involved major pipes sizing and power load 
determination. However, the implementation of the 
proposed framework involved tedious coordination and 
high caliber management and engineering skills. The 
team selected to work on this project was very 
experienced and of different years of experience. Another 
major challenge was ensuring the functionality and 
interoperability of infrastructure technology. 
Furthermore, some of the vendors on the project were 
from overseas and ensuring their attendance in the 
coordination meetings was a difficult task to achieve all 
the time. The next phase of this IPD framework is to track 
and analyze the project's performance indicators and then 
refine the framework for a wide-scale implementation. 

6  Conclusions 
Integrated project delivery is groundbreaking for the 

construction industry, but still new and challenging to 
implement. Forming the right project team that is 
committed to the main aspects of IPD is essential to the 
project’s success. Consistent collaboration and usage of 
the right technology must be considered when delivering 
an IPD project. 

The framework we have laid out focuses on the 
relationships between stakeholders and their 
responsibilities during each stage of an IPD project. By 
adhering to this system, the client can keep the project 
delivery organized and maintain the efficiency of the 
contributions from each team member. Our project 
success criteria are based on the framework and on the 
researched effects of IPD projects. 

We acknowledge the many moving parts of a 
construction project and advise any clients who want to 
use our system to plan accordingly because IPD takes a 
large amount of work to efficiently implement. There are 
still gaps of knowledge, mainly in the construction stage, 
due to the increasing capabilities and benefits of 
construction monitoring in IPD. Similarly, the 
technology used in the construction stage demands much 
organization and coordination between stakeholders. IPD 
linked with BIM has the potential to change the 
construction industry through increased planning and 
further research into the relationships between the two.  
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Abstract –
Research towards automation of heavy 

construction machines for efficient and safe 
construction processes that are robust to various 
environments and disturbances has been conducted 
for many years. In this paper, we show two 
contributions towards this objective. Firstly, we 
explore the use of reinforcement learning to automate 
construction machines. Secondly, we evaluate the 
effectiveness of three methods to reduce learning time 
of reinforcement learning: designing reward function, 
pre-training with BC, and changing frame-skip rate. 
The reinforcement learning approach is expected to 
gain robustness against disturbances through 
learning. We run experiments on two different 
realistic tasks. The first task is to reduce sway of a 
load suspended from a mobile boom crane, behaving 
as a single pendulum. The second task is to load an 
excavator bucket with soil with a hydraulic excavator. 
We demonstrate the effectiveness of algorithms using 
the reinforcement learning approach on the 
commercial simulator, Vortex Studio developed by 
CM Labs Simulations. 

Keywords – 
Reinforcement Learning; Imitation Learning; 

Automation; Autonomous; Simulation 

Figure 1. A construction machine that performs 
tasks in a simulator. Anti-sway crane (left). Load 
the soil with excavator (right). 

1 Introduction 
For many years, automation of heavy construction 

machines has been studied to improve safety, work 
productivity, and construction quality. However, it has 
been pointed out that even recent studies lacks 
consideration of model uncertainties [1], parameter 
variations, and disturbances [2]. 

Reinforcement learning combined with neural 
networks has been shown to be an effective framework 
for solving complex problems. In reinforcement learning, 
an agent interacts with the environment through trial and 
error and learns the optimal control method based on 
signals from the reward function. Various problems in 
robotics are naturally expressed as reinforcement 
learning problems [3]. Using reinforcement learning, 
robots can autonomously find optimal movements and 
gain robust movement by gaining experience in dealing 
with various disturbances. 

Reinforcement learning has had a great success in the 
game field [4], but is more difficult to apply in robotics 
[5]. Since reinforcement learning improves the 
controlling policy in an incremental manner, an initial 
movement is almost like a random movement, which can 
be sometime dangerous in the real-world tasks. 
Furthermore, agents need to learn in a wide variety of 
environments in order to prevent over-fitting to the 
specific environment and improve the robustness against 
the environment changes. However, this type of learning 
requires a lot of time and cost to prepare such 
environment in the real world. 

A simple way to solve the above problem is to use a 
simulator [6][7]. One can easily create a wide variety of 
environments and simulation is completely safe i.e. the 
virtual construction machine will never be damaged even 
if it accidentally crashes in the learning phase.  We chose 
to use Vortex Studio as a simulator which is specialized 
in construction machine models and can perform high-
precision physical simulations quickly. 

The biggest problem we face when using 
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reinforcement learning is sample efficiency. Generally, 
more than millions trial and error iterations are required 
to achieve human-level performance. Although 
simulators can generally run tasks much faster than real 
time, it still needs a couple of weeks to complete learning 
which hinders the efficiency of experiments. 

Various reinforcement learning algorithms have been 
proposed to improve sampling efficiency such as 
distributed learning [8][9][10], transforming or adding 
reward functions such as reward shaping[11] and 
intrinsically motivated function[12], mixing imitation 
learning and reinforcement learning [13] and changing 
frame-skip, the number of frames an action is repeated 
before a new action is selected [14]. 

In this paper, we define two tasks for the construction 
machines and apply reinforcement learning for these 
tasks. We also introduce and evaluate some of the 
techniques for improving sample efficiency. In order to 
implement these techniques, we made some modification 
to the Vortex Studio simulator, which was originally not 
intended for reinforcement learning use and convert it to 
a “Reinforcement learning ready” simulator. In this paper, 
our contributions are: 

• We introduce reinforcement learning for the 
following two tasks as shown in Figure 1: The first 
task is to reduce sway of a load suspended from a 
mobile boom crane, behaving as a single pendulum. 
The second task is to load an excavator bucket with 
soil with a hydraulic excavator. We show that 
reinforcement learning is one of the effective 
methods that can perform as well as humans in the 
automation of construction machine. 

• We evaluate the effectiveness of the three methods 
to improve sample efficiency for reinforcement 
learning: designing reward function, pre-training, 
and changing frame-skip rate.  

• We provide examples of practical methods on how 
to parallelize learning when applying reinforcement 
learning algorithms to domain-specific simulators 
that are not for reinforcement learning. 

The paper has been organized as follows. Section 2 
describes the fundamental concept of reinforcement 
learning. Section 3 describes the methods applied to 
improve sample efficiency. In Section 4, we describe the 
detail setup of the experiments. In Sections 5, we mention 
some considerations and ideas for performing high-speed 
learning with a simulator that is not built for 
reinforcement learning. In Section 6, we describe the 
experimental results performed on crane or excavator 
tasks. Section 7 presents the summary and conclusions of 
this paper and discusses future work. 

2 Preliminary 

2.1 Reinforcement learning 
In this section, we provide a definition used in 

reinforcement learning [15] focusing on the case the 
environment 𝐸 as a finite-state Markov decision 
processes (MDP). An agent maximizes cumulative 
rewards by selecting an optimal action from all actions 
𝐴 = {𝑎1 , … , 𝑎𝑘} an agent can select, in discretized 
timesteps in some state 𝑠 ∈ 𝑆  of an environment 
𝐸,where k is the number of actions the agent has. 
Rewards are the criteria by which an agent learns good 
or bad behavior. At every timestep 𝑡, an agent takes an 
action 𝑎𝑡 ∈ 𝐴 when in state 𝑠𝑡. After that, an 
environment transitions to next state 𝑠𝑡+1 by transition 
function 𝑠𝑡+1 =  𝑇(𝑠𝑡 , 𝑎𝑡) and the agent gets a reward 
𝑟𝑡 = 𝑅(𝑠𝑡 , 𝑠𝑡+1) where  𝑇 gives the state transition and 
𝑅 gives the reward. To evaluate how much the action 
performed in a certain time step has contributed to the 
total cumulative reward, we consider the estimated 
reward 

𝐺𝑡 = 𝑟𝑡+1 + 𝛾𝑟𝑡+2 + ⋯ + 𝛾𝑇−𝑡−1𝑟T

= 𝑟𝑡+1 + 𝛾𝐺𝑡 
(1) 

 , where 𝛾 ∈ (0, 1] is the discount factor, and  T is the 
time when the episode ends. An agent learns a policy 
𝜋(𝑠𝑡) that maximize cumulative expected rewards until 
the end of episode. In reinforcement learning, an 
optimal policy 𝜋∗is obtained by interacting with the 
environment until the action-value function 

𝑄𝜋(𝑠𝑡 , 𝑎𝑡) =  ∑ 𝑇(𝑠𝑡 , 𝑎𝑡) (𝑅(𝑠𝑡 , 𝑠𝑡+1) + 𝛾𝐺𝑡+1)

𝑠𝑡+1

 (2) 

 converges. 
Generally, it is difficult to model real transition 

functions 𝑇. The use of model-free algorithms to 
approximate action-value function 

𝑄𝜋(𝑠𝑡 , 𝑎𝑡) ≈ 𝑅(𝑠𝑡 , 𝑠𝑡+1)
+ 𝛾 max

𝑎𝑡+1
𝐸[𝑄𝜋(𝑠𝑡+1, 𝑎𝑡+1)] 

(3) 

is now mainstream [16]. 
In this paper, we use the PPO algorithm[9], which is 

well known as the stable model-free algorithm and 
support distributed learning. Distributed learning is the 
way to learn effectively by replicating the agent and the 
environment, having the agents act in each environment 
and gaining a lot of experience. With distributed learning 
we can speed up the learning. The algorithms in [9] is 
composed of Actor-Critic network architecture. Actor-
Critic is common methodology for Critic to encourage 
Actor to update the policy, and there are various 
implementations such as making the Actor and the Critic 
in different networks or sharing a part of the network. 
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2.2 Imitation learning 
Imitation learning is another approach to create an 

agent. It learns an optimal policy from demonstrations of 
expert human by imitating. A simple approach to 
imitation learning is behavior cloning (BC) [17], which 
learns a policy from demonstrations of successful 
behavior through supervised learning.  

Pure imitation learning methods cannot exceed the 
capabilities of the demonstrations. In addition, a huge 
number of demonstrations is required when applying it to 
actual tasks because it is not possible to respond to scenes 
that are not in the demonstration.  

Imitation learning can also be used to boost the 
learning efficiency of reinforcement learning by using 
the learned policy of BC as an initial policy of 
reinforcement learning.  

3 Method 
In this section, we describe three methods to improve 

the sample efficiency of reinforcement learning in detail. 
All of these methods are ways to simplify the state space 
that the agent explores. Figure 2 shows how the state 
space is simplified by each method. Even if the state 
space is continuous, the reachable state space is 
discretized by time, so we represent the state space by 
grid world. 

 
Figure 2. State space is how simplified by each 
method. 

3.1 Designing Reward function 
The simplest form of reward is a binary reward, that 

is, an agent gets a positive reward when an agent achieves 
the desired state at the end of an episode, otherwise a 
negative reward. This form of reward leads an agent to 
get desired policy. The problem with this reward is that 
the agent is essentially exploring by random actions at 
first, and therefore cannot learn good behavior at all until 
the agent is able to earn the reward. This is especially 
problematic when the state space or action space is large, 
as it takes longer to explore and the possibility that the 
agent gets a reward is lower. 

To avoid this problem, there is a way to give a reward 
at each action or state that will lead to the final goal. This 
type of reward is called as a dense reward. While this can 
improve learning speed, you need to design dense reward 

function carefully otherwise the learned behavior may be 
different from what we actually want. 

In this paper, we presented two results for each task: 
sparse reward and dense reward. 

3.2 Pre-training with BC 
In general, RL uses random behavior as an initial 

policy, which is one of the reasons for low sample 
efficiency of the RL algorithms. As mentioned in 2.2, 
exploration can be performed efficiently by properly 
initializing the policy using imitation learning[13]. 

In this paper, we combine BC [17] with the PPO 
algorithms[9]. Unlike [13], we use the model trained in 
BC as the initial value of the model for reinforcement 
learning. 

3.3 Changing frame-skip rate 
Another way to speed up learning is to change the 

frame-skip rate[14]. Frame skipping is the technique to 
repeat the same action for several frames. Increasing the 
frame-skip rate has the effect of coarsening the 
granularity of action. The coarsening of the granularity 
of the action reduces the state that can be reached within 
a certain time step. As a result, the combination of state 
and action spaces is reduced, which simplifies the task.  

Increasing the frame-skip rate will also be very 
important when applying reinforcement learning to real 
construction machines because it allows the granularity 
of a single action choice to be changed and the overall 
action to be smoother. Increasing the frame-skip rate 
reduce not only productivity but also fuel efficiency and 
machine fouling and wear. However, simply increasing 
the frame-skipping rate does not allow for fine-grained 
action, and thus does not explore the state space that 
makes the task successful and may prevent agents from 
achieving their goals. Trade-offs between fineness of 
action and learning time should be considered, depending 
on the task and state in order to decide the appropriate 
number of frame skips. In this paper we tried two patterns 
about frame-skip rate, no frame skip and 19 frame skips. 

4 Experiments 
In our experiments we aim at answering the following 

questions: 

1. Does reinforcement learning work to solve realistic 
construction machine tasks? 

2. Which is the most effective method to reduce 
learning time? 

We evaluate our approach on two different realistic 
construction tasks, anti-sway crane and loading the soil 
with an excavator. We used the stable baselines 
framework [18] as the basis for our implementation in 

(a) Normal state action space 
Start state

Goal state

Explore randomly

(b) Designing Reward function

Intermediate goal

(c) Pre-training with BC (d) Changing frame-skip rate 

Explore is based 
on policies learned
by BC.

The number of actions per period 
is reduced, so the state space 
available for exploration is reduced.
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this experiment. The network architecture of our system 
is depicted in Figure 3. Both policy network and value 
network have 3 fully connected layers, and each network 
are independent. 

 
Figure 3. The network architecture of our system. 

The Learning is performed on a single machine with 
an Intel Core i7-8700 and GeForce GTX 1070. 

The hyperparameters we used, are same as the default 
values defined in [18].  

4.1 Simulators 
CM Labs' Vortex Studio provides a virtual 

environment for real-time simulation of complex 
multibody systems. In Vortex, each rigid body is 
formulated using six degrees of freedom, and these 
bodies can be connected with several constraint types 
with varying numbers of linear and/or angular degrees of 
freedom. The toolkit supports equality as well as 
inequality constraints, e.g., contacts, which can be 
holonomic or nonholonomic. Vortex employs the method 
of Lagrange multipliers together with a direct solver and 
a semi-implicit integration scheme for stable and fast 
multi-body simulation. With its optimized core for fast 
and real-time simulation and its advanced graphical 
capabilities, Vortex has various applications including 
operator training, mission planning and design. 
Furthermore, there are some modules provided in Vortex 
for particular applications. We used the Cable system 
module and the Earthwork system module for this study 
which differentiates Vortex Studio from other real-time 
simulations [19]. 

4.1.1 Vortex Cable system simulation 

Vortex Studio’s Cable Systems provides a realistic 
simulation of heavy-equipment cables. These extended 
capabilities ensure real-time behavior by allowing cables 
to adjust to bends while distributing mass and forces 
correctly. It can predict cable behavior with minimum 
number of segments to simulate, which the number of 
segments changes depending on the curvature of the 
cable using Adaptive Cable method. This allows Vortex 
to consider all bending/axial/torsion stiffness and 

damping to simulate the real cable behavior without 
falling behind the time step as required by real-time 
simulation. 

4.1.2 Vortex Earthworks system simulation 

The Vortex Earthwork Systems module is tailored to 
the needs of high-fidelity, real-time earth-moving 
simulations, and employs physically based soil 
deformation algorithms. Terrain deformations, caused by 
earth-moving tools such as buckets, and the 
corresponding terrain reaction forces, are captured in 
real-time and full two-way force coupling with other 
simulation entities is modelled. The interactions between 
machine and soil are fully simulated, allowing soil to be 
cut, compressed and spilled, all inside an interactive 
environment by using a hybrid particle-based and mesh-
based soil simulation method [20]. 

4.2 Task 1: Crane 
In this task, the goal is to control the relative position 

shift and speed of the suspended load (the rotation of the 
load is not taken into account in this experiment) as 
shown in Figure 4, so this crane is regarded as a single 
pendulum.  

 
Figure 4. At first, the load suspended by the crane 
is intentionally shaken a certain amount. After a 
certain time, the operational agent reduces sway 
of a load suspended from a mobile boom crane. 

4.2.1 Experimental setup 

We model the components of the crane task as shown 
in Figure 5. In this figure, 𝑥𝑑𝑖𝑓𝑓  and 𝑦𝑑𝑖𝑓𝑓  are distance 
between boom tip coordinate to load center coordinate, 
|𝑣|  is absolute value of speed of the load, |𝑎| is 
acceleration of the load. We stack these 4-dimensional 
data for 3 timesteps and use them as input for 
reinforcement learning model. 

 
Figure 5. (a) Components of crane task (b) Input 
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Fully connected layer

Fully connected layer
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sensor data. 

We define the agent actions as elevation and boom as 
shown in the Figure 6. While PPO [9] can handle both 
continuous and discrete action spaces, we use the 
discretized elevation action out of 3 and the discretized 
boom action out of 5. The reason to use the discretized 
action is to speed up the learning. 

 
Figure 6. (a) Crane elevation action (b) Crane 
swing action. 

We set one episode to consist of a maximum of 600 
steps to use the framework of reinforcement learning. We 
define the episode success condition as maintaining 
|𝑥𝑑𝑖𝑓𝑓| and |𝑦𝑑𝑖𝑓𝑓| below 1.5 m and speed |𝑣| below 1.5 
m/s for 60 steps. We define the episode failure conditions 
as follows: 

• The acceleration of the suspended load exceeds a 
certain threshold 

• The suspended load collides with another object 
(ground or crane body) 

• 600 timesteps elapse without reaching episode 
success condition 

4.2.2 Method detail 

Details of each method to be compared in the crane 
task are presented below. 
Base condition: We define the base method as follows: 

• +1.0  reward when episode reaches success 
condition, and −1.0 reward when episode reaches 
failure condition (sparse reward) 

• Learning starts from scratch (random actions) 
• No frame-skip 

Designing reward function: We design the dense 
reward function as follows: 

• For every step, reward is given according to the 
following function 

𝑟𝑡 =
1.0

max (1, √𝑥𝑑𝑖𝑓𝑓
2 + 𝑦𝑑𝑖𝑓𝑓

2 )

  (3) 

• +(960 − 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑠𝑡𝑒𝑝)  reward when episode 
success condition 

• −1.0 reward when episode failure condition 

Pre-training with BC: We do not attempt pre-training 
with BC because the algorithm in [18] doesn’t support 
BC with multi-discrete actions. 
Changing frame-skip rate: We change frame-skip rate 
to 19. 

4.3 Task 2: Excavator 
In this task, the goal is to load more soil in a single 

excavation with a hydraulic excavator as shown in Figure 
7. 

 
Figure 7.The agent operates only the bucket part. 
The agent scoops as much soil as possible in 
accordance with the movement of the excavator 
that follows a certain trajectory. 

4.3.1 Experimental setup 

We model the components of the excavator task as 
shown in Figure 8. In this figure, 𝑦𝑑𝑖𝑓𝑓  and 𝑧𝑑𝑖𝑓𝑓  are 
distance between the excavator body to the bucket, 𝑣𝑦 
and 𝑣𝑧 are value of speed of the bucket, 𝑛 is an actuator 
force  of the bucket cylinder, 𝜃 is a bucket angle, 𝑤 is the 
Weight of the soil in the bucket. We stack this 7-
dimensional data for 3 timesteps and use them as input 
for reinforcement learning model. 

 
Figure 8. (a) Components of excavator task (b) 
Input sensor data. 

We define the agent bucket action as shown in Figure 
9. We discretize the bucket action into 11 values. 

(a) Crane elevation action (b) Crane swing action

x

y

y

z

Elevation action

Swing action
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Figure 9. Excavator action. 

We set one episode to consist of up to 460 steps to use 
the framework of reinforcement learning. We define the 
episode success condition to be 𝑤 ≥ 1800  after 460 
steps have elapsed. We define the episode failure 
condition to be the lack of satisfaction of the success 
condition after 460 steps have elapsed. 

4.3.2 Method detail 

Details of each method to be compared in the 
excavator task are presented below. 
Base condition: We define base method as follows: 

• +𝑤/1800  reward when episode reaches success 
condition, and −1.0 reward when episode reaches 
failure condition (sparse reward) 

• Learning starts from scratch (random actions) 
• No frame-skip 

Designing reward function: We design the dense 
reward function as follows: 

• Every step, +1.0 reward is given when 𝑤 ≥ 1800 
• +𝑤/1800 reward when episode success condition 

is satisfied 
• −1.0  reward when episode failure condition is 

satisfied 

Pre-training with BC: To perform pre-training with BC, 
we collected 120 expert demonstration data on the 
simulator.  
Changing frame-skip rate: We change frame-skip rate 
to 19. 

5 Implementation 

In order to implement distributed learning with 
Vortex simulator, we consider three options, as shown in 
the Figure 10. 

 
Figure 10. (a) Launching multiple processes on a 

single machine. (b) Creating multiple 
environments on a single physical simulator 
process. (c) Provide multiple machines on which 
the physical simulator process can run. 

There are cases that GUI operation is the only way to 
advance the time of the simulator. In this case, Method 1 
take much time due to the interaction with the GUI, but 
this can be resolved by using the Vortex python language 
scripting API to run the simulation. However, each 
process of the multiple simulators needs memory and 
CPU which requires a high-performance computer.  

Method 2 needs only one process, so it is efficient in 
terms of memory and CPU. However, if the simulator is 
unable to reset each separate environment in the process 
to its initial state individually (synchronous parallel 
environment) as in Vortex, one needs to develop a new 
function module to summarize the environment state in 
the process because it is a requirement of the OpenAI 
gym interface, which is de facto interface and is assumed 
by many reinforcement learning frameworks. Moreover, 
as shown in the Figure 10, in the case of synchronous 
parallel environments, unlike asynchronous parallel 
environments, all environments need to reach the end of 
the episode. This may lead to a deterioration of the 
sample efficiency. 

 
Figure 11. Progress of episodes in synchronous 
and asynchronous parallel environments 

Method 3 is very simple but requires multiple 
computers. 

Method 1 or 2 and Method 3 can be used together, 
and faster learning is expected. In our experiment, we 
adopt Method 2, which requires the lowest machine cost 
and is expected to achieve better performance than 
Method 1. 

Note that Vortex simulator plan to develop an 
asynchronous parallel environment, so it will resolve the 
problem of sample efficiency in the future. 

6 Results 

In this section, we evaluate how each method 
contributes to each task success rate and learning speed. 
The results are showed in the Figure 12. The success rate 
is measured through 100 trials. We also show the task 

Bucket action

y

z

Machine
Physical simulator process

Environment

(a) Method 1 (b) Method 2 (c) Method 3
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success rate using the best performance model after 
learning. Table 1 shows the best success rate for each 
method on the simulator.  

 
Figure 12. Learning efficiency for each method 
(left) crane (right) excavator 

Table 1. Task success rate 

Task 

Success rate by methods, % 
Base Designing 

Reward 
function 

Pre-
training 

with 
BC 

Changing 
Frame-

skip 

Crane 0  63 - 0 
Excavator 0 34 80 96 

 

6.1 Base condition  
In both tasks, the base condition had no success, while 

other methods are starting to succeed at the same point in 
learning time. This indicates that the base condition 
needs more learning time and the other methods make 
learning more efficient. 

6.2 Designing the reward function 
In the crane task (see Figure 12 left), this method was 

the only one that worked. It reached about 60% success 
rate, and then the success rate dropped off. And also, in 
the excavator task (see Figure 12 right), this method had 
about 30% success rate. This indicates that the designed 
reward function is not directly related to the success of 
the task.  

6.3 Pre-training with BC  
Pre-training with BC took almost 1 hour wall-clock 

time to converge. In the early stages of learning, BC gave 
a high performance, but as the learning progressed, the 
performance gradually decreased. We believe that it is 
because the form of reward is different between BC and 
PPO. 

6.4 Changing Frame-skip 
The frame skip method achieved 96% success rate in 

the excavator task, whereas the crane task did not succeed 
at all. This indicates that the exploration for a good frame 
skip rate for each task or scene will yield good results. 

7 Conclusion & Future work 
In this paper, we demonstrated through simulations 

that reinforcement learning works effectively for two 
tasks: reducing sway of a load suspended from a mobile 
boom crane and loading an excavator bucket with soil 
with a hydraulic excavator. In addition, we confirmed the 
effectiveness of three methods to reduce learning time of 
reinforcement learning: designing the reward function, 
pre-training, and changing frame-skip rate. Finally, we 
provided examples of practical methods on how to 
parallelize learning when applying reinforcement 
learning algorithms to domain-specific simulators that 
were not originally designed for reinforcement learning. 

In future work, we intend to compare our 
reinforcement learning algorithms with an existing 
control method on simulation. We also consider that the 
current learning on simulation is not tolerant to transfer 
to the real world. In recent years, methods to close the 
reality gap has been widely studied [21][22][23]. It is 
necessary to apply these methods to smoothly transfer 
learning result of simulation to real world operation. 
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Abstract -
In contrast to conventional serial robot arms, a cable robot

offers special characteristics which make it predestined for
usage in automated construction: Cable robots use a ro-
bust and simplemechanical layout, including a frame, motor-
driven winches, pulleys and cables connected to the end effec-
tor in a parallel kinematic structure. Derived fromBIMdata,
suitable trajectories need to be generated for every payload,
e.g. as set values for the robot control. This paper focuses on
the generation and optimization of such trajectories, consid-
ering several requirements and optimization criteria, using
a hybrid particle swarm algorithm for global optimization.
The optimization costs include transportation time, cable
forces, collision avoidance, stiffness and movements of the
pulleys. Some of these criteria are in conflict of aims, e.g.
a short transportation time and low cable forces, which is
resolved by weights in the cost function.

Keywords -
Cable Robot; Optimization; Path Planning; Construction

1 Introduction and State of Art
Over the last decades, repeatedly, the automation of

bricking was considered. Projects in the 1990s, such as
ROCCO,with a payload of around 500 kg and a range of up
to 8.5 m [1], and BRONCO [2], use modern and economic
approaches, using conventional industrial robots, partly on
mobile platforms.
At ETH Zurich, mobile platforms have also been

equipped with robot arms to investigate automated con-
struction processes, initiated by Gramazio and Kohler in
2011. Different sensor concepts and tools were tested in
installations such as “Endless Wall”, “Stratifications” and
“Fragile Structure” [3, 4].
Currently, the Australian company Fastbrick Robotics is

developing large manipulators called Hadrian and Hadri-
anX , which are designed to bring building blocks along
a large manipulator arm via belt conveyors to a desired
position on the building site, using special bricks.
In parallel, the American company Construction

Robotics LLC offers the SAM (Semi-Automated Mason).
SAM employs a conventional serial robot on a movable

platform or mounted on a large manipulator to achieve all
the necessary poses on the construction site. According to
Brehm [5], SAM is designed as a semi-automated system
that is able to increase the productivity of a bricklayer by
a factor of five, whereby the bricklayer is still responsi-
ble for creating the calibrating layer, the joints and setting
the corners. SAM works with small-format bricks with
grouted butt joints, which are applied using the dipping
method.

2 Concepts for Bricking using Cable Robots
To construct a building by a robot, the size of the re-

quired workspace is supposed to be one of the dominant
technical challenges. Here, cable robots offer outstanding
advantages in terms of workspace size, stiffness, modu-
larity and mobility [6, 7, 8]. Currently, first feasibility
studies on cable robots for application in bricking have
been done in lab scale. To extend this to practical full
scale experiments, recently projects have been initiated
that face specific technical challenges for the prototype,
which are discussed here in short.
To allow for fast assembly and dismantling, and easy

adaption to variable dimensions of the building to be con-
structed, the frame of the cable robot providing suspension
of the end effector must consist of lightweight modular el-
ements. Still, stiffness and constructive accuracy should
not be less than with a fabricated steel construction. Here,
good calibration procedures for setting up the geometric
parameters (e.g. pulley positions) are needed in the fu-
ture. Furthermore, the lower cable deflection pulleys –
see Figure 1 – must be vertically movable in order to avoid
collisions between cable and building during the construc-
tion process with a growing building structure. For good
model accuracy – and thus for good positioning accuracy
of the system – the guides of the deflection pulleys must
be correspondingly precise.
Furthermore, the robot’s end effector – realized as a

platform connected to the cables, carrying the brick grip-
per and a set of sensors – needs a home position, e.g. for
revision purposes. As the ground is blocked by the build-
ing, it is necessary to construct a set-down position on the
upper frame structure.
Another component specifically to be developed for this

application is the brick gripper. For the exact positioning
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Figure 1. Principal CAD drawing of a cable robot
for automated construction sites

of the brick, the brick must be gripped in a precisely de-
fined way in order to guarantee a defined brick placing
process. A sophisticated sensor concept for detecting both
the stone to be gripped, as well as the objects and bricks
already placed, is essential. In addition, the stone grip-
per must generate the gripping force passively to avoid
the brick falling down in the event of power loss. Still, a
form-fit gripping of the stone is not possible when using
conventional bricks and mortar to be applied to the brick.
The use of a cable robot on a site also places special

demands on the protection class of any components. The
robot must be designed to be protected against dust and
dirt and the influence of different weather conditions. The
safety concept for working on a construction site must
also be reviewed, which may require the design of new
functions, such as the self-locking gripper.

3 Methodology

While the realization of the prototype components is
a complex mechatronic task, another open issue is the
model-based optimization of the robot and its behaviour.
In this work and as a first step, the motion of the end-
effector as well as the motion of the lower four cable de-
flection pulleys is optimized for the bricking process. This
is resolved by a comprehensive physical model discussed
in this work, and the careful formulation of a numerical
optimization problem.

4 Numerical Optimization Approach

To be able to optimize the cable robot behaviour for
bricking, its physics and properties will be modeled in the
next sections.

The numerical optimizers to be used base on defining a
vector of scalar parameters to be optimized, their bound-
aries and a scalar cost function. Thus, the properties to be
optimized need to be modeled and evaluated resulting in a
scalar cost function for each property. The formulation of
those scalar cost functions will be given in the following.

Noteworthy, the different cost functions, each represent-
ing a property to be optimized, need to be merged. In this
work, the multiobjective optimization is resolved by sim-
ply adding the single cost values Vj using weightsWj

where all properties changing along a robot motion are
discretized in =B time steps, see section 5.
Some properties are subject to physical limits. As some

of them are not parameters but result of the models to be
developed, the question of considering those boundaries
arises. Thus, this work uses penalty terms Pj.
Accordingly, the total cost Vtotal is computed by sum-

marizing the costs and penalties for all properties j over
all =B time steps .

5 Trajectory Modeling

The trajectory describes the motion of the robot as a
path defined over time. Accordingly, it covers information
on pose, velocity and acceleration. Hence, a model for the
description of these quantities must be found that allows a
parametrization by the numerical optimizer. Here, splines
– i.e. a composition of interconnected polynomials – are
a popular choice. Within this work, only the platform
position rV with three degrees-of-freedom (DOF) as well
as the lower four pulley positions s may change over time
and thus are described by splines. As shown in table 1, for
the platform position, six parameters per DOF are added
to the optimization variables, resulting in 18 parameters
for the description of the translational movement in three
DOF. Note, rotations are not performed. Additionally,
per segment a time duration C: , : = 1, 2, 3, is defined as
an optimization parameter, which adds three parameters.
Resulting, the vector of optimization parameters contains
18 + 3 = 21 elements subject to numerical optimization.
Four parameters per pulley are added to the optimization

variables, resulting in 16 parameters for the description of
themovement of the four lower pulleys. The segment times
are copied from the platform motion. Summarizing, 21 +
16 = 37 parameters are used in the numerical optimizer.
To evaluate the properties of the robot along a motion

described by these splines, each spline needs to be dis-
cretized. Let ¤B8 (@), 8 ∈ {1, 2, 5, 6}, be the velocity of the
lower pulleys along the linear axis at the @th discretiza-
tion step of one spline segment, =B: be the number of
discretization points along one spline segment and =: the
number of spline segments.
While r% and s as well as their temporal derivatives can

be efficiently bound at the knots by limits (see table 3), they
need to be bound along the whole trajectory as well. Thus,
they are checked on each step and penalty terms Ptraj and
Ppulleys, respectively, are associated. Noteworthy, as high
robot dynamics per se are desirable, but already reflected
by time,Vtraj =Wtraj = 0.
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Start (1st knot) 2nd knot 3rd knot Goal (4th knot)
Spline segment 1 2 3

Platform position; one spline per DOF; i.e. three splines in total
Spline order 7 7 7

Constraints
r% is given;

¤r% , ¥r% , r̈% are set
to zero

r% , ¤r% , ¥r% are
parameters, r̈% is

set to zero

r% , ¤r% , ¥r% are
parameters, r̈% is

set to zero

r% is given;
¤r% , ¥r% , r̈% are set

to zero∑
of constraints per

DOF 4 4 4 4∑
of optimization

parameters in total 0 3 × 3 3 × 3 0

Pulley position; one spline per pulley; four splines in total
Spline order 3 5 3

Constraints s is a parameter;
¤s, ¥s are set to zero

s is a parameter;
¤s, ¥s are computed
from first segment

s is a parameter;
¤s, ¥s are computed
from last segment

s is a parameter;
¤s, ¥s are set to zero∑

of constraints per
pulley 3 1 (1st segment); 3

(2nd segment)
1 (last segment);
3 (2nd segment) 3∑

of optimization
parameters in total 4 × 1 4 × 1 4 × 1 4 × 1

Table 1. Description of spline and optimizer parameters.

To avoid collisions (see section 6.3), a reconfiguration
of the cables might be necessary. Yet, in terms of power
consumption, all movements of the pulleys require energy
and are thus associated with costs. A detailed dynamic
modeling of the pulleymovement is neglected in this paper.
For simplicity, viscous friction with a friction constant ` 5
is assumed and results in costs formovement of the pulleys,
scaled down to one pulley.

Vpulleys =
1
4

=:∑
:=1

=B:∑
@=1

(‖ ¤B1‖ + ‖ ¤B2‖ + ‖ ¤B5‖ + ‖ ¤B6‖
)
` 5 (1)

As the robot motion should be completed as fast as
possible, the segment durations C: can be simply summa-
rized to the total time Ctotal. The cost function Vtime =(
Ctotal − =: Cmin

) 1
=: Cmin

computes a value with respect to the
smallest possible time. Furthermore, it puts this difference
in relation to the smallest possible time, which allows an
interpretation. The minimum reachable cost value is zero.
As all C: are directly defined as optimization parameters,
their limits (see table 3) can be directly considered by the
optimizer avoiding penalty terms, i.e. Ptime = 0.

6 Modeling
6.1 Kinematics and Dynamics

The cable robot, as shown in Figure 2, is referenced
in the inertial coordinate system 6-B . The end-effector
carries the platform-fixed coordinate-system 6-P . The

✻✲P

✻✲B �b8

� l8

% p8

� r%
f�

3�

f8

<% , O

�X% ,�
Y�

% r(

Figure 2. Cable-robot model parameters

robot is driven by < cables and has = degrees-of-freedom
and therefore a redundancy of A = < − =. The posture in
the inertial coordinate-system, consisting of position � r%
and orientation 5 of the platform, is �x% = [� r% 5]T.
The rotation matrix �X% describes the orientation of the
platform with respect to 6-B , in the means of roll-pitch-
yaw angles. � l8 are the cable vectors, obtained by the
inverse kinematic.

� l8 =
�b8 − (� r% + �X% % p8)︸                 ︷︷                 ︸

� p�8

, 1 ≤ 8 ≤ < (2)

The cables enter the workspace at the end of the base
vectors �b8 , which are derived by using inverse pulley
kinematics, see [9]. As introduced, the system can be
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reconfigured by moving the pulleys along a straight line in
vertical direction. The attachment points of the cables at
the platform are % p8 . The cable force vector f ∈ R<×1

contains all cable forces 58 in direction .8 of each cable 8.
Every 8th cable exerts the tension f8 on the platform.

f8 = 58 · l8
‖ l8 ‖2 = 58 · .8 , 1 ≤ 8 ≤ < (3)

The static force equilibrium at the platform is given by

−w� =
[
− f�
−3�

]
=

[
.1 . . . .<

p1 × .1 . . . p< × .<

] 
51
...
5<

 = GT f .

(4)
Herein, GT is the structure matrix of the robot and the
forces and torques at the platform are included in w. Set-
ting up Newton-Euler equations [10] in6-B , one obtains[

<% K3 −<% �%X(H
<%

�
%X(

�)%H

]
︸                            ︷︷                            ︸

S (x%)

[
� ¥r%¥5

]
︸ ︷︷ ︸
¥xV

+ . . .

+
[
<%

[( ¤H ¤5) × �% r( + (H ¤5) × ((H ¤5) × �% r()]
�)% ¤H ¤5 + (H ¤5) × (�)%H ¤5)

]
︸                                                          ︷︷                                                          ︸

Q (x% , ¤x%)

. . .

. . . + −�w�︸ ︷︷ ︸
W (x% , ¤x%)

= �GT f . (5)

The mass of the platform is <? and its inertia tensor is
�)% . K3 is a 3× 3 identity matrix. MatrixH and its time
derivative ¤H can be obtained from the kinematic Kardan
equations [11]. Matrix �

%X( is a transformation matrix
between the center of gravity and origin of the platform
coordinate system. ¤x% and ¥x% are the first and second time
derivative of the end-effector pose x% . The vector from
the platform coordinate system to its center of gravity is
�
% r( . S (x) is the mass matrix of the platform, Q (x% , ¤x%)
contains Coriolis and centrifugal forces and torques and
W(x% , ¤x%) holds all remaining forces and torques includ-
ing gravitational forces, friction and disturbances.

To obtain set point cable forces for the control, based on
a desired trajectory, eq. (5) needs to be solved for f with
a given w. As the cable can only pull put never push, a
minimum tension 5min in the cables is necessary. To avoid
cable breaks, the cable forces must not exceed a maximum
tension 5max. Several well-known methods exist to solve
this problem [12], which differ e.g. in real-time capability
or the resulting force level.

As cable forces correspond to the power usage of the
system, low cable forces are desired in terms of costs. Let
f (@) be the cable force distribution at the @th discretization
point of one spline. Per spline, the magnitude of the cable

forces along each spline segment is summarized and then
weighted using the time per spline C: .

5F (:) = C:
Ctotal
∗ 1
=:
∗
=B:∑
@=1

<∑
8=1

58 (@) (6)

Based on the weighted forces 5F , the average cable force
with respect to one cable throughout the whole trajectory
is calculated using the total number of discretization points
=B and the number of cables <. Further on, the value gets
normalized with respect to 5min to allow for zero costs
when the optimal value is reached. The resulting costs for
cable forces are

Vforce =
( =:∑
:=1

5F (:) ∗ 1
=B
∗ 1
<
− 5min

) ∗ 1
5min

. (7)

To cope with invalid cable force distributions in the opti-
mization process, a penalty term is added to Pforce as soon
as at one time step, the cable forces are beyond the force
limits (see table 3) and thus invalid. To allow the opti-
mizer to iteratively resolve disadvantageous trajectories,
each additional time step with invalid forces adds another
increment to Pforce.

6.2 Stiffness

Stiffness is a critical issue for large and elastic manip-
ulators such as cable robots. Assuming a linear behavior,
the stiffness can be described by a spring equation such as

Xw = Q (x%)Xx% , (8)

where Xw is the reaction force caused by a displacement
Xx% that occurs due to a stiffness defined in a diagonal
matrix Q, where the latter is determined for a platform
position x% . Q (x%) is computed according to [13, 14] as

Q (x%) = −mG
T

mx%
f︸   ︷︷   ︸

Q6

+ GTQ;G︸  ︷︷  ︸
Q2

, (9)

which includes two matrices Q2 and Q6. Q2 denotes
the so-called passive stiffness which simply describes the
elastic behaviour of the cable and might also include the
stiffness of the winch position controller. Q6 is the active
stiffness of the system. Contrarily to the passive stiffness,
it does not depend on elasticity effects such as compliance
of a material. Instead, it reflects the attempts of the system
to return to its force and torque equilibrium position once
the platform is subject to a position disturbance. This
behaviour only depends on the geometry and pose of the
system, condensed in G) .
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Now compliance matrix I allows to compute the dis-
placement for a given disturbance wrench.

Xx% = Q−1Xw = IXw (10)

As this includes both translational and rotational motions,
a diagonal homogenizationmatrix PE according to [15, 16]
can be employed, i.e. GT

ℎ = P−1
E GT, which can be used

instead of GT in eq. (9), allowing to apply eq. (10) to get
a homogenized displacement Δx%ℎ . The magnitude of
this displacement ^ = ‖Δx%ℎ ‖2 gives a scalar measure
for the stiffness which can be used as part of a cost func-
tion. Within this paper, the disturbance force w includes
two wrenches: First, the gravity is included as it leads
to relevant position deviations, espcially in upper parts of
the workspace, see Figure 3 and Figure 4. Second, it in-
cludes the influence of constant cross wind of 7<B (4 Bft),
modeled by the drag equation. Cross wind might lead to
hardly predictable oscillations of the platform. For both
wrenches, a high stiffness is desirable for the generated
trajectories to minimize their effects.
Let ^(@) be the displacement criterion at the @th dis-

cretization step of one spline. The sum of ^(@) over one
spline segment is weighted using the time per segment.

^F (:) = C:
Ctotal
∗ 1
=:
∗
=B:∑
@=1

^(@) (11)

Following, the total cost for stiffness throughout the whole
trajectory is calculated based on the weighted sum ^F (:).

Vstiff =

=:∑
:=1

^F (:) ∗ 1
=B

(12)

As there is no bound defined for stiffness is this work,
Pstiff = 0. In future work, requiring a minimum stiffness
could be easily considered.

6.3 Collision Detection

As cable robots might use a high number of cables,
collisions and their avoidance are crucial. The methods in
this section were derived from [17, 18]. Within this work,
only collisions between the lower cables and obstacles
as well as between platform and objects are considered.
In this simulation, the only obstacles on the site are the
bricks which might be either on a pallet delivered by the
supply chain, or already placed as part of the building.
Accordingly, the poses of all objects on this simplified site
are known. Generally, also collisions between the cables
with each other and between cables and platform can be
taken into account, but as the application at hand avoids
platform rotations and uses a simple geometry – where the
corners of the platform are connected to the corresponding

corners of the frame, avoiding interference – those cases
are neglected.
The employed approach bases on the Separated Axis

Theorem as presented by [18]. Here, obstacle bounding
volume and end-effector bounding volume are calculated
by axis-aligned bounding boxes (AABB).
Using the AABB approach, intersection tests in all axes

are simple. Furthermore, the Euclidean distance 3 be-
tween two objects can be determined. Noteworthy, in this
work, the distance is measured using two approaches: For
measurements between end-effector and obstacles, face-
to-face distances 344 (@) are computed. Face-to-center
distances are applied for measurements 328 (@) between
each 8th cable and obstacles. In case of multiple obstacles,
the smallest distance to the nearest obstacle in each dis-
cretization step is taken into account for the cost function.
If any of the distances falls below the minimum distance
3min or Fmin (see table 3), respectively, costs are applied
to avoid collisions within the trajectory. To calculate the
cost in each discretization step @, the distances 3 are fed
to an arbitrarily chosen nonlinear function

DEEOB(@) =
(
3(1 − 344 (@)

3min
))3 (13)

which avoids the objects getting close to each other. The
total costs for collisions between end effector and objects
are given by the sum

VEEOB =
1
=B

=:∑
:=1

=B:∑
@=1
DEEOB(@). (14)

Similarly, the cost for collisions between cables and objects
are calculated by an arbitrarily chosen nonlinear function
that basically multiplies a weight to eq. (13)

DCAOB(@) =
<∑
8=1

(
3(1 − 328 (@)

Fmin

)3 ∗ 1
10

(15)

and summarized as

VCAOB =
1
=B

=:∑
:=1

=B:∑
@=1
DCAOB (@). (16)

Whenever a step @ along the path leads to a collision,
penalties PEEOB and PCAOB, respectively, are added each
time. This holds for collisions between cables and objects
as well as the end effector and objects. To save computa-
tion times, all bricks of a completed layer in the building
are represented by a common box.

7 Discussion of Results
The models employed and the optimizer were set up us-

ing an installation plan for a small building. Table 3 lists
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Figure 3. Stiffness in the workspace with lower pul-
leys upwards. The applied wrench Xw includes
crosswind of 7<B (4 Bft) and platform weight of
100 kg, but no brick.

V *a *b *c W
Vtime 11.8732 11.2863 39.0000 0.5
Vforce 2.8247 3.0550 6.0302 1

VEEOB 0.0001 0.0021 0.0000 1

VCAOB 0.0000 0.0000 0.0000 1

Vpulleys 0.0338 0.1100 0.0000 1

Vstiff (0.1234) 0.1205 (0.2237) 50
Vtotal 8.7952 14.8369 25.5302[
C1
C2
C3

]
=

[0.5894
0.8683
2.4043

]
s

[0.4747
1.3457
1.8655

]
s

[3.0000
6.0000
3.0000

]
s

Table 2. CostsV and weightsW. *a) without stiff-
ness optimization. *b) with stiffness optimization.
*c) save overhead trajectory

the applied parameters. For computational efficiency dur-
ing the optimization, only few time steps were used within
the prime calculation of the optimizer, see table 3. Note-
worthy, for higher accuracy, a final computation including
a penalty check was carried out with a increased resolu-
tion of [=B1 , =B2 , =B3 ] = [30, 29, 29]. For the numerical
optimization, MATLAB’s particleswarm() with a hybrid
setting – which basically appends a gradient decent using
fmincon() – was chosen. These methods support parallel
computing to speed up the simulation. The swarm pop-
ulation size was set to 60 and the maximum iterations to
1000.
Noteworthy, the moving masses of the platform change

if a brick is picked. In optimization procedure, mass and
inertia of both platform and brick are considered in the
dynamics model, transformed with respect to x% located
at the bottom of the brick. The results reflect the com-
promise found as a consequence of the – partly contrary –
cost functions. Under the influence of platform and pay-
load mass in gravity, the lower parts of the workspace are
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Figure 4. Stiffness in the workspace with lower pul-
leys downwards. The applied wrench Xw includes
crosswind of 7<B (4 Bft) and platform weight of 100
kg, but no brick.

favorable as they provide an advantageous angle of attack
for the cables and thus lower cable forces.
A trajectory not considering stiffness is shown in Fig-

ure 5. Here, brick no. 300 was arbitrarily chosen, starting
its motion at Astart = [−5.747,−0.876, 0.748]T and placing
the brick at Agoal = [0.0875, 6.922, 0.748]T after a motion
time of 3.8619 s.

As introduced in section 4, the total cost function chosen
in this work is

Vtotal =
∑
j

Wj ×Vj + Pj (17)

where j ∈ {time, traj, force, EEOB, CAOB, pulleys}.
On the other hand, stiffness influences the result of the

optimizer, both regarding platform trajectory and lower
pulley motion. This is illustrated in Figure 3 and Fig-
ure 4. Obviously, the stiffness massively varies within the
workspace, and the pulley position has a major impact.
As a rule of thumb, the lower pulleys down configuration
shown in Figure 4 has clear advantages over the lower
pulleys up configuration shown in Figure 3. Noteworthy,
the active stiffness term Q6 takes advantage from high
cable forces which on one hand, contradicts Vforce, see
eq. (7), and on the other hand increases stiffness at the
workspace boundaries. Still, eq. (17) applies where now
j ∈ {time, traj, force, EEOB, CAOB, pulleys, stiff}. Ac-
cordingly, includingVstiff inVtotal, the motion of platform
and pulley for brick no. 300 changes, as shown in Figure 5.
Table 2 shows the resulting cost functions in comparison.
An interesting finding is, that for the chosen parameters
settings, the trajectory optimized for stiffness as well is
even faster requiring 3.6859 s, but at the price of generally
higher forces and faster pulley motions. Collisions were
totally avoided in both cases along all trajectory steps. All
penalty terms were zero upon convergence of the optimiz-
ing process.

While the spline-based approach provides maximum
flexibility for optimization, the resulting motions might be
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Figure 5. Optimized trajectories and pulley motion.
Left: without stiffness optimization. Right: with
stiffness optimization. Top three plots: Solid blue
line: G-component of the vector. Dashed red line:
H-component of the vector. Dash-dotted orange line:
I-component of the vector. Bottom plots: Pulleys
[1, 2, 5, 6]: Solid blue line, dashed red line, dash-
dotted orange line, dotted magenta line.

unintuitive for any potential personnel on the site. Thus,
in parallel, a slow simplified, unoptimized straight line
trajectory over head level with fixed time was performed
that is collision-free: It vertically lifts the brick to a height
of 2 m above current wall height, horizontally moves to
the goal position and vertically moves down to place the
brick. The pulleys remain at the current wall height plus
Bmin. For completeness, the results are given in table 2 as
well. Clearly, since this trajectory is fully predefined at
low dynamics, it is not optimal in comparison.

8 Conclusion and Outlook
This contribution introduced the models, the optimiza-

tion problem and the solution approach to optimize the
trajectories of a cable robot for automated bricking. The
results indicate that the choice of the cost functions and
their weights have a major impact on the trajectory and
allow a tuning regarding preferences like transport time,
stiffness and cable tension level. Collisions and paths out-
side the workspace could be effectively avoided.
This work will be extended by additional spline formu-

lations andmore effective parallelization in the future. The
generated trajectories will be tested on real prototypes.
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Abstract – 
Machine learning techniques have been 

successfully implemented for the identification of 
various construction activities using sensor data. 
However, there are very few studies on activity 
recognition in the automated construction of low-rise 
residential buildings. Automated construction is 
faster than conventional construction, with minimal 
human involvement. This requires high accuracy of 
identification for monitoring its operations. This 
paper discusses the development and testing of 
machine learning classifiers to identify normal 
automated construction operations with high 
precision. The framework developed in this work 
involves decomposing the activity recognition 
problem into a hierarchy of learning tasks in which 
activities at the lower levels have more details. The top 
recognition level divides the equipment states into two 
classes: ‘Idle’ and ‘Operations’. The second 
recognition level divides the ‘operations’ into major 
classes depending on the top-level activities 
performed by the equipment. The third recognition 
level further divides the activities into subclasses and 
so on. Since the number of classes and the similarity 
between them increase with the recognition level, 
identification becomes extremely difficult. The 
identification framework developed in this study 
classifies operations belonging to the parent class at 
each level in the hierarchy. The efficacy of this 
framework is demonstrated with a case study of a top-
down modular construction system. In this 
construction system, the modules of a structural 
frame are assembled and lifted starting with the top 
floor followed by the ones below. The accelerometer 
data collected during top-down construction is used 
to identify the construction operations. The proposed 
framework shows superior performance over 
conventional identification using a flat list of classes. 

Keywords – 
Automated Construction; Construction 

Monitoring; Machine Learning; Accelerometer 

1 Introduction 
Construction operations are monitored for several 

purposes like the determination of cycle time, 
productivity, fuel consumption, quality of work and 
possible failure conditions [1]–[3]. Identifying the 
activity with reasonable accuracy is sufficient for these 
purposes. However, for the development of a monitoring 
system to ensure safety, high accuracy of identification is 
necessary.  

Automated construction is faster than conventional 
construction, with minimal human involvement. In a fast 
automated construction system, an undetected faulty 
operation might cause catastrophic accidents [4], [5]. 
Besides, the level of detail required in this activity 
recognition problem is also higher. If an operation is 
detected as faulty in ongoing automated construction, the 
details like which operation, the stage of construction in 
which it happens and its location, have to be identified to 
take appropriate corrective actions. Hence, the operation 
identification problem has to be carefully formulated to 
develop a monitoring system. 

Existing studies on equipment activity recognition 
aim to improve the identification results by exploring 
advanced machine learning techniques, training options, 
hyperparameters, features extracted and also by carefully 
selecting the data [6]–[9]. The current study examines the 
significance of problem formulation in activity 
recognition. 

The main objective of this study is to identify 
automated construction operations with high accuracy.  A 
hierarchical operation recognition framework has been 
developed in this study which involves decomposing the 
activity recognition problem into a hierarchy of learning 
tasks. At the top level, equipment states, ‘idle’ and 
‘operations’ are identified. The activities at lower levels 
have more details. The performance of this framework is 
compared with that of the conventional approach to 
operation recognition which involves a flat list of classes 
to be separated. The two approaches were evaluated 
using data from an automated construction system (ACS) 
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prototype. Acceleration data collected from the structure 
is used for operation identification. Both approaches use 
artificial neural networks (ANN) as the learning 
algorithm.  

2 Equipment activity recognition methods 
Advancements in computing technology have opened 

a wide range of possibilities for automated activity 
recognition. There are mainly three methods for 
automated activity recognition: sensor-based methods, 
computer vision-based methods and audio-based 
methods [3]. In some cases, a combination of these 
methods is also adopted. 

Sensor-based methods capture the characteristic 
signals associated with operations [10]. Accelerometers, 
gyroscopes, inertial measurement unit (IMU) and Global 

Positioning System (GPS) are some of the widely used 
sensors for activity recognition [6], [8], [11].  Sensor-
based methods can be reliably applied to chaotic 
construction sites where equipment is often beyond the 
line of sight. A broad range of studies explored various 
supervised learning methods, starting from simple ANN, 
K-nearest neighbour (KNN), logistic regression, Support
vector machine (SVM) to deep learning methods in
recent times [7], [8], [12], [13].

Vision-based methods have the potential to identify 
any type of equipment if ambient conditions are 
favourable. Images or videos of the construction 
equipment are used for activity recognition. Initial 
studies used SVM and 2D motion descriptors for activity 
recognition from spatiotemporal data [14], [15]. More 
recent studies explore deep learning methods for 
automated labelling of activities in video data [2], [16]. 
Major limitations associated with the vision-based 
methods include high sensitivity to ambient conditions, 
obstructions, cost of implementation and need for large 
storage space. 

Audio-based methods can be used to identify any 
equipment that generates sound. Numerous machine 
learning classifiers were implemented for sound 
classification. Some of the most popular classifiers are 
KNN, SVM, ANN, Hidden Markov model (HMM) and 
deep neural networks [17]–[20]. Microphones can 

capture the data from all directions without getting 
affected by visual obstructions [3]. This data is not biased 
by the skill level of the operator. However, not all 
equipment can be identified by this method. Data 
collecting for these methods can be challenging for noisy 
construction sites. 

The current study attempts to identify operations of 
an ACS prototype for low-rise buildings. Acceleration 
data is used for activity recognition. ANN is one of the 
best performing machine learning classifiers for 
equipment activity recognition. Hence, ANN with a 
simple architecture (single hidden layer) is selected for 
the current study. 

3 Methodology 

Figure 1 shows the methodology adopted for this study. 
Acceleration data is collected during the modular 
construction of a structural frame using an Automated 
Construction System (ACS) prototype. After pre-
processing, the data is supplied to the operation 
recognition framework. This machine learning-based 
framework identifies the operations that are organized 
hierarchically into 4 recognition levels (RL). Two 
approaches are compared: a) Conventional approach 
using a flat list of classes to be identified, and b) 
Hierarchical operation recognition framework. Each step 
of the research methodology is described in detail in the 
following sections. 

3.1 Automated modular construction 
The automated top-down construction method is 

adopted for the construction of the structural frame in this 
study [4], [5], [21], [22]. This method is mainly 
developed for the modular construction of low-rise 
buildings. For automated top-down construction, the 
main load-bearing parts of a structure are divided into 
smaller components. The modules of the beam and 
column are assembled sequentially, starting from the 
topmost parts of the structural frame. After the assembly 
of the first set of components, the completed structure is 
lifted to a certain height. The modules of the column are 

Figure 1. Methodology for operation recognition 
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added to the existing structure and lifted it again in the 
next operation cycle. Since the structure is completed 
from top to bottom using an ACS, this method is called 
automated top-down construction. 

Figure 2. Data collection during automated modular 
construction 

Figure 2 shows the laboratory prototype of the ACS 
and the structural frame developed for this study. The 
ACS consists of 6 lifting machines. Each of these 
machines is capable of operating individually for lifting 
or lowering of specific support and as a group for 
simultaneous lifting or lowering of all supports 
(coordinated lifting or coordinated lowering). The 
structural frame modules are made of standard steel pipe 
sections with external threading on both edges. They are 
connected by couplers and universal joints with internal 
threading. The structure has redundant columns to ensure 
stability during top-down construction. Each column of 
the structure is supported by a lifting platform of the 
ACS.  

At the beginning of the top-down construction, the 
top most beam and column modules are connected and 
supported by these lifting platforms. This idle condition 
before the beginning of the operation cycle is termed as 
‘Idle_CS0’ where CS0 refers to Construction Stage 0. 
This is followed by the first operation cycle of top-down 
construction. The operations involved in one cycle are 
given below [21]. 

1. Coordinated lifting
2. Lowering support 1
3. Assembling module of column 1
4. Lifting support 1 till the load is transferred from

column 1
5. Repeat steps (2) to (4) for other supports (support 2

to support 6)

One cycle of the top-down construction finishes one 

stage of construction (CS). Two cycles of operations 
were carried out for one set of experiments. Totally 6 sets 
of experiments were conducted for the study. 

3.2 Data collection 
Acceleration data was collected from 8 different 

locations on the structure during automated construction 
(Figure 2). Monoaxial piezoelectric accelerometers 
(measurement range: -5g to +5g, sensitivity: 1000 mv/g) 
were installed on the topmost beam-column assembly for 
this purpose. The data is acquired through HBM 
universal measuring amplifier (model: QuantumX 
MX840B) at 200 Hz sampling frequency. The 
timestamps of all operations were manually recorded in 
a time tracking excel sheet. These sheets were compared 
with the timestamps of the acquired data for generating 
operation labels required for supervised learning.  

3.3 Data pre-processing 
The acceleration data collected using HBM data 

acquisition software is exported to Microsoft Excel and 
MATLAB files for analysis. Based on the studies of 
equipment activity recognition, 5 time-domain features 
and 5 frequency domain features were extracted from the 
raw data [6], [11], [23]. The time-domain features 
include mean, variance, interquartile range, peak and root 
mean square error. The period of the signal and signal 
energy were extracted through autocorrelation of the 
signal. The other frequency domain features include the 
three prominent frequencies from the Fast Fourier 
Transform (FFT) of the signal. Totally 80 features (10 
features x 8 sensor locations) were extracted from the raw 
acceleration data. 

3.4 Supervised learning and operation 
recognition 

In previous studies, supervised learning techniques 
have demonstrated superior performance compared to 
unsupervised learning techniques for unbalanced datasets 
[6], [14]. The current study adopts Artificial Neural 
Networks (ANN) for the classification of automated 
construction operations.  
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Figure 3. Conventional approach for operation 
recognition 

The identification problem has 4 recognition levels 
(RL) as follows. 
● RL1: Recognizes whether the ACS is ‘idle’ or

‘operating’
● RL2: Recognizes the major operation categories
● RL3: Recognizes the sub-operation categories
● RL4: Recognizes stage of construction

The conventional approach for operation recognition 
uses a flat list of classes to be separated. However, in 
order to test the performance of this approach at different 
recognition levels, the identification problem is divided 
into 4 different identification tasks, one task per RL 
(Figure 3). An ANN classifier is assigned to each 
identification task. The classifiers are named as CF 1, CF 
2, ..., CF 4, represented by blue boxes in figure 3. The 
operation categories identified are given as a list next to 
it. The actual operation categories identified by the 
classifiers are given in Table 1. The complexity of the 
identification problem seems to increase from RL1 to 
RL4 in this approach.  

Hierarchical operation recognition framework is 
developed by considering the hierarchical relationship 
among the operations (Figure 4). If the major category of 
an operation is identified with high accuracy, the further 
identification task can be simplified by exploring the 
subcategories of that operation. This idea is the basis of 
the hierarchical operation recognition framework. The 
main  

Figure 4. Hierarchical operation recognition framework 
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Table 1. Classifiers in operation recognition frameworks 

Recognition 
Level 

Classifiers in 
conventional approach 

Classifiers in 
hierarchical operation 
recognition framework 

Name of Classes 

1 CF 1 CF 1.1 Idle 
Operations 

2 CF 2 

Idle 

CF 2.1 

Coordinated Lifting 
Lowering Support 

Assembling Column Module 
Lifting Support 

3 CF 3 

Idle 
Coordinated Lifting 

CF 3.1 
Lowering Support 1 

... 
Lowering Support 6 

CF 3.2 
Assembling Column Module Step 1 

… 
Assembling Column Module Step 6 

CF 3.3 
Lifting Support 1 

… 
Lifting Support 6 

4 CF 4 

CF 4.1 Idle_CS0 
Idle_CS2 

CF 4.2 
Coordinated Lifting_CS0 
Coordinated Lifting_CS1 
Coordinated Lifting_CS2 

CF 4.3 Lowering Support 1_CS1 
Lowering Support 1_CS2 

… … 

CF 4.8 Lowering Support 6_CS1 
Lowering Support 6_CS2 

CF 4.9 Assembling Column Module Step 1_CS1 
Assembling Column Module Step 1_CS2 

… 

CF 4.14 Assembling Column Module Step 6_CS1 
Assembling Column Module Step 6_CS2 

CF 4.15 Lifting Support 1_CS1 
Lifting Support 1_CS2 

… 

CF 4.20 Lifting Support 6_CS1 
Lifting Support 6_CS2 

the identification problem is divided into a hierarchy of 
simple identification tasks across the RLs. Hence, there 
can be more than one identification task per RL. The 
classifiers are named as ‘CF RL.n’ where the first index 
RL represents recognition level and n denotes the number 
of the classifier in that RL. For clarity, only one classifier 
is shown per RL in figure 4 The classifier and the 
operations classified are shown in blue boxes. This figure 

is also for the representation of the concept of 
hierarchical operation recognition framework. The actual 
details of the framework are given in Table 1. 

The performance of all classifiers is assessed through 
k-fold cross-validation. This avoids the problem of
overfitting to the given data. The classifiers in RL1 to
RL3 are 10-fold cross-validated and those in RL4 are 5-
fold cross-validated for both identification frameworks.
The predicted class labels were compared with the digital
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record of actual class labels to estimate the accuracy of 
identification. The accuracy is computed as given in 
equation 1. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 𝑥 100 %  (1) 

4 Results and discussion 

Table 2. Summary of operation recognition results 

Recognition 
level (RL) 

Conventional approach for 
operation recognition  

Hierarchical operation recognition 
framework 

Classifiers Overall accuracy 
per RL (%) Classifiers 

Overall 
accuracy per 

RL (%) 

1 CF 1 99.58 CF 1.1 99.58 
2 CF 2 99.18 CF 2.1 100.00 
3 CF 3 95.92 CF 3.1 - CF 3.3 99.07 
4 CF 4 84.56 CF 4.1 - CF 4.20 99.19 

The operation recognition results are summarized in 
Table 2. For comparing the performance of the two 
approaches, the prediction accuracy of all classifiers in 
the hierarchical framework is combined to estimate the 
overall accuracy per RL. The classifier CF 1 and CF 1.1 
are assigned with the same identification task: classifying 
‘idle’ and ‘operations’. Hence the accuracy of 
identification is also equal. At RL 2, the hierarchical 
framework performs slightly better than the conventional 
approach with 100% accuracy. Meaning all main 
operations were identified correctly. CF 2.1 removes the 
‘idle’ from the classes. This is the reason for improved 
accuracy.  

RL 3 onwards there is a significant difference in the 
problem formulation. The hierarchical framework has 
focused classifiers for the identification of sub-operations 
at RL3. Hence the operations were better identified in this 
framework. At RL 4 where the construction stage is to be 
identified, there is a significant difference in performance 
between two recognition frameworks.  

While the hierarchical framework consistently 
delivers accuracy close to 100%, the performance of the 
conventional approach continuously declines with the 
increase in the recognition level. Even though both 
approaches use the same machine learning algorithm, 
their performances are different. The results emphasize 
the importance of problem formulation in activity 
identification. 

5 Conclusions 
This study proposes a robust framework for 

identifying automated construction operations with high 
accuracy. The hierarchical operation recognition 
framework formulates the identification problem into a 
hierarchy of learning tasks. The performance of this 
framework is compared with the conventional approach 
to operation recognition using a flat list of classes 
representing activities.  

Both approaches use ANN as the learning algorithm. 
Even though their performances are comparable at the 
top level, the hierarchical framework outperforms the 
conventional approach while identifying operations with 
minute levels of details. Most previous activity 
recognition studies have attempted to improve the 
performance by carefully selecting data, and exploring 
learning algorithms, training options, parameter selection 
and features extracted. This study shows that the problem 
formulation can make a tremendous difference in the 
performance.  
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Abstract -
The following paper is discussing the potential excavation

systems and development of the production tool system of
a small-scale mining robot. The limitations of power and
weight increase the complexity of the design of the produc-
tion tools immensely. Each excavation method’s efficiency
is depending on the material to be excavated, the available
power and the machine’s capability of handling the reaction
forces. In this paper, different, individual excavationmethods
will be compared and analysed for their applicability. This
includes conventional, alternative and combined excavation
tools. The individual technologies are assessed in terms of
their efficiency and feasibility by surveying existing technolo-
gies and analytical studies. The contribution of this paper
is a summary of viable excavation methods for small-scale
robotic miners.

Keywords -
Excavation; Production Tools; Robotics; Small-scale Min-

ing

1 Introduction
Upcoming challenges in mining due to sustainability

and ecological aspects require additional efforts in
research and development. The trend towards zero
personnel in underground mining demands full mech-
anization and automation of the mining process up to
the use of fully autonomously operating robots. To
reduce the residue risk to a minimum for workers in
harsh conditions, it is indispensable to develop automated
mining machines, which can take over the hazardous parts
of the mining operation. Some of the work is already done
entirely by independently working machines, but there
is still personnel needed for many different tasks (e.g.

maintenance). Possible tasks for robots in mining are the
maintenance of machinery, exploration (e.g. abandoned
mines) and selective mining (especially in difficult to
access areas). [1, 2]

Today we see early research and development in
robot technology [2], which are expected to replace the
human workforce in underground mining within the next
30 years, see figure 1.

Figure 1. Robotics in mining - Prospect

The progress during this timeline can be divided in 
3 parts, which will all develop consequently. Ongoing 
researches focus on the development of new mining 
and perception systems and also on sustainable mining 
ecosystems. The goal of the next 10 years is to create first 
industrial pilots, which can operate semi-autonomously 
in “small deposit scenarios”. Eventually, the vision for 
2050 is to have completely autonomous systems, which 
are able to work in ultra-depth scenarios.

In this paper, excavation methods are assessed in 
terms of their applicability for a small-scale mining robot.
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Scope of this robot are exploration and selective mining
underground, under water and in slurries. One of the key
components of this robot is the production tool system,
capable of mining hard and abrasive rock. Considerably
low weight and power are challenges to be overcome in
this project.

2 Excavation methods

In mining, the excavation of material can be performed
by many different methods. For the subsequent analy-
sis, the excavation methods are classified in four main
categories: drilling and blasting, mechanical excavation,
alternative excavation and combined excavation (figure 2).

Figure 2. Classification - Excavation methods

2.1 Drilling and blasting

The drilling and blasting method is one of the most used 
excavation methods for extracting large amounts of hard 
rock [3]. Drilling the boreholes is usually done by auto-
mated drill rigs, equipped with specifically selected drills. 
Standardized drilling methods are electro-hydraulically, 
rotary or rotary-percussive drilling (explained in section 
2.2.1). Applications of drilling and blasting can be found 
in rock excavation and tunneling. [3, 4, 5]

Drilling and blasting is known for its generic appli-
cability, the high production rate and the high grade 
of fragmentation. Especially when mechanical excava-
tion reaches its limits, drilling and blasting proves its 
effectiveness. On the other side, drilling and blasting 
requires a series of individual tools, the blasting process 
is accompanied by some side effects (noise, vibration and 
toxic fumes) and represents generally a discontinuous 
excavation process. [3]

The low reaction forces of the drilling process and 
the capability of excavating very hard material are 
beneficial f or t he r ealization o f t he m ining r obot and 
therefore, the applicability to a robotic-miner will be 
assessed in more detail in section 3

2.2 Mechanical excavation

Mechanical excavation is next to drilling and blasting
the second main excavation technique in mining [3, 5].
Compared to drilling and blasting, mechanical excavation
has some benefits [3]:

• Safer operation

• Potential for selective mining

• Continuous excavation

In this section conventional mechanical excavation
methods are described and analysed in terms of their ap-
plicability to a robotic miner.

2.2.1 Drilling

Drilling is mainly used as one link in the chain of an
excavation process (e.g. drilling and blasting) or as an
auxiliary tool, but not as a standalone excavation method
due to the low production rate. Further applications are
drilling well holes and material collection by sample
drilling [6].

Drilling is a comparatively easy technology and is
able to excavate small amounts of both soft and hard rock
with the suitable technology. State-of-the-art drilling
methods used, are:

• Tophammer drilling

• Down-the-hole-hammer drilling

• Rotary drilling

• Core drilling

In section 3 drilling will be analysed in more detail in
connection with the applicability assessment of drilling
and blasting.

2.2.2 Partial-face cutting

Partial-face cutting machines are excavating only a part
of the rock face at a time and are known for their mobility
and flexibility. The cutting head is a rotating drum,
equipped with picks and mounted on a boom. During the
cutting process, only a number of the entire amount of
picks is in contact with the rock to be excavated. [3]

With a partial-face cutting head, large volumes of
soft to medium hard rock can be excavated, curves be cut
and tunnels be created. [3, 7]

In the mining industry, partial-face cutting machines (e.g.
roadheaders) are mining machines with usually high mass
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and weight to be able to penetrate the rock. The machine
needs to withstand the high reaction forces resulting from
the cutting process.

Small-scale cutting heads exist [8, 9], but are very
limited in terms of rock strength. A robotic-miner
equipped with a cutting head would possess very
restricted capabilities, although the advantages of the
system could be beneficial for certain scenarios.
Hence, partial-face cutting systems are considered in
more detail in section 3.

2.2.3 Full-face cutting

The fellow of the partial-face cutting machine is the
full-face cutting machine. As the name indicates, a
full-face cutting machines’ cutting head is constantly in
contact with the rock face. The cutting head is a rotating
part, equipped with pick or disc cutting tools and pushed
against the rock face to excavate the material. [3, 10]
In reality, full-face cutting machines, e.g tunnel boring
machines (TBM) [11, 12, 13], pipe-jacking machines
(PJM) or boxhole boring machines (BBM) [14], are
available in various designs from rather small to large
diameters and mainly taken for boring tunnels, pipelines
or shafts.

The cutting technology of full-face machines makes
them capable of excavating very hard and abrasive rock.
This requires, compared to the other methods, very
high performance for the generation of the cutting and
reaction forces. The demanded amount of power and
traction lead to comparatively long and heavy machines,
which make themmuch less flexible and mobile. [3, 7, 10]

Due to the existence of micro-tunneling machines
or pipe-jacking machines with diameters below 1 m, it is
worth checking the feasibility of the implementation in a
mining robot (section 3).

2.2.4 Impact hammer

Impact hammers are rock excavation tools, especially
used for breaking or scaling operations. A piston produces
high frequent impulses and transmits it to the impact tool
on the front end. [3]

The method is simple and an impact hammer can
be mounted on different types of machines. Typical
applications are breaking oversized boulders, quarrying
or scaling operations. Impact hammers are mainly taken
as an auxiliary tool to the main excavation machine. [3]
Excavation of soft rock or soil is not feasible. Further
on, the reaction forces of an impact hammer are consid-
erably high and the production rate is low. Hence, this

technology is not further investigated.

2.2.5 Saw cutting

Rock cutting chainsaws are characteristically used in
quarrying operations for extraction of dimensional blocks.
The capabilities are limited to cutting of soft to medium
hard rock. Rock cutting saws are not considered as a
production tool for a robotic miner. [3]

2.2.6 Grinding

Characteristically for a grinding process are the high
frequency and low amplitude of the process. Due to the
fact, that grinding is not used for excavation and tools tend
to wear off easily, it will not be analysed any further in this
paper.

2.2.7 Auger drilling

Auger drilling combines both excavation and conveying
in one method. Often used in coal seam operations, drill
rigs with a rotating auger and a drill head on the front
tool end require high thrust forces and torque. Continuous
excavation of rock and tunneling are not viable with this
certain method. [3, 15]

2.2.8 Dredging

Transshipping or excavation of very soft material can
be managed by dredging. Excavation of greater amounts
of hard rock and tunnels are not viable with a dredging
technology.

2.2.9 Bucket wheel excavation

Bucket wheel excavators are employed for soft coal min-
ing in open pit scenarios. The buckets dig into a layer of
material and drop it onto a conveyor belt. [16] presents a
mining robot with a bucket wheel excavation technology
for lunar soil. This excavation method is not feasible for
an underground, hard rock mining scenario. [17]

2.3 Alternative excavation systems

Alternative excavation systems cover non-conventional
excavation methods apart frommechanical excavation and
drilling and blasting.

2.3.1 High-pressure water cutting

Water jet cutting technology is a method for shattering
and cutting material from very close distance. [18] The
pressure of the water jet is increased by a high-pressure
pump, pushed through a nozzle pointing towards the ma-
terial to be cut. Often employed for precise cuts, high-
pressure water jets have their reason for being utilized in

483



37Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2020)

the mining industry. Various forms of water jets can be
applied for individual operations. [18, 19]
[18] defines following appearances of high-pressure wa-

ter jets:

• Continuous plain water jets

• Pulsating and modulated water jets

• Abrasive water jets

Cutting rock reasonably well requires a minimum water
pressure around 100 MPa. A comparatively high specific
energy leads to a prerequisite of large volumes of water
and decreases the potential as a production tool in a robotic
miner. A combination of high-pressure water jets with
conventional mining methods seems to be more practical
and will be discussed in section 2.4.1 and 2.4.2.

2.3.2 Hydrofracturing

Hydrofracturing, or hydraulic fracturing, is the employ-
ment of pressurized liquid (mostly mixed with additives)
into a borehole to fracture rock formations. If the present
pressure exceeds the rock’s tensile strength, crack forma-
tions are induced. [20] Mainly used in oil and gas produc-
tion, hydrofracturing is currently not used for rock exca-
vation and is considered to be not important for detailed
investigations.

2.3.3 Laser cutting

Laser cutting technology exhibits high specific energy
levels and is typically used for precise cuts of blocks with
rather small thickness. [21] Excavation of big volumes is
not feasible, therefore not considered for further analyses.

2.3.4 Chemical excavation

Chemical excavation is a very restricted technology,
only used in very special scenarios and therefore not dis-
cussed in detail. [22]

2.4 Combined excavation systems

Combined excavation systems combine the advantages
of mechanical excavation systems with alternative, auxil-
iary methods.

2.4.1 High-pressure water assisted to drilling

As pointed out in section 2.2, mechanical excavation
has some benefits over drilling and blasting. Though,
the operating field of mechanical excavation is limited by
geotechnical conditions. Many activities involve over-
coming those limitations by improving the conventional
technologies or developing new excavation systems.
A number of researches and studies [18, 19, 23, 24]

investigate the improvement of the overall drilling time
and efficiency of rotary-percussive drills.
Assisting water jets enter the cracks in the crushed zone
and, due to the water wedge effect, increase the crushing
effect.[24]

If the water pressure exceeds the critical stress of
the rock, cracks will be induced and result is a reduction
of the required drilling performance. In order to decrease
drilling time and increase lifetime of the drill bit,
high-pressure water jet assisted to drilling seem to be a
practical solution. [24] In this specific case, only drilling
will be used, if for the excavation method of the mining
robot drilling and blasting is chosen. A trade-off between
complexity respectively costs and efficiency has to be
made.

2.4.2 High-pressure water assisted to cutting

Besides from drilling, cutting can also be assisted by
high-pressure water jets. The purpose of assisting water
jets are the reduction of the cutting force and decrease of
the tool wear. [23]
The greatest disadvantage of currently used, mobile and
flexible excavators (e.g. roadheaders) is the limitation of
cutting rock with UCS above 150 MPa [7]. Joy Mining
[25] has introduced a new disc cutting technology with
assisted water jets, the DynacutTM. Aim of this research
project is combining mechanical excavation technology
for hard rock cutting with high-pressure water jets. Until
now, no test results could be found. [7, 25]

The importance of assisting high-pressure water
jets arises, when conventional cutting method reach their
limits. Scope of the robotic miner is the excavation of hard
rocks. An implementation of a common cutting drum
with pick tools will not even be capable of excavating
medium hard rock, and therefore, cutting technology with
assisting high-pressure water jets will not be discussed
further in this paper.

2.4.3 Microwaves assisted to cutting

The basic idea of using microwaves is the same as
of using high-pressure water jets: Implementation as an
auxiliary tool to a main excavation process for decreasing
the rock quality. [26]
One method is the use of microwave irradiation to reduce
the rock strength by inducing cracks. Cracks pre-weaken
the rock and lower the cutting resistance. Researches
show, that the net cutting force can be reduced by
approximately 10 %. [26]

The operating fields of the mining robot are wet or
submerged underground scenarios. Microwaves are
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absorbed by water and as a consequence, the applicability
of microwaves is not given.

2.4.4 Ultrasonic drilling

As mentioned in section 2.2.1, drilling is i.e. used
for exploration, shaft drilling and extracting samples.
Shortcoming of common rotary-percussive drills, while
drilling hard and abrasive rock, is maintenance due to
tool wear. Purpose of ultrasound drilling is the reduction
of operating costs by increasing the penetration rate. A
piezoelectric transducer converts the electric energy to
mechanical vibration. This oscillation is superposed with
the rotation of the drill and provides the penetration. [27]

Compared to conventional drilling, ultrasonic drilling is
an elaborate technology and no applications in wet or
completely submerged conditions have been found. A
comparatively minimal increase of the penetration rate is
not the most important point, hence, ultrasonic drilling is
not investigated further in this paper.

3 Analysis
In this chapter, the most promising excavation methods,

assessed in the previous section, are analyzed in more
detail. The applicability of the production tool system is
depending on some properties:

• Production rate

• Penetration rate (Advance rate)

• Specific energy

• Limitations

Following parameters are assumed for the calculations
in this chapter:

• Input power: 40 kW

• Tunnel cross sectional area: 1 m2

3.1 Drilling and blasting

The advantages of drilling and blasting already have
been discussed in the previous section. The most
important feature, for this study, is the capability of
excavating larger amounts of very hard rock with one
blast. Furthermore, a complete mechanization is state-of
the art, however, a full automation of the loading process
is a complex challenge to be mastered.

Drilling is the most time consuming step in drilling
and blasting. To keep the blasting cycle to a minimum,
the penetration rate of the drill to be used is crucial. The

penetration rate reflects the drilled length per hour. In
this case, a rotary-percussive drill is chosen with a bit
diameter of 60 mm. The penetration rate is calculated
after [28] (figure 3).

Figure 3. Rotary-percussive drilling - Penetration rate

The formula used for estimating the penetration rate re-
sults of a linear regression model of measurement data. 
The penetration rate is decreasing linearly with the rock 
strength. [28]
If a bore hole with 300 mm depth is assumed, the time for 
drilling varies between 20 seconds and 4.5 minutes. De-
pending on the employed explosives, excavating a tunnel 
with the assumed cross sectional area requires between 5 
and 10 blast holes. Following from this, the total time 
for one blast (including loading the boreholes with explo-
sives) is estimated between 1-2 hours. For simplicity, the 
time between drilling the individual holes, for crushing 
and for conveying is neglected. The precise analysis of the 
blasting cycle will be done in future investigations.
The specific e nergy i s t he amount o f e nergy t o exca-

vate one unit volume of rock [3]. A drilling process ex-
hibits, compared to other mechanical excavation systems, 
a high specific energy (calculated after [3]), see figure 4. 
However, this peculiarity is extensively decreased by the 
subsequent blasting operation.

Figure 4. Rotary-percussive drilling - Specific energy
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The specific energy of the drilling process is approxi-
mated by a linear regression model of [28]. This model
provides satisfactory results according to the measure-
ments.

3.2 Partial-face cutting

Partial-face cutting machines distinguish their self by
their flexibility and mobility. Excavation of tunnels, cut-
ting curves or limited selective mining are characteris-
tic capabilities. Shortcomings are the severe restrictions
by the rock properties. Standard partial-face cutting ma-
chines’ cutting abilities fatigue at rocks with UCS around
150MPa [3, 7]. In this paper, a cutting head with a consid-
erably less lower amount of power is investigated, which
will limit the mining robot’s abilities to excavating soft
rocks only. The instantaneous breaking rate, the rock vol-
ume excavated per hour, is calculated after [3] (figure 5)
and is provided by a prediction model, which is based on
full-scale linear cutting tests.

Figure 5. Partial face cutting - Instantaneous breaking 
rate

In practice, the mining machine would not be able to 
withstand the reaction forces, resulting from cutting, due 
to the little weight and traction. In this order of magnitude, 
the ability of cutting rock above 60 MPa is believed to be 
very unlikely.

Figure 6. Partial face cutting - Specific energy

After [3], specific energies above 20 MJ/m3 are not
economical and lead to damage of the cutting tools.
The estimated specific energy can be derived from the
instantaneous breaking rate and the provided input power.
[3]
However, for the chosen scope of application, the specific
energy levels are bearable (figure 6).

The advance rate is the excavated length of the tun-
nel (with the determined cross sectional area) per hour.
Again, for the advance rate, only the region below 60 MPa
is important (figure 7). The estimation of the advance rate
presupposes an ideal and continuous cutting operation
and is calculated for the fictitious cross sectional area of 1
m2.

Figure 7. Partial face cutting - Advance rate
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3.3 Full-face cutting

In practice, a number of reputable companies have de-
veloped small-scale full-face cutting machines. [11, 12,
13, 14] Exemplary machines are: Micro-tunneling ma-
chine (MTBM), pipejacking machine and boxhole boring
machine.
Those machines already exist with diameters within

the range of 1 m. Biggest advantage over the partial-face
cutting machines is the ability of excavating hard rock.
Despite the size, such machines are capable of excavating
rock up to 180 MPa [11, 12, 13, 14].

The net production rate shows the volume of rock
excavated per hour (figure 8), calculated after [3] and
again based on full-scale laboratory cutting experiments.

Figure 8. Full face cutting - Net production rate

Theoretically, an average net production rate of 1.5 m3 

per hour is feasible.

Figure 9. Full face cutting - Specific energy

Compared to the partial-face cutting machines, full-face 
cutting machines have relatively high specific energies, 
see figure 9 . D ue t he h igher p ower, f ull-face cutting 
machines are operating more efficiently in "high specific 
energy-regions". Specific energy levels are calculated by 
estimation formula of [3], obtained from full-scale cutting

experiments.

The advance rate for the determined tunnel size is
shown in figure 10. Ideal and continuous cutting opera-
tion is assumed and the fictitious cross sectional area of 1
m2 is chosen for estimating the advance rate. In contrast
to the partial-face cutting machines, the full-face cutting
machines’ advance generally slower, but does not slow
down that much with increasing UCS.

Figure 10. Full face cutting - Advance rate

Eventually, the cutting rate of full-face cutting machines 
is a crucial parameter to be investigated. The tendencially 
high cutting forces represent an omnipresent problem of 
mechanical excavators [3, 7]. [29] has introduced regres-
sion models for estimating disc cutting forces. In this 
certain case, the extraordinarily high cutting forces (cal-
culated after [29]), seen in figure 11, can not be withstood 
by the robotic miner.

Figure 11. Full face cutting - Cutting force
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4 Discussion
From the literature survey and analytical studies follow-

ing conclusions can be made:

• Advantages of the partial-face cutting systems are the
continuous material excavation, the high production
rate, the flexibility and the possibility of selective
mining. But they are limited by the rock’s strength
(UCS) and abrasivity (CAI). The excavation process
requires very high cutting forces and frequent main-
tenance of the cutting tool. The cutting forces for
excavation hard rock cannot be provided by the given
power and weight. Partial-face cutting is only a vi-
able option for small amounts of soft rock. For these
special cases, a partial-face cutting robot seems to be
a practical solution.

• The capabilities of full-face cutting machines
(MTBMs or BBMs) theoretically exceed those of the
partial-face cutting machines, but the cutting forces
are generally even higher. Furthermore, the less flex-
ibility and higher specific weight are additional limi-
tations and counteract the applicability.

• Drilling and blasting is a very complex process. Mul-
tiple, individual tools and working steps increase the
efforts of rock excavation and need to be adjusted
precisely. Advantages are the comparatively low re-
action forces acting on the robot and the excavation
of hard rock. To excavate justifiable amounts of hard
rock with the given boundary conditions, it is worth
to focus on further investigations of drilling and blast-
ing.

In the following chapter, a concept for the implementa-
tion of drilling and blasting process is introduced.

5 Conclusion
As explained previously, drilling and blasting requires

a minimum of three individual steps:

1. Drilling: Drilling of the borehole

2. Loading: Charging of the boreholes with explosives

3. Hauling/Transporting: Transportation of the frag-
mented rock

The tool set which is required for excavation process
only, consists of a drill, a tool for clearing the blastholes
from the drilling debris and an arm for charging the blast-
holes with the explosives. In figure 12, the implementation
of the main operations of the excavation process is visual-
ized. The autonomous work of the mining robot demands
a fully mechanized and automated production tool system,

Figure 12. Implementation of drilling and blasting

including drilling, removing residues (debris or small rock 
grains), loading the blast holes and blasting.
Following the boundary conditions (limited size, weight 

and power) impede the development of an universally 
operating robot. Therefore, it is beneficial splitting up the 
tools into a reasonable number of robots. At least, one 
drilling and one blasting robot. Due to safety reasons and 
potential shortage of space inside the robot, the loading 
setup is completely isolated from the other equipment. In 
return, other instruments (e.g. perception and navigation 
instruments) can be installed in the drilling robot.

Aim is to develop a fully mechanized and auto-
mated robotic miner, which is capable of detecting the 
ore, excavating the material and transporting. For a better 
understanding of the complexity of the drilling and blast-
ing method, a few important points need to be discussed: 
In addition to the excavation tools, a number of other 
instruments and equipment are necessary. Navigation and 
perception shall be executed completely autonomously 
and demand corresponding technology. If the robot has 
detected a potential ore vein, a decision of further pro-
ceeding has to be made. Samples of the material decide 
if it is worth mining. A sample can be extracted with the 
drill and then be assessed in terms of quality by chemical 
analysis. The fragmented rock is rarely evenly distributed 
in terms of grain size. Therefore, an on-board crusher is 
mandatory. After crushing the rock, the material has to 
be conveyed to a desired area. A feasible, mobile way of 
transporting material in an underground mining scenario 
is the slurrification o f t he e xcavated r ock. Eventually, 
a couple of side tasks accompany the main excavation 
process. The mined tunnel possibly requires stabilization 
and mechanical parts typically tend to wear out. General 
utility and maintenance are tasks not to be underestimated.

The above mentioned tasks describe an entire min-
ing ecosystem. To turn this ecosystem into a fully 
autonomously operating operation, it is not avoidable to 
define a  r obotic family with complete d ivision o f labor. 
A universal robot body creates the base for the individual 
robots. The tasks to be executed define t he instruments
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and tools implemented in every single robot. In this
specific case at least six individual modules need to be
built. A combination of specific modules can reduce the
amount of robots. In figure 13 it is visualized, if every
main task is done by an individual robotic vehicle.

Figure 13. Robot family

The figure shows an exemplary r obot family with the 
following tools implemented:

1. Exploration: Navigation, exploration and perception

2. Sensing, drilling and flushing: Perception / measur-
ing, drilling and clearing of blastholes

3. Loading: Charging of the blastholes with explosives

4. Crushing and analysis: Crushing the fragmented ma-
terial to evenly distributed size and analyse the exca-
vated material

5. Utility: Stabilization of structures and maintenance

6. Transportation: Transportation of the crushed
ore/slurry
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Abstract – 
Timber building industry is facing a major 

transformation with digitalization and automation 
being more broadly adopted. Prefabricated timber 
frame structures can be mass-produced on large 
robotic assembly lines, increasing the productivity 
and competitiveness of wood over standard inorganic 
materials such as steel or concrete. While 
standardization is likely to limit creativity, new digital 
tools, on the contrary, give the possibility to design 
and build complex and unique geometries. Recent 
research in bespoke digital prefabrication notably led 
to the development of Integrally Attached Timber 
Plate Structures (IATPS). This system consists in 
assembling wooden panels connected only with 
timber joints inspired by traditional Japanese 
carpentry. The elements are digitally prefabricated 
and inserted into one-another to form bespoke 
architectural structures. In order to propose a fully 
automated process for IATPS, from design to 
construction, this paper investigates a method for 
assembling the panels with a 6-axis robotic arm. 
Preliminary studies have shown that significant 
discrepancies can occur between virtual models and 
physical prototypes due to joint tolerances, 
hygrometric variations, and self-weight deformations. 
To address this challenge and to adapt the robot 
position to the actual location of the elements, a visual 
feedback loop was developed using fiducial markers. 
Several tests were performed with structural wood 
panels to assess the accuracy of the method for 
different configurations and adapt the geometry of 
the joints in consequence. Finally, the insertion of a 
panel with two through-tenon joints was achieved by 
taking pictures of the target with a camera mounted 
on the end-effector of the robot. 

Keywords – 
Robotic assembly; Timber joints; Fiducial 

markers; Insertion 

1 Introduction 
The construction sector is recognized as one of the 

main players in the current ecological crisis, as the 
production of new construction materials is responsible 
for a significant share of CO2 emissions and plays a major 
role in the generation of landfill waste. In order to reach 
the Sustainable Development Goals set by the United 
Nations for 2030 [1], it is necessary to reconsider the 
whole construction process and take material life cycles 
into account upstream in the design phase. 

Engineered wood products have been identified as 
an alternative to commonly used concrete and steel 
components, which could lead to more sustainable 
construction systems by lowering the embodied carbon 
energy of the structure [2]. In addition, connections 
between timber panels can be integrated into the element 
geometry taking inspiration from traditional timber 
joinery techniques and benefiting from recent advances 
in digital fabrication to generate the toolpath [3]. This 
construction system, also referred to as Integrally-
Attached Timber Plate Structures (IATPS), reduces the 
number of steel fasteners and improve the structural 
performance. Since additional connectors are not 
required, the amount of time allowed to the construction 
phase can also be reduced. 

Previous research has both demonstrated the 
architectural and structural interest of IATPS, leading to 
the realization of large-scale projects such as the theater 
of Vidy [4], the BUGA wood pavilion [5], and the Annen 
head office [6]. Different workflows have been set up for 
each of those projects in order to integrate fabrication 
constraints in the design and automate the cutting of the 
different pieces using a CNC machine or a 6-axis robotic 
arm. For the BUGA wood pavilion, collaborative robots 
have also been used to glue the construction components. 
However, for each of the three projects, the assembly of 
the different modules remained a manual process. 
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First investigations about the robotic assembly of 
IATPS have highlighted two main challenges for 
automating the insertion of timber joints [7].  First, 
friction forces are growing with the number of 
connections and can hinder the insertion. Second, the 
robotic insertion has to be performed with enough 
precision to avoid the introduction of gaps, which would 
decrease the rigidity of the connections. This paper 
focuses on the development of a method combining 
different strategies to automate the insertion of the panels. 

2 State of the art of robotic insertion 
Pick and place operations are usual tasks, which can 

be handled by industrial robotic arms. If the initial and 
final positions of the objects relative to the robot are 
known, the trajectory can be easily computed and the 
precision of the insertion will only depend on the 
accuracy of the robot from point to point. However, for 
large and heavy construction elements, significant 
discrepancies can occur between virtual models and 
reality. Timber panels are typically subject to slight 
dimensional changes over time and are very sensitive to 
hygrometric variations. Even for standardized elements, 
fabrication tolerances are usually around 1 mm. Besides, 
wood-wood connections are not ideally rigid and gaps in 
the joints can add up through the structure causing large 
deviations and preventing the robot from assembling the 
pieces. Three strategies, which can be combined to 
ensure a precise insertion, have been identified in the 
literature and presented here. 

2.1 Self-centering connections 
A first method consists in adapting the design of the 

connections to enhance the tolerance and progressively 
guide the pieces to the final position. Usually the 
modification consists in chamfering one or both pieces or 
adding a separated guide. 

Conic joints with a tolerance about 4 cm have for 
example been used in the FutureHome Project [8] in 
order to compensate for the swing of the automated crane, 
which was used to assemble the large modules. The slope 
of the cone was related to the friction forces between the 
different parts. In the extreme case of structures 
assembled by drones were precision is an even bigger 
challenge, specific joints have also been developed for 
masonry and timber elements  [9]. Chamfering through-
tenon joints is a commonly used technique in traditional 
woodworking. Such joints have notably been optimized 
for the insertion of the panels of the double-layered 
timber plate structure of the Vidy Theater [4]. 

A potential downside effect of self-centering 
connections is the diminution of the rigidity of the joint 
as the induced slopes are leading to smaller bending 
resistance. 

Figure 1. Three types of self-centering 
connections: conic joint (left), drone-compatible 
joint for interlocked timber beams (middle), and 
chamfered through-tenon joint (right). 

2.2 Force sensitive end effectors 
As manual insertion relies mostly on haptic feedback, 

another strategy is to use torque sensors to adapt the robot 
position according to the measured forces. A classic 
example consists in trying to insert a peg in a hole using 
integrated force sensors to align the robot position [10]. 
The need to manage material tolerances by developing 
robot sensitivity has also been illustrated in the DIANA 
project [11] where a robotic arm was interactively taught 
how to insert wooden rods to shape a ruled surface. 

Impedance control has also been used for the 
insertion of gear-shaft mechanisms with a precision 
around 5 μm for applications in medical fields or 
aeronautics [12]. More complex feedback loops using 
behavior-based or machine learning approaches have 
also been used to develop optimal strategies for inserting 
pieces into one another [13]. 

However, the interpretation of the measured force is 
always dependent of the shape and weight of the piece to 
insert and the above-mentioned techniques are 
established for standards symmetrical elements. 
Developing an adaptive strategy for the case of timber 
joinery is challenging as elements come in different sizes 
and the number and type of connections can also vary. 

2.3 Visual feedback 
Different position tracking systems based on visual 

feedback loops have been already developed for on-site 
applications and could also be applied off-site. 

A total station can be used to track selected points and 
deduce the robot position by triangulation while another 
possibility is to rely on cameras and image recognition. 
A comparative study has highlighted the performance of 
fiducial markers for reducing deviation with a clear 
advantage regarding the execution speed [14]. Fiducial 
markers have also been used to guide the In situ 
Fabricator developed at ETH Zurich [15].  

Other applications of visual detection includes 
precisely laying mortar on a brick wall [13] and 
assembling large modular frames [16] using a 
combination of cameras and lasers to guide the insertion. 
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Photogrammetry and laser scanning technologies 
have also been combined with robotic arms to gather data 
on-site for indoor and outdoor localization [17][18][19]. 
However, image reconstruction, point cloud acquisition, 
and mesh post processing are all computationally 
intensive and data interpretation requires complex 
machine-learning algorithms in order to work with 
different geometries. 

3 Methodology 

3.1 Integrated design framework 
Our approach consists in linking project design and 

technical constraints by means of computational 
geometry. Instead of locally solving the insertion 
problem, the goal is to inform the designer with 
fabrication and assembly constraints by developing a 
cross-platform workflow. Custom scripts are used to 
convey the geometric information between software. 

Figure 2. Integrated design framework linking 
design to robotics constraints. 

The assembly is driven by three major inputs: design, 
assembly sequence, and robot constraints. In a traditional 
workflow each input is integrated one at a time in the 
construction process. Digitalization allows for more 
agility since parameters can be modified and information 
can flow back and forth. 

It was decided to rely on existing specialized software 
for each part of the workflow instead of building a single 
custom program from scratch. Rhinoceros 6 (Robert 
McNeel & Associates) was chosen as the design interface 
and the plugin Grasshopper as a tool to extract and 
manipulate data from the model. To simulate and execute 
the robot trajectory, the research benefitted from a 
collaboration with a specialized industrial partner, Imax 
Pro S.A. A custom application was developed, for the 
purpose of the research project, on the game engine Unity 
(Unity Technologies) to convert geometric data from text 
file to robot instructions. 

Splitting the workflow between different software 
avoided making compromises between design 
possibilities and robotic performance. Meanwhile 
custom scripts ensured a smooth transition between the 
different interfaces allowing almost instantaneous 
feedback and testing of multiple design iterations. 

3.2 Insertion vectors 
Insertion vectors are an essential parameter for 

IATPS as the geometry of the joints is tightly connected 
to the assembly sequence. In fact, it is not possible to 
design the shape of the connectors without knowing the 
trajectory of the insertion beforehand. The integration of 
fabrication and assembly constraints follows an iterative 
process and is inherent to the design of IATPS. 

A parametric script was thus coded inside the 
Grasshopper interface to deduce insertion vectors from a 
geometric input and a specific assembly sequence. 
Contact zones are identified by computing intersections 
between the panels while the type of joints that is 
generated depends on which faces are connected (e.g. 
through-tenon joints are created for a connection between 
the side of a panel and the face of its neighbor). 

Figure 3. Insertion vectors are inducing the shape 
of the connections as well as the robot trajectory. 

Once the 3D model is created, the contour of the panel 
can be extracted and the panels can be cut using a CNC. 
Then insertion vectors are used a second time to generate 
the robot trajectory, as further described in section 3.5. 

3.3 Position detection using fiducial markers 
Given the variety of possible configurations for 

IATPS, the use of fiducial markers was found to be the 
most efficient method to keep track of the position of the 
different timber panels. The open-source library OpenCV 
[20] provides a robust solution for estimating the position
of fiducial markers (ArUco) from different sizes. A
custom python executable was, therefore, developed to
assess the performance of the detection before being
integrated to the global workflow.

The algorithm consists in taking one picture from a 
targeted marker on a panel, computing its orientation and 
position coordinates and saving those results in a text file. 
This information is later accessed by the robot controller 
to update the trajectory.  
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The image is processed by applying perspective 
transformation and thresholding to get potential markers 
from the pixels. Analyzing the color of the 36 cells 
composing the ArUco provides the unique identification 
number of the marker. The position and the orientation 
are obtained by finding the tridimensional transformation 
from the coordinate system of the camera to the 
coordinate system of the marker. Rotations are obtained 
in Euler angles but converted to quaternions to ease the 
conversion to Unity software, which is using another 
axes convention. 

Figure 4. Image processing of an ArUco Marker 
using OpenCV library to get the position and 
orientation of a timber panel. 

A key feature of the developed application is that the 
position of the different targets constituting the robot 
trajectory are expressed relatively to different coordinate 
systems. The position of some targets is associated to the 
coordinate system of the starting location while the 
position of some other targets is expressed relatively to 
the position and orientation of an ArUco marker. Hence, 
updating the position of this marker will automatically 
update the absolute coordinates of all associated targets 
while others will remain unchanged. 

A unique marker has to be assigned to each panel and 
positioned at the center of gravity of the panel. Although 
the point of reference can be set arbitrarily, making it 
coincide with the point from which the tool would lift the 
panel, seems the most logical. Potential bending of the 
panel is minimized by picking it from its center of gravity. 

Before proceeding to the robotic assembly, the 
position of the stack of panels is precisely referenced. 
Hence applying the visual feedback loop to adjust the 
starting location of the panels was not considered as 
necessary and only the end point of each trajectory is 
updated using fiducial markers. Prior to each pick and 
place operation, pictures of a marker, placed on the 
panels on which the insertion will occur, are taken with a 
camera mounted on the robotic arm (technical 
specifications are given in 4.1). 

3.4 Fail-safe process 
One drawback of working in relative with a feedback 

loop is that detection errors can potentially lead to 
unexpected trajectories, different from the simulation. 
Indeed, under certain circumstances, such as in case of 
insufficient luminosity or when the marker is too far or 
in the periphery of the angle of view of the camera, the 
precision of the detection significantly decreases. 

In order to prevent updating the position of the marker 
with inaccurate coordinates, it was decided to take three 
pictures of each marker at different angles and set two 
tolerance parameters. If the dispersion of the results or 
the deviation from the model is too high, new pictures are 
taken and the updated values are again compared. 

Figure 5. Robotic workflow: camera shooting with robot moving according to model (green), image processing 
(orange), picking phase with robot moving according to the stack of panels (blue), insertion phase with robot 
moving according to marker (purple). 
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3.5 Robotic Workflow 
Putting together the initial information given by the 

insertion vectors with the visual feedback loop, a 
complete workflow was established to insert the timber 
panels with a robotic arm (Figure 5). No path planning 
algorithm was used for the robot trajectory. Instead a 
strategic approach was preferred.   

After the first panel of the sequence is placed, the 
robot positions itself above the marker using the 
information of the model as reference. The visual 
feedback loop is executed and pictures are taken from 
different angles at a distance of about 50 cm. Then the 
position of the marker in the virtual model is updated 
through image processing. 

The second step consists in picking the next panel at 
the stack location. As the position of the stack as well as 
the dimensions of the panels are known, the robot uses 
that information to move right above the stack and lift the 
panel from its center of gravity.  

For the third step, the updated position of the fiducial 
marker is used as the new system of reference and a target 
is generated above the place of assembly. As a linear 
move is not always possible between those two position, 
a joint move is then preferred for this part of the trajectory. 
In order to constrain the interpolation additional targets 
can eventually be created in between. 

For the last step, the insertion of the panel is finally 
performed (Figure 7). The robot reaches a target located 
a few centimeters away from the final position, in the 
opposite direction of the vector of insertion associated to 
the panel. Then it follows that vector until the panel is 
inserted. The panel is released by the vacuum gripper and 
the robot moves away along the normal to the panel 
surface before going back above the assembly. A 
structure is gradually assembled by repeating the process 
with the next panels. 

Figure 6. 2D representation of the assembly 
strategy based on the vector of insertion 
associated to the panel. 

3.6 Intermediate robot language 
Once established, the workflow was converted to 

robot instructions. Target positions and special actions 
such as taking a picture or activating the vacuum gripper 
were interpreted from a text file, which was manually 
typed or automatically generated by script (e.g. in the 
case of complex assemblies or when a high number of 
elements needs to be inserted). An intermediate 
programming language with a high level of abstraction 
was therefore developed in order to integrate custom 
commands. 

Two examples of instructions are given in Figure 7. 
The number of parameters on each line depends on the 
first keyword: Camera will start the visual feedback loop 
and requires 4 additional parameters while JointMove 
requires up to 12 parameters including the coordinates of 
the targeted position to execute an unconstrained motion 
between the actual position of the robot and the specified 
point. 

Other typical commands include LinearMove, which 
takes the same parameters as JointMove, Vacuum 
followed by On/Off, which is used to activate the suction 
of the gripper, and Wait followed by a number to pause 
the execution of the code during a certain amount of time. 

Finally, each line of the code is parsed by our 
application in Unity for simulation, and converted to the 
specific programming language of the robot for 
execution. On a side note, the additional layer of 
abstraction added by this intermediate language proved 
to significantly enrich the user-experience by providing 
an explicit workflow. 

Figure 7. Samples of a text file interpreted by our 
custom application in Unity to send instructions to 
the robot controller: Activation of the visual 
feedback loop (top) and joint move above a 
marker (bottom). 

495



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

4 Tests and results 

4.1 Experimental set up 
Experiments were led with a 6-axis robotic arm (ABB 

IRB 6400R) with a reach of 2.5 m. The end effector was 
equipped with two vacuum grippers, which can lift 
panels up to 80 kg. In addition, a standard webcam 
(Logitech C270) with a resolution of 1 megapixel was 
mounted on top of the robot effector and connected by 
USB cable in order to take pictures of the ArUco markers. 
Calibration was carried out by taking a series of 20 
pictures of an ArUco board from different angles to get 
the intrinsic parameters of the camera such as the focal 
distances and the center of the camera. Fiducial markers 
were then printed as 10 cm square and precisely fixed to 
the center of the panels following guiding lines 
previously engraved with a CNC. 

Figure 8. End-effector of the robot equipped with 
a vacuum gripper and camera for visual feedback. 

4.2 Insertion without visual feedback loop 
A first test was led without the visual feedback loop 

to evaluate the difficulty of inserting panels with a 
robotic arm. The objective was to automate the assembly 
of 3 non-orthogonal timber boxes composed of 13 panels 
of 45 mm thick cross laminated timber (CLT). The gap 
between the tenon and the mortise was set to 0.5 mm to 
reduce friction forces and reached up to 0.7 mm in some 
cases due to slight material deformations in addition to 
the tolerance of fabrication. 

Figure 9. Assembly of 13 non-orthogonal timber 
panels without using the visual feedback loop. 

The accumulation of small discrepancies due to the 
tolerance in the joints and the dimensional variation of 
the panels caused large deviations between the virtual 
model and the physical prototype. When inserting the last 
panel, a difference of about 1 cm was measured at the top 
of structure. This could be explained by the fact that only 
the first panel was anchored while the rigidity of the 
connections for the other panels was not enough to 
prevent them from slightly rotating. This led to the 
impossibility of assembling the pieces without a manual 
intervention. In conclusion, as inaccuracy increases with 
the number and the size of the elements in the structure, 
a visual feedback loop was found to be necessary. 

4.3 Precision of the visual feedback loop 
Prior to testing the insertion of panels, the accuracy 

of the visual feedback was evaluated. The position of the 
camera in relation to the end effector of the robotic arm 
was found by manually referencing the position of 4 
markers (Figure 10) and matching the values obtained by 
taking a picture. It is assumed that both the calibration of 
the sharp tool and the manual referencing of the markers 
was achieved with a precision of about 0.5 mm.  

Figure 10. Finding relative camera position by 
comparing manually referenced coordinates with 
computed values from the visual feedback. 

Once the position of the camera was properly set up, 
new pictures were taken with multiple camera 
orientations and distances and the acquired data was 
compared with the coordinates of the manually 
referenced markers. Three pictures were taken at each 
location to assess the consistency of the results.  

Extreme values for distances of 30, 50 and 80 cm 
between the camera and the fiducial marker are reported 
in Figure 11. Both precision and accuracy were affected 
by the distance from which the picture was taken. 
However, below 30 cm, the dispersion of the results 
stayed below 1 mm, which stays in the range of precision 
of the manual measurements. Further than 50 cm, the 
accuracy of the visual detection was decreasing 
considerably reaching several millimeters at 80 cm. In 
addition, a loss of precision was also observed as the 
dispersion of the results which were obtained from the 
same camera position raised to 2 mm at 80 cm. 
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Figure 11. Maximum distance between target 
position and the results obtained with the visual 
feedback loop. 

Additional tests were performed with different 
orientations of the robot end-effector and also produced 
slight deviations from the referenced point. Targets on 
the edge of the field of view of the camera were 
particularly misinterpreted by the algorithm and reported 
position errors up to 2 cm. On one hand, the calibration 
of the camera was found to be a key parameter to reach 
more accurate results but was, at the same time, limited 
by the precision of the manual measurements. On the 
other hand, the precision of the detection was also limited 
by the algorithm itself and the exactitude of the spatial 
transformation. 

4.4 Insertion with visual feedback loop 
Based on the previous results, a tolerance threshold 

was established. It was shown that all pictures taken at a 
distance below 50 cm, with the camera parallel to the 
marker, were interpreted with a maximum error of 3 mm. 
The design of the timber joints was therefore adapted in 
consequence to match that tolerance threshold as shown 
in Figure 12. 

A test of insertion was conducted using two panels 
with 1 square meter each connected by two trough-tenon 
joints. Following the principles of auto-centering 
connections, a chamfer of 4 mm was applied to tenons 
and mortises. As the fabrication process excluded cutting 
the panel from below, the chamfer was doubled on top of 
the tenon instead of being equally distributed. Using the 
visual feedback loop, the two panels could finally be 
inserted into one another (Figure 13). 

Figure 12. Chamfered tenon based on the 
measured precision of the visual feedback loop. 

Figure 13. Insertion of a laminated veneer lumber 
(LVL) panel with the visual feedback loop. 

5 Conclusion and outlook 
A complete workflow was established to assemble 

prefabricated timber panels connected by wood-wood 
connections with a robotic arm. The study included the 
development of a strategy of insertion using different 
software and linking design and assembly constraints by 
the means of computational geometry. In addition, an 
explicit programming language was introduced to ease 
the interactions between designer and machine. 

A particular focus was set on performing a precise 
insertion despite the large deviations that might occur 
between physical prototypes and virtual models. The 
visual detection of fiducial markers, which can easily be 
placed on top of timber plates, was found to be a cheap 
and effective solution for updating the position of the 
panels through a feedback loop. 

The evaluation of the method performance showed 
satisfying results at distances up to 50 cm. For larger 
distances, the precision of the detection of the markers 
showed some limitations but could probably be enhanced 
by refining camera calibration. Eventually, increasing the 
camera resolution or the size of the ArUco markers could 
improve the quality of image processing and lead to 
better outcomes. 

Finally, applying the visual feedback loop to the 
assembly of two timber plates demonstrated the potential 
of the concept and the feasibility of the proposed 
workflow in order to automate the assembly of Integrally 
Attached Timber Plate Structures. The method presented 
in this paper could have applications on-site. However, 
further research is still required to extend the workflow 
to the architectural scale such as solving issues related to 
friction when inserting multiple joints at the same time. 
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Abstract -
Boom cranes are among the most used cranes to lift heavy

loads. Although fairly simple mechanically, from the control
viewpoint this kind of crane is a nonlinear underactuated sys-
tem which presents several challenges, especially when con-
trolled in the presence of constraints. To solve this problem,
we propose an approach based on the Explicit Reference Gov-
ernor (ERG), which does not require any online optimization,
thus making it computationally inexpensive. The proposed
control scheme is able to steer the crane to a desired posi-
tion ensuring the respect of limited joint ranges, maximum
oscillation angle, and the avoidance of static obstacles.

Keywords -
Boom crane; Constrain control; Obstacle avoidance; Ex-

plicit reference governor; underactuated system.

1 Introduction
Cranes are one of the most commonly used devices to

hoist heavy equipment and/or materials. Due to benefits
such as high maneuverability and low costs, boom cranes
are particularly common. Compared with gantry cranes
and tower cranes, boom cranes are much more flexible and
can be easily transported and deployed. Currently, this
kind of cranes are operated manually. The piece is moved
in proximity of its final position, then, a worker uses his
hands to finish the positioning. Considering the potentials
dangers and uncertain factors of manual operations, it is
essential to design efficient control methods to improve
the control performance of boom cranes and restrict the
payload swing amplitudes.

Compared with gantry cranes, that are simpler and have
been extensively studied in the literature, boom cranes
have much more coupled and nonlinear dynamics [1]-
[2]. In particular, boom cranes involve pitching and rota-
tional movements, which generate complicated centrifugal
forces, and consequently, make the equations of motion
highly nonlinear. Furthermore, as all cranes, boom cranes
are underactuated [3], having fewer independent actuators
than the system degrees of freedom (DoFs). Accordingly,
it is fairly challenging to control boom cranes effectively.

In the literature, some interesting and meaningful solu-

tion have been proposed for the control of boom cranes[4].
Open loop control schemes have beenwidely used because
they are easy to implement. Input shaping is one of the
most used open loop techniques based on a linear system.
[5] discusses three types of input shapers including pos-
itive and modified specified negative amplitude, positive
zero vibration, and positive zero-vibration-derivative input
shapers, which can reduce the sway angle during rotation.
[6] proposes a combination of input shaping and feedback
control to counteract the effect of the wind. Open-loop
trajectory planning methods [7]-[8] such as the S-curve
trajectory and the straight transfer transformation model,
are proposed and demonstrated to be effective for boom
crane systems. The main drawback of open loop control
schemes is that they are sensitive to external disturbances
and to model mismatch.

Recently some research focused on the development of
closed-loop control schemes for boom cranes. Closed-
loop control methods allow for increased robustness and
can usually lead to better control performance in the pres-
ence of perturbations. A Linear Quadratic Regulator
(LQR) is used in [9] with a cameras system to move the
crane to the desired position and reduce the payload swing
angles. To reduce the payload oscillation of boom cranes,
[10] proposes a delayed position feedback antiswing con-
trol strategy. In [11] the authors present a partial-state
feedback control method with an integrator to achive ac-
curate rotary positioning and swing suppression. AModel
Predictive Control (MPC) for an industrial boom crane is
shown in [12]. A second-order sliding mode control law
is proposed in [13] for trajectory tracking and anti-sway
control. In addition to model-based controllers, a series
of intelligent algorithms, such as neural networks [14] and
fuzzy logic control [15], are also introduced for boom
cranes to improve the overall control performances.

Note that almost all existing control approaches focus on
stabilization objectives, i.e., boompositioning and payload
swing suppression. However, from the practical perspec-
tive, the payload swing’s transient responses also need to
be ensured, e.g., swing angles should be restricted within
prescribed safety ranges to ensure stable transportation.
Furthermore, it must also be guaranteed that the trajecto-
ries avoid obstacles (e.g. walls).
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On the basis of this analysis it is possible to point out
two open problems in the control of boom cranes:

• Existing closed-loop control laws focus on reducing
residual oscillations only when the system reaches
the desired position. Instead, a good control strategy
should take into account of oscillations throughout
the movement in order to reduce the energy stored by
the system and avoid potentially dangerous situations;

• There are only few results for the trajectory planning
(and for obstacle avoidance) for this kind of crane
(see e.g. [16]). These solutions are almost always
very complicated, based on the specific nonlinear
trajectory planning process and focus on kinematics
aspects, not taking into account the dynamics of the
crane.

Recently a novel approach for the control of nonlinear
systems subject to constraints called Explicit Reference
Governor (ERG) has been introduced in [17]-[18]. The
ERG is an add-on control unit to be used on a pre-stabilized
system and is based on the general Reference Governor
(RG) philosophy (see [19] for a survey on RG schemes)
which ensures constraint satisfaction by manipulating the
reference of a pre-stabilized system so that the transient
response does not violate the constraints. An interesting
feature of the ERG is that it can enforce both state and
input constraints of nonlinear systems without having to
solve an online optimization problem.

This paper aims at designing a novel control framework,
the ERG, for boom crane subject to limited joint ranges
and static obstacle avoidance constraints.

2 Dynamic Model and Problem Statement

The dynamic model of a 3-D boom crane (see Fig. 1),
with fixed cable length, can be described by the following
equations [7]:

Figure 1. Model of an underactuated boom crane
system. [20]

ml2(1 + θ2
1)
Üθ1 + ml2θ1θ2 Üθ2 + mlL(−θ1sinθ3 + cosθ3) Üθ3

−ml2θ2 Üθ4 + ml2θ1( Ûθ
2
1
Ûθ2
2) − mlL(sinθ3 + θ1cosθ3) Ûθ

2
3

−ml(lθ1 + Lsinθ3) Ûθ
2
4 − 2ml2 Ûθ2 Ûθ4 + mglθ1 = 0,

(1)

ml2θ1θ2 Üθ1 + ml2(1 + θ2
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2
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Ûθ2
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1
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2
4
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1
2 ML + mL − 1

2 M1L1)sinθ3 = u3,
(3)

−ml2θ2 Üθ1 + (ml2θ1 + mlLsinθ3) Üθ2 − mlLθ2cosθ3 Üθ3

+[mL2(sinθ3)
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2
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2] Üθ4 + [mL2dotθ3sin(2θ3)

+2ml2(θ1 Ûθ1 + θ2 Ûθ2) + 2mL( Ûθ1sinθ3 + θ1 Ûθ3cosθ3)

+(Jx − Jz) Ûθ3sin(2θ3)] Ûθ4 + mlLθ2 Ûθ
2
3sinθ3 = u4.

(4)
The system parameters are reported in Tab. 1. The

system can be compactly rewrite as

M(q) Üq + C(q, Ûq) Ûq + g(q) =
[
02x2
I2x2

]
u, (5)

where q = [θ1, θ2, θ3, θ4]
T ∈ R4 represents the state

vector, and u = [u3, u4]
T ∈ R2 represents the control input

vector. The matrices M(q) ∈ R4x4, C(q, Ûq) ∈ R4x4, and
g(q) ∈ R4 represent the inertia, centripetal-Coriolis, and
gravity.

2.1 Control objective

The control objective is to move the boom to a desired
position and dampen the load swing at the same time. This
can be described mathematically as follows:

limt→∞ θ1(t) = 0, limt→∞ θ2(t) = 0,

limt→∞ θ3(t) = θ3d, limt→∞ θ4(t) = θ4d,
(6)

where θ3d and θ4d are the boom’s desired angles.
Typically in this kind of applications we have three main

types of constraints: constraints concerning the maximum
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range of the joints, safety constraints related to the sus-
pended load, and constraintsmodelling the collision avoid-
ance with objects and structures (e.g. walls).
In this paper for the joint range constraints we will as-

sume that the boom pitch angle (i.e., θ3(t)) is constrained
within the range ( 8π9 ,

−π
18 ). Thus

θ3 ≤
8π
9
, (7)

−θ3 ≤ −
π

18
. (8)

Forwhat concerns safety constraints linked to the swing-
ing load, a number of different constraints can be defined.
A simple form of safety constraints is to impose that θi
never violates a maximum swing angle. In this paper we
will consider the constraint |θi | ≤ θmi , with i =1,2, where
θmi =

π
36 . Thus

θ1 ≤
π

36
, (9)

−θ1 ≤
π

36
, (10)

θ2 ≤
π

36
, (11)

−θ2 ≤
π

36
, (12)

Collision avoidance constraints are constraints where
we want to avoid that the load collides with some ob-
ject/structure. We consider a wall construction scenario
where the mason waits for a new brick to bring it to its
final position (Fig. 2). In this paper we assume that we
want to avoid the collision of the swinging load with three
obstacles that are present during this activity: the mason,
the brick already placed and the wall.

Since the cable length is fixed and since constraints (9)-
(12) will be enforced, we embed the obstacles into boxes
taking into account a safety margin equal to the maximum
displacement between the rest condition of the load and

Table 1. Parameters of the boom crane system
Parameters Physical Units

θ1(t) Payload radial swing angle rad
θ2(t) Payload tangential swing angle rad
θ3(t) Boom pitch angle rad
θ4(t) Boom yaw angle rad
M Boom mass kg
m Payload mass kg
M1 Ballast mass kg
L Boom length m
l Rope length m

L1 Ballast length m
Jx, Jy, Jz Moments of inertia of the boom kg · m2

Ib Ballast inertia moment kg · m2

u3(t), u4(t) Control inputs N · m

the maximum swing compatible with constraints (9)-(12).
A schematic view of these three boxes is shown in the
Fig. 3.

Figure 2. Mason activity

Figure 3. Obstacle constraints. Blue line: Bricks.
Red line: Wall. Black line: Mason .

To write these three constraints in the operational space,
the direct kinematics of the crane is used [16]:

x = Lsin(θ3)cos(θ4) + lθ1cos(θ4) − lθ2sin(θ4), (13)

y = Lsin(θ3)sin(θ4) + lθ1sin(θ4) + lθ2cos(θ4), (14)

z = Lcos(θ3) − lθ2cos(
√
θ2

1 + θ
2
2). (15)

Thanks to (13)-(15) we can translate the constrains of
each obstacles (e.g. mason, brick and wall) into the joint
space. Since the boxes considering the constraints are
robust for any swing satisfying (9)-(12), we can consider
θ1 = θ2 = 0, and write the constraints only in terms of θ3
and θ4 as follows

Wi = {hi(θ3, θ4) ≥ 0}, i = 1...3, (16)

where hi is a nonlinear function. These three nonlinear
constraints mapped in the joint space are reported in Fig. 4.
Note that in the joint space each of these constraints is
easily embeddable as a union of linear constraints. This
fact can be exploited for the control law following the same
lines proposed in [21].
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Figure 4. The constraints in the joint space. Blue:
Bricks. Red: Wall. Black: Mason.

In conclusion, constraints (7)-(12) are linear constraints,
while the constraints obtained by (16) are non linear con-
straints.

The main goal of this paper is to build a control law
able to stabilize the system around each desired point of
equilibrium ensuring good dynamic performances while,
at the same time, ensuring the satisfaction of constraints
(7)-(12), and (16).

3 Control Desing
The control architecture proposed in this paper consists

of two cascade control loops as shown in Fig. 5. The first
loop pre-stabilizes the system, whereas the second loop
manipulates the reference of the pre-stabilized system to
ensure constraint satisfaction and reference tracking. In
this paper a Linear Quadratic Regulator is used in the
inner loop to ensure stability and fast dynamics. For what
concerns the constraints management, the external loop
consists of an Explicit Reference Governor.

Figure 5. ERG based feedback control scheme.

3.1 LQR Synthesis

Let us define x = [q Ûq]T as state of our system.
In order to design a control law for the system at hand
we proceeded with the linearization of the nonlinear

equations (5) around the point of equilibrium xv =
[0, 0, π3 , 0, 0, 0, 0, 0]

T , and considering as equilibrium in-
put ueq:

ueq =
[
−g( 12 ML + mL − 1

2 M1L1)sin(xv,3),
0

]
(17)

which represents the so-called "desired gravity compensa-
tion".
The resulting linearized system

δ Ûx(t) = Aδx(t) + Bδu(t), (18)

is then used to compute an LQR control law
δu(t) = −Kδx for the linear system (18).

Using this gain matrix K the following control law
is obtained

u = −K(x − xv) + ueq, (19)

It is worth noticing that the matrix A in (18) depends
on the value of the equilibrium angle θ3. However, it has
been numerically verified that, for the choices of weight
used in this paper and in the operative ranges prescribed
by the system constraints, the control law (19) is able to
stabilize the system regardless of the initial condition.

3.2 ERG Synthesis

The idea behind the Explicit Reference Governor [22]
is to generate the applied reference signal v (see Fig. 5)
so that, if v was to be frozen at any time instant, the
transient dynamics of the pre-stabilized system would not
violate the constraints. This is achieved by manipulating
the derivative of the applied reference in continuous time
using the nonlinear control law.

Ûv(t) = ∆(x(t), v(t))ρ(r(t), v(t)), (20)

with

∆(x(t), v(t)) = k min
i
(Γi(v(t)) − Vi(q(t), v(t))), (21)

where k > 0 in a tuning parameter, and i=1...nc , with
nc is the number of the constraits. ∆(x(t), v(t)) and
ρ(r(t), v(t)) are the two fundamental components of the
ERG scheme, called the Dynamic Safety Margin (DSM)
and the Navigation Field (NF), respectively. The scheme
is proven to ensure recursive feasibility and asymptotic
convergence to a constant reference [22].
The definition of the DSM differs for the linear constraints
and non linear constraints.
For the linear constraint, the first step is to write the (7)-
(12) in the form βx,i x ≤ di, i = 1...6. For the ith linear
constraints (7)-(12), Γ(v(t)) is
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Γi(v) =
(βTx,i xv + β

T
v,iv − di)2

βTx,iP
−1
i βx,i

, (22)

where accordingly to [17], the matrix Pi > 0 can be
found by solving the offline LMI optimization problem:

Pi = minP logdet(P)
s.t .
(A − BK)T P + PT (A − BK) < 0
P >

βTx, iβx, i

| |βx, i | |2

(23)

For the nonlinear constraints (16), to be able to evaluate
the DSM, we propose the following procedure.
These constraints are well embedded as a union of linear
constraints. Fig.6 shows the embedding for the mason
constraint. The same approach is used for the other two
constraints. In this way, for each obstacle, we obtain a set
of linear constraints that we can exploit in the design of
the control law. Accordingly, we can rewrite each new set
as the union of sets described by linear constraints in the
form βt,i, j x ≤ di, j, i = 1...nt, j, j = 1...3, where nt, j is
the number of tangent used for each of the embeddings.

Accordingly to [21] the DSM of the union of nt, j sets
defined by linear constraints can be evaluated as

∆t, j(q(t), v(t)) = max
l=1,...,nt

(∆t,l, j(q(t), v(t)), (24)

where

∆t,l, j(q, v) = Γt,l, j(v) − Vt,l, j(q, v), (25)

whit l = 1,...,nt, j, j = 1...3, where Γt,l, j and Vt,l, j

can be evaluated by solving the (22)-(23) for each tangent
constraint.
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Figure 6. Embedding mason constraint

For what regards the NF, it can be designed by decou-
pling into an attraction and a repulsion term as [23]

ρ(r(t), v(t)) = ρa(r(t), v(t)) + ρr (r(t), v(t)), (26)

where ρa(r(t), v(t)) is a vector field which points to-
wards the desired position, and ρr (r(t), v(t))is a vector
field which points away from the constraints. For the at-
traction term ρa(r(t), v(t)), the most intuitive choice is

ρa(r(t), v(t)) =
r(t) − v(t)

max{| |r(t) − v(t)| |, η}
, (27)

where η > 0 is a smoothing factor. Repulsion terms can
be split into two terms as:

ρr (r(t), v(t)) = ρr,1(r(t), v(t)) + ρr,2(r(t), v(t)), (28)

where

ρr,1(r(t), v(t)) =
6∑
i=1

max
{
ζ − βx,i x(t) − di

ζ − δ
, 0

}
βx,i

| |βx,i | |
,

(29)

ρr,2(r(t), v(t)) =
3∑
j=1

max
{ ζ − βl(t)?j x(t) − dl(t)?j

ζ − δ
, 0

} βl(t)?j

| |βl(t)?j | |
,

(30)
where ζ > δ > 0 and (t)? is the index such that
∆t, j(q(t), v(t)) = ∆t,l(t)?, j(q(t), v(t)) in 24.

In this paper, we will use a discrete-time implemen-
tation of the ERG. Note that, one could use the Euler
approximation of (20), such as

v(k + 1) = v(k) + kTs∆(q, v)ρ(r(k), v(k)), (31)

where Ts is the sampling time of the system. However,
as it is, this approximation might not ensure recursive
feasibility if Ts is not sufficiently small with respect to the
dynamics of the system. For this reason in this paper we
will use the scheme introduced in ([18]), which verifies that
the candidate reference v̂(k) ensures recursive feasibility
one step ahead. To do so, it predicts the evolution of the
close loop states x̂cl(k + 1), given this candidate reference
v̂(k), and evaluates if the dynamic safety margin is positive
when maintaining the candidate reference one step ahead,
i.e., ∆(x̂cl(k + 1), v̂(k)). If the candidate reference holds
feasibility, it is applied as the reference at the current step,
i.e. v(k) = v̂(k).

4 Simulation Results
To demonstrate the effectiveness of the proposed ERG

strategy, in this section we simulate the boom crane shown
in Fig. 1.The physical parameters are shown in Tab. 2
The parameters of the control architecture of Fig. 5, are

as follows.
For the inner feedback loop:

K =
[
−106.1665, 0, 89.6362, 0,−11.28, 0, 68.877, 0
0,−91.3357, 0, 31.6228, 0,−7.8488, 0, 52.3688

]
(32)
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For the ERG loop, k = 30, η = 10e−4, ω = 0.6,ζ = 10,
δ = 0.09.

To validate the proposed scheme experimentally, we
consider the following case scenario. Starting from the
initial position x0 = [0, 0, 105π

180 ,
π
2 , 0, 0, 0, 0]

T . Similar to
what happens in reality, we decided to first apply the first
desired reference [θ3,r1, θ4,r1] = [

59π
180 ,

−48π
180 ] to move the

crane over the mason. Later on, we apply the second
desired reference [θ3,r2, θ4,r2] = [

88π
180 ,

−58π
180 ] to move the

payload in front of the mason.
Figg. 9- 10 show that the boom pitch and yaw angle follows
the desired reference.
As one can see, in Fig. 7 the system follows the desired
reference and the control law is able to avoid collisions
with the wall. In Fig. 8 it is shown the same trajectory but
in the space of end-effector.
Figg. 11-12 show that, during the desired trajectory, the
payload swing angles do not violate the constraints (9)-
(12).
It is worth noting that in this paper no constraints have
been imposed on the actuation limits (see Figg. 13- 14)).
However, as one can seen from Figg. 13- 14, they do not
represent a problem as the inputs profile and values are
reasonable and well within the typical limits of the crane
actuators.
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Figure 7. Trajectory in the joint space

Figg. 15- 16 show the comparison between the proposed
control strategy and the control reported in [20]. As one
can see, our controller is able to drive the crane to the
desired position while the payload swings have a smaller
amplitude.

Table 2. Physical Parameters
Parameters Value Units

M 2.5 kg
m 3.5 kg
M1 6 kg
L 2 m
l 1 m

L1 0.5 m

Figure 8. Trajectory in the operational space
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Figure 9. Boom pitch angle θ3. Red line: De-
sired reference. Blue line: Real value. Black line:
Constraints
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Figure 10. Yaw pitch angle θ4. Red line: Desired
reference. Blue line: Real value.
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Figure 11. Payload angle θ1. Blue line: Real value.
Black line: Constraints
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Figure 12. Payload angle θ2. Blue line: Real value.
Black line: Constraints
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Figure 13. Input u3
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Figure 14. Input u4
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Figure 15. Payload swing angles. Red line: ERG.
Blue line: Controller [20]
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Figure 16. Boom angles. Red line: ERG. Blue line:
Controller [20]

5 Conclusion
This paper proposed a constrained control scheme based

on the ERG framework for the control of boom cranes.
The main contribution of this paper w.r.t. existing closed-
loop control methods for boom cranes is that the proposed
solution is able to guide the crane towards a desired refer-
ence, avoiding collisions with the wall and ensuring that
the non-actuated variables (i.e.,θ1 and θ2) do not exceed
a pre-defined maximum value. It is worth noting that no
off-line trajectory has been calculated that it is the control
law itself that decides how to move the reference to avoid
the obstacle.
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Abstract – 
Transportation is one of the major contributors in 

global energy consumption and greenhouse gas 
emissions. Currently, there are approximately 1.32 
billion on-road vehicles around the world, which is 
expected to be doubled by 2040. This increase has 
triggered deep concerns over the global issues of 
climate change and sustainable development. Current 
GPS navigation systems determine the best travel 
route in terms of time or distance. However, there are 
significant challenges to determine an optimal travel 
route considering sustainability. This paper aims to 
develop an automated system in order to evaluate 
different travel routes and suggest the most 
sustainable one. In this paper, a mathematical model 
is proposed to estimate the travel time and fuel 
consumption given different travel route options. Five 
operational and engine variables of acceleration rate, 
speed, road slope, engine load, and fuel consumption 
rate are incorporated in the quantitative analysis. 
Remote data acquisition was conducted using a GPS-
aided inertial navigation system (GPS-INS) and an 
engine data logger for seven days. The results indicate 
that the fastest route selected by the current 
navigation system may not be the most sustainable 
option. It was also found in the field experiments that 
the most sustainable route could potentially save on 
average 5% fuel consumption compared to the fastest 
route. 

Keywords – 
Sustainability; Route Selection; Vehicle; Fuel 

Consumption; GPS-INS 

1 Introduction 
The transportation field has been widely regarded as 

one of the major sections of energy consumption, which 
has produced a significant amount of greenhouse gases 
(GHGs) worldwide, leading to negative impacts on the 

environment as well as the climate. There are more than 
1.3 billion vehicles in operation throughout the world, 
which can consume approximately five trillion liters of 
petroleum annually [1]. The rate related to which 
petroleum is being consumed and the external costs that 
result from its use are incredibly unsustainable [2].  

Family vehicles play an important role in the total use 
of global fossil fuels in the transportation field. There is 
still a rapid increase in the number of family vehicles in 
the current situation. It is predicted that the number of 
global on-road vehicles and cars will reach two billion by 
2050 [3]. Therefore, it is of great importance to provide 
quantitative models with high accuracy to estimate the 
amount of fuel use and emissions caused by on-road 
vehicles. 

There are several GPS navigation systems for 
vehicles such as Google Maps, which can show the best 
route in terms of time to users; however, this selected 
route may not be the best way in terms of sustainability. 
For this reason, how to measure the best route in terms of 
sustainability requires to be taken into critical 
consideration. 

 The main purpose of this study is to provide a 
comprehensive model to compare the sustainability of 
each travel path  quantitatively. Furthermore, this 
research will confirm that the best route offered by 
current navigation systems may not be the most 
sustainable route, as well as to potentially develop an 
updated concept of GPS navigation systems. A 
comprehensive framework of methodology has been 
developed to model the fuel use of vehicles as well as 
evaluate the sustainability of route choice. Three  
experimental parameters including speed, acceleration, 
and road slope have been identified and investigated in 
this study. Two main instruments called GPS-based 
inertial navigation system (GPS-INS) device and on-
board diagnostics (OBD) engine data logger have been 
employed to collect real-world data. At the end of this 
study, research limitations as well as recommendations 
for the future studies are provided. 
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2 Literature Review 
This section focuses on the parameters which can 

affect the traffic modeling and the fuel use modeling of 
on-road vehicles.  

The value of speed can be used to measure the service 
level of traffic. As is known, the on-road vehicles can 
keep the speed around a relatively high value without 
interruption, e.g. running on a freeway, which means that 
the traffic condition is on the highly satisfying level [4]. 
In addition, flow is a relatively macroscopic parameter in 
traffic modeling, which can help controlling the traffic 
condition under a macroscopic view. California 
Department of Transportation (Caltrans) Freeway 
Performance Measurement System (PeMS), a widely 
used traffic modeling, can offer 30 seconds or 5 minutes 
per-loop averages of lane occupancy, flow, speed, and 
delay for various links in the roadway network [5].  

Ahn and Lee developed the operation efficiency 
parameter to consider idling and non-idling emission 
coefficients [6]. Besides, Barati and Shen chose both 
engine attributes (size and load) and operational 
parameters (operation efficiency, cycle time, and 
operator skill) as affecting parameters on fuel use [7]. 
Lewis and Hajji presented a model to estimate the total 
fuel use, unit cost, activity duration, and emissions of 
vehicles. Using multiple linear regression (MLR) method, 
the impact of different affecting parameters including 
distance and speed was modeled on the fuel use and cost 
[8]. 

3 Methodology 
This section introduces a comprehensive framework 

which has been developed to model the fuel use of 
vehicles as well as evaluate the sustainability of available 
routes. This methodology can be applied to estimate the 
fuel consumption of vehicles at the operation level and to 
appraise the routes sustainability. It can help drivers to 
identify the best route in their daily trips in terms of 
sustainability rather than the time. 

The fuel use model in this study can be developed in 
three steps. As the first step, instantaneous engine load 
value is estimated based on collected operational and 
environmental parameters. Then, the fuel use in each 
second can be predicted considering the engine attributes. 
The fuel use for each trip is eventually measured having 
instantaneous fuel consumption (IFC) and travel time.  

As Figure 1 presents, five steps should be followed to 
develop the model. Instrumentation and data collection 
phases are to obtain real data from the field. Raw data 
should be synchronised and filtered to remove potential 
errors. The processed data must be finally analysed to 
estimate the fuel consumption and evaluate the available 
routes in terms of time and sustainability.  

Figure 1. Research framework for selecting most 
sustainable route 

3.1 Parameters Identification 
The parameters related to engine size and engine load 

have been widely regarded as two essential attributes 
affecting fuel consumption and consequently emissions. 
The engine load can be defined as the ratio of the used 
power in different working conditions comparing to the 
maximum power as a percentage [9]. As for engine size, 
the greater capacity of the engine generally means more 
fuel use and emissions. The operational parameters 
which can influence engine load are acceleration and 
speed. In addition, the vehicle may use more power of 
engine at an upward slope than a levelled route. 
Therefore, the effect of road slope, as an environmental 
variable, cannot be ignored on engine load estimation. 
Further, gross vehicles’ weight (GVW) is a major 
variable impacting the effect of other operational 
parameters on engine load.  

The fuel use of a vehicle has a direct relationship with 
its engine load and size. Having the values of engine load 
and engine size, the instantaneous fuel use of vehicles can 
be estimated.  

3.2 Instrumentation 
There are two main instruments called GPS-INS 

device and OBD engine data logger employed to collect 
real-world data of identified parameters. The V-gate iCar 
Pro OBD2 Scanner is an OBD instrument used to collect 
field data of engine attributes in this research. It can 
satisfy almost all the required parameters except 
acceleration and road slope. JY-GPSIMU is a three-axis 
inertial navigation GPS-INS device, which can collect, 
measure, and record the accurate position, speed, 
acceleration by using an attitude and heading reference 
system (AHRS). This GPS-INS instrument is installed 
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inside the cabin of vehicle on a leveled surface, and it 
should be fixed on a surface with minimum vibration and 
without any lateral movement to increase the accuracy of 
data collection. In order to collect data of higher accuracy 
as well as keep better satellite signal connection, the 
antenna of GPS-INS is installed on the roof of the vehicle 
cabin and connected to the main unit via a wire. Finally, 
all the data collected by OBD engine data logger and 
GPS-INS device will be stored, synchronised, and 
analysed in a Toughpad. 

3.3 Data Collection 
In this research, the data collection has been 

completed in two preliminary testing and field 
experimentation parts. The preliminary tests in this study 
were completed by three selected family vehicles to 
check and evaluate the performance of instruments. 
Completion of the whole preliminary experiments took 
around six hours, and more than 20000 data points have 
been collected. The field experimentation was conducted 
by the same vehicles used in the preliminary experiments. 

The total field experimentation took about 20 hours with 
more than 80000 collected data points. In order to collect 
more reliable data during experimentation, several 
deliberate arrangements have been applied to make the 
location and time of each experiment different. Moreover, 
there were significant differences among different routes 
in each experiment. For example, some had longer 
distances and fewer traffic lights, some had shorter 
distances and more traffic lights, and some routes 
included part of highways. 

Table 1 summarises four conducted experimentations. 
Table 2 demonstrates the samples of the operational 
parameters collected by instruments. Photos of 
instrumentation and experimentation, as well as an 
operation interface version of master computer software 
are shown in Figure 2a-d. There are five parameters 
identified to be used for measuring the experiments in 
this research. Three of them, i.e. acceleration, speed, and 
road slope, are collected by the GPS-INS device. The 
other two parameters, i.e. engine load and fuel use rate, 
are recorded by the OBD engine data logger.  

Table 1. A summary of conducted experimentation 

Experiment Vehicle 
Model 

Experiment 
Location 

Experiment 
Time 

Model 
Year 

Engine 
Size 
(kW) 

Empty/Total 
Weight (kg) 

Number 
of Data 
Points 

1 Honda 
Civic Suburban Evening 

Peak 2016 104 1255/1505 15832 

2 Honda 
Civic Suburban Midnight 2016 104 1255/1505 17251 

3 Toyota 
Corolla City Midnight 2010 81 1060/1210 17449 

4 Honda 
Sylphy City Evening 

Peak 2012 86 1220/1445 20558 

Table 2. Samples of field data collected by instruments 
Time Angle X 

(deg) 
GPS V 
(km/h) 

Acceleration 
(m/s2) 

Calculated Engine 
Load (%) 

Fuel Use 
(L/100km) 

12:54:32 AM 8.09 19.083 0.6508 60.4 8.4 
12:54:33 AM 7.40 21.518 0.6764 59.9 7.9 
12:54:34 AM 7.34 23.174 0.4600 54.7 6.2 
12:54:36 AM 6.39 26.626 0.4408 55.5 6.5 
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(a) (b) 

(c) (d) 

Figure 2. Sample photos of instrumentation and experimentation, (a) the GPS-INS device, (b) external antenna of 
the GPS-INS device, (c) the OBD engine data logger, and (d) the operation interface version of OBD Auto Doctor. 

4 Result Analysis 
The aim of this section is to develop a model to 

estimate fuel consumption as well as the most sustainable 
route selection of on-road family vehicles by the analysis 
of operational parameters collected in the 
experimentation. As one of the essential sections of this 
research, this section presents the estimation of fuel use 
among different routes and the results of model 
validation. 

4.1 Model Development 
This section examines how to estimate the total fuel 

use of a trip. As mentioned in section 3.1, engine load can 
be described as a function of acceleration, speed, road 
slope, and vehicle load factor (LF). As for LF, it is the 
ratio of current vehicle weight to its GVW. The LF of the 
three selected vehicles, Honda Civic, Toyota Corolla, and 
Honda Sylphy, are 0.67, 0.4, and 0.6, respectively, and 
their engine size are 104kW, 81kW, and 86kW, 
respectively. The highest speed of these vehicles during 

the experiment are 64.35 km/h, 70.29 km/h, and 49.18 
km/h, respectively. The acceleration fluctuation range of 
these vehicles in the experimentation are between -2.37 
m/s2 and 3.15 m/s2 (-8.52 km/h.s to 11.3 km/h.s), -3.08 
m/s2 and 3.22 m/s2 (-11.1 km/h.s to 11.6 km/h.s), -3.08 
m/s2 and 3.22 m/s2 (-11.1 km/h.s to 11.6 km/h.s), 
respectively. The parameter of road slope in the selected 
routes varied from -17.9° to +16.7° (-19.9% to 18.5%).  

4.1.1 Engine Load Estimation 

Barati and Shen developed a model based on the real-
world data to estimate of engine load by acceleration, 
slope, speed, and the LF. In addition, they also offered 
the relationship among these coefficients and LF 
(Equation (1)) [7]. Table 3 presents LF and three 
experimental coefficients of vehicle acceleration (CAC),
slope of road (CSL), and vehicle speed (CSP). Using linear
interpolation technique, a relationship between CAC, CSL, 
CSL, and LF can be developed (Equations (2-4)). 

510



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

EL = (CAC ∗ AC) + (CSL ∗ SL) + (CSP ∗ SP) + C (1) 

where: 

EL   Engine load of vehicle (%) 
AC  Acceleration of vehicle (m/s2) 
SL  Slope of road (degree) 
SP    Speed of vehicle (km/h) 
C    Engine load of vehicle in idle mode which is 

  around 20%.     

Table 3. The coefficients of parameters in the engine 
load estimation model 

Model Coefficients 

Load Factor 0 0.33 0.67 1 

𝐶𝐴𝐶 15.65 16.36 24.8 27.37 

𝐶𝑆𝐿 1.12 1.29 1.67 1.86 

𝐶𝑆𝑃 0.41 0.52 0.57 0.64 

CAC = 12.163 LF + 15.713    , R2 = 0.985 (2) 

CSL = 0.749 LF + 1.096  , R2 = 0.0.986 (3) 

CSP = 0.221 LF + 0.424  , R2 = 0.973 (4) 

4.1.2 IFC Estimation by Engine Load 

According to the field data provided by Klein et al. 
there is an exponential relation between IFC and engine 
load (Equation (5)). In other words, a small increase in 
engine load may result in a significant growth of IFC [9]. 
Figure 3 shows all the results of IFC estimation and 
engine load of experimented vehicles in this study. 

IFC = 0.126 ∗ e0.036∗EL (5) 

where: 

IFC   Instantaneous fuel consumption (L/sec) 
EL  Engine load of vehicle (%) 

Figure 3. IFC results based on engine load 

4.1.3 Total Fuel Consumption Estimation by IFC 
The last step of fuel consumption estimation is the 

calculation of the total amount of fuel used in one trip. 
The total fuel consumption in a small unit of time can be 
regarded as the product of IFC and one unit of time. The 
amount of total fuel consumption in one route is the sum 
of IFC (Equation (6)). 

TFC = ∑(IFC) (6) 

where: 

TFC  Total fuel consumption (L) 
IFC  Instantaneous fuel consumption (L/sec) 

4.2 Time and Sustainability Evaluation 
A vehicle navigation system equipped with GPS-INS 

can use a significant amount of real-time information for 
route planning. On the one hand, this GPS-INS system 
first searched the origin and destination of the trip and 
used positioning information and internal program 
algorithms to find several alternative routes. On the other 
hand, the real-time mega data will be used to simulate the 
running condition of each route and make an evaluation, 
which can finally select the best route in terms of time. 
The GPS-INS system can provide drivers with the best 
route in terms of time; however, this route might not be 
the best choice in terms of sustainability. Figure 4 makes 
a comparison of time and sustainability evaluation. 

As an example, in experiment 3, route 1 took the least 
time but with the most fuel consumption, which means 
that this route is the most unsustainable one in all three 
routes. Although the route 3 took a relatively long time 
to arrive at the destination, it is the best route selection in 
terms of sustainability. In addition, in experiment 5, route 
2 seems to spend almost the longest time; however, the 
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fuel consumption of this route is significantly lower than 
the other two paths. The experimental results also 
confirmed three rules, which can be regarded as the 
principle of sustainable traveling. First and foremost, it is 
more sustainable to travel during off-peak hours rather 
than peak hours in both urban and suburban areas. 
Secondly, it is more sustainable to travel in suburban 
areas rather than urban areas. Thirdly, it is more 
sustainable to select the route which has less road slope 
fluctuation as well as traffic signals. 

In conclusion, according to the results of this 
experimentation, the best route in terms of time provided 
by the GPS-INS system is not the best route in terms of 
sustainability sometimes. For the concept of reaching a 
higher level of sustainability, it is essential to develop 
another algorithm in the GPS-INS system, which can 
make simulation and calculation to choose the best route 
in terms of sustainability. 

(a) (b) 

(c) (d) 

Figure 4. Time and sustainability evaluation of the four conducted experiments, (a) experiment 1, (b) experiment 2, 
(c) experiment 3, and (d) experiment 4.

5 Conclusion 
The transportation field has been widely considered 

as one of the major sections of energy consumption, such 
as the use of fossil fuels by vehicle engines. The 
widespread use of fossil fuels has also produced a 
significant amount of air pollutants worldwide. It 
requires a quantified model to estimate family vehicle 
fuel consumption and select the best route. An 
assumption has been presented that the best route offered 
by current navigation systems, which cost the shortest 
time may not be the most sustainable route. This paper 
mainly concentrates on confirming the validity of this 

assumption as well as developing a comprehensive 
methodology to quantify the total fuel consumption in 
alternative routes. 
     The model used in this study can be divided into three 
steps: engine load estimation by operating parameters, 
instantaneous fuel consumption estimation by engine 
load, and total fuel consumption estimation by 
instantaneous fuel consumption. The concept of this 
modelling can be applied to all on-road family vehicles. 
The GPS system can be updated to provide the best route 
selection in terms of sustainability based on the model in 
this study. 
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The experimentation and the results of this research 
confirmed that the total fuel consumption of each 
alternative route can be calculated by the identified 
parameters. Due to the fact that the GPS navigation 
systems can make simulation and calculation with the 
support of GPS real-time mega data, it can make the 
modelling reach a more practical level and be widely 
applied. It is strongly recommended that the GPS 
navigation systems should perform the normal route 
selection as well as the best route selection in terms of 
sustainability based on the model concept in this study at 
the same time. Moreover, the GPS navigation systems 
can present both these two plans of route selection to the 
user interface for operators to determine. Furthermore, 
the GPS navigation systems can even simulate the travel 
of a short period of time in the future to provide better 
travel recommendations. For example, the evening peak 
will last for half an hour, and then the updated GPS 
navigation system can present the total fuel consumption 
of the current travel and the deferred travel after the 
simulation and calculation. The simulation may show 
that a 30 min deferral in a travel can save significant time 
and fuel. The core concept of this research is to make the 
traditional navigation systems combine with 
sustainability and make operators take sustainability into 
consideration in their daily life. 
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Abstract -
Automation of cranes can have a direct impact on the pro-

ductivity of construction projects. In this paper, we focus on
the control of one of the most used cranes, the boom crane.
Tower cranes and overhead cranes have been widely stud-
ied in the literature, whereas the control of boom cranes has
been investigated only by a few works. Typically, these works
make use of simple models making use of a large number
of simplifying assumptions (e.g. fixed length cable, assuming
certain dynamics are uncoupled, etc.) A first result of this pa-
per is to present a fairly complete nonlinear dynamic model
of a boom crane taking into account all coupling dynamics
and where the only simplifying assumption is that the ca-
ble is considered as rigid. The boom crane involves pitching
and rotational movements, which generate complicated cen-
trifugal forces, and consequently, equations of motion highly
nonlinear. On the basis of this model, a control law has
been developed able to perform position control of the crane
while actively damping the oscillations of the load. The effec-
tiveness of the approach has been tested in simulation with
realistic physical parameters and tested in the presence of
wind disturbances.

Keywords -
Boom cranes; Robotics; Motion control; Underactuated

systems; Nonlinear control.

1 Introduction

A crane is a type of machine, generally equipped with
a hoist rope, that is used to move materials. Cranes can
be classified in overhead cranes [1]-[2], offshore cranes
[3]–[4], and rotary cranes [5]-[6]. Currently, the automa-
tion of cranes is still in a relatively early phase. To improve
the efficiency and safety of cranes some control approaches
have be proposed using sliding-mode control [7]-[8], op-
timal control [9], adaptive control [10], prediction control
[11], intelligent control [12].

In this paper we focus on the modeling and control of a
very common type of rotary crane, know as ’boom crane’.

Compared with other cranes, boom cranes have higher
flexibility and lower energy consumption. Therefore,
boom cranes have been widely used in the maintenance
of buildings and to handle masonry in urban streets and
construction sites. There the cranes have a boom that can
rotate in two directions (e.g. pitch and yaw motions) and
the load swing can be split into two dimensions. Conse-
quently, the nonlinear dynamic models of boom cranes are
more complex than those of other types of cranes.

In recent years, a number of studies have been carried
out to solve the control problems of such complex sys-
tems. [13]-[14] proposed the use of S-curve trajectories
as an open-loop control approaches to achieve anti-sway
control for the payload. Moreover, input shaping has been
widely applied to control boom cranes [15]. However, the
open-loop control strategies are sensitive to external dis-
turbances and to model mismatch. Motivated by these rea-
sons, closed-loop control approaches have been proposed.
In [16] the combination of command shaping and feedback
control was proposed which can reduce payload oscilla-
tion. In [17], a state feedback control law based on lin-
earized model is used to achieve the control objectives. In
[18]-[19] the authors proposed a Proportional-Derivative
(PD) controller with gravity compensation based on the
nonlinear model of the boom crane. In [20] the authors
present constrained control for boom cranes.

Most of the existing closed-loop control laws for boom
cranes have two main drawbacks:

1. The dynamic of the hoisting mechanism is neglected
(e.g. the length of the cable is considered as constant).

2. In the design of the control law, the possibility of
measuring the oscillations of the payload (e.g. angu-
lar positions and speeds) is usually ignored.

In order to address these problems, we propose a con-
trol law that exploits all states of the system to control
it. The proposed control scheme is based on a detailed
mathematical model in which we takes into account all the
degrees of freedom (DoFs) that characterize this type of
system (i.e. the two rotations, the length of the rope, and
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the payload swing angles). Realistic physical parameters
of an existing boom crane are used in simulation tests to
show the effectiveness of the proposed approach.

2 Dynamic Model

Figure 1. Model of a boom crane

The type of crane considered in this paper (see Fig.1) is
represented by five generalized coordinates: U is the slew
angle of the tower, V is the luff angle of the boom, d is the
length of the rope, \1 is the tangential pendulation due to
the motion of the tower, and \2 is the radial sway due to
the motion of the boom.
The equations of the motion obtained using the Euler-
Lagrange approach are
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−2 ¤U ¤V;��\1(V) = 0,

(4)

−3<(3 ¥U(\1 − 2 ¤3 ¤\2 − 3 ¥\2 + 2 ¤3 ¤U(\1 − 6�\1(\2

−(3 ¤\1
2
(2\2 )/2 + ¤U2;��V�\2 + ¤V2;��V�\2

+ ¥V;��\2(V + ¤V2;��\1(V(\2 + 3 ¤U2�2
\1
�\2(\2

+23 ¤U ¤\1�\1�
2
\2
− ¥V;��V�\1(\2 + ¥U;��V(\1(\2

−2 ¤U ¤V;�(V(\1(\2 ) = 0.

(5)

where m, <1 denote the load mass, and the boom mass,
respectively, ;1 is the boom length, �C is the inertia moment
of the tower, and �1 is the inertia moment of the boom.
Moreover, the following abbreviations are used:
(U , B8=(U), (V , B8=(V), (\1 , B8=(\1),(\2 ,
B8=(\2), �U , 2>B(U), �V , 2>B(V), �\1 ,
2>B(\1), �\2 , 2>B(\2).
The system dynamics (1)-(5) can be rewritten in matrix

form as

" (@) ¥@ + � (@, ¤@) ¤@ + � (@) =
[
�3G3
02G2

]
D, (6)

where q = [U, V, 3, \1, \2]) ∈ R5 represents the state
vector, and u = [D1, D2, D3]) ∈ R3 is the control input
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vector. The matrices M(q) ∈ R5G5, � (@, ¤@) ∈ R5G5, and
G(q) ∈ R5 represent the inertiamatrix, centripetal-Coriolis
forces, and gravity term, respectively.
As one can seen from (6), the boom crane is an under-

actuated system, having fewer independent actuators than
system degrees of freedom (DoFs). Thus, we can rewrite
its model as

"11 (@) ¥@1 + "12 (@) ¥@2

+�11 (@, ¤@) ¤@1 + �12 (@, ¤@) ¤@2 + �1 (@) = *,
(7)

"21 (@) ¥@1 + "22 (@) ¥@2 + �21 (@, ¤@) ¤@1

+�22 (@, ¤@) ¤@2 + �2 (@) = 0,
(8)

where @1 = [U V 3]) is the vector of actuated states
and @2 = [\1 \2]) of non-actuated states and

"11 (@) =

<11 <12 <13
<21 <22 <23
<31 <32 <33

 , "12 (@) =
[
<14 <15
<24 <25

]
,

"21 (@) =
[
<41 <42 <43
<51 <52 <53

]
, "22 (@) =

[
<44 0

0 <55

]
,

�11 (@, ¤@) =

211 212 213
221 222 223
231 232 233

 , �12 (@, ¤@) =
[
214 215
224 225

]
,

�21 (@, ¤@) =
[
241 242 243
251 252 253

]
, �22 (@, ¤@) =

[
244 0
0 255

]
,

�1 (@) =


0
62
63

 , �2 (@) =
[
64
65

]
,* =


D1
D2
D3

 .
3 Control Design
The aim of the control is to move the crane to the desired

position and to dampen the swing angles of the load. In
our developmentwewill consider the following reasonable
assumptions.

Assumption 1 The payload swing are such that |\1,2 | <
c
2 .

Assumption 2 The cable length is always greater than
zero to avoid singularity in the model (6), i.e. 3 (C) >
0,∀C ≥ 0.

As one can see, (8) can be rewritten as

¥@2 = −"−1
22 (@) ("21 (@) ¥@1 + �21 (@, ¤@) ¤@1

+�22 (@, ¤@) ¤@2 + �2 (@)).
(9)

It is worth noticing that in (9) the "22 (@) is a positive
definite matrix due to Assumptions (1)-(2).

Substituting (9) into (7), one obtains

"̄ (@) ¥@1 + �̄1 (@, ¤@) ¤@1 + �̄2 (@, ¤@) ¤@2 + �̄ (@) = *, (10)

where

"̄ (@) = "11 (@) − "12 (@)"−1
22 (@)"21 (@),

�̄1 (@, ¤@) = �11 (@, ¤@) − "12 (@)"−1
22 (@)�12 (@, ¤@),

�̄2 (@, ¤@) = �12 (@, ¤@) − "12 (@)"−1
22 (@)�22 (@, ¤@),

�̄ (@) = �1 (@) − "12 (@)"−1
22 (@)�2 (@).

According to Assumptions (1)-(2), the matrix "̄ is pos-
itive definite. Then, (10) can be rewritten as

¥@1 = "̄−1 (@) (* − �̄1 (@, ¤@) ¤@1 − �̄2 (@, ¤@) ¤@2 − �̄ (@))
(11)

Substituting (11) into (9) yields

¥@2 = −"−1
22 (@) ("21 (@)"̄−1 (@) (−�̄1 (@, ¤@) ¤@1 − �̄2 (@, ¤@) ¤@2

−�̄ (@) +*) + �21 (@, ¤@) ¤@1 + �22 (@, ¤@) ¤@2 + �2 (@)).
(12)

Following the classical approach of a feedback lin-
earization technique, (11) can be “linearized” by using
the control law

* = "̄ (@)E + �̄1 (@, ¤@) ¤@1 + �̄2 (@, ¤@) ¤@2 + �̄ (@). (13)

Thus, (11) becomes

¥@1 = E, (14)

where E ∈ R3 as additional control inputs.

To move the crane to the desired position, the additional
control inputs (14) can be chosen as

E = ¥@13 −  03 ( ¤@1 − ¤@13) −  0? (@1 + @13), (15)

where  03 = 3806( 031,  032,  033),  0? =

3806( 0?1,  0?2,  0?3) are positive diagonal matrices.
Substituting (15) into (14), we obtain

¥̃@1 +  03 ¤̃@1 +  0? @̃1 = 0, (16)
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where @̃ = @1 − @13 is the tracking error vector of
the actuated states. (16) is exponentially stable for every
 03 > 0 and  0? > 0.

To stabilize the non-actuated states @2, following what
is proposed in [21], we define a second additional inputs
as

ED = − D3 ¤@2 −  D?@2, (17)

where ED ∈ R2 are additional inputs which take into
account the non-actuated states, 03 = 3806( D31,  D32),
 0? = 3806( D?1,  D?2) are positive diagonal matrices.

Considering @13 = 2>=BC, the overall additional inputs
are proposed by linearly combining (15) and (17)

E = − 03 ¤@1 −  0? (@1 − @13) − U( D3 ¤@2 −  D?@2),
(18)

where

U =


U1 0
0 U2
0 0

 (19)

is a weighting matrix.
Substituting the (18) into (13) the overall control law is

obtained as

* = (�̄1 (@, ¤@) − "̄ (@) 03) ¤@1 + (�̄2 (@, ¤@) − "̄ (@)U D3) ¤@2

−"̄ (@) 0? (@1 − @13) − "̄ (@)U D?@2 + �̄ (@).
(20)

Replacing (20) into (12), we obtain

¥@2 = −"−1
22 (@) (−"21 (@) ( 03 ¤@1 +  0?@1

+U( D3 ¤@2 +  D?@2)) + �21 (@, ¤@) ¤@1 + �22 (@, ¤@) ¤@2 + �2 (@)).
(21)

Considering Assumption 1, in the rest of this Section we
have to demonstrate that (21) converges to the equilibrium
point expressed by: @2 = ¤@2 = 0 to achieve the control
goal.

Setting @1 = @13 in (21), one achieves

¥@2 = −"−1
22 (@) (−"21 (@) (U( D3 ¤@2 +  D?@2))

+�22 (@, ¤@) ¤@2 + �2 (@)).
(22)

The stability analysis of (22) is analyzed by linearizing
(22) around the equilibrium point @2 = ¤@2 = 0.
We can rewrite (22) as

I1 = \1, I2 = ¤\1, I3 = \2, I4 = ¤\2.

Then, we obtain the following state-space forms:

¤I1 = I2, (23)

¤I2 = ℎ1 (I), (24)

¤I3 = I4, (25)

¤I4 = ℎ2 (I), (26)

with I = [I1 I2 I3 I4]) as a state vector. Lineariz-
ing (23)-(26) around I = 0, we obtain

¤I = �I, (27)

where

� =


0 1 0 0
mℎ1
mI1

mℎ1
mI2

mℎ1
mI3

mℎ1
mI4

0 0 0 1
mℎ2
mI1

mℎ2
mI2

mℎ2
mI3

mℎ2
mI4

 I=0

=


0 1 0 0
011 012 0 0
0 0 0 1
0 0 021 022

 .
(28)

The non-zero elements in (28) are the flowwing:

011 = −
(6 − 01 ?D1;�2>BV)

3
, (29)

012 =
01 3D1;�2>BV

3
, (30)

021 = −
(6 + 02 ?D2;�B8=V)

3
, (31)

022 = −02 3D2;�B8=V

3
. (32)

The linearized system (27) is stable around the equilib-
rium point I = 0, if the A matrix (28) is a Hurwiz matrix.
Therefore, it is necessary to properly choose the control
parameters that appear in (29)-(32). In this way, (27) is
stable around equilibrium point z = 0, which leads to the
local stability of (21). In the Section 4 the values for each
of the control parameters are listed.
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4 Simulation Results
In this section, three different simulation scenarios will

be shown to demonstrate the proposed control scheme. In
each of them the goal is to move the crane to a desired
position and to reduce the swings of the payload as much
as possible. In the second and third simulation, the effects
of a gust of wind for the payload will be shown.

To get realistic values for the simulation tests, we con-
sider a small boom crane: the NK 1000 Mini Crane from
NEMAASKO [22]. Some parameters are taken directly
from the datasheets. Others, like the boom dimensions
were estimated by CAD simulations.
The crane system parameters are selected as follows:

�C = 207.13:6<2, ;� = 6.2<, <� = 312.2:6,
�� = 2068:6<2, 6 = 9.81<B−2, < = 50:6.

The control parameters for controller (18) are set as
 03 = 3806(100, 100, 150),  0? = 3806(10, 20, 50),
 D3 = 3806(120, 120),  D? = 3806(10, 10), 01 = −1,
02 = B86=(V).
Scenario 1. In this simulation scenario, we show the

performance of the proposed control law described in the
Section 3. The goal is to move the crane to a desired
configuration while damping the payload swing angles as
much as possible. In this first scenario no external dis-
turbances to the crane will be considered. The simulation
results are shown in Figg.2-6. We can see that the boom
arrives at the desired positions in around 30 seconds, Ad-
ditionally, the maximum payload swing amplitudes in the
two directions are confined in −2.5° and 1°, respectively.
In Fig.7 the input controls are shown. For the boom actu-
ator following the [22], the limit of the working range of
the crane is of 210kg for the payload mass with a boom
length of 8.9m then the maximal torque should be around
D2<0G = 18.2:#<. The values of the other two inputs do
not represent a problem as the inputs values are reasonable
and well within the typical limits of the crane actuators.
Scenario 2. In this simulation scenario, we consider a

gust of wind as external disturbance for the crane. The de-
sired configuration for the crane is the same of the previous
scenario. In this case the controller must be able to coun-
teract the effect of wind during the whole movement of the
crane. The perturbation seen by the system will be char-
acterized by a duration and a time dependent amplitude.
Concerning the first one, a study from a meteorological
center of the Netherlands reported that wind gusts have
periods of 2 to 7 seconds with average speeds comprised
between 4 and 20 </B [23]. The force applied on the
payload can be seen as distributed force � = 1

2 d+
2�F�� ,

where V is thewind average gust speeds, and �F is the sur-
face exposed to the wind. According to [24], �� = 1.05

will be chosen. Assuming ISA conditions at sea level,
d = 1.225[:6/<3].
In this Scenario, we consider a force that acts laterally
to the load (e.g. increases the swing angle \1). In this
scenario, only one gust of wind will occur when the sim-
ulation is at 20s. In our simulations, the wind speed will
have a trapezoidal shape (e.g. increase linearly from zero,
constant for a time window and finally linearly decrease to
zero).
As one can see in Figg. 11-12, due to the wind gust, the
swing angle \1 increases and consequently also the angle
\2 oscillates. To counteract this effect, the controller mod-
ifies the tower angle U (Fig.8 and Fig.13) and the boom
angle V (Fig.9 and Fig.13) to reduce the swing angles as
fast as possible. The small effects on the length of the
cable can be seen in Fig.13, where one can see that the
force on the cable changes a little.
Scenario 3. In this Simulation scenario, the main effect

of the wind is on the angle \2. In this case, the swing
radial angle increases (see Fig.18) and consequentially the
controller modifies the value of the luff angle (Fig.15) and
the length of the cable (Fig.16) to reduce the oscillations
as much as possible. There are no significant effects on
the angle \1, therefore no changes are required for the slew
angle U. As one can see in Fig.19, to quickly counteract
the effect of the wind, the control input D2 reaches its limit
value and then decreases.

0 10 20 30 40 50 60

Time(s)

0

10

20

30

40

50

60

(de
g)

Figure 2. Scenario 1. Tower angle U. Red line:
Desired reference. Blue line: Simulation result.
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Figure 3. Scenario 1. Boom angle V. Red line:
Desired reference. Blue line: Simulation result.

5 Conclusion
The paper proposed a detailed mathematical model of a

boom crane which takes into account all of the degrees of
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Figure 4. Scenario 1. Cable length. Red line:
Desired reference. Blue line: Simulation result.
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Figure 5. Scenario 1. Payload angle \1.
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Figure 6. Scenario 1. Payload angle \2.
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Figure 7. Scenario 1. Control inputs
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Figure 8. Scenario 2. Tower angle U. Red line:
Desired reference. Blue line: Simulation result.
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Figure 9. Scenario 2. Boom angle V. Red line:
Desired reference. Blue line: Simulation result.
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Figure 10. Scenario 2. Cable length. Red line:
Desired reference. Blue line: Simulation result.
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Figure 11. Scenario 2. Payload angle \1.
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Figure 12. Scenario 2. Payload angle \2.
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Figure 13. Scenario 2. Control inputs
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Figure 14. Scenario 3. Tower angle U. Red line:
Desired reference. Blue line: Simulation result.

0 10 20 30 40 50 60

Time(s)

-5

0

5

10

15

20

25

30

(de
g)

Figure 15. Scenario 3. Boom angle V. Red line:
Desired reference. Blue line: Simulation result.
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Figure 16. Scenario 3. Cable length. Red line:
Desired reference. Blue line: Simulation result.
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Figure 17. Scenario 3. Payload angle \1.
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Figure 18. Scenario 3. Payload angle \2.

freedom (DoFs) that characterize this type of system (i.e.
the two rotations, the length of the rope and the payload
swing angles). Despite the complexity of the model, we
design a nonlinear control law that exploits all the states of
the model to guide the crane towards a desired reference
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Figure 19. Scenario 3. Control inputs

and ensuring that the non-actuated variables (i.e., \1 and
\2) go to zero in a fast way. The simulation results with
realistic physical parameters show the efficiency of the
proposed control scheme even in the presence of wind
disturbance.
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Abstract -
Path planning, as a primary mission in crane lift 

planning, has a profound and direct impact on the safe 
and efficient execution of lift jobs on construction sites. 
Typically, the main objective of path planning is to find 
the shortest (or a relatively short) and collision-free 
path from the load supply point to the demand point in 
a finite 3D space with the presence of obstacles, while 
considering the mechanical constraints of the crane. 
Despite collision-free being a primary criterion in path 
planning, other critical safety issues have not been 
adequately addressed in existing methods. For 
example, blind lifts and reduced visibility of crane 
operators are prevalent in construction and have been 
recognized as major safety concerns in crane lifts. 
Furthermore, complex coordination of crane motions 
and frequent changes of moving direction potentially 
lead to human errors. To address this gap in the 
knowledge, this paper proposes a semi-automated 
planning approach by using Building Information 
Modeling (BIM) and an intelligent path finding 
algorithm. First, dimension and weight data of building 
components to be lifted are retrieved from the BIM 
model. Then, a modified RRT* algorithm is used to 
generate a short and collision-free path that satisfies 
the desired level of path smoothness, visibility, and 
motion coordination. Finally, paths for all lifts are 
stored and associated with corresponding elements in 
BIM for easy analysis and visualization. Preliminary 
results show that the proposed method can effectively 
reduce the occurrence of blind lifts while ensuring a 
practical path for execution. In the future, the 
proposed method is expected to enable a BIM-based 
risk analysis tool for the safety of crane operation and 
its impact on other adjacent construction activities.  

Keywords -
Building  Information Modeling (BIM); Path 

planning Algorithm; Tower Cranes; Practicality; 
Construction Safety; Lift Planning 

1 Introduction 
A crane is a piece of indispensable equipment on 

construction sites, undertaking both vertical and 
horizontal transportation [1]. However, it is also one of 
the main contributors to the construction fatality [2]. 
According to various accident analysis research, these 
fatal accidents related to cranes were primarily caused by 
inappropriate positioning of the lift load, which either 
violates the maximum reach or has spatial conflicts with 
workers, machinery, existing structures, and prohibited 
area [3]. Therefore, planning the load position during the 
lift, which is also known as path planning, is an essential 
procedure to avert safety hazards. In conventional 
practice, path planning is manual and based on 
experience, usually leading to a time-consuming process 
and error-prone outcomes [4]. 

In recent decades, researchers have made significant 
efforts to optimize and automate the path planning 
process. Multiple pieces of literature utilized the robotic 
path finding algorithms to generate the shortest and 
collision-free path abide by the load chart [5]. This 
method is able to shorten the planning time and eliminate 
multiple safety hazards, such as crane tipping-over and 
collisions between the load and static obstacles [6]. 
However, using robotic path finding algorithms is 
subjected to a number of strong assumptions, leading to 
incomplete considerations of safety hazards. For example, 
it is assumed that the operator has the ability to precisely 
execute the planned path. In reality, however, it is 
impractical for a human operator to carry out over-
complicated maneuvers such as blind lifts [7] or complex 
coordination of swinging, luffing, and hoisting [8]. 
Meanwhile, most algorithms assume that the obstacles 
are static [9]. This assumption is inconsistent with the 
dynamic nature of construction sites and ignores the risk 
of spatial conflicts between the lift load and dynamic 
obstacles. Although in recent years, several novel 
frameworks enabled the path re-planning based on real-
time monitoring of moving objects [10], these works 
sorely rely on the crane operators to alter the path on the 
spot and cannot coordinate with the affected objects and 
workspaces to avoid spatial conflicts. 

522

mailto:Songbo.Hu@monash.edu
mailto:YihaiFang@monash.edu


37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

To mitigate the spatial conflicts between the crane 
and other workspaces, one strategy is to visualize the 
crane workspace in the planning stage based on crane 
parameters [11]. It helps the construction stakeholders to 
understand the spatial relationships between the crane 
and dynamic/static obstacles and to identify potential 
safety hazards proactively. This strategy usually involves 
data visualization and analysis, on an effective 
information management platform. Building Information 
Modelling (BIM) has been exploited as a core data 
generator for risk management tools to demonstrate 
geometric information, analyze spatial conflicts, and 
communicate safety risks [12]. In such an approach, the 
parametric crane workspace is usually over-estimated 
and unable to explicitly reflect the location of the lift load 
[13]. There is a demand for a realistic path finding 
algorithm that guides and predicts the trajectory of lift 
loads. The algorithm-planned results for each building 
component need to be stored in BIM for further risk 
analysis. 

Therefore, this paper proposes a novel approach that 
integrates a modified RRT* path finding algorithm and 
BIM to create a decision support tool for proactive path 
planning. Firstly, the original RRT* algorithm is 
improved to incorporate common practicality 
considerations. These practicality considerations 
determine the operational complexity for a crane operator 
and profoundly impact the crane lift safety, including 
avoiding frequent turning, minimizing blind lifts, and 
limiting the coordination of crane motions. Secondly, 
BIM is utilized to interoperate with the modified RRT* 
algorithm bi-directionally, which provides information to 
the algorithm and visualizes its output. 

In the rest of this paper, Section 2 introduces the 
background information about the practicality 
considerations in path finding algorithms with respect to 
crane safety, as well as the potential application of BIM 
in this paper. Section 3 introduces the proposed methods, 
including the overall framework and the development of 
a prototype system. The proposed methods are validated 
and demonstrated in a case study in Section 4. Section 5 
concludes the paper and indicates future directions. 

2 Background 

2.1 Path Finding Algorithm 
Planning the lift path is a critical task in the lift 

planning process. In reality, an experienced human path 
planner not only avoids collisions between the lift load 
and obstacles but balances the operational complexity 
and path length [14]. A number of studies have been 
proposed to automate this task with path finding 
algorithms, including A* [15], Genetic Algorithm (GA) 
[16], Probability Roadmap [7], and Rapid Random-

exploring Tree algorithm (RRT) [17]. These algorithms 
were designed to find a collision-free path within its 
kinematic ranges and comply with capacity limits. 
However, rather than applying these algorithms directly, 
these studies had to scrutinize the characteristics of crane 
lifting and modified the algorithms accordingly to 
generate a practical path with acceptable operational 
complexity. These unique considerations are referred to 
as practicality considerations in this study. 

Three practicality considerations have been discussed 
in the related work, including the smoothness of a path, 
the blind lifts, and the motion coordination. First, a 
smooth path benefits construction safety since it requires 
gentle maneuvers and reduces the likelihood of human 
errors [18]. However, “smoothness” is a vague 
description and researchers have divergent opinions on 
what it embodies. For example, Ali et al. [5] defined a 
roughness index, which accumulated the angular 
displacements for each point on the paths. Together with 
the path length, the roughness index was integrated into 
the objective function for optimization. The description 
of operability using path roughness was later adopted by 
Zhang and Hammad in an RRT-based path planning 
method [18]. This interpretation of smoothness yields a 
continuous path and prevents abrupt changes in moving 
direction. Similar efforts can be found in [17], which 
employs a spline function to remove acute angles in the 
path. These efforts smoothen a path to prevent abrupt 
turnings, but it requires constant and complicated 
adjustment of moving directions. To address this issue, 
other researchers defined a smooth path as a path with 
fewer motion switches and consequentially fewer way-
points. To remove redundant way-points, two strategies 
have been applied, which either adds operation switching 
cost to the objective function [19] or post-process a 
candidate path via the “straight-line strategy” [20]. These 
two strategies have both strengths and weaknesses. Using 
an operation switching cost can guide the path searching 
process to find a smooth path, but the definition of cost is 
subjective [20]. Also, the “straight-line strategy” is 
effective but it cannot compare the “smoothened” path 
with other alternatives generated during the planning 
process. 

Motion coordination is another factor determining the 
operational complexity and thus researchers attempted to 
limit the number of coordinated motions in path planning. 
For example, Olearczyk et al. [21] avoided the coupling 
of crane rotation (i.e., swinging) and translation (i.e., 
luffing, hoisting, or both) to decrease the operational 
complexity. Chi et al. [7]assumed that crane operators 
can at most coordinate two motions simultaneously and 
applied this assumption to the generation of the roadmap 
using the probabilistic roadmap (PRM) algorithm. Cai et 
al. [16] adopted similar measures of prohibiting three 
simultaneous motions out of four degrees of freedom (i.e., 
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swinging, luffing, hoisting and load rotation) and 
eliminated the complex motion coordination in post-
processing. While these pieces of research followed an 
overwhelmingly stringent restriction on motion 
coordination, Hung et al. [22] allowed the combination 
of all crane motions and designed a user-defined 
parameter to limit the maximum number of coordinated 
motions. 

In addition to being smooth and with a minimum level 
of motion coordination, a practical path should avoid 
blind lifts and ensures clear visibility to the load. Good 
visibility is essential for the crane operator to gain acute 
situational awareness, which helps to recognize and 
mitigate the severe safety risks [23]. In addition to safety 
concerns, blind lifts often compromise efficiency as the 
operator has to maneuver slowly with extra caution while 
communicating with the signal person [24]. To account 
for the extra time due to lifts in blind areas, researchers 
often estimate the total lift time using a mathematical 
model where poor visibility incurs a time penalty [25]. 
Abundant studies were devoted to enhancing the vision 
of crane operators [4]. However, there still lacks 
precaution against blind lifts in the planning stage [26]. 
Among the literature reviewed, only Chi et al. 
[7]examined the visibility of the path generated by a
PRM algorithm. If the candidate path has any invisible
segment, they execute PRM for an extra iteration until
the path is fully visible. Although this method ensures the
result to be visible, it did not modify the mechanism of
PRM itself. Thus, the computational efficiency and
success rate are subject to randomness due to the nature
of PRM.

To accommodate these three practicality 
considerations, the RRT* algorithm is selected as the 
base for further modifications. RRT*, which is a variant 
of the classic RRT algorithm, is designed to efficiently 
search a high-dimensional space and converges towards 
the shortest collision-free path [27]. The optimality in the 
path length comes from two searching procedures, 
“Choose Parent” and “Rewire”. These two procedures 
dynamically reduce redundancy in the path set and 
remove unnecessary movements along every alternative 
path, which not only shorten the path length but 
smoothen the path. Additionally, the searching 
mechanism of the RRT* algorithm is highly adaptable, 
which allows modifications to consider visibility and 
motion coordination.  

2.2 Building Information Modelling (BIM) 
BIM is an emerging research focus in construction 

risk management [12]. In this task, BIM serves as two 
fundamental roles: the core data reservoir which provide 
baseline data to BIM-based risk management tools; and 
a visualization platform that enhances the identification, 
communication, and prevention of safety hazards [28]. 

Specific to the crane, BIM can both provide component 
information for automated lift planning [13], and 
visualize the paths and workspace of the crane to help 
stakeholders identify potential spatial conflicts [29]. For 
example, Ji and Leite [13] proposed an automatic rule-
based checking system for reviewing a lift plan by using 
a 4D BIM model as the information source to reduce 
tedious manual input. Wang et al. [30] used BIM as an 
information source for a location optimization algorithm 
(i.e., firefly algorithm) and further visualized the 
algorithm-planned crane locations. 

Despite some attempts, path planning, as a critical 
planning task, has not leveraged full benefit of BIM yet. 
Integrating BIM and the path finding algorithms is 
expected to not only eliminate tedious manual inputs, but 
explicitly predict the risks of cranes by analyzing the 
spatial relationship between an algorithm-planned path 
and existing structures in the pre-construction phase. 

3 Methodology 
3.1 Framework 

This paper proposes a novel approach to improve the 
safety of lifting activities in the pre-construction phase 
via the integration of a practicality-and-safety-aware 
RRT* algorithm (PSRRT*), and BIM. Figure 1 presents 
the overall structure of the framework, which has three 
components: information retrieval, path generation, and 
path visualization. This framework starts with a query in 
the BIM model to retrieve information relevant to the 
building components to be lifted, the site area, existing 
structures, and the crane specifications. The retrieved 
information formulates the search space for PSRRT* 
who generates a path that satisfies the practicality 
considerations specified. The geometry of the path is then 
stored and visualized in the BIM model with invisible 
parts highlighted.  

 Figure 1. Research framework 
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3.2 Prototype Development 
To validate the proposed framework, a prototype 

system was developed using Autodesk Revit, Dynamo 
Studio, and Python programming language. Python was 
employed to realize the PSRRT* algorithm while Revit 
and Dynamo were used to enable the data exchange 
between the BIM model and PSRRT*. 

3.2.1 Information Retrieval 

The first step in the prototype system involves the 
search for and retrieve of lift-related information from a 
Revit model using Dynamo. The information to be 
retrieved includes (1) the geometry and location of 
existing structures; (2) the ID, geometry, location, and 
weight of the lift load; and (3) the geometry of site 
topology. In addition to the building information, crane 
specifications are also required. In some cases, there exist 
detailed crane information models, which include the 
crane specifications such as the capacity, the boom length, 
and location of the crane and its cabin. However, more 
often, the crane information has a source other than the 
BIM model, such as a spreadsheet from crane 
manufacturers. Therefore, this step focuses on general 
cases and retrieves building information only. 

Based on the retrieved information, the search space 
of PSRRT* can be constructed, with the location and 
dimension of obstacles and the space boundary. First, 
building structures existing prior to the lift are given axis-
aligned minimum bounding boxes (AABB), which are 
further buffered with the length and height of the lift load. 
The buffered boxes are used to represent obstacles in the 
search space. To minimise computational complexity, 
existing structures with a top constraint lower than the 
base constraint of the lifted load in the BIM model are 
consolidated to be one single obstacle. Then, the search 
space boundary is determined by the site topology, which 
is presented by toposurface in Revit. Figure 2 shows the 
Dynamo code overview for retrieving necessary 
information from Revit models to construct the search 
space for PSRRT*. As a result, three .csv files are 
exported, which contain information on obstacles, the lift 
load, and the site boundary.  

3.2.2 Path Generation 

As an integral component in this framework, 
PSRRT* is devised to find a practical path given the 
search space, obstacles, and load supply and demand 
points. Although the algorithm can easily adapt to other 
types of cranes, in this study, PSRRT* is designed for 
cranes with three DoFs (i.e., swinging, luffing, and 
hoisting), such as the luffing tower crane or the truck 
mobile crane. As discussed in Section 2.1, a practical 
path is defined as a smooth and visible path with an 
acceptable level of motion coordination. As the original 
RRT* algorithm can produce a smooth path, PSRRT* 
mainly aims to improve the outcomes’ practicality in 
visibility and motion coordination. 

The flowchart in Figure 3 illustrates how PSRRT* 
explores the search space and makes adjustments to 
reflect the practicality considerations. The searching 
mechanism relies on a “tree” with the “root” at the initial 
point of the lift load. The tree is defined as vertices and 
edges that connect the parent vertices and its child 
vertices. Since one child vertex only has one parent 
vertex, a path connecting the initial point to the goal point 
is found when the tree grows to reach the goal. To expand 
the tree, PSRRT* randomly samples a node (qrand) in the 
search space and attempts to connect qrand to the nearest 
node (qnearest) on the existing tree rooted in the initial node 
(qinitial). If the distance between qnearest and qrand is longer 
than a given resolution for tree expansion (Δq), a new 
node qnew is created Δq away from qnearest in the direction 
towards qrand. 

If qnew is visible and collision-free, the nearby nodes 
(qnear) are found. For each qnear, if the edge between qnew 
and qnear is visible and collision-free, the cumulate 
distance from qinitial to qnew via qnear and the distance 
between qnear to qgoal are calculated. These two distances 
are summed up as a total distance to reach qnew. The qnear 
with the smallest total distance is considered as the parent 
of qnew. This procedure is known as “Choose Parent”. It 
is followed by the “Rewire”, which measures the 
cumulative distance from qinitial to qnear via qnew if the in-
between edge is visible and collision-free, and changes 
the parent of qnear to qnew. This loop iterates until any tree 

Figure 2. Flowchart for information retrieval from BIM model to PSRRT* 
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node can be connected to qgoal with a collision-free and 
visible edge. 

In this process, the motion coordination is limited by 
redefining distance in the algorithm. Usually, distance is 
defined as the Euclidean distance, which neglects the 
complex coordination of motions in the configuration 
space (C-space). As a result, PSRRT* uses a weighted 
Manhattan distance to model the cost between any two 
configurations: 

Cost =  𝑤𝑤1Δα + 𝑤𝑤2Δθ + 𝑤𝑤3ΔL 
Where α indicates the swing angle, θ indicates the luffing 
angle, L indicates the length of the hoist line, which 
connects the tip of the crane boom and the lift load; 
weights (i.e., 𝑤𝑤1,𝑤𝑤2,𝑤𝑤3) are determined according to the 
operating speed of each crane motion.  

On the other hand, blind lifts are avoided via visibility 
checks. The visibility check uses the AABB collision 
detection technique to examine the spatial relationship 
between the points along the vision line and the physical 
obstacles. The vision lines are straight lines in the 
Cartesian space, starting from the crane cabin. It is worth 
noting that a search space usually has two representations: 
a Cartesian space and a C-space, and these two 
representations are transformable. In this algorithm, tree 
expansion is conducted in the C-space since it is 
convenient to identify motion coordination, while the 
collision detections and visibility checks are 
implemented in the Cartesian space. 

Once a valid path is found, PSRRT* executes a post-
processing procedure, to further eliminate redundant 
motion coordination by restricting the first and last 
segments of the path to be vertical (i.e., only hoisting is 
allowed) to reflects the real practice. If they are collision-
free, the algorithm returns a new path that is exported to 
Revit for visualization. 

3.2.3 Path Visualization 

Although the algorithm-planned path has already 
incorporated most practicality considerations, there still 

exist various safety concerns in path planning, 
depending on the site condition and the characteristics 
of lift loads. Therefore, it is necessary for construction 
stakeholders to review the algorithm-planned path in a 

context-rich manner. Figure 4 shows an overview of the 
dynamo code for path visualization. By selecting the 
building component to be reviewed, this component 

automatically reads the path from an excel and presents 
the path geometry with the invisible parts highlighted.

Figure 3. PSRRT* path generation mechanism 

4 Case Study  
The performance of the prototype system was 

assessed in a case study on a building project at Monash 
University, Melbourne, Australia. The building project 
consisted of a 5-story steel structure errected by three 
28m-high luffing boom tower cranes with a 40m boom. 
The model of these tower cranes is FAVCO M390D and 
the deployment locations for each crane is indicated in 
Figure 5(a). According to the schedule, Tower Crane 3 
(TC3) was required to lift three beams to level 1 in one 
working day, as shown in Figure 5(b). These lifting 
activities are selected as the test scenario in this case 
study. The building information was stored in a Revit 
model. Meanwhile, since there was no available Revit 
family for this particular crane model, the crane 
specifications and location of the supply area were stored 
in a .csv file. 
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Firstly, the prototype system retrieved information 
from the Revit model. In this process, there were 1390 
elements retrieved as structures existing prior to the lifts. 
These elements were exported as 503 obstacles in a 150m 
x 140m area. Based on this information, PSRRT* 
calculated the paths for the three lift tasks, as shown in 
Figure 6(a-c). All three paths have similar trajectories, 
where the load is vertically lifted from the material 
supply area, then moved to above the demand points 
through a combination of swinging and luffing, and 
finally lower the loads to the target elevation for 
installation. As illustrated in Figure 6(d), although the 
number of obstacles is high, the computing times of 
PSRRT* are relatively low. The average computing time 
is 0.0523s for the paths. For a project with 3000 elements 
to be installed, the proposed method is anticipated to 
finish the planning task within 3 minutes. This prediction 

requires further verification since RRT* is stochastic and 
its computing time is influenced by random sampling. 
Meanwhile, to quantitively evaluate the improvement of 
the proposed path finding algorithm in smoothness, 
visibility, and motion coordination, Figure 6(d) also 
tabulated the number of way-points, the ratio of the 
visible path to the entire path, and the ratio of the path 
with three coordinated motions to the entire path. It is 
observed that the average visibility ratio is 91.5%, and 
the invisible parts for each path are visible to the beam 
connector (i.e., the last segment). Furthermore, the 
coordination ratio for these three paths is zero, indicating 
an optimal complexity of operations. 

Despite the encouraging outcome from the proposed 
approach, several limitations of the proposed methods are 
also identified. For example, the proposed method 
assumes the structures below the lift load as a rectangular 

Figure 4. Overview of the project (left) and building elements to be lifted in the BIM model (right) 

Figure 5. Planned paths for the lifted elements (1) to (3) in (a) to (c), respectively, and results for computing 
time, path length, visibility ratio and coordination ratio for each path  
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obstacle to decrease computing complexity, which is 
only valid for building projects with a rectangular 
geometry. This limitation can be overcome by using 
advanced collision detection algorithms (e.g., OBB) or 
voxelizing the search space. Furthermore, the proposed 
approach requires a comprehensive BIM model, which is 
not always available. Essential information for path 
planning, including lift sequences and the crane 
specifications are usually stored in other software, 
causing difficulty in interoperability. Therefore, there is 
a demand to create and standardize customized 
parameters and family types to store the necessary 
information for lift planning. Thirdly, the proposed 
approach focuses on the BIM model and may ignores 
environmental obstacles (e.g., adjacent buildings). In 
congested environments, the BIM model is expected to 
fuse with reality capturing technologies, such as laser 
scanning, to acquire information on site conditions. 

5 Conclusion and Future Research 
This paper proposes an approach to automatically 

plan and visualize a safety and practical lifting path using 
a novel path finding algorithm and BIM. Two main 
contributions can be highlighted: (1) the modified RRT* 
algorithm successfully incorporates the practicality 
considerations to generate a feasible and realistic path. (2) 
the proposed approach exploited the BIM model to 
visualize the planning results to facilitate coordination 
between stakeholders.  

Furthermore, this paper demonstrated the potential of 
the proposed approach as a 4D risk management system 
where engineers can proactively plan the activities and 
workspaces under the impact of crane lift activities. In 
the future, the proposed method is expected to 
automatically plan paths for the entire building project 
for lifting experts to review and adjust. By analyzing 
adjusted paths, the hazardous zone of crane swing-over 
is generated to support safety-related decisions, such as 
coordinating active workspace and crane operations. 
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Abstract – This paper proposes an autonomous 
crawler carrier system to improve productivity of 
earth and sand transportation work. In general, 
multiple crawler carriers on the transportation work 
repeatedly move on almost the same route between 
loading and unloading locations. There is a risk that 
the crawler carrier deviates from the transport path 
due to the driver’s fatigue and reduced 
concentration since the transportation work is a 
monotonous and repetitive operation. The proposed 
system enables multiple crawler carriers to 
automatically move on the same route without 
collision using an artificial intelligence (AI) based 
control. There are four steps in the AI control flow. 
First, the driver performs the teaching operation 
while checking the route from the camera image. 
Then, teaching route data for an autonomous 
crawler carrier is created. Second, the AI on the 
personal computer selects several routes that can 
maintain safe crawler carrier positions for all routes 
of multiple carriers. Third, AI generates an efficient 
operation plan that minimizes the working cost and 
time from all positional relationships. Finally, when 
the operator presses the start switch on the control 
panel, AI controlled multiple crawler carriers move 
efficiently without collision. This smart control was 
introduced for the construction of earth and sand 
transportation in the Aso-Ohashi area, and efficient 
operation was confirmed. 

Keywords – 
Autonomous crawler carrier system; Artificial 

intelligence; Productivity improvement 

1 Introduction 
In recent years, information and communication 

technology (ICT) [1] has made great progress with the 
development of signal processing technology [2], 
computer technology [3], wireless communication 
technology [4], and so on. As a future society, “Society 
5.0” has been proposed by the Cabinet Office, which is 

a Japanese administrative agency [5]. Although life has 
become more convenient in Japan with the progress of 
ICT, an aging society causes labor shortages and 
increasing energy consumption. Society 5.0 tries to 
incorporate robot technology [6], artificial intelligence 
(AI) technology [7, 8], etc. into society in order to solve 
such social issues. To realize Society 5.0 in Japan 
construction industry, a big project called “i-
Construction” is underway to improve the productivity 
of the entire construction production system. 

This i-Construction, which is managed by the 
Ministry of Land, Infrastructure, Transport and Tourism, 
includes the development of an unmanned system for 
construction machinery [9-11]. In the automatic control 
of this construction machine, the personal computer 
(PC) in the control device drives the crawler carrier 
instead of human operators. The application of the 
automatic control reduces the needs of skilled operators, 
solves the shortage of human resources, and can be 
expected to improve productivity. 

In this paper, we noticed that the earth and sand 
transportation work is a monotonous repetitive work of 
reciprocating the route. This cyclical work causes 
physical and mental fatigue of the operator. Therefore, 
we are developing an automatic driving technology for 
crawler carriers to reduce accidents by operators during 
the transportation work using the AI technology [12]. 

The remainder of this paper is organized as follows. 
Section II introduces the details of automatic driving 
system in the earth and sand transportation field. In 
Section III, we explain the proposed autonomous 
crawler carrier system with AI based transportation 
control. Moreover, in Section IV, we verifies the 
effectiveness of our proposed scheme by the computer 
simulation. In addition, experimental results of Aso-
Ohashi area are briefly explained in Section V. Finally, 
the conclusion and future works are presented in Section 
VI.
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2 Automatic driving system in the soil 
and sand transportation field 

2.1 System configuration 
The automated driving system uses a network-

compatible crawler carrier that enables human-less 
construction. Figure1 shows two crawler carriers which 
are used for transporting earth and sand. The 
specifications of this crawler carrier, which is 
manufactured by KATO WORKS, are as follows. It has 
a payload of 11,000 kg, a machine mass of 14.100 kg, a 
length of 6.05 m, a width of 2.84 m and a height of 2.91 
m. 

 
Figure 1. Two Crawler carriers for transporting 
earth and sand. 

Figure 2 shows system configuration for the 
automated driving system. In this construction, the 
crawler carriers are controlled using the internet 
protocol (IP) network. The automatic driving system is 
composed of the following devices. 

 Global Navigation Satellite System (GNSS) / 
IMU(Inertial Measurement Unit) device that 
measures the position information of the moved 
route, where this device includes GNSS reference 
station 

 PC for automatic driving control (1 vehicle side, 1 
remote control side) 

 Vehicle camera to watch the surrounding 
conditions during remote control 

IP addresses are assigned to these devices, and they 
can be controlled by packet transmissions using a wired 
local area network (LAN) system or a wireless LAN 
system. GNSS / IMU is a combined inertial 
measurement device for GNSS and IMU. In addition to 
the position information from the G 

GNSS device, the position and direction of the 
vehicle can be combined with the IMU device to 

measure the position of the vehicle with high accuracy. 
 

 
Figure 2. System configuration for the automated 
driving system where wireless communication is 
conducted between the remote control room and 
crawler carriers. 

2.2 System control flow 
Figure 3 shows a framework related to the important 

devices for teaching and automatic driving operations. 
In this figure, there are two modes, which are teaching 
mode and auto-driving mode. As shown in this figure, a 
remote and automatic operation panel including the PC 
is set in the remote control room which has monitors, 
PCs, and wireless communication devices. If the 
operator would like to control the crawler carrier, 
command signals are transmitted to the PC which is set 
in the crawler carrier via the WLAN packets. On the 
other hand, the crawler carrier’s information is 
transmitted to the remote control room via the WLAN 
packets. 

There are three flows: teaching operation, 
preparation of automatic driving, and automatic driving 
mode. These flows are explained as follows in detail. 
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Figure 3. The framework related to the important 
devices for teaching and automatic driving 
operations. 

2.2.1 Teaching operation 

A start signal for the teaching operation is 
transmitted from the remote control room to the PC in 
the crawler carrier, and the operator moves it remotely. 
When the crawler carrier is running, the position and 
speed information from the GNSS / IMU device are 
stored in the in-vehicle PC as a teaching path. This 
information is used in the automatic driving mode. 

2.2.2 Preparation of automatic driving 

First, a control packet for switching the remote 
driving mode to the automatic driving mode is 
transmitted from the remote control room to the crawler 
carrier. Secondly, the control signal to start the 
automatic operation is transmitted. Third, the teaching 
data for the automatic driving is saved in the in-vehicle 
PC inside the crawler carrier. Thirdly, the teaching data 
for automatic driving is saved in the hard disk of the PC 
stored inside the crawler carrier. 

2.2.3 Automatic driving mode 

The in-vehicle PC automatically drives the crawler 
carrier while comparing the teaching data with the 
current position from the vehicle's GNSS / IMU device. 
In addition, the movement of the crawler carrier is 
automatically stopped when the teaching path and the 
current position greatly deviate from each other. 

3 AI based automatic driving technique 

3.1 Necessity of AI-based autonomous 
driving 

In the automatic driving system described in the 
previous section, a stop operation by a worker in the 
remote control room is required in order to halt the 
crawler carrier during the automatic moving from the 
start point to the end point. Therefore, at least two 
operators are needed in the working field. One remotely 
controls the excavator and loads the crawler carrier with 
sand, and the other manages and watches the movement 
of the crawler carrier. If the number of autonomous 
crawler carriers increases, operation management by 
one worker becomes much difficult, and there is a 
possibility of collision among crawler carriers. In order 
to prevent collisions, a system that manages the 
operation of multiple crawler carriers on behalf of the 
worker is required. Therefore, in this paper, we propose 
an AI-based autonomous driving technique. 

The developed AI-based automated driving 
technology does not require human operation 
management, and single worker can perform a series of 
operations from loading and unloading sediment. Figure 
4 shows the configuration of the AI-controlled 
automatic driving system. As shown in this figure, the 
PC in the remote control room (PC-r) controls two 
remote and automatic operation panels via and two in-
vehicle PCs (PC-v). The PC-r transmits the AI start 
signal to the PC-v via the operation panel. Moreover, 
the PC-r directly transmits the stop signal to the PC-v. 
On the other hand, the PC-v transmits the vehicle 
information to the PC-r via the operation panel, but it 
directly transmits the position information to the PC-r. 
There are two information flows among the control PC 
in the remote control room and two crawler carriers. 

 
Figure 4. Configuration of the AI-controlled 
automatic driving system. 
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Figure 5. Control of multiple vehicles by one 
operator. 

Figure 5 shows the control of multiple vehicles by 
one operator. As shown in this figure, the number of 
operator is two, when the number of construction 
machineries is three before AI based remote control 
room. On the other hand, the number of operator is only 
one after the AI based remote control room. This means 
that our proposed system is one of the best solutions for 
the shortage of human resources in Japanese 
construction field. 

3.2 AI control flow 
Figure 6 shows our proposed AI control flow in 

which there are four steps: instruction, analysis, plan, 
and command. These steps are explained as follows. 

 First, the operator remotely moves the crawler 
carrier, and the route information for teaching 
process is generated. 

 Second, based on the obtained route data and 
crawler carrier size conditions, the AI on the PC-r 
finds safety positions between crawler carriers and 
positional relationships in possible. Then, several 
candidate routes that allow safe operation are 
selected. 

 Third, the operation pattern that minimizes the cost 
and time is selected from the candidate routes in 
the previous step, considering the productivity of 
earth and sand transportation work. At this time, 
the start and end positions of the instruction route 
are also taken into consideration. For example, the 
unloading and loading operations are conducted in 
the start and end points. Optimal operation pattern 
of vehicles is calculated from the candidate routes 
and other conditions. The operation pattern 
satisfies spatial limitation to avoid interference 
between vehicles while minimizing expected time 
necessary to complete load and unload of sediment. 
In this phase, algorithms to solve multi agent path 
finding problem are used with original expansions 
to increase flexibility and efficiency [13]. 

 Finally, the PC-r remotely controls the two crawler 
carriers on the most efficient operation pattern. 
The GNSS position information from the each 
carrier is sent to the remote control room, and the 
start and stop of moving can be determined by the 
AI monitoring in constant. Moreover, the second 
and third processes are re-conducted in our 
proposed scheme if the variation of the 
environmental condition, for example a muddy 
road and an increase of loading time, changes the 
position relationship between two crawler carriers. 

As a result, the number of operators for monitoring 
the crawler carriers can be reduced. When the number 
of vehicles is only one, the difference of driving 
efficiency between the automatic driving with and 
without the AI is none. However, in the case of more 
than two vehicles, the AI based automatic control 
considers the collision avoidance on the driving route. 
On the other hand, in the case of the automatic control 
without the AI, if a forward vehicle and a return vehicle 
meet on a narrow road, either one vehicle needs to 
return to the back wide road, which incident wastes 
operation time. Therefore, the AI control will enable 
efficient transportation in the construction field. 
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Figure 6. Configuration of the AI-controlled 
automatic driving system including instruction, 
analysis, plan, and command processes. 

 

4 Computer simulation 

4.1 Simulation parameters 
Performances of our proposed AI-controlled 

automatic driving system are evaluated by the computer 
simulation. There are three fields in this simulation, 
where the first field is in the Aso-Ohashi area, the 
second and third fields are in Tsukuba area.  

In this simulation, the sand loading time to the 
crawler carrier using the excavator was not considered. 
The maximum number of crawler carriers (maximum 
Nt) is two. In addition, the start point for moving the 
crawler carrier is the unloading point. There are two 
routes. One is an outbound route from the unloading 
point to the loading point. The other is a homeward 
route from the loading point to the unloading point. 
Overlap of forward and return routes is allowed. Even if 
there is no overlap between the forward and return paths, 
it is not possible to pass each other within 6 m. We set 
the waiting and separating points in the driving route. 
These points increase the driving efficiency and they are 
determined by the operator’s empirical knowledge. 

 
 Figure 7. Driving route in the Aso-Ohashi operation 
area in which the number of waiting points is two. 

Figure 7 shows driving route in the Aso-Ohashi 
operation area which size is 80m by 120m. There are 
two separating points. When one crawler carrier is in the 
loading point, the excavator loads its crawler carrier 
with earth and sand. The other crawler carrier waits 
until the loading work is completed at the waiting point 
which is near the loading point. Similarly, when one 
crawler carrier is unloaded, the other crawler carrier 
waits until the unloaded operation is completed at the 
waiting point which is near the unloading point. 

Figure 8 shows driving route in the 1st Tsukuba area 
which is inside Technical research & Development 
institute on Kumagai Gumi. The area size is 40m by 
30m. There are two waiting point. 
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Figure 8. Driving route in the 1st Tsukuba area in 

which the number of waiting points is two. 
 
Figure 9 shows driving route in the 2nd Tsukuba 

area which is inside Technical research & Development 
institute on Kumagai Gumi. The area size is 40m by 
30m. There are two waiting points in order to increase 
work efficiency for more than two crawler carriers. 
Moreover, two separating points(SPs) are added to this 
filed. If there are no waiting points, either of crawler 
carriers frequently stops the movement on the outward 
and homeward path because the AI based control selects 
the extremely safe operation plan. Therefore, it is 
expected that two waiting points improve work 
efficiency in the case of Nt = 2. 

 
Figure 9. Driving route in the 2nd Tsukuba area 
in which there are two waiting points and two 
separating points in order to increase work 
efficiency for more than two crawler carriers. 

4.2 Simulation results 
Table 1 shows work efficiency in Aso-Ohashi and 

Tsukuba area in the simulation. As shown in this table, 

at first, work efficiencies for the case of Nt = 1 and Nt = 
2 are 16.2 and 31.1 cycle/hour in the Aso-Ohashi area. 
In this area, work efficiency for the case of Nt = 2 is 
improved by 72% compared to the case of Nt = 1. 

Secondly, work efficiencies for the case of Nt = 1 
and Nt = 2 are 66.1 and 105 cycle/hour in the 1st 
Tsukuba area. In this area, work efficiency for the case 
of Nt = 2 is improved by 59% compared to the case of Nt 
= 1. 

Thirdly, work efficiencies for the case of Nt = 1 and 
Nt = 2 are 24.5 and 42.2 cycle/hour in the 2nd Tsukuba 
area without two separating points. In this area, work 
efficiency for the case of Nt = 2 is improved by 72% 
compared to the case of Nt = 1. On the other hand, work 
efficiency for the case of Nt = 2 is 46.4 cycle/hour in the 
2nd Tsukuba area with two separating points. Work 
efficiency for the case of Nt = 2 is improved by 89% 
compared to the case of Nt = 1. 

By determining two separating points and planning 
the automatic driving routes, the unnecessary waiting 
time of the two crawler carriers due to the overlap of the 
outward and homeward routes is reduced. Efficiency 
ratio for the case of Nt = 2 with separating points is 17% 
higher than that for the case of Nt = 2 without waiting 
points. Therefore, if our proposed automated driving is 
applied in an area where the travel paths are 
complicated, it is important to provide some separating 
points when making the driving plan. 

Table 1. Work efficiency in Aso-Ohashi and Tsukuba 
area in the simulation. 

Area Work efficiency [cycle/h] Efficiency 
ratio 1 vehicle 2 vehicles 

Aso-Ohashi 16.2 31.1 1.72 
1st 

Tsukuba 66.1 105 1.59 

2nd 
Tsukuba 
(w/o SP) 24.5 

42.2 1.72 

2nd 
Tsukuba 
(w/ SP) 

46.4 1.89 

5 Experimental results 
In this section, experimental results of the 

construction in Aso-Ohashi area are briefly described. 
Table 2 shows construction outline in this area. As 

shown in this table, verification period of this 
construction was in September 2018. The verification 
place was a collapse slope area at the top of the soil 
retaining embankment. One way distance was about 
300m. Path width and maximum path gradient were 
about 5m and 20%. The path gradient was able to 
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decrease the moving speed of crawler carrier. The 
number of construction machines was three including 
one excavator and two crawler carriers. 

Table 2. Construction outline in Aso-Ohashi area. 

Construction 
name 

Slope countermeasure work 
in Aso-Ohashi area 

Verification 
period 

September 2018 

Verification  
place 

Collapse slope area at the top of 
the earth retaining embankment 

Path condition Distance 
(one way) 

about 300m 

Width about 5m 
Gradient 

(maximum) 
20% 

Num. of 
construction 

machines 

Excavator 1 
Crawler carrier 2 

 

 
Figure 10. External remote control room in Aso-
Ohashi area in which the number of operators is 
only one. 

Figure 10 shows an external remote control room in 
Aso-Ohashi area. There were two remote control panels 
including the PC-r. Multiple monitors were set on the 
table in order to check movements of crawler carriers 
and their surrounding area. The excavator loaded earth 
and sand to the crawler carrier which was controlled by 
the AI when the operator remotely moved the excavator. 

Figure 11 shows the snapshot of the verification in 
Aso-Ohashi area, which is a partial area of -80 to -60 m 
on the X axis and 55 to 80 m on the Y axis in Fig. 7. 
The crawler carrier (green) had waited at the waiting 
point while the earth and sand loading operation for the 
other carrier (magenta) had been conducted. After its 
operation was finished, the crawler carrier (magenta) 
with earth and sand went to the unloading point and the 
crawler carrier (green) approached the loading point as 

shown in Fig. 11. If the waiting point was not set on this 
path, the incident may happen where one of the crawler 
carriers turned back the way which it came from. 

 
Figure 11.Snapshot of the verification in Aso-
Ohashi area where one crawler carrier (magenta) 
moves to the unloading point and the other 
(green) moves to the loading point near the 
excavator. 

Table 3 shows work efficiency in Aso-Ohashi and 
Tsukuba area in the simulation and real environment. 
As shown in this table, the simulation result is same as 
Table. 1. Work efficiencies for the case of Nt = 1 and Nt 
= 2 are 7.47 and 13.1 cycle/hour in the real field. In this 
case, work efficiency for the case of Nt = 2 is improved 
by 75% compared to the case of Nt = 1. 

The results of work efficiency for the real 
environment are low compared to the simulation results, 
because time durations of earth and sand loading and 
discarding are not assumed in the simulation 
environment. In addition, we consider that the influence 
of mud and gradient in the real field can decrease the 
speed of crawler carriers. Moreover, the maximum 
speed of the crawler carrier is adopted in the simulation. 
On the other hand, the difference of efficiency ratio 
between the real and simulation environments is almost 
the same value. The simulation analysis enables us to 
search the semi-optimal waiting points and separating 
points in the driving route. Therefore, its analysis is 
important before the verification of our proposed 
scheme in the real environment. 

Table 3. Work efficiency in Aso-Ohashi area in the 
simulation and real environments. 

Area Work efficiency [cycle/h] Efficiency 
ratio 1 vehicle 2 vehicles 

Aso-Ohashi 
(simulation) 16.2 31.1 1.72 

Aso-Ohashi 
(real) 7.47 13.1 1.75 

536



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

6 Conclusions 
This paper proposes an autonomous crawler carrier 

system with the AI based transportation control. In the 
proposed scheme, the AI based operation management 
eliminates the need for the safety confirmation between 
two crawler carriers. Moreover, it reduces the number of 
operation monitoring workers, which means that the 
proposed system is one of the best solutions for the 
shortage of construction workers in Japan. 

The AI makes the movement plan for crawler 
carriers in the earth and sand transportation. This plan is 
produced by the major flow consisting of instruction, 
analysis, plan, and command processes. In the 
simulation results, when two crawler carriers in the 
Aso-Ohashi area are automatically controlled by the AI, 
work efficiency improves 72% compared to the case of 
one crawler carrier. In addition, when the same AI 
controls the automatic driving in the 1st Tsukuba area, 
work efficiency improves 59% compared to the case of 
one crawler carrier. Moreover, work efficiency 
improves 72% compared to the case of one crawler 
carrier in the 2nd Tsukuba area which is larger than the 
1st area when there are no separating points. On the 
other hand, work efficiency improves 89% compared to 
the case of one crawler carrier in the 2nd Tsukuba area 
with setting two separating points. 

Moreover, results of efficiency ratio for real and 
simulation environments are almost the same value. 
Therefore, we aggressively use the simulation analysis 
before the verification of the AI based auto driving 
system in the real construction field. 

As a future study, it is possible to further improve 
work efficiency of the earth and sand transportation by 
efficiently arranging the waiting and separating points 
in the driving routes. Furthermore, determination of 
waiting and separating points using AI control will be 
conducted. 
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Abstract –  

An optimization system of a lifting plan must 
have generality to manage different design 
conditions and real-time changes at a construction 
site. Furthermore, it must optimize the construction 
planning and scheduling. In a previous study, we 
trained a two-point locomotion model for crane hook 
movement using deep reinforcement learning to 
generate and optimize lifting plans automatically. 
However, we did not test the accuracy and generality 
of the model. In this study, we test (1) the accuracy 
and (2) the generality of the trained model using a 
new environment. To evaluate the accuracy of the 
optimal solution, we examined the locus of the 
movement of each frame between two points. To 
verify the generality of the trained model, we solved 
an optimization problem of the crane hook 
movement under different conditions of the crane’s 
learning environment using the trained model. From 
the results, we found that the movement path was 3.6 
times the shortest path and the crane hook initially 
moved vertical. Furthermore, the agent solved the 
optimization problem of the crane hook movement 
when the size of the crane changed. Therefore, the 
corresponding range increased with increasing size 
of the crane. However, the agent did not solve the 
problem when the slewing angle in the target 
position was larger than the slewing angle in training. 
Based on these results, we believe that the limited 
vertical movement range and rotation range of the 
crane reduces the accuracy and generality of the 
trained model.  

 
Keywords –  

Deep Reinforcement Learning; Crane Lifting 
Plan; Optimization; Generality; Virtual Space; 
Trained Model 

1 Introduction 
Improving efficiency in building construction is a 

principal research topic in the construction field, where 
the shortage of skilled workers is increasing. Therefore, 
optimization and automation of construction planning 
and scheduling is important to improve construction [1]. 
However, optimization of construction planning and 
scheduling is a complicated task. Therefore, it is 
generally prudent to optimize each task [2]. 

The following two aspects are considered necessary 
to optimize construction planning and scheduling: (1) 
solving complex combinatorial optimization problems 
and (2) providing general versatility to manage design 
and real-time situation changes during construction. 
Considering (1), problems such as those concerning 
work interference, route planning, placement planning, 
and quantity planning can be replaced with typical 
problems, and optimization research has been conducted 
[2]. In case of (2), solving problems can be difficult or 
impossible when changes not existing in the 
optimization simulation, such as work delay and 
obstacle interference, occur in the real space. 
Furthermore, adding all necessary factors in the 
optimization simulation to provide generality is 
challenging. 

Therefore, we focused on using deep reinforcement 
learning (RL) to ensure generality. In a previous study, 
we developed a crane lifting plan using deep RL. 
Reasons for optimizing lifting tasks are as follows: 

1. lifting task is a cooperative task involving several 
sub-tasks, and 

2. lifting task is a complex optimization problem 
because it includes factors such as the lifting route, 
layout, model, quantity, and building order.  

In Section 2, we review some related work on lifting 
planning and deep RL. 
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In Section 3, we first explain the trained model for 
two-point movement developed in the previous study, 
and then we present the methods to test the accuracy 
and generality of the trained model of the previous 
study.  

In Section 4, we discuss the results of the 
verifications, and in Section 5, we propose a method for 
creating the environment. 

2 Related Work 

2.1 Previous Research on the Construction 
Planning Optimization Problem  

In general, construction planning and scheduling can 
be considered as an optimization problem. Therefore, 
research is conducted from optimization perspectives in 
work interference, construction equipment arrangements, 
and route planning. The construction planning 
optimization problem considers factors, such as safety, 
environment, cost, time, and work cooperation. 

Wo et al. indicated that a lifting plan requires a 
planning scheme that considers the numbers, layouts, 
models, and operating times of cranes. They established 
a mathematical model for the spatio-temporal planning 
of tower cranes that reduces the total cost compared to 
the initial solution, indicating that it provided the 
optimal solution for all construction projects [2]. 

2.2 Previous Research on Deep RL 
We focused on RL to ensure the generality of the 

optimization and/or automation system. RL is a machine 
learning method; it is different from supervised learning 
because it acts by itself and collects environmental 
information regardless of the existence of accurate or 
ground truth data. Therefore, it responds to unknown 
events for which the correct answer is unknown. 

RL is mainly used for autonomous control of 
machines and problems with no accumulated data. 
When creating an autonomous control system for a 
robot, it is difficult to establish rules for sensor systems, 
control values, etc. Therefore, the robot learns the 
surrounding situation through RL and controls itself [3]. 
In addition, RL is used to generate data when there is no 
accumulated training data, such as building vibration 
control, to derive optimal vibration control values [4]. 

There are several phenomena where the correct 
answers are unknown because data are not accumulated. 
Construction planning and scheduling are among them. 

Moreover, we can perform complex information 
processing by combining deep learning and RL (called 
deep RL). This combination aids in generating an 
optimal solution. The solution is used to generate long-
term strategies, such as artificial intelligence for gaming. 

This study combines the aforementioned features to 
develop a crane lifting plan. 

The crane lifting plan optimization problem (based 
on the features of deep RL) is classified as follows. 

1. A path creation function for lifting a target object 
by controlling movements such as slewing, 
derricking, and lifting and lowering. 

2. A function to provide a strategy for deciding the 
order of construction that is the most efficient. 

By developing a model with these functions, we aim 
to automatically develop a lifting plan for an unknown 
condition in a simulation. We partially performed this 
task in a previous study and developed a trained model. 
This outline is presented in Section 3. 

In addition, research is being conducted to 
investigate methods to generalize trained models 
developed using RL. According to Miyashita et al., a 
trained model for car collision prevention using deep 
RL prevented collisions with cars not learned during 
training [4]. 

 When training a lifting task, a construction site with 
several factors, is difficult to reproduce. However, if the 
inference model can be provided with a general 
versatility as described earlier, the need to describe each 
element in the field can be minimized. In this study, the 
versatility is verified using a trained model [5] for 
moving a crane hook between two points, as developed 
in the previous study. Furthermore, we propose a 
method for creating a learning environment for general 
purposes based on the inference result. 

3 Method 

3.1 Research Aim 
In this study, we perform a simulation to investigate 

the following. 

• Accuracy of the trained model. 
• Generality of the trained model. 
• Creation of a learning environment to improve the 

accuracy and versatility of the trained model at the 
learning stage. 

3.2 Outline of the Research Method 
In this section, we present the development 

environment for deep RL and the structure of the study 
using deep RL. 

We use Unity ML-Agents [6] for deep RL. Unity 
ML-Agents is a framework for building "environment" 
for RL on Unity and for "training" and "inference" 
agents. The proximal policy optimization algorithm [7] 
is used for the RL algorithm. 

As shown in Figure 1, deep RL is categorized into 
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two processes: learning and inference. In the learning 
stage, an agent learns an action to maximize the 
cumulative reward in some environment (learning 
environment). A model (a formula/method of 
calculation) developed by this process is called a trained 
model. In inference, a trained model is applied to an 
unknown data to provide an answer. At the inference 
stage, we create an unknown environment for 4D 
construction simulation and scheduling with several 
changes.  

In Section 3.3, we first explain the trained model 
developed in the previous study. In Section 3.4, we 
describe the methods to test the accuracy and generality 
of the trained model developed in the previous study. 

 
Figure 1. Verification of inference results with 
changed simulation environment 

3.3 Training Environment 
3.3.1 Simplification of Learning Content 

The optimization problem of the crane lifting plan 
using deep RL based on the features of deep RL is 
categorized into the following problems. 

• Optimizing hook route: lifting a target object by 
controlling movements such as slewing, derricking, 
and lifting and lowering.  

• Optimizing assembly order: providing efficiency 
order to assemble building components.  

By developing a model with these functions, we aim 
to automatically create a lifting plan for an unknown 
site in a simulation. To learn these functions, we divide 
the route creation function into moving between two 
points and collision prevention, as shown in Figure 2. 
This approach simplifies the environmental information 
and aims to converge learning. 

 

 
Figure 2. Simplification of learning content 

3.3.2 Environment  

This section presents an overview of RL, the 
environment, and inference results under the same 
conditions as during training. 

RL is a machine learning algorithm that learns from 
the interaction between agents and the environment. 
Agents are learners and decision-makers. The 
environment is a non-agent factor on which the agent 
operates. As shown in Figure 3, the agent refers to the 
crane; the environment refers to the target, floor, 
coordinate space, reward, status, and other information. 
The agent (crane) operates on the environment and 
receives information such as coordinates, vector, and 
speed from the environment to determine new actions. 

 

 
Figure 3. Interaction between agent and 
environment in reinforcement learning 

Figure 4 (a) shows the start and end points when the 
crane moves between two points. Figure 4 (b) depicts 
the installation range of the target (box). The center 
coordinate of this box is the end point. During training, 
a target (end point) randomly appears in this range (on 
the horizontal plane). Figure 5 presents the inference 
result from the trained model for movement between the 
two points. The crane instantly moves between the two 
points, and when the end point is reached, the end-point 
position is initialized. 

540



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

 
Figure 4. Start and end points (a); target (end 
point) installation range (b) 

 
Figure 5. Trained model for moving between two 
points 

3.3.3 Agent Action and Crane Models 

In this section, we explain the operations of agents 
(crane) on environments in deep RL. 
As shown in Figure 6, we developed a crane with three 
operations: slewing the boom, derricking the boom, and 
lifting and lowering the crane hook. The agent learns 
these control values by training, without limiting the 
rotation angle of the slewing and derricking. When 
lifting the crane hook, the vertical direction is restricted 
such that it does not exceed the boom tip. By 
simplifying the model in the initial stages of training, 
unnecessary information is deleted from the search, and 
the search converges easily, as shown in Figure 7. 

 
Figure 6. Movement of the crane 

 
Figure 7. Simplified crane model 
 

3.3.4 Training Method 

Figure 8 shows the situation during training. The 
model training time was reduced by 87% by 
parallelizing and training nine models simultaneously. 
The number of iterations was 500,000. 

 
Figure 8. Parallel training of nine models 

3.3.5 State and Reward 

In this section, we detail a remarkable method to 
develop a route for a crane hook to move between two 
points. In deep RL, the environment rewards agents 
based on their behavior; agents learn behaviors that 
maximize their cumulative rewards. We created an 
environment to reward the agents as follows. 

• Reward when the crane hook reaches the end point. 
• Reward the movement of the crane hook towards 

the end point. 

For a route search between two points in the 
horizontal direction, we can create a movement route 
between two points by only giving a reward when the 
crane hook reaches the end point. However, the 
optimization of the crane hook route is a path search in 
a three-dimensional space; hence, we created an 
environment to reward the operation of the crane hook 
approaching the end point. We used the inner product to 
reward the action of the crane hook approaching the end 
point. We multiply the inner product of the two vectors 
by the reward and assign it as the reward. As shown in 
Figure 9, the two vectors are crane hook to target 
direction vector and crane hook speed vector. If the 
angle between these two vectors is small (i.e., the inner 
product is close to 1), the reward is close to 1×reward. 
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Figure 9. Simplification of rewards 

3.4 Method of Verification 
3.4.1 Verification of the Optimal Solution 

This section presents a method investigate the 
accuracy of the optimal solution of the trained model. 

We verify the accuracy of the optimization of the 
movement between two points by comparing "the length 
of the trajectory of the crane hook" and "the length of 
the shortest path between the two points." 

To obtain the length of the crane hook trajectory and 
the shortest path between the two points, we record the 
coordinates of the crane hook and the start point for 
each frame, as listed in Table 1, and track the length and 
the shortest distance between the two points.  

Furthermore, to visualize the crane hook's trajectory, 
we draw the trajectory of the crane hook, as shown in 
Figure 10. 

Table 1. Recorded coordinates for each frame 
start   end   now   last   len 
0.00 -6.17 0.00 -1.50 0.50 -2.70 -1.90E-7 -6.54 7.19E-9 0.00 -6.17 0.00 0.00 

0.00 -6.17 0.00 -1.50 0.50 -2.70 6.85E-7 -7.66 1.55E-8 -1.90E-7 -6.54 7.19E-9 0.36 

0.00 -6.17 0.00 -1.50 0.50 -2.70 1.59E-6 -9.26 1.35E-8 6.85E-7 -7.66 1.55E-8 1.49 

0.00 -6.17 0.00 -1.50 0.50 -2.70 1.29E-6 -10.9 1.06E-8 1.59E-6 -9.26 1.35E-8 3.08 

0.00 -6.17 0.00 -1.50 0.50 -2.70 2.35E-6 -12.2 -2.91E-8 1.29E-6 -10.9 1.06E-8 4.70 

0.00 -6.17 0.00 -1.50 0.50 -2.70 3.22E-6 -13.7 -1.12E-7 2.35E-6 -12.2 -2.91E-8 6.02 

0.00 -6.17 0.00 -1.50 0.50 -2.70 3.40E-6 -14.8 -2.01E-7 3.22E-6 -13.7 -1.12E-7 7.52 

0.00 -6.17 0.00 -1.50 0.50 -2.70 4.40E-6 -16.2 -2.22E-7 3.40E-6 -14.8 -2.01E-7 8.64 

0.00 -6.17 0.00 -1.50 0.50 -2.70 5.35E-6 -17.2 -2.57E-7 4.40E-6 -16.2 -2.22E-7 10.07 

0.00 -6.17 0.00 -1.50 0.50 -2.70 4.74E-6 -18.4 -2.62E-7 5.35E-6 -17.2 -2.57E-7 10.98 

 

 
Figure 10. Visualization of the crane trajectory 

3.4.2 Verification of the Generality of the Trained 
Model  

This section presents methods to investigate the 
generality when altering the environment in which the 

trained model is adapted. 
As discussed in Section 2.2, the models trained by 

deep RL can perform in situations different from the 
learning environment. However, its adaptability is 
unknown. Therefore, we make the following changes to 
the simulation environment during inference. 

• Placement: Change the positional relationship 
between the crane and the end point. We set the 
end points inside and outside the "installation 
range of the end point during training." As shown 
in Figure 11, we examine the inference results 
while installing the end points in sequence on the 
horizontal plane. We do not change the position of 
the crane and the position of the start point. 

• Type: We use a default crane for training and a 
large crane with a different boom length and 
vertical height (Figure 12). 

From the inference results, we examine the 
generality of the inference model and propose a method 
to create a learning environment to improve generality. 

 
Figure 11. Change in the installation position of 
the end point 

 
Figure 12. Change in crane type 
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4 Results and Discussion 

4.1 Verification of the Accuracy of the 
Trained Model 

In this section, we present the results of the accuracy 
verification of movement between two points using 
deep RL and propose a method for creating an 
environment to improve the accuracy of this movement. 

Based on the coordinates of the start and end points, 
trajectory length, and the visualization of the crane hook 
trajectory, the following were observed.  

• The movement path was 3.6 times the shortest 
path 

• The trajectory length was almost constant, 
regardless of the change in the distance between 
the two points. 

• Vertical movement was rapid, whereas horizontal 
movement was slow. 

Figure 13 shows the transition of the locus length for 
each frame, i.e., the locus of movement between the two 
points for six iterations, with different lengths between 
the two points. In addition, as shown in Figures 13 and 
14, the length of the trajectory is constant regardless of 
the distance between the two points. Figure 14 
compares the shortest distance between the two points 
and the actual trajectory length. The length of the 
trajectory is approximately 3.6 times longer.  

 
Figure 13. Change in the crane hook trail length 
for each frame 

 
Figure 14. Comparison of shortest path length 
and crane hook movement path length 

As shown in Figure 15, the crane hooks initially 
moves in the vertical direction and then in the x and z 
horizontal directions. This occurs because although the 
position of the end point is rearranged in the horizontal 
direction during training, it does not move in the vertical 
direction. Therefore, it is essential to lower the crane 
hook, and a reward can be obtained based on the 
movement toward the target direction. Therefore, when 
the end point is set on the plane, as shown in Figure 16 
(a), the agent learns to move the crane hook and then 
move in the horizontal direction.  

To prevent the agent from moving excessively by 
prioritizing the movement of the lowering of the crane 
hook, we propose to create an environment, as shown in 
Figure 16 (b). We randomly set the installation position 
of the end point in the vertical direction such that the 
crane hook lifts in the vertical direction above the start 
point. 

 
Figure 15. Trail of movement between the two 
points of the crane hook 
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Figure 16. Environment that causes wasted 
movement of lowering the crane hook (a); 
environment for preventing wasted movement 
(b) 

4.2 Verification of the Generality of the 
Trained Model 

In this section, we describe the inference results that 
were examined based on the method discussed in 
Section 3.4.2 and propose a method to create an 
environment that improves the generality from inference 
results. 

 For the simulation environment, in inference, we set 
the end points inside and outside the "installation range 
of the end point during training" and let the agent infer. 
Consequently, as shown in Figure 17, the inference 
result is classified into three cases: reaching the end 
point, reaching the end point and performing 
unnecessary movements, and not reaching the end point. 
Figures 18 (a) and 19 (a) show the inference results 
corresponding to the location of the end point. Figures 
18 (b) and 19 (b) depict the list of images of each 
inference result with the end-point position changed. 
Figure 18 shows the inference results using the default 
size crane. The inference result of installing the end 
point on the front of the crane includes the result that 
the boom is not sufficiently long. Figure 19 illustrates 
the inference result from the movement between two 
points using the larger crane with different boom 
lengths and crane heights.  

These results show that changing the crane size does 
not affect the agent performance. When the size of the 
crane is changed, the positional relationship with the 
end point changes vertically. However, we confirmed 
that the agent can perform the movement between two 
points even if the positional relationship between the 
crane and the end point is changed. In addition, the 
range of movement between two points is expanded 
according to the size of the crane. 

 
Figure 17. Three types of inference results 

 
Figure 18. Result of reaching the end point by 
the default size crane (a); simulation of 
movement between two points with the end point 
placed at each point (b) 

 
Figure 19. Result of reaching the end point by 
the big size crane (a); simulation of movement 
between two points with the end point placed at 
each point (b) 

Based on Figures 18 (a) and 19 (a), we hypothesized 
that the range of end-point positions where the agent 
can perform a movement between two points is 
proportional to the size of the crane. Therefore, we 
expanded the mapping of the default size crane (Figure 
18 (a)) and verified the similarity of the range of 
movement between two points by superimposing it on 
the mapping of the big crane (Figure 19 (a)), as shown 
in Figure 20 (a). Consequently, the range of movement 
between the two points was the same. 

Furthermore, as shown in Figure 20 (b), the agent 
did not perform the movement between two points when 
the slewing angle of the crane increased. The slewing 
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angle remains within the range to reach the installation 
position of the end point during learning. This is 
probably because the slewing angle of the crane is 
narrow with respect to the installation range at the end 
point during training. Therefore, to obtain a trained 
model that moves in a wide range in the horizontal 
direction, we propose setting the end-point position such 
that the slewing angle becomes large, as shown in 
Figure 21. Additionally, when training with a small 
crane in a small range during training, the process can 
be adapted to a large crane by inference. 

 
Figure 20. Similarity of the two ranges (a); limit 
of slewing angle for trained model (b) 

 
Figure 21. Environment that improves model 
slewing 

5 Conclusion 
In this study, we evaluated the accuracy of the 

trained model and the generality of an environment 
using a trained model that learned the route creation for 
a crane hook in a lifting task using deep RL. 

We observed the following. 

• The trained model’s movement between two 
points did not traverse the shortest path. Although, 
it was not the optimum solution, it was inferred 
that the accuracy of movement between two points 
can be improved by creating an environment in 
which the crane hook is vertically lifted and 

lowered. 
• Changing the crane size does not affect the model 

performance. 
• The agent did not perform the movement between 

two points when the turning angle of the crane 
increased. To obtain a trained model that traverses 
a wide range in the horizontal direction, it is 
necessary to position the end points for large 
slewing angles. 

 Therefore, we conclude that the method for 
improving the accuracy and generality of the model for 
moving the crane hook between two points involves the 
creation of an environment that moves the crane hook 
vertically and horizontally (Figure 22). 

 
Figure 22. Environment that improves model 
accuracy and generality 
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Abstract –  

Hydraulic excavators are used for various 
purposes, such as excavation, dismantling, and 
leveling. The accurate positioning of the excavator is 
particularly important in loading operations, such as 
positioning a bucket immediately above a target. The 
positioning of a bucket via the swinging operation can 
also be regarded as a kind of pointing operation. 
There are the dynamic characteristics of hydraulic 
excavators. However, a pointing motion model that 
considers dynamic characteristics, such as delay, has 
not been proposed. In this study, the swinging 
operation of a hydraulic excavator was simulated and 
experiments were performed to clarify the relation 
between the dynamic characteristics of hydraulic 
excavators and their work efficiency. The dynamic 
characteristics of the swinging operation of the 
hydraulic excavator were assumed as a first-order 
system with dead time. Based on this result, a new 
difficulty model considering dead time and the time 
constant was proposed, and it was compared with the 
original Fitts’ model based on the coefficient of 
determination. It was confirmed that the proposed 
model represented difficulty more accurately 
compared to the original Fitts’ model. 

 
Keywords – 

Hydraulic excavator; Pointing; User Interface 

1 Introduction 
Hydraulic excavators (Figure 1), which are a type of 

construction machinery, are used for various purposes, 
such as excavation, dismantling, and leveling, because of 
many degrees of mechanical freedom and a variety of 
attachments. In recent years, teleoperated hydraulic 
excavators have been used at multiple disaster sites. 
These excavators are highly versatile. However, there are 
design problems based on ergonomics, such as the lack 
of feedback information and low visibility, and these 
problems reduce the work efficiency of excavators [1]. 

The operation of a hydraulic excavator in general 
civil engineering works is broadly divided into three 
operations, i.e., swinging, running, and excavation. 
Operators control hydraulic excavators using joysticks 
that are located close to their hands. When the swinging 
operation is carried out, according to the International 
Organization for Standardization, the swinging direction 
and swinging speed of a hydraulic excavator are 
determined by moving the left lever to the right or left. 
The accurate positioning of the excavator is particularly 
important in loading operations, such as positioning a 
bucket immediately above a target. Conventionally, the 
pointing operation involves pointing and selecting a 
target using a mouse or touchpad on a graphical user 
interface. However, the positioning of a bucket via the 
swinging operation can also be regarded as a kind of 
pointing operation. Hayashi and Tamura [2] 
experimentally investigated the pointing operation using 
a bucket to verify the effectiveness of the vibration of a 
joystick in a teleoperated hydraulic excavator system.  

In our previous study [3], we developed a difficulty 
model that extends Fitts’ law for the relationship between 
the range of view and work efficiency. The field of view 
affects the work efficiency of a hydraulic excavator when 
it performs the swinging operation. There is a boom on 
the right side of the driver’s seat of the hydraulic 
excavator, and the field of view on the right side is 
narrower than that on the left side. Particularly in the case

 
Figure 1. Hydraulic excavator components 
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of teleoperation, the field of view is limited by the display 
range of the monitor. In addition, the dynamic 
characteristics of hydraulic excavators, such as dead time 
and inertia, cannot be neglected. The purpose of this 
study was to investigate the relationship between the 
dynamic characteristics and work efficiency of a 
hydraulic excavator. However, as it is difficult to change 
the dynamic characteristics of an actual hydraulic 
excavator, the swinging operation of a hydraulic 
excavator was simulated and experiments were 
performed. The dynamic characteristics of the swinging 
operation were assumed as a first-order system with dead 
time, and the time until turning to the target angle was 
measured for different dead times and time constants. 
Additionally, a difficulty model for estimating task time 
was proposed. By using this model, we can evaluate and 
increase the rotate work efficiency of the excavator. 

2 Previous Studies on Pointing Motion 
Models 

Numerous studies have attempted to model the 
difficulty of pointing motion. One of the existing models 
is Fitts’ law, which models the relationship between the 
index of difficulty, 𝐼𝐼𝐼𝐼, and the pointing time, 𝑀𝑀𝑀𝑀, of a 
pointing task. According to Fitts’ law, 𝑀𝑀𝑀𝑀 increases as 
the distance from the starting position to a target 
increases and the target size decreases. MacKenzie [4] 
improved Fitts’ model and expressed the 𝐼𝐼𝐼𝐼 as follows: 

𝐼𝐼𝐼𝐼 = log2 �
𝐷𝐷
𝑊𝑊

+ 1� (1) 

where 𝐷𝐷 is the pointing distance and 𝑊𝑊 is the pointing 
size. 𝑀𝑀𝑇𝑇 tends to increase linearly with 𝐼𝐼𝐼𝐼. This 
relationship can be expressed using experimentally 
obtained constants 𝑎𝑎 and 𝑏𝑏, as follows: 

𝑀𝑀𝑀𝑀 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏𝑏𝑏 (2) 

Fitts’ law was originally proposed as a simple motor 
response model with one dimension. MacKenzie [5] 
extended this model to consider two-dimensional 
pointing operations. Subsequently, Murata and Hirose [6] 
extended it to consider three-dimensional pointing 
operations. Various studies have extended Fitts’ law to 
consider factors other than distance and size. Jax et al. [7] 
proposed the following equation to predict pointing time 
when pointing motion was performed on a curved line, 
𝑂𝑂𝑂𝑂, assuming that an obstacle existed: 

𝑀𝑀𝑀𝑀 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏𝑏𝑏 + 𝑐𝑐𝑐𝑐𝑐𝑐 (3) 

where 𝑎𝑎, 𝑏𝑏, and 𝑐𝑐 are experimentally obtained constants. 
Accot and Zhai [8] proposed an index of difficulty for the 
steering operation required by a vehicle passing an 
elongated path, such that the vehicle does not extend 
beyond the path’s width. 

 
Figure 2. Swinging operation simulator 

 

𝐼𝐼𝐼𝐼 =
𝐷𝐷
𝑊𝑊

 (4) 

MacKenzie and Buxton [9] proposed the following 
equation for extending Fitts’ law to two dimensions. The 
equation incorporated the target width 𝑊𝑊 and the target 
height 𝐻𝐻. 

𝐼𝐼𝐼𝐼 = log2 �
𝐷𝐷

min(𝑊𝑊,𝐻𝐻) + 1� (5) 

Bi et al. [10] conducted a pointing test using a 
smartphone-sized display and proposed a more accurate 
difficulty model for small displays. It is possible to 
evaluate the operability of pointing devices and 
environments using appropriately designed pointing 
difficulty models. 

In our previous study [3], we attempted to model 
pointing motion considering the effect of the field of 
view. We created a simulation environment for swinging 
pointing operations and examined the relationship 
between the range of the field of view and pointing 
difficulty. Based on the results, the following equation, 
which incorporated the size, 𝑉𝑉, of the field of view, was 
proposed: 

𝐼𝐼𝐼𝐼 = log2 �
𝐷𝐷
𝑊𝑊
∙
𝐷𝐷
𝑉𝑉

+ 1� (6) 

To the best of our knowledge, a pointing motion 
model that considers dynamic characteristics, such as 
delay, has not been proposed. In this study, the swinging 
pointing operation with delay was simulated and the 
relationship between the delay parameter and pointing 
difficulty was investigated. 

3 Approximation of Dynamic 
Characteristics of Hydraulic Excavator 
A hydraulic excavator is operated using joysticks, 

and the angular velocity of the operated object changes 
according to the angle of the joysticks. The input from
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Figure 3. Display image of Simulator 

 
Figure 4. Task of simulation experiment 

 

the joysticks causes attachments to move and swing 
through a hydraulic circuit and a hydraulic cylinder. 
Therefore, there is response delay. In this study, the 
dynamic characteristics, 𝐺𝐺(𝑠𝑠), of the swinging operation 
of the hydraulic excavator were assumed as a first-order 
system with dead time, as follows: 

𝐺𝐺(𝑠𝑠) =
𝐾𝐾

1 + 𝑇𝑇𝑇𝑇
𝑒𝑒−𝐿𝐿𝐿𝐿 (7) 

where 𝐾𝐾 is system gain, 𝑇𝑇 is the time constant, and 𝐿𝐿 is 
dead time. Dead time is the time elapsed from application 
of the input to the observation of the output, and the time 
constant is the constant about the rise time. We 
constructed a difficulty model that incorporated these 
parameters. 

4 Experiments Using Swinging Pointing 
Simulator 

4.1 Simulator Configuration 
We created a system to simulate the swinging 

operation of hydraulic excavators to clarify the effect of 
dynamic characteristics. The system is shown in Figure

 
Figure 5. Target position 
 
Table 1. Parameters of transfer function in 
simulation experiment 

 Dead time (s) Time constant (s) 
Condition 𝐿𝐿acc 𝐿𝐿dec 𝑇𝑇acc 𝑇𝑇dec 

1 0 0 0 0 
2 0.16 0.08 0.6 0.35 
3 0.16 0.08 1.2 0.69 
4 0.32 0.16 0.6 0.35 
5 0.32 0.16 1.2 0.69 
6 0.32 0.16 2.4 1.40 
7 0.64 0.32 1.2 0.69 
8 0.64 0.32 2.40 1.40 

 
2; it consisted of a personal computer, a monitor, and an 
input joystick. The experimental system was created 
using Unity, which is a three-dimensional game engine. 
The start point, pointer line, and target area were 
displayed on the monitor, as shown in Figure 3. When the 
joystick was tilted, the camera in the Unity environment 
rotated according to the tilt direction and the angle of the 
joystick. 

4.2 Experimental Protocol and Conditions 
Experiments were performed with four participants 

(Sub. A to D). We recruited the participants from the 
students at Hiroshima University. Informed consent 
based on the Declaration of Helsinki was obtained from 
all participants prior to the experiments. The participants 
performed a swinging pointing task by viewing the image 
projected by the camera in the Unity environment (Figure 
4). First, the camera pointed to the start point, which is 
indicated by the green line. The camera turned according 
to the operation of the joystick by the participants. The 
pointer line, which is indicated by the black line, existed 
at the center of the camera. The task was finished when 
the pointer was stopped in the target area, which is 
indicated in red. Prior to the task, the participants were 
informed that the target area exists in the right direction 
and that they must finish the task as quickly as possible. 
When one task was completed, it was displayed on the 
monitor that the task has been completed, and the next 
task was started after 1 (s).  

The distance to the target, 𝐷𝐷, was defined as 60°,  
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Figure 6. Experiment result (Sub. A) 
 

90° , and 120°  (Figure 5). The values of the time 
constant, 𝑇𝑇, and dead time 𝐿𝐿 are shown in Table 1. In the 
swinging of the hydraulic excavator, these parameters are 
different for acceleration and deceleration. The time 
constant and dead time were 𝑇𝑇acc and 𝐿𝐿acc for acceleration 
and 𝑇𝑇dec and 𝐿𝐿dec for deceleration, respectively. The target 
size, 𝑊𝑊, was 0.5 (m) and the range of the field of view 
was constant. 

There were 24 experimental conditions, which were 
obtained based on the combination of three conditions of 
the distance to the target, 𝐷𝐷, and eight conditions of the 
dynamic characteristics. The order of the conditions was 
random for each participant. Each participant performed 
the task three times under each condition, and pointing 
time was measured. Participants practiced three times 
when conditions changed. The average pointing time 
calculated using the three measurements was considered 
as the pointing time under a particular condition. 

4.3 Results 
The experimental results for Sub. A are shown in 

Figure 6. This figure shows the pointing time, 𝑀𝑀𝑀𝑀 (s), 
under the target distance conditions of 60°, 90°, and 
120° for the dead time, 𝐿𝐿acc (s), and time constant, 𝑇𝑇acc 
(s). It can be seen that the pointing time tends to increase 
as the distance to the target, 𝐷𝐷, increases, as in the 
original Fitts’ law. Furthermore, it was confirmed that the 
pointing time increased with the time constant and dead 
time. 

5 Modeling of Swinging Pointing 
Operations 

5.1 Proposed Model 
A new difficulty model is proposed based on the 

 
Figure 7. Correlation between index of difficulty 
𝐼𝐼𝐼𝐼 and pointing time 𝑀𝑀𝑀𝑀 for original model 

 

 
Figure 8. Correlation between index of difficulty 
𝐼𝐼𝐼𝐼new and pointing time 𝑀𝑀𝑀𝑀 for proposed model 

 
above results. The difficulty model incorporates dead 
time and the time constant for Fitts’ model considering 
that pointing time increases with dead time and the time 
constant and difficulty increases with pointing time. The 
equation for the model is as follows: 

𝐼𝐼𝐼𝐼new = log2 �
𝐷𝐷
𝑊𝑊

(𝐿𝐿acc + 𝐿𝐿dec + 𝑇𝑇acc + 𝑇𝑇dec) + 1� (8) 

In this work, the coefficient of determination is used as 
an evaluation index, and the proposed model is compared 
with the original Fitts’ model. 

5.2 Evaluation of Proposed Model 
Figures 7 and 8 show the relationship between the 

index of difficulty (horizontal axis) and pointing time 
(vertical axis) for Sub. A. The regression line and the 
coefficient of determination are shown. Figures 7 and 8 
show are for the original and proposed models, 
respectively. The coefficient of determination for the  
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Table 2. Coefficient of determination (all subjects) 

 Sub.A Sub.B Sub.C Sub.D Mean 
for 𝐼𝐼𝐼𝐼 0.076 0.078 0.073 0.063 0.073 

for 𝐼𝐼𝐼𝐼new    0.61   0.45  0.34    0.35   0.44 

 
Figure 9. Comparison of coefficient of 
determination between original and proposed 
models 

proposed model is 𝑅𝑅2=0.61, which is higher than the 
coefficient of determination for the original model 
(𝑅𝑅2=0.08). Table 2 and Figure 9 show the coefficients of 
determination for all subjects and their mean values. The 
coefficient of determination for the proposed model is 
higher than that for the original model for all subjects. In 
addition, the average values of the coefficient of 
determination for the original and proposed models are 
compared using Student’s t-test, and a statistically 
significant difference is observed (𝑝𝑝=0.009). 

6 Discussion and Conclusions 
In this study, the swinging operation of a hydraulic 

excavator was simulated and experiments were 
performed to clarify the relation between the dynamic 
characteristics of hydraulic excavators and their work 
efficiency. The dynamic characteristics of the swinging 
operation were approximated as a first-order system with 
dead time, and the time until swinging to the target area 
was measured for different dead times and time constants. 
It was confirmed that pointing time increased with dead 
time and the time constant. Based on this result, a new 
difficulty model considering dead time and the time 
constant was proposed, and it was compared with the 
original Fitts’ model based on the coefficient of 
determination. It was confirmed that the proposed model 
represented difficulty more accurately compared to the 
original Fitts’ model. The original Fitts’ model may not 
be applicable to the swinging operation of a hydraulic 
excavator because it does not consider response delay. 
The proposed model can be used to evaluate the 
performance of hydraulic excavators, and it is expected 
to improve their work efficiency. However, the size of 
the field of view is not considered in this study. It is 

necessary to develop and evaluate a model that considers 
the size of the field of view. In addition, the suitability of 
the proposed model must be confirmed in actual 
environments where hydraulic excavators are used. 
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Abstract – Recently, it began the spread of bulldozers 
using information technology during controlling the 
machine to increase the efficiency of the entire 
execution of work, including avoiding the usually 
necessary final surface treatment. Blade control 
mechatronic system for leveling work of bulldozer 
blade enables the bulldozer to effectively perform a 
ground leveling work or a grading work with high 
accuracy in a minimum amount of time. The system 
compensates for pitching of a tractor portion of the 
bulldozer, and for variations in the amount of earth 
to be moved by a blade of the bulldozer.  

The biggest feature of this mechatronic system is 
automation of digging and soil carrying work by 
optimally controlling a load applied to the work 
equipment even if there is digging depth to some 
extent up to the finishing surface, while the work 
application range of conventional bulldozers was 
limited mainly to finishing leveling work under light 
load. Seamless automatic execution without concern 
for damage to a finishing surface has been enabled by 
automatically switching from digging control to 
leveling control as the work progresses and 
approaches the finishing surface. 

This will reduce operator fatigue during operation, 
and will also allow even an inexperienced operator to 
perform work equivalent to the work of a qualified 
operator. 

Keywords – Mechatronic system; Bulldozer blade; 
Leveling control; Design surface 

1 Introduction 
Industries such as mining and construction in which 

earthmoving plays a fundamental role are constantly 
under pressure to improve productivity (amount of work 
done), efficiency (cost of work done in terms of labor and 
machinery), and, safety (injury sustained by workers). 
Mechatronics and robotics offers the possibility of 
contributing to each metric but has been slow in being 
accepted. Until recently, it has been possible to make 
gains using traditional means— over the last four decades 
earthmovers have become progressively larger and their 

mechanisms more efficient. Also, automation of 
fieldworthy earthmovers is a difficult problem. 

These machines must operate in unstructured, 
dynamic, outdoor environments, often in poor visibility 
conditions and inclement weather. However, after 
decades of increases in size and power, practical limits 
have been reached and now automation is being sought 
for further improvements. At about the same time, 
several enabling technologies relevant to earthmovers, 
particularly in the area of environmental perception, are 
becoming reliable and affordable. Computing technology 
has also reached the stage where fast, compact and 
rugged components can match the bandwidth of sensory 
data. 

The cycle of operation for a mechatronics machine is: 
sense, plan, and execute. First, a machine must sense its 
own state and the world around it. Next it must use this 
information along with a description of a goal to be 
achieved to plan the next action to be taken. In some 
cases the mapping from sensing to action is direct, and, 
can take the form of a pre-determined control law. In 
other cases, deliberation, or the use of models (sensors, 
mechanisms, and, actions) is necessary. Finally, the 
action must be executed via the mechanism. Since, 
relatively few systems are fully autonomous, depending 
on human input or control to achieve some of their 
function, this article examines various aspects of the 
enabling technologies used by partially automated 
systems [1]. 

The cycle of operation for a fully autonomous 
machine is: sense, plan, and execute. First, an automated 
machine must sense its own state and the world around it. 
Next it must use this information along with a description 
of a goal to be achieved to plan the next action to be taken. 
In some cases the mapping from sensing to action is 
direct, and, can take the form of a pre-determined control 
law. In other cases, deliberation, or the use of models 
(sensors, mechanisms, and, actions) is necessary. Finally, 
the action must be executed via the mechanism [2]. 

Bulldozers equipped with modern navigation and 
information systems are mobile mechatronic objects, and 
they can be integrated into general process of intellectual 
construction [3]. The integration will provide optimal 
efficiency of the construction cycle and will ensure lean 
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production process [4,5]. 
Application of regulators based on classical control 

theory is difficult due to the frequent changes in 
workflow conditions. Thus, it is necessary to develop 
adapted control systems to eliminate the difficulties 
described. The system includes both the bulldozer’s 
dynamics modeling and bulldozer’s workflow control 
method to take into consideration the complex non-linear 
dependencies between workflow parameters and 
incomplete information on its working conditions 
changes. 

Having reviewed adaptive and intellectual control 
methods [6, 7], we propose to create an adaptive control 
system for technological processes to increase efficiency 
of bulldozer’s control in comparison with traditional 
control methods. 

2 Bulldozer - mathematical description as 
mobile mechatronic object  

When researching a dozer’s working process usually 
a number of design schemes are considered – straight line, 
thread milling, wedge and exponential cutting. 
Meanwhile, a dozer moves along the surface that is 
formed by its blade. Therefore, when driving onto any 
surface roughness resulting from the dozer blade control 
or the change in its position due to any reason, causes 
position changes of the machine frame and along with the 
cutting edge that is any face deviation from a straight line 
in some extent is copied by the dozer. 

Observations [8] show that quite often while 
designing a face its roughness is progressing, reaching a 
size at which the control over the workflow is lost. In this 
case, the operator has to align the face deliberately, trying 
to ensure its "tranquil" profile that allows doing 
excavation works smoothly, without frequent control 
system switching and reducing the dozer’s operating 
speed that causes a slowdown and shows inferiorities of 
the blade control system. Obviously, if the control system 
operates in the antiphase towards deviations of the tractor 
frame with sufficient accuracy, the initial face roughness 
will not evolve and will be gradually cut. One of the most 
likely causes of the opposite phenomenon observed in 
practice, is the disparity between the velocity of the dozer 
Vp and actual conveying speed of the working body Vot 
required in certain areas Si of the digging operating cycle, 
where i – is the number of the speed change Vot. Speed 
ratio depends on the dozer’s geometrical dimensions 
(Figure 1) and its control system. 

Mathematical model of the dozer’s movement on a 
straight line tracking (frame alignment) is built using the 

Lagrange equations of the 2nd kind, under the 
assumption that the contribution to the dynamics of the 

Figure 1. Dozer’s geometrical dimensions 

drive gears and a track is small, compared with the 

contribution of the remaining parts of the dozer. 

d

dt
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∂ẋ
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where kinetic energy: 
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m1ẋ2 +

1

2
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2ẋl2lc2φ̇sin(φ)) +
1

2
Jc2φ̇2 +

1

2
σhx(ẋ2 +
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2 φ̇2,  (2)

generalized forces acting on a dozer: 

 Qx = −σhgl2sinφ + Fт − Fs ,

Qφ = −(m2lc2 + σxh)gl2cosφ + M.      (3) 

m1  – tractor mass; m2  – blade frame mass; σ  – soil
surface density;  Fт  machine pulling power; Fs  ground
cutting resistance; h – depth of the soil cutting;  lc2  –
center of the blade mass; iгz  - gyration radius of the
dumping soil. 

m1ẍ + m2ẍ + m2l2lc2φ̈sinφ + m2l2 lc2φ̇2cosφ +
σhẋ2 + σhxẍ + σhẋl2φ̇sinφ + σhxl2φ̈sinφ +

σhxl2φ̇2cosφ −
1

2
σhẋ2 −

1

2
σhiгz

2 φ̇2 −
1

2
σh(ẋ2 +

l2
2φ̇2 + 2ẋl2φ̇sinφ) = −σhgl2sinφ + Fт − Fсопр. (4)

m2l2
2lc2

2 φ̈ + m2ẍl2lc2sinφ + m2ẋl2lc2cosφφ̇ + Jc2φ̈ +
σhẋl2

2φ̇ + σhxl2
2φ̈ + σhẋl2sinφ + σhxl2cosφφ̇ +

σhẋiгz
2 φ̇ + σhxiгz

2 φ̈ − m2ẋl2lc2φ̇cosφ −
σhxẋl2φ̇cosφ = −(m2lc2 + σxh)gl2cosφ − (m2lc2 +
σxh)gl2cosφ + M.   (5) 

G C 4 

C 1 C 2 
B 
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The system (1)  solution allows getting the 
differential equations (4) and (5) that describe the dozer’s 
movement on a straight line track, and determining 
control actions through the parameters of the machine in 
areas Si of the digging operating cycle as the coefficients
ai in the dependence Vot = ai Vp. Such a dependence is
typical for dozers with a single-motor drive with a hard 
pump hydraulic drive connection to the motor shaft. 

Figure 2. The movement of the tractor frame the 
beginning of digging. 

At the beginning of digging (Figure 2), the frame of 
the tractor makes a strictly forward movement over a 
distance of  S1+S2 without hesitation relatively its mass
center. The blade cutting edge in the area S1 dives into 
the soil to a depth equal to a predetermined cutting 
thickness h. Thus, the control action a1  may be 
determined by the formula:  

a1= 30itrm l2
πrkFziprC5n

,  (6) 

where itr , ipr  - tractor transmission and hydraulic pump 
ratios; n - number of hydraulic cylinders; m - fluid mass 
in the hydraulic cylinders; 

In the area S2 the movement is made with a2=0 until
the mass center of the tractor won’t move to the 
buttonhole edge. 

On further movement the dozer "dives" in the drawn 
buttonhole (Figure 3), so in the area S3  it is necessary to
lift the blade at a rate of Vot, determined by the coefficient
a3:

Figure 3. The movement the dozer "dives" in the 
drawn buttonhole 

a3 = tg β [e
aVпt

C1+Vпt (1 +
aC1

C1+Vпt
) − 1]. (7) 

The area S3 ends after the dozer’s back gear hits the
edge of the face and reverse alignment of tractor frame 
starts. Length of the alignment area is S4≈ S1. Obviously,
during this period it is necessary to start dropping the 
blade. The a4 determines the rate of dropping the blade 
in the given area: 

a4 =
С3S1

(C4+S3+Vпt)2. (8) 

To implement control actions ai = f (Si, t, h) the dozer
must be equipped with a vertical blade control system. 

3 Adaptive control principles for a 
mechatronic bulldozer blade control 
system  

The article proposes the bulldozer workflow neural 
network model adaptive learning algorithm based on the 
recurrent least square method (exponential forgetfulness 
method) and on the algorithm of Forward Perturbation or 
dynamic back propagation. 

The autoregressive model structure with external 
inputs (Figure 4) is a dynamic two-layer recurrent neural 
network. It is found from the autocorrelation signal 
functions that the autocorrelation coefficient is greater 
than 0.8 in the time interval 0.1 sec. for speed 𝜗(𝑡) of 0.5 
sec. for digging depth ℎ(𝑡) and 0.2 sec for the resistance 
force 𝑃(𝑡) . Length of delay lines TDL taking into 
account the sampling frequency of 10 Hz are up to 1, 5 
and 2 accordingly (Figure 4). 

S1

S 1 

+ V ot

S 2 

V ot = 0G 

C 2 

S2

G 

S 3 

- V ot
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Figure 4. Autoregressive model structure 

In the process of learning the neural network 
accumulates information on workflow dynamics, new 
tendencies of process development prevail on the earlier 
ones at that. 

It is a method of random search with elements of 
adaptation, which is based on principles similar to the 
Darwin’s evolution process of biological organisms. In 
this case, three types of operations are performed: 
crossing, mutation, selection. The fitness degree (how the 
population corresponds to the given task) is defined 
through the fitness function that can also include penalty 
functions for violation of additional restrictions on 
variable variables. There are various forms of crossing 
[8]. They make a selection of the fittest specimen, which 
constitute a parental pair and the crisscrossing of the 
chromosomal chains takes place, i.e. the descendant line 
code inherits fragments of codes of parental 
chromosomes. The mutation operator produces a local 
change in the line code of chromosomes with a given 
probability, which is one of the configurable parameters 
of the genetic algorithm [9, 10]. 

The selection operator allows creating a new 
population from a set of specimen, generated and 
modified descendants of specimen after mutation. The 
genetic algorithm is used to adjust the membership 
functions that are defined within the accuracy of a few 
changeable parameters, such as triangular, trapezoidal, 
radial functions. When simultaneously configuring 
several membership functions, the parameters of each of 
them are coded by their own segment of the chromosome, 
so that during the process of crossing the code sharing 
occurs only between chromosome segments of the same 
type. To configure a rule base to a specific chromosome 
fragment, some variant of the rule base is corresponded 
and in accordance with the accepted coding the choice of 
the genetic operators’ type is performed. 

Conclusions and Results 
Adaptive neural network model of digging allows you 

to simulate and predict the dependence of the resistance 
strain of gauge bogie displacement depending on the dig 
depth and trolley speed in dynamics. The accuracy of the 
prediction  𝑃(𝑡)  being estimated, the average relative 
error after learning the network is 4.5 %[11-13]. 

A neural network model of bulldozer workflow has 
been developed, allowing modeling the dependence of 
pulling power from the blade penetration. 

Input model signal, used for training, simulation and 
verification is presented in Figure 5a. Adaptive learning 
for the model is stopped at time t = 9,5 sec.  Receiving 
at this moment a neural network model parameter values, 
modeled digging resistance force and speed of the 
machine (Figure 5b, 5d) are accomplished, as well as the 
forecast for another 0.5 seconds is developed. 

Figure 5c shows the output of neural network models- 
pulling power of the bulldozer. In modeling and 
prediction of the neural network output is close to the 
experimental data only in the time interval of 7-10 sec. 
This is due to a change in unmeasurable chip thickness, 
as well as the rapidly changing conditions of the mover 
clutch with the ground. Therefore, the parameters of the 
adaptive neural network model must be adjusted in real 
time. The accuracy of prediction of pulling power 𝑁(𝑡) 
has been estimated; the average relative error being 14.7 % 
on an interval from 7 to 10 s [14]. Identification 
Technique of bulldozer workflows and models obtained 
on its basis, are designed for use in the development of 
adaptive systems of automatic workflow management of 
bulldozer [15-16]. 

The development methodology of the adaptive 
control systems of bulldozer workflows is based on the 
application of neural network technology [17]. 
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For the formation of the control actions influencing the 
bulldozer, particularly electrical signals actuating control 
valves of hydraulic cylinders lifting and lowering the 
working organ, the structure and algorithms of adaptive 
neural network controller have been designed. Based on 
the obtained results of practical measurements and the 
simulation carried out on their basis, the team set the 
following goal as the practical testing of the machine in 
real working conditions. 
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Abstract – 
Equipment selection for a construction project is 

a complex decision making task that impacts the 
project cost significantly. The literature highlights 
the increasing focus of recent studies on tower crane 
(TC) optimization, largely due to the shift from 
horizontal to vertical construction. Many studies 
tend to select a single TC model to be used 
throughout the site and assume the number of cranes 
to be used as a priori knowledge or is calculated 
using heuristics and schedule demands. Selection of a 
combination of TC models is relatively unexplored. 
Existing literature focuses on finding a single most 
optimum solution to a multimodal problem. Need to 
look for multiple optimums arises from the 
uncertainties of an integral but disjoint simulation 
process and the local and  specific nature of un-
modelled constraints. Thus to address this gap the 
study presents a selection approach, aiming to 
leverage the long reach of TC, formulated as a 
function of the rental cost and lifting requirements. 
The selection of the equipment is of prime focus in 
this research with implicit consideration for the 
positioning of the TC. A Bi-level optimization 
problem is formulated involving task allocation to 
different TC models and minimization of required 
crane count for each model. Genetic Algorithm (GA) 
has been employed to work with non-differentiable 
multimodal function and obtain the preferable TC 
combinations from the available model variations. 
The results derived from the proposed model 
included optimal yet dissimilar TC combination 
options, task allocation to the utilized TCs and 
feasible regions for crane placement. The major 
limitations were parameter setting for the adopted 
algorithm and the inability of the distance metric to 
robustly capture phenotypic differences.     

Keywords– 
Genetic Algorithm; Tower Crane selection; Bi-level 
optimization; Multimodal optimization. 

1 Introduction 
Site Layout Planning (SLP) involves optimum space 

utilization for the resources required to aid construction. 
The equipment and machinery form an integral part of 
these required resources. Construction activities involve 
tasks like shifting of materials, lifting and hoisting along 
with holding up of loads in place for processing. Cranes 
being better suited for such tasks have gained the 
interest of site practitioners. Crane selection is one of 
the many critical decisions that construction managers 
have to make. As highlighted by Shawney and Mund [1], 
time, cost and safety pertaining to construction 
operations are significantly hinged to the selection of a 
suitable crane. Deployment of tower cranes typically 
demands the biggest investment for construction 
equipment on a site.  On an average, major equipments 
amount to nearly 36% of the total procurement cost [2].  

Crane selection consists of two components i.e. type 
selection and model selection. The former pertains to 
the selection of the crane type from the range of options 
available like Tower Cranes, Derricks, Wheel or 
Crawler mounted Cranes etc. This is highly dependent 
on the nature of work, geotechnical conditions of a 
particular construction site and limitations of crane type. 
Crane model selection is the next step which involves 
choosing the best combination of cranes of certain type. 
This choice is governed by a multitude of criteria like 
rental and operation costs, safety etc. Another challenge 
faced by construction practitioners is related to 
positioning of this heavy lifting machinery. This study 
is an attempt of TC model selection addressing certain 
limitations of present literature. 

2 Crane Selection and Location 
Optimization Research 

Extensive research has been undertaken on the topic 
of crane type selection in the existing studies. Alkass et 
al.[3] proposed a methodology utilizing object oriented 
programming providing solutions to the crane selection 
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problem using Rule-based and Case-based reasoning 
with project specific user inputs. Another Fuzzy logic 
approach to the problem was proposed by Hanna and 
Lotfallah[4] to incorporate qualitative factors like soil 
conditions, access road requirements etc. Sawhney and 
Mund[1] used Artificial Neural Networks in 
Intellicranes selection tool to tackle the subjectivity 
involved in decision making regarding the 
aforementioned factors. These studies laid down the 
drivers of crane type selection decision using codified 
expert knowledge. Simulation was relied upon in [3] & 
[1] for ensuring that the geometric constraints and 
productivity demands were met at possible crane 
locations for the suggested solutions. However no 
guided search algorithm was used in these efforts.  

Many TC location optimization models have been 
developed. Tam et al.[5] used genetic algorithm to 
minimize the hook travel time by varying the TC and 
supply point locations around fixed demand points for 
sites using a single TC. Abdelmegid et al.[6] contributed 
in improving the travel time minimization model by 
incorporating the vertical velocity of the hook. Wang et 
al.[7] further linked this model to BIM and simulation 
modules to detect schedule conformance and clash 
detection. However these studies either considered a 
single TC ([5] and [6]) or assumed a single TC model 
by largest lift weight and task distances and number of 
TCs decided by heuristically derived crane efficiency 
([7]). Shapira et al.[8] quantified a safety index for any 
construction site with TC. Safety related to the wind, 
operator proficiency, shift length, positioning of the 
cranes with respect to surrounding facilities etc. was 
captured.  

Selection and location of group of TCs has garnered 
only limited attention. While the primary hard constraint 
for TC model selection is to ensure the ability of the TC 
group to lift the prescribed material weights, divergent 
approaches have been used for location determination. 
Zhang et al.[9] optimized the safety and efficient 
operation by minimizing the number and extent of jib 
clashes and balancing workloads of cranes respectively. 
A major limitation included pre-determination of 
number and model of TC to be used. Irizarry and Karan 
[10] built on this work and displayed the selection of 
minimum number of TCs when a particular model was 
specified while claiming that the model being capable of 
finding the best combination with multiple models at 
disposal. Minimization of overlapping area of cranes 
among themselves and with facilities was used to reduce 
conflicts. Marzouk and Abubakr[11] used maximum 
site coverage for the same. Y. Ji and Leite[12] 
minimized the hook travel time and demonstrated the 
importance of doing so for the crane group as a whole 
rather than for each TC individually. However all these 
TC selection and location studies only find a singular 

most optimal solution to a multimodal problem. The 
potential value addition in looking for the local 
optimums is described below. 

TC location finalization is subject to it being free 
from spatial clashes and the arrangement possessing the 
ability to adhere to the schedule. Simulations have been 
widely proposed to test for such requirements. As 
pointed out in [11], the processes of location 
optimization and simulation in most research efforts 
have been disjoint, i.e. visualization for clash detection 
is done in a separate module by using outputs of the 
optimization module. Thus, the study reported, that a 
wide range of feasible solutions must be tested in 
simulation runs to find the near optimum. In case of a 
discovery of any issue through simulation, the 
knowledge of a favorable yet dissimilar solution to the 
one under consideration would add great value.  Models 
integrating the optimization and visualization processes 
can be a viable option to tackle the issue. However, the 
gains, as stated by Einbu[13], of greater reusability, 
concealment of data and operations and higher 
adaptability that modularization provides to the software 
manufacturers and the service providers cannot be 
ignored. Moreover, Sepasgozar and Forsythe[14]  
highlighted how the studies up till now have focused on 
project specific factors while the organization based 
factors have remained largely unattended. The difficulty 
of factoring the complexity of maintenance and local 
availability of after sales services demands greater 
alternatives for decision makers to compare and choose 
from.  

Thus to counter the unforeseen hindrances in 
simulations and the inability to model an exhaustive list 
of constraints in an optimization problem a TC selection 
model capable of giving multiple and varied sub-
optimal solutions from a multitude of feasible options 
can provide flexibility. This study borrows from the 
framework adopted in [10] of a rental cost based TC 
selection model while the subsequent location 
determining objective not focused upon. The model uses 
Genetic Algorithm (GA) to minimize the rental cost of 
the group of TCs with an attempt to find local optimums 
has also been demonstrated. The scope of this study is 
TC selection and the aim is to supplement the currently 
proposed TC location methodologies by providing 
varied alternative solutions. 

3 Optimization Model Description 
This section contains a detailed description of the 

underlying logic used in the model. For a crane to 
successfully perform a task, i.e. shift a weight w from 
supply point (S) to demand point (D), it must be able to 
lift the prescribed weight at both the locations. Every 
crane can be characterized by their jib length (R) and 
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the maximum lifting capacity (Wm). The lifting capacity 
of a crane varies along its jib, decreasing towards the tip, 
and is obtained from the load-radius curve provided by 
the manufacturer. Thus, for each weight w≤Wm, a 
circular area of radius „r‟ (obtained from the curve) 
exists for a particular crane inside which it can lift that 
weight. To perform a task, the crane must lie within the 
intersection area of the buffer zones centered about S 
and D points. This intersected region is called the 
feasible task area. No intersection implies the task 
cannot be performed by the crane. The size of the area is 
related to the distance between S and D, the weight of 
the load, and crane capacity. Larger the feasible area, 
more easily the task can be handled. A tower crane can 
handle two or more tasks, if it is located within the 
feasible areas of all those tasks (Fig. 1(a)), which is 
essentially the intersection of feasible areas of those 
individual tasks. If no common overlap exists, then a 
single TC is inadequate to handle all of those tasks (Fig. 
1(b)). 

Legend for Figure 1 

Feasible area for 
task 1 

Feasible area for 
task 2 

Intersection of 
feasible areas 

Figure 1(a). Single TC sufficient for two tasks if 
placed in the common feasible region 

Figure 1(b). At least two TCs required for the 
tasks, one in each feasible region. 

Assumptions of this study:- 
1. Geometric Layout of all the S and D points is

known along with the module weights for each
S-D pair (task).

2. Only one TC is designated to perform any task.
3. For every task, there exists at least one crane in

the database which is capable of performing it.

3.1 Bi-Level optimization 
Two decisions are involved in finalizing the TC 

selection for a group of tasks - TC model that will be 
used to do certain tasks and the number of cranes of that 
model required to perform the allocated tasks. Thus for 
every task allocation, a minimization operation is 
required for each utilized TC model to find the 
respective number of cranes.  

A bi-level optimization problem is a hierarchy of 
two optimization problems (upper-level or leader, and 
lower-level or follower). Although different objective is 
optimized at each level independent of each other, the 
decisions of each level have effects on one another [15]. 
The decision of the upper level (TC model allocation to 
tasks) determines the search space of the lower level 
(tasks for which minimum TC count is to be 
determined). The result of the follower contributes in 
the objective function evaluation of the leader.  

3.1.1 Upper Level :- Crane Allocation to Tasks 

Ability of a crane to perform amy task i depends on 
the distance between S and D points (Disti) and the 
module weight to be carried (Wi). Subject to them, the 
potential TC models for each task can be finalized. The 
constraint has been handled through a combination of 
two measures - appropriate structuring of population 
initialization and mutation operators and through 
exterior static penalty functions as summarized by 
Smith and Coit[16]. Initially, TC models capable of 
doing a task are filtered by comparing jib lengths and 
Disti and if they are rendered incapable for that task due 
to reduced reach owing to load-radius curves, a penalty 
is added. In addition, the aggregate feasible region after 
considering all the allocated tasks for a single TC of any 
model must be greater than a typical threshold value. 

Let m be the number of tasks to be undertaken and n 
be the different TC models available for selection, an 
identification label is attached to each model. Number 
of optimization variables is equal to m. The variable xi 
assumes the label value of the crane model being used 
for ith task. Thus, the variables are of categorical type. 
Ordinal encoding has been preferred over one hot 
encoding to keep the dimensionality of the problem low, 
which in turn obviated handling of the constraint- every 
task must be allocated one and only one crane model. 

D1 

D2 

S 

S1 D1 

S2 
D2 
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𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑁TC  x 𝑅𝑇𝐶   (1)

𝑛

𝑇𝐶=1

 

Subject to constraints 

1. xi=y, y ∈ {z | 2*(reduced radius)  z ≥Disti}∀ i,
2. (aggregate feasible area)y≥ (Threshold area) y,

where denotations are as follows 
i = ith task, z = label given to the TC model, RTC= rental
cost of the TC model, NTC(x)=minimum number of 
cranes of a model required according to the allocation x, 
obtained from lower level of optimization. Threshold 
area is set as the base area of crane. 

A widely utilized fitness sharing method for 
multimodal optimization has been used. It is based on 
evolution of different species in separated niches of 
nature. The search space is divided into niches and 
search for local optimums in them occurs in parallel. 
Fitness of closely resembling chromosomes is decreased 
to maintain diversity in population. Thus convergence to 
single optimum is prevented since the presence of a 
high number of similar individuals is discouraged. In 
this study, similarity between two chromosomes has 
been measured using genotypic distance which is the 
number of string positions by which they differ. Greater 
the distance, lesser is the similarity. As outlined by Deb 
and Goldberg[17], setting the dissimilarity threshold 
(the minimum distance between two chromosomes 
above which they don‟t affect each others‟ fitness) must 
be done carefully. Method proposed by them for 
calculating the parameter for binary string is as follows 

2

q

l

≤
l

i

k

i=0

where l stands for the string length, q for the number of 
optimal/suboptimal solutions and the lowest integer 
value of k for which the inequality holds gives the 
parameter value. The parameter is denoted as share. 

The LHS denotes the average volume of search 
space occupied by each niche and the RHS denotes the 
number of possible different strings if at most k bit 
differences are allowed. Same logic was applied to get 
the value of dissimilarity threshold although with 
modification to the expression since the categorical 
variables of proposed model are not necessarily binary 
but can take multiple values. The q is an input from the 
user to be decided arbitrarily when no prior information 
is known about the problem. 

Following is a summary of how the fitness of 
individuals is altered according to the fitness sharing 
method as described by Deb[18]. The value of sharing 
function is defined for a pair of individuals with d as the 
distance between them.  

𝑆ℎ 𝑑 =  1 − (
𝑑

share
), 𝑑 < share

0,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

The summation of sharing function values for an 
individual paired with every other individual gives the 
scaling factor (mi‟) for that particular individual. 

    mi‟ = Sh(𝑑𝑖𝑗  )
N

j=1

The fitness value is divided by the scaling factor 
to get the shared fitness value. 

𝑓𝑖
′ =

𝑓𝑖
mi’

Greater the population density in a certain search 
space area, greater is the scaling of fitness of those 
individuals. . 

3.1.2 Lower Level :- Minimum Crane Count 

Once the crane model has been allocated to each 
task, determination of the minimum number of cranes of 
each model required to perform them remains, i.e. 
finding the values of NTC(x) for evaluating function (1).  

Let m1 number of tasks from the total m be allocated 
to TC model with label 1. The variable encoding is 
similar to the upper level with the exception that all the 
cranes here are exactly identical. Earlier, two variables 
assuming different label values of TC models implied 
they had been allocated to different models of TC 
whereas at this level, two variables assuming different 
label values implies that they will be performed by two 
physically different cranes of the same model. Thus a 
maximum number of cranes of each model must be 
fixed to limit the search space. Let this number be n1.  

The objective function value is the number of cranes 
used which is equal to the number of unique label 
values taken by the variables. The task variables with 
the same label value are said to be grouped together. 
Feasibility of these grouped tasks to be performed by a 
single TC is tested. For every such infeasible task group, 
a constant penalty equal to n1 is added. The objective 
function is minimized and its value, representing the 
number of cranes is fed into the upper level as NTC.  

Derivation of n1 is empirical. Lower level 
optimization model is run for each TC model separately 
assuming all the tasks satisfying the constraint (1) and 
(2) of upper level are allocated to that TC model. A
large n1 translates to a huge search space for the
algorithm which might result in inability to find the
least sufficient crane count. Initially, n1 is kept large and
its value updated after every algorithm run, changed to
the output of the previous run until there‟s no difference
in the value of n1 and result. Hence n1 is the minimum
number of cranes of model 1 required if it gets assigned
all the tasks it can perform.
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The presented case in this research targets selection 
of TC from a pool of options available to the 
construction practitioner to choose from. This 
underlying assumption of availability of multiple 
options of TC represents the market scenario and thus 
providing a single solution will make the decision 
making task stringent. Also, the fitness function is 
highly sensitive to the underlying decision variable 
values. Due to traditional optimization algorithms‟ 
reliance on derivative or slope information and their 
ability to reach a single optimum solution only, they are 
not suitable for this problem. Therefore a nature 
inspired algorithm capable of providing a set of optimal 
solutions is adopted in this study. Moreover , the ability 
of GAs to move from highly fit lower order schemata to 
higher order ones [19] is of particular interest as it 
translates to grouping of geometrically closer tasks in 
the phenotypic space. Fig.2 explains the flow process of 
the adopted algorithm. At every fitness evaluation step, 
lower optimization function is called for each TC model 
used. 

Figure 2. Flow process of the GA fitness sharing 
model 

4 Case Study 
A hypothetical site layout was used to test the 

proposed selection model. The boundaries of both 
temporary and permanent facilities in the layout are 
considered to be enclosing the areas not allowed for TC 
placement. These boundaries also include the minimum  
clearance from entities required for placing a TC. The 

inputs to the model include geometric information of 
temporary site facilities and the details for coordinates 
and module weights for each task, as highlighted in 
Table 2. Load charts and rents of available TC models 
are uploaded. As mentioned in Table 3, four models of 
varying jib lengths and lifting capacity were used. Table 
1 summarizes the input parameters used for the upper 
level problem. 

Table 1. Algorithm parameters 

Parameter Value 
Population Size 100 

Maximum Generation 150 
Number of Variables 17 

Crossover Rate 0.8 
Mutation Rate 0.06 

q (Number of peaks) 3 
share 12 

Setting of GA parameters for the lower level 
problem like population size and n1 as discussed before 
is empirical and requires fine tuning with multiple runs 
to ensure correct answers and also to keep run time in 
check. 

The final population of chromosomes produced by 
the algorithm contained different optimal solutions with 
varying task allocation to different crane models and 
hence varying combination of crane requirements. The 
results display a combination of TCs of dissimilar jib 
lengths and lifting capacity can result in lower rental 
costs as against the common practice of a common TC 
model usage across the site. Table 4 gives the total 
rental cost for the solutions and the number of tasks 
performed by each utilized crane. The feasible areas for 
TC combinations for the obtained solutions along with 
the temporary and permanent facilities of the site have 

Table 2. Task information:-S&D coordinates, lift weight 

ID 
Supply ( in m) Demand ( in m) Wi 

(t) Abscissa Ordinate Abscissa Ordinate 
1 46.25 116.25 41.25 141.71 2.25 
2 46.25 116.25 25 100 2 
3 15 30 25.25 60.71 2.25 

17 91.84 90.62 25.25 127.71 1 

Table 3. Tower Crane Model information 

Label 1 2 3 4 
Rent 

(×103/day) 15 20 27 35 

Jib Length 25m 40m 50m 60m 
Max. lift 

capacity(t) 3.5 8 9 12 

  Start Site Layout 

Task 
information 

Crane 
information 

Population 
Initialization (I0) 

Fitness Evaluation of I0 

Roulette Wheel 
Selection on (It) to 

form mating pool M 

Crossover on M to 
form It‟ followed by 

Mutation on It‟ 

Fitness sharing method 
on It+It‟ to get It+1 

Stopping 
criteria 

Fitness Evaluation of It‟ 

Output 
t=t+1 

 Yes 
  No 
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Legend for Figure 3 

Feasible 
area for 
crane 2 

Feasible 
area for 
crane 3 

Feasible 
area for 
crane 4 

Temporary 
Facilities 

Permanent 
Facilities 

Figure 3(a) 

Figure 3(b) 

Figure 3(c) 

been shown in Figure 3. Legend indicates what the 
shaded regions represent. One TC model of the 
indicated type is required to be placed in each of the 
shaded feasible region. The neighboring number to the 
shaded region points to the corresponding entry in Table 
4 to get the number of tasks it handles. For example two 
TCs of model 3 are required in solution of Figure 3(a) 
with the crane placed in the region corresponding to 3.1 
performs four tasks. 

Table 4. Total rental cost and number of tasks 
performed by each crane 

Solution 
Rental 

cost per 
day 

TC model 2 TC model 3 TC model 
4 2.1 2.2 3.1 3.2 

Fig. 3(a) 89000 - 4 5 8 

Fig. 3(b) 102000 3 3 3 8 

Fig. 3(c) 102000 3 5 3 6 

The algorithm was successful in maintaining sub-
optimal solutions through the generations. Also, the 
feasible regions produced by them showcase a certain 
degree of variety in terms of the potential TC locations. 
Such provision can endow the decision makers with 
flexibility while making decisions about TC model 
selection and location. Difficult to encode constraints 
like soil conditions or to account for intangibles like TC 
maintenance, availability of options can prove helpful. 
Moreover, the flexibility of multiple solutions can 
provide options if clashes are detected in simulations. It 
must be noted that for a certain ownership cost, more 
than one Task Distributions can be possible. The ones 
shown above have been chosen from the solution set 
based on more equitable task distribution among TCs. 

5 Limitations and Future Scope 
K-means clustering was used to separate the final
population into 3 clusters, equal to the set value of q.
Relatively low silhouette values suggest weak clustering
in the population. The genotypic distance between the
optimal solutions from different clusters was lesser than
the value of share used which points towards a revision
to a lower value. A smaller share implies sustenance of
more number of solutions which demands higher
population levels leading to impractical processing
times. Moreover, the existence of individuals in a niche
with fitness values lower than the local optimum
indicates a highly rugged landscape which leads to
survival of less fit but different individuals even within

3.1 

3.2 

4 

3 

2.1 

2.2 

4 

4 

2.1 

2.2 

3 
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Figure 4. Silhouette plot for k-means clustering 

a niche. 
The root cause of this limitation of the study lies in 

the distance metric. As outlined in [17], phenotypic 
distance can perform better than genotypic distance in 
certain problems. The problem with this approach is the 
limited translation of genotypic distance to the physical 
space. Consider two instances of task distribution for 5 
tasks using the scheme described above 

X= [ 4    4    4    3    3 ] 
Y= [ 4    4    4    2    2 ] 
Z= [ 4    4    4    1    1 ] 

The genotypic distance between X&Y and X&Z is 
equal to 2. But if a single TC of model 2 and 3 is 
sufficient in X and Y, it is plausible two TCs of model 1 
are required in Z. Thus a measure to capture phenotypic 
information i.e. the feasible area for each task, for 
distance calculations between two individuals can result 
in better results. The presented approach in this study is 
part of an ongoing project and the developed code to 
select TC is yet to be validated on a real construction 
project. The code will be made available in public 
interest but only after validation. Till then any request in 
this regard can be made directly to the authors. 

6 Conclusion 
Fitness sharing method for Genetic Algorithms was 

used for multimodal optimization problem of TC 
selection. The proposed methodology in the study was 
particularly aimed at finding cost effective combinations 
of TC from the available models without restricting to 
finalization of a single model based on aggregate site 
demands or heuristics. The results produced alternative 
solutions for TC selections, which provided varied 
feasible solutions for the user to choose for location 

optimization and subsequent simulations. The process 
of planning site utilization involves intertwined tasks. 
This calls for addressing interdependencies between 
these tasks. Therefore as part of an ongoing project, the 
presented approach is sought to be integrated with site 
layout planning problem where positioning of 
temporary facilities would be dealt. These positions 
would be taken up as input for the demonstrated 
approach in this study and is expected to result in a 
much robust solution. 
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Abstract – 
This research presents the design framework of the 

artificial intelligent algorithm for an automated building 
management system. The AI system uses wireless sensor 
data or IoT (Internet of Things) and user's feedback 
together. The wireless sensors collect data such as 
temperature (indoor and outdoor), humidity, light, user 
occupancy of the facility, and Volatile Organic 
Compounds (VOC) which is known as the source of the 
Sick Building Syndrome (SBS) or New Building 
Syndrome because VOC are often found in new buildings 
or old buildings with new interior improvement and they 
can be controlled and reduced by appropriate ventilation 
efforts. The collected data using wireless sensors are 
post-processed to be used in the neural network, which is 
trained in accordance with the collected data pattern. 
When the users of the facility have the control of the 
building's ventilation system and the AI system is fully 
trained using the user input, it will mimic the user's 
pattern and control the building system automatically just 
as the user wants. In this research, data were collected 
from 4 different buildings: university library, university 
cafeteria, a local coffee shop, and a residential house. 
Fuzzy logic controller is also developed for better 
performance of the HVAC. Indoor air quality, 
temperature (indoor and outdoor), HVAC fan speed and 
heater power are used for fuzzified output. As a result, 
the framework and simulation model for the energy 
efficient AI controller has been developed using fuzzy 
logic controller and the neural network-based energy 
usage prediction model.  

Keywords – IOT;   AI;   Neural  Network;   Fuzzy 
Controller; Smart Building 

1 Introduction 

The energy efficiency has become an urgent issue for 
sustainability of our society under global warming and it 
is closely related to infrastructure design such as 
buildings and the usage patterns of residents. Energy 
efficient buildings have evolved over decades, and 

intelligent control systems have been adopted for 
efficient operations of the buildings. Next generation 
buildings will be smart buildings equipped with various 
sensors and autonomous control systems that interact 
with the users. 

This research paper suggests an innovative and 
systematic approach in smart building management 
system for energy saving and sustainable development of 
society. Smart building means automated control of 
building systems such as lighting, heating and cooling, 
ventilation, security, etc. to provide the users productive 
and comfortable environment. Lighting, power meters, 
pumps, heating, and fire alarms are all connected and 
monitored as part of the building management system. 

The authors of this paper have been working on 
developing wireless sensor network (WSN) to monitor 
indoor air quality and energy profiles, and this current 
paper aims at testing the WSN at real community 
facilities and developing a method for objectively 
evaluating the energy consumption patterns of the 
participating community organizations. This research 
suggests the preliminary investigation and study of 
feedback from the community participants regarding the 
deployment of the wireless sensor network and the 
integration of the feedback into the design of smart 
building management system. The smart buildings 
system will automatically control building functions such 
as lighting, heating, cooling, ventilation, security, etc. to 
provide occupants with more productivity and comfort.  

2 Smart Building Technologies for Public 
Facility 

2.1 Smart Facilities and the Community 

In this project, the wireless sensors collected data 
from the buildings that are used in the community. 
Installed sensors are temperature, humidity, light, 
Volatile Organic Compounds (VOC) level, and 
movement sensors. The collected sensory data along with 
the user input will be fed to the Artificial Intelligent (AI) 
system, which learns the usage patterns and produces 
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similar outputs just like users control the air-conditioning 
and heating units. In addition to copying the usage pattern, 
the researchers will look for the way to improve energy 
efficiency by optimized control of building management 
system. 

Artificial intelligent system using neural network and 
fuzzy logic algorithms is used to analyze the IoT data and 
controls the smart building systems. Volatile Organic 
Compounds (VOC) which is known as the source of the 
Sick Building Syndrome (SBC) is also monitored. The 
control of VOC can be done by controlling HVAC 
system. The authors have developed the pilot model of 
automated HVAC system as the proof-of-concept for the 
smart building system. 

The authors of this research have been developing 
collaborative relations with several community partners 
for energy efficiency improvement in their public 
facilities. The testing facilities are (1) New Britain Police 
Station, (2) New Britain Public Library, (3) Hospital of 
Central Connecticut, and (4) YWCA at New Britain. The 
four different community partners have very unique 
characteristics in size, number of users, and the form of 
ownership as follows: 
(1) New Britain Police Station. The HVAC system is 20 years

old and the system is very energy inefficient.
(2) Public Library is management by the New Britain

Foundation that is non-government, non-profit
organization.

(3) The Hospital of Central Connecticut (New Britain General)
is very large facility with the daily float population is
80,000~100,000. Residents like doctors and nurses stay
most of time in the building while visitors like patients and
helpers are float population. User pattern analysis and
customer feedback will be very beneficial to the
development of adaptive smart building.

(4) YWCA building in New Britain, CT has been renovated
and expanded. The adaptive smart building system will be
tested and compared on existing building and new
expansion.

2.2 Energy Peak Demand Control 

The authors of this papers have been with the local 
energy company in the state of Connecticut and New 
England area. The energy company can provide energy 
consumption of the buildings in real time monitoring the 
peak usage as well as low usage time. The peak power 
use is critical because more than maximum peak power 
usage may cause catastrophic power outage. The smart 
building helps alleviate the peak use and reduce the risk 
of the power loss. The researchers of this paper have 
designed artificial intelligent system for smart building 
management, and the community partners’ energy usage 
data to be collected in this research will verify the 
effectiveness of the developed system. 

3 Methods 

Smart building systems are beneficial for both the 
owner and the users working within. These benefits range 
from energy savings to productivity gains to 
sustainability. They reduce energy consumption, increase 
the productivity of the users, improve building operations, 
support sustainability efforts and enhance decision-
making across the organization for efficient use of 
optimal start/stop of HVAC system. 

3.1 Artificial Intelligence in Building 
Management 

Artificial Intelligent (AI), first introduced in the 
Dartmouth Conference in 1961, is a flexible rational 
system that perceives its input data and produces outputs 
that maximizes the goal. For example, if the energy cost 
saving while maintaining the user’s comfort level is the 
goal, AI would provide the optimum heating/cooling 
operation scenarios. 

3.2 Sensors and IoT 

Smart sensors collect environmental information that 
can be processed to manage the facilities better for 
effective heating, cooling and electricity saving. 
Temperature, motion, vibration, light, and indoor air 
quality sensors such as VOC sensor are installed. They 
monitor occupancy and floating population to recognize 
the usage patterns, which are analyzed by artificial neural 
networks. 

3.3 Interpretation of Sensor Data using 
Neural Network 

The sensor data are collected, preprocessed and fed to 
the neural network to determine the usage patterns of the 
facility, which are recognized to produce the optimized 
operations of the smart buildings. Elevators, HVAC, 
lightings, security systems, and electrical usage of the 
buildings can be analyzed and optimized for the most 
energy efficient operation.   

3.4 Fuzzy Logic Systems and Fuzzy Controller 

User’s inputs are verbal values or although it is in 
numerical scale, they are not exact number but they can 
be considered as fuzzy numbers or fuzzy membership 
functions which can have error tolerance.  Fuzzy 
membership and membership functions is a simple and 
easy to use tool to convert verbal expressions in 
numerical values. For example, if user answers “very 
satisfied”, “satisfied”, “moderate”, and “not satisfied” in 
the customer experience in new automated heating and 
cooling system, user’s response can be converted into 
certain numerical representation in order to be used in 
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computer system. 

4 The Development of Neuro-Fuzzy 
Controller for Smart Building 

4.1 IOT Data Collection and Post Processing 

The indoor sensors utilized in this research are (1) 
Temperature, (2) Humidity, and (3) Volatile Organic 
Compounds (VOC) that is considered as the main cause 
of the bad indoor air quality. Any materials that have 
chemical compounds such as new paints and new carpets 
can result in high VOC readings. VOC is also known as 
a cause of the Sick Building Syndrome (SBS). VOC can 
be monitored by IoT sensors and can be controlled 
automatically in the smart building systems. 

In this research, data were collected in the Elihu 
Burritt Library and Devil’s Den (Student Cafeteria) at 
Central Connecticut State University (CCSU). In 
addition to the indoor temperature and VOC, outside 
temperature and the number of people using the facility 
were monitored. The number of people in the facility was 
indirectly estimated by the wireless motion sensors. 
Persons sit still and not moving will not be detected. 
However, simple motion sensors provide an effective 
indirect way of measuring how the facility is used. The 
result of collected data are shown in the figures below. 

The wireless sensors were tested and successfully 
utilized. The collected data are analyzed using neural 
network which is the machine learning algorithm for 
artificial intelligence systems. In order to complete the 
machine learning training and develop the robust smart 
HVAC system, the automated HVAC controller needs to 
be developed. 

The researchers have tested the wireless sensors on 
the community facilities and the result is processed and 
fed to the feedforward neural network. The authors of the 
paper used simulated HVAC control data to develop the 
energy usage pattern analysis. The controlling system of 
HVAC is designed using fuzzy controller system. 

 

The neural network model for the energy usage 
pattern utilizes the variables such as: Outdoor-
Temperature, Number-of-occupancy, Time, Date, and 
Day. The variables such as Time, Date, and Day have 
been converted into 2-digit codes for the neural network 
pattern training purpose.  The neural network for energy 
usage pattern recognition and energy usage prediction 
model has been developed and it is continuously being 
compared with the real energy consumption data. The 
more data are collected the better prediction model can 
be developed. 

4.2 Fuzzy Controller 

There are some research findings that compares 
traditional Proportional-Integral-Differential (PID) 
controller and fuzzy logic controller for heating and 
cooling system (Gouda et al. 2000, Attia et al. 2015). PID 
controller is considered reasonable and efficient 
alternative to the manual or simple on/off controllers of 
HVAC systems. However, recent studies showed that 
fuzzy logic controllers perform better than PID 
controllers when the users satisfaction level is considered. 
PID controller uses simple mathematical formulas of 
integration and differentiation of temperature changes 
over time, while fuzzy logic controller converts users’ 
linguistic expressions into mathematical functions, and 
calculates the fuzzy if-then rules using fuzzy inferences.  

Conventional PID controller can be shown as 
following equation,  

𝑢(𝑡) = 𝐾௉𝑒(𝑡) + 𝐾௉𝐾ூ ∫ 𝑒(𝑡)
௧

௧ୀ଴
𝑑𝑡 + 𝐾௉𝐾஽

ௗ௘(௧)

ௗ௧
+ 𝑢(0)

 eq. 1
where KP is the controller gain representing a 

proportionally constant between error and controller 
output, KI is the reset constant relating the rate to the error 
in units of [%/(%-sec)], KD is the rate constant in units of 
[(%-sec)/%], and u(0) is the controller output at t = 0 
(Tsoukalas 1997).  

Once the fuzzy variables are defined, the fuzzy logic 
controller is simply shown as,  

u(k) -  u(k-1) = u*(k)  eq.2 

where u(k) and u(k-1) are temperature readings at 
time k and k-1 and u is the extent of change of the 
control variable u at time t = k that is change in action 
and the defuzzified output is u*(k).   

In this research, authors developed the fuzzy 
membership functions and inference rules to control the 
heater and indoor air quality. Defined fuzzy membership 
functions are: (1) Current Temperature and Humidity 
(indoor and outdoor) and forecast temperature and 
humidity; (2) Time, Day, Date, and holiday information; 
(3) Number of people; and (4) VOC (Volatile Organic
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Compounds). The simulation model shown in this 
research, only the temperatures and VOC are fuzzified. 
The fuzzy controller was developed only the heating and 
indoor air quality control. The fuzzy membership 
functions are defined such as VH for very high and L for 
low, etc.  

The outputs of the fuzzy controller are: HVAC fan 
speed and heater power. So, the fuzzy membership 
functions for HVAC fan speed are VH, H, and OFF, and 
fuzzy membership functions for heating power are VH, 
H, and OFF. The fuzzy controller inputs variables are 
crisp values such as: Temperature reading, temperature 
setting, and temperature differences (D_Temp) between 
temperature setting and temperature reading. Indoor air 
quality read by VOC sensor is also used as input variable. 
Figure 2 shows input, output variables and if-then rules.  

The fuzzy controller for heating/cooling system has 
been created. Variables are the differences between the 
target VOC and current VOC level. If fuzzy variable 
D_VOC (differences of VOC level) can be defined as 
Very_High, High, and Zero. According to the fuzzy 
values of D_VOC, the HVAC control can be High, Low, 
and Off. In the same way, fuzzy variable D_Temp can be 
driven from the Temperature and Target-Temperature. 
The fuzzy controller delivers accurate control of the 
heating/cooling system for optimum temperature and 
VOC levels. 

Fifteen sample fuzzy if-then rules were developed. 
Rules are very simple. If the temperature difference is 
high, turn the heater high, if the indoor air quality is low 
turn the fan high, and so on. Fuzzy if-then rules are 
defined as followings: 
 R1: If D_Temp is VL and VOC is H then HEAT is

VH and FAN is VH  ELSE 
 R2: If D_Temp L and VOC is VH then HEAT is H

and FAN is VH  ELSE 
 …..

By using the Mamdani-min for fuzzy implication, 
defuzzification results are shown as Figure 2. As an 
example, when D-Temp is 5OF and VOC is 600ppm, the 
controller settings will be 2.65 for heater and 3.65 for fan 
speed. 

Figure 2. Input/Output Variables and Fuzzy If-then Rules 

    Figure 3. Fuzzy implication and defuzzification result for
    HVAC controller 

5 Conclusions 

The main advantage of the developed neural network 
prediction system and fuzzy logic controller is that it will 
deliver precise control of the heating/cooling system as 
well as energy consumption prediction models for 
different temperature and VOC target levels. The 
predictive system operates the HVAC pre-emptively 
saving energy cost and more efficient use of the 
heating/cooling system. Fuzzy logic controller makes 
precise control of HVAC improving comfort of the users. 

In this research, fuzzy logic controller algorithm is 
developed only for the heater and indoor air quality 
control. Neural network prediction model was developed 
for HVAC usage prediction but the energy saving results 
and analysis are still under development.  
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Abstract – 
      Automation of construction machinery has the 
potential to improve efficiency and safety during the 
construction process. However, most construction 
machinery is directly teleoperated limiting the control 
to a single paradigm. Moreover, the abundance of non-
linearities due to the design of pumps, valves and the 
interaction of different actuators complicates planning 
precise movements. Complicated motion planning 
optimization can be applied to program the movement 
in the desired manner which often requires a model 
representing the system dynamics. Whereas this 
approach is promising, modeling the system dynamics 
is a formidable task. In this work, we present a 
framework that uses a probabilistic approach to learn 
movements from expert demonstrations. In this way, 
efficient movements can be learned without explicitly 
estimating system dynamics. Here, efficiency is defined 
by the experiences of the human operator which makes 
the programming able to benefit from existing 
knowledge of operators. The performance of the 
proposed scheme is evaluated with a real demolition 
machine BROKK 170. 
Keywords – 

On-site robotics; construction robotics; robot 
motion programming; automation in construction 

1 Introduction 
Currently, remote-controlled hydraulically driven 

construction machinery is of great importance and 
mainly used on construction sites. However, local 
accuracy is often limited in remote-controlled systems 
due to the interface (for example 2D camera feedback). 
Moreover, it is challenging for the operator to generate 
optimized motions with a remote controller since the 
operator can only see the appropriateness of the motion 
only when it is already executed. As a result, manual 
work is still mostly preferred on construction sites. 
Sequentially, automating construction machinery has 
already drawn much attentions over the last years [1–5]. 
The common goal in automating construction machinery 
is to generate accurate motions in an automated way 
under various conditions (outdoor conditions, dirty and 
dynamic environments) to fulfill given tasks. 

In particular, the automation of machinery can be 
regarded as controlling the end-effector in the desired 
manner. In automated machines, a precise movement is a 
key part, however, there are several difficulties in 
automating hydraulic construction machinery arising 
from the abundance of non-linearities due to the design 
of pumps, valves and fluid flow [6]. A common approach 
is the design of dynamics-based control, which typically 
uses a model for the system to be controlled to predict 
system states and develop a controller minimizing the 
discrepancy between the predicted and measured system 
states. Although this model-based control shows 
promising results in many researches [7, 8], modeling 
system dynamics can be often challenging due to its 
nonlinear characteristics. Moreover, force sensors 
required for force control are not standard components of 
construction machinery, since the system is designed to 
be directly controlled by human operators [9]. Hutter et 
al. [10] achieved joint torque control based on feedback 
from pressure sensors integrated into servo valve. 
However, it is common that pressure sensors are not 
installed in each valves but only in the main valve due to 
economic reasons [11].  

On the other hand, with the advent of research 
advances in robotics, robotic systems with a large 
number of degrees of freedom were developed [12, 13]. 
Subsequently, Programming by Demonstration (PbD) 
has drawn the attention of many researchers [14–15], 
since it allows to program a robot just by showing the 
desired manner of performing tasks. In contrast to 
traditional motion planning methodologies, this approach 
offers an intuitive and less time consuming alternative for 
non-experts to teach a robot skill [16-18]. Popular 
approaches for encoding the demonstrations in a way that 
can be used for motion planning include Dynamic 
Movement Primitives (DMPs) and Gaussian Mixture 
Regression (GMR). 

Our work concentrates on mitigating the 
aforementioned issues in automating construction 
machinery by utilizing the recent methodology from 
robotics. More precisely, we aim at replacing the time-
consuming model-based motion programming of 
hydraulic construction machinery by an automatic 
programming process: Programming by Demonstration. 
In this paper, we present a framework that learns a direct 

571



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

joint motion mapping from expert demonstrations. This 
learned mapping so-called policy allows to reproduce 
joint space motions under different environmental 
conditions while non-linearities in the hydraulic system 
are handled by utilizing experiences of the human expert 
in operating the system.  

2 Previous work and challenges 
In our previous work [19], we presented a 

teleoperated demolition machine BROKK 170 that has 
been retrofitted with controllers, so that one can also 
program its motion with high-level commands. Although 
the experiments from our previous work showed the 
feasibility that proven construction machinery can be 
adapted and accept advances from robotic to extend its 
capability, we identified that a Cartesian controller solely 
based on encoders is not sufficient to enable accurate arm 
control. As depicted in Figure 1, the machine was not 
able to follow the given trajectory without any error. The 
main error source is the unstable system pressure. The 
hydraulic machine BROKK 170 used in our work 
consists of one main pump supplying volumetric flow for 
the whole system. This flow is used in each control 
valves to move actuators and returned into the tank. 
During this circulation, flow losses are raised by partially 
closed or opened valves, bent pipes, expansions or 
contractions. A generic joint position level controller 
such as an Inverse Kinematics (IK) solver rapidly reaches 
its limits, since it typically takes the desired (x, y, z) 
values as input and outputs the corresponding joint 
configuration without considering the non-linearities in a 
hydraulic system. 

We aim at overcoming the aforementioned issue by 
demonstrating basic movements to the machine. Using 
prior experience and trainings, expert human operators 
can create more controlled motion with the hydraulic 
system than IK-based motion controller. By capturing the 
operator’s behavior to overcome the non-linearities of the 
system, we aim at improving the accuracy in planning of 
the motion. 

Figure 1. Tracking result using an IK solver based 
framework 

3 Manipulator Control 
The manipulator control can be formulated as finding 

proper joint space configurations 𝒒 ∈ ℝ𝑁  given an
operational space description 𝒙 ∈ ℝ𝑀 ,where N  is the
number of degree-of-freedoms (DoF) of the machine and 
M is the operation dimension. As depicted in Figure 2, 
the operational space 𝒙 and joint configuration 𝒒 of the 
demolition machine can be described as:  

𝒙 =  [𝑥 𝑦 𝑧 𝜃]𝑇  ∈ ℝ4 (1) 

𝒒 =  [𝑞1 𝑞2 𝑞3 𝑞4 𝑞5]𝑇 ∈ ℝ5 (2) 

The mapping problem can be formulated as: 

𝒙̇ = 𝑱(𝒒)𝒒̇ (3) 

where 𝑱 ∈ ℝ𝑀 × 𝑁is the Jacobian matrix. To obtain the 𝒒̇
out of the relation in (10), we use the closed loop inverse 
kinematic (CLIK) approach introduced in [20]. However, 
as described in the previous section 2, this analytical 
method does not consider non-linearities in a hydraulic 
system causing a discrepancy between the estimated and 
real motion. To address this problem, we employ a 
probabilistic approach based on Gaussian Process 
Regression (GPR) first to learn policies from expert 
demonstrations and program the manipulator by 
reproducing the learned policies under different 
environmental conditions.   

3.1 Closed-loop inverse kinematic controller 
For manipulators with N > M, the inverted Jacobian 

matrix can be obtained as follow: 

𝑱+ = 𝑱𝑇(𝑱𝑱𝑇)−1 (4) 

The pseudo-inverse has the property to provide the best 
possible solution according to the equation 𝑱𝒒̇ = 𝒙̇ . If 𝒙̇ 
is not in the range of 𝑱 , an exact value of 𝒒̇  is not 
available. However, the provided 𝒒̇ still minimizes the 
magnitude difference of 𝑱𝒒̇ = 𝒙̇  [21]. By using this 
property and closed-loop behavior in CLIK, the 
convergence to the desired 𝒙̇  can be ensured. The 
equation from (3) can be formulated as follows: 

𝒒̇ = 𝑱+(𝒙̇ + 𝑲𝒆) (5) 

where 𝑲 ∈  ℝ𝑀×𝑀 is a positive definite gain matrix and
𝒆 ∈ ℝ𝑀×1 is the remained difference between the desired
and actual motion. The CLIK controller is further 
extended with damped-least squares for achieving 
robustness in the vicinity of singularities [21] and with 
weighted least norms for joint limits [22].  
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Figure 2. Joint geometric representation of the 5 degree 
of freedom BROKK 170. The joint space coordinates are 
noted in blue, whereas the operational space coordinates 
are in black. The joint positions are noted in red. 

3.2 Gaussian Process Models 
GPR is a non-parametric method for regression that 
models a joint distribution of the observed data without 
directly modeling a regression function[23]. By 
assuming the existence of 𝑚  demonstration, each 
demonstration can be described as 𝐷 = {𝜉𝑖 , 𝑦𝑖}𝑖=1

𝑛 . Here,
𝜉  denotes the environmental information, such as the 
temporal value, 𝑦 refers to the observations such as the 
trajectories in the joint space that 𝜉 should be mapped to 
and 𝑛 denotes the length of the demonstration. 

In GPR, the distribution of observations can be 
modeled as follows:  

[
𝑦
𝑦∗] ~ 𝒩 (0, [

𝐾(𝑋, 𝑋) 𝐾(𝑋, 𝑋∗)
𝐾(𝑋∗, 𝑋) 𝐾(𝑋∗, 𝑋∗)

])
(6) 

where 𝐾 is the kernel matrix defined as follows: 

𝐾(𝑋, 𝑋)  ∈  ℝ𝑀×𝑀, 𝐾𝑖 ,𝑗 = 𝑘(𝜉𝑖 , 𝜉𝑗)

𝐾(𝑋∗, 𝑋)  ∈  ℝ1×𝑀,  𝐾1,𝑗 = 𝑘(𝜉∗, 𝜉𝑗)

𝐾(𝑋, 𝑋∗)  ∈  ℝ𝑀×1, 𝐾𝑖 ,1 = 𝑘(𝜉𝑖 , 𝜉∗)
𝐾(𝑋∗, 𝑋∗)  ∈  ℝ,        𝐾 = 𝑘(𝜉∗, 𝜉∗)         (7) 

A key parameter in GPR is the kernel function denoted 
as 𝑘(∙,∙) in (2). It encodes the structure of functions in the 
space of distributions. In this work, the squared 
exponential kernel function is employed: 

 𝑘(𝑥1, 𝑥2) =  𝜎𝑓
2 𝑒𝑥𝑝 (−

1

2𝑙2
(𝑥1 − 𝑥2)𝑇(𝑥1 − 𝑥2))     (8)

The goal of GPR is to predict the joint motion 𝑦∗

conditioned on the new environmental information 𝝃∗

and the observed information from the demonstrations. It 
is assumed that noises 𝜎𝑛 from process and measurement 

are identically distributed within demonstrations. In this 
case, the joint distribution of  𝑦∗ can be described as:

𝑦∗|𝑦, 𝐷 ∼ 𝒩 (µ∗, 𝛴∗) (9) 

where 

  µ∗ =  𝐾(𝑋∗, 𝑋)(𝐾(𝑋, 𝑋) + 𝜎𝑛
2𝐼 )−1y (10) 

 𝛴∗ =  𝐾(𝑋∗, 𝑋∗) + 𝜎𝑛
2𝐼

−𝐾(𝑋∗, 𝑋)(𝐾(𝑋, 𝑋) + 𝜎𝑛
2𝐼)−1𝐾(𝑋, 𝑋∗)

(11) 

The performance of GPR depends on so-called hyper 
parameters [ 𝜎𝑛, 𝜎𝑛, 𝑙 ] which can be defined by 
maximizing the marginal log likelihood [23]. We use 
GPflow to model GPR and also to estimate the 
parameters [24]. 

Using these equations, the proposed controller 
generates joint trajectories based on expert human 
demonstrations which indicate the operator maneuvers 
we would like to apply to the manipulator.  

3.3 Programming by Demonstration 
Framework 

During demonstrations of different lengths, the 
sensor information is collected and stored as training 
input-output pairs. The mapping from the input to the 
output is called a policy and is modeled from equations 
(6) - (11), so that the model can predict a new output
based under different input conditions based on the
learned policy.  In our work, multiple demonstrations of
different lengths are used to model the policy.
Accordingly, the time alignments of the demonstrated
trajectories are normalized using Dynamic Time
Warping (DTW) method [25].

Suppose we have 𝑚  demonstrations with BROKK 
170, then the demonstrations are normalized to the length 
𝑇. The data set 𝐷 for the  GP will be of length 𝑛 =  𝑚𝑇. 
Thus, the data set can be formulated as 𝐷 =
{𝜉𝒊, 𝑦𝑖   } | 𝑖 = 0, … , 𝑚𝑇.

In our training phase, policies are created with respect 
to the initial joint states 𝑞 and the temporal value. In our 
experiments, we use simple timestamp 𝑡 as the temporal 
value. More precisely, joint angle values are collected 
and stored during an expert demonstration, where the 
expert controls each joint to move the end-effector tip 
straight forward. Policies are created with respect to these 
collected values so that new trajectories in the joint space 
can be generated for the new initial joint angle values and 
the timestamps. 

In the reproduction phase, a new initial starting point 
is defined with joint angle values. Together with the 
timestamps, the initial joint angle values are used as input 
for the trained Gaussian process models.  

In the evaluation phase, the predicted trajectories are 
directly tracked with a fixed maximum joint speed. The 
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resulting end-effector trajectory is obtained by 
computing the forward kinematics relationship and 
compared with the end-effector trajectory generated by 
the CLIK solver. 

4 Experiment 
We demonstrate our framework on a hydraulic 

demolition machine BROKK 170. Originally, the 
BROKK 170 demolition machine is designed to be 
controlled with a remote controller in a strict master-
slave relationship limiting the control to a single 
paradigm. To control the machine with computation 
algorithms and integrate computational capabilities in the 
machine control, we follow the approach introduced in 
[19].  

Our host PC interacts with the main control unit 
(MCU) of the machine through a bus controller 
MCP2515 and an embedded controller Mega2560. The 
communication takes place via the Controller Area 
Network (CAN) bus system. The bus protocol containing 
information about bus messages is obtained from the 
manufacturer. The script is developed in C++ on the host 
PC and then compiled and deployed to the embedded 
controller via Arduino IDE.  

In this work, the kinematics of the machine and the 
shape of each axes are assumed to be known, so that the 
joint angles are enough to describe the full configuration 
of the machine, in particular the end-effector pose. Like 
most other construction machines, BROKK 170 used in 
this work is not equipped with any sensors. We use wire-
type encoders (BCG05, SICK) to measure the joint angle 
values 𝑞2, 𝑞3, 𝑞4, 𝑞5 and a rotary encoder (A3M60, SICK)
to measure 𝑞1 . The joint angle values are separately
measured and sent to the host PC via Wi-Fi-Modules 
ESP8266 at a rate of 20 Hz. UDP packets are used for 
data exchange between the Arduino IDE and the 
proposed controller developed in Python. 

The experiment consists on moving the manipulator 
straight forward from the initial point which requires 
structured joints movement. Moreover, the non-
linearities of the hydraulic system complicate the task, so 
that trajectories generated by a conventional IK solver 
result in poor quality, as depicted in Figure 4. Throughout 
the experiments, the base 𝑞1 is not used, since the
trajectories for the given task lie within the 𝑥𝑧-plane. The 
second axis 𝑞2  is also not utilized in our experiment,
since it cannot be simultaneously moved with other axes 
in the current setup. 

Figure 3. The task considered in this work: By moving 
the joints q3, q4 and q5 with joysticks the operator tries 
to end-effector tip straight forward. 

For the given task, the environment conditions are the 
initial joint positions and the timestamp, 𝝃 = 
{(𝑞3_𝑜, 𝑞4_𝑜, 𝑞5_𝑜, 𝑡𝑖)|𝑖 = 0, … , 𝑇}. The joint trajectories
are used as observations, 𝑦 = {(𝑞3_𝑖, 𝑞4_𝑖 , 𝑞5_𝑖)|𝑖 = 
0, … , 𝑇} . Three demonstrations are performed under 
various initial positions, as shown in Figure 4. Since the 
execution time for demonstrations slightly differs The 
demonstrations are of different lengths. We order these 
demonstrations according to their length:  

𝐷𝑚−1 < 𝐷𝑚 < 𝐷𝑚+1  (7) 

Using the median length sequence 𝐷̅ = 𝐷⌈2⌉  as a
reference demonstration, the rest of the demonstrations 
are aligned in the time domain using DTW. The result of 
the DTW is illustrated in Figure 5. The thick trajectories 
represent the reference trajectories estimated as described 
above. It can be clearly seen that the temporal variations 
in the demonstrations are synchronized after the DTW 
process. 

We perform trajectory planning with a new initial 
joint values [𝑞3_𝑜, 𝑞4_𝑜, 𝑞5_𝑜] =  [−0.547, 1.107, 1.016].
The reproduction of the expert’s demonstrations with 
respect to the new condition is visualized in Figure 6. It 
is worth noting that the step size for each joint trajectory 
is empirically estimated. The resulting end-effector 
trajectory is visualized in Figure 5. Since the effect from 
the non-linearities in the hydraulic system increases with 
the joint angle speed, we evaluate the developed system 
with two different joint angle speed: 𝑞̇𝑚𝑎𝑥 = 0.11 𝑟𝑎𝑑/𝑠
and 𝑞̇𝑚𝑎𝑥 = 0.07 𝑟𝑎𝑑/𝑠.
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Figure 4. Three demonstrations for the given task in 3D 
Cartesian space (a). During the demonstrations different 
initial joints angles are considered. The resulting end-
effector tip positions are visualized with ‘x’ signs. The 
demonstrations are reproduced for the new initial joints 
angles (blue ‘+’ signs). The corresponding end-effector 
tip trajectories are visualized in (b) and (c) by computing 
the forward kinematic relationship (blue). The red 
trajectories are generated using the CLIK solver. 

Figure 5. Results of collected trajectories in the joint 
space before (left) and after (right) the DTW process. The 
thick lines in the right plots represent the reference 
trajectories.   

To quantify the correctness, first, the end-effector 
position is computed using the forward kinematic 
solution with the reproduced joint trajectories. Then, the 
desired end-effector trajectory (i.e. from the given initial 
position straight forward) is uniformly resampled with 
the total number of data points on the computed end-
effector trajectory. Finally, the RMS error between the 
computed and planned end-effector trajectories in the 
operational space is computed. 

Figure 6. The black trajectories show the collected values 
from the demonstrations. The blue trajectories show the 
reproduction attempt by considering the new condition 
[𝑞3_𝑜, 𝑞4_𝑜, 𝑞5_𝑜] =  [−0.547, 1.107, 1.016]. It can be 
clearly seen that the joint 5 𝑞5 is mainly used in the 
demonstration and this policy is preserved in the 
reproduced trajectories.  

The same task is executed using the CLIK solver and 
the results are compared with the tracking results from 
the developed GPR based system. For the given task, the 
RMS errors of the CLIK solver are 0.027 m at the 
maximum joint angle speed of 0.07 rad/s and 0.039 m at 
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the maximum speed of 0.11 rad/s, respectively. Whereas 
the reproduced trajectories result in 0.016 m and 0.025 m, 
respectively.  

Table 1. RMS error comparison in tracking task 

Max. Speed RMSE 
CLIK 0.07 rad/s 0.027 m 
GPR 0.07 rad/s 0.016 m 

        CLIK      0.11 rad/s 0.039 m 
GPR 0.11 rad/s 0.025 m 

The end-effector tip trajectories generated by both the 
CLIK solver and the proposed system are visualized in 
Figure 7. We see that the trajectory from the CLIK solver 
deviates from the desired trajectory, whereas the 
deviation is smaller by the trajectory that is generated 
from expert demonstrations.  

Figure 7. Results with both the reproduction from expert 
demonstration (blue) and from the CLIK solver (red). 
The desired trajectory is visualized with dashed line. 

5 Discussion 
In the experiments, the dimension of environmental 

conditions was set to four. Because of the low 
dimensionality, the policy of controlling a nonlinear 
hydraulic system could be modeled and reused to 
generate an appropriate end-effector trajectory using a 
relatively small number of expert demonstrations.  

The proposed approach presents advantages by 
directly providing reference trajectories in the joint space. 
Compared to the inverse kinematic approach which 
typically generates joint motion without considering the 
non-linearities in a hydraulic system. As a result, the 
discrepancy in Figure 7 occurred which is increased 
according to the increased joint angle speed. During the 
demonstrations the expert corrects the joint motions 
according to the effect generated by the non-linearities in 

the hydraulic system. More precisely, the expert takes 
into account that he cannot perfectly move multiple axes 
at the same time and adapt the axes motion according to 
the resulting non-linear motion. By reproducing 
trajectories in the joint space considering this policy we 
slightly improve the tracking result. The captured policy 
that the joint 5 𝑞5 should be mainly utilized for the given
task is valid for the faster joint angle speed, thus 
improving the tracking result as shown in Table 1.   

However, as the GPR models the joint distribution of 
the observed data, the learned policy is only valid in the 
range of given demonstrations. Although the expert can 
demonstrate to cover the great area of workspace to 
reduce the uncertainty in the prediction caused by 
unforeseen environmental conditions. An efficient 
approach which can apply the existing demonstrations 
for the unforeseen conditions should be studied.  

6 Conclusion 
This study presented a framework for generating 

trajectories based on expert demonstrations. This work 
showed an alternative to programming a teleoperated 
construction machinery without a dynamical model. The 
experiment showed the preliminary performance of the 
proposed scheme. The expert demonstrations were 
normalized in the time domain using DTW and the 
mapping between the environmental conditions and the 
joint trajectories was modeled using GPR. By learning 
the mapping between the exact joint trajectories and the 
initial joint positions, the policy from a human expert 
could be learned so that a specific joint can be mainly 
utilized to perform the given task. The proposed scheme 
was implemented in a teleoperated deconstruction 
machinery, and the performance of the developed system 
was tested through preliminary experiments showing 
improved results compared to the inverse kinematic 
approach. Experimental results indicate the feasibility of 
construction machinery automation using generalizing 
the human demonstrations. 

Future work will consider the use of Reinforcement 
Learning to equip the machine with self-improvement 
abilities. As shown in Figure 4, it was even for an 
experienced operator a challenging task to move the tip 
of the end-effector straight forward, since the operator 
can only see the appropriateness of its joystick 
manipulation after the machine has moved. We also aim 
at extending our framework to dynamic environmental 
conditions, since in this work only static conditions such 
as the initial joint angle values are considered. 
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Abstract -
This paper proposes an excavation path generation method

for autonomous excavators by considering the bulking factor
of soil. In existing research on autonomous excavation, the
excavator’s path was manually planned, based on known soil
properties. Thus, the efficiency of the excavation process may
reduce in situations where the soil properties are unknown.
To address this problem, this paper proposes a novel method
for generating an excavation path based on the bulking factor
and for realizing an efficient excavation for any soil type. The
bulking factor is estimated by sensing data of the target soil
during the excavation. The experimental results show that
the proposed method can generate an efficient excavation
path for different soil properties.

Keywords -
Excavation; Path Planning; Bulking Factor of Soil

1 Introduction
The demand for high efficiency in construction sites has

increased recently, to cover the shortage of labor force
caused by the aging society. An excavator is one of the
most frequently used machines in construction sites. Its
manipulation requires sophisticated skills, and the effi-
ciency of the excavation process highly depends on each
operator’s skill. The main labor force of this task com-
prises experienced and aged operators, but the number of
such skillful experts is sure to decrease in the future. To
address this problem, excavators should be able to perform
the excavation process by themselves, instead of being ma-
nipulated by an operator.

Yoo et al. proposed a dynamic optimal trajectory gener-
ation method for controlling an autonomous excavator[1].
In this method, trajectory generation is formularized as a
motion optimization problem under a finite-dimensional
set of linear constraints. By solving this optimization
problem, an excavation trajectory that minimizes the en-
ergy consumption can be obtained. However, this method

Get sensor information about target soil

Estimate property of target soil

Generate excavation path 

Control excavator along generated path

Figure 1. Overall process of autonomous excavation

does not consider the interaction between the excavator
tools and the soil. Therefore, it is unclear whether this
method will even work in an actual excavation process.

Yamamoto et al. developed a prototype of an au-
tonomous hydraulic excavator using 3-D information of
the construction model and successfully demonstrated the
autonomous operation of hydraulic excavators[2]. How-
ever, while this method does not require any orders from
human operators during the excavation process, the users
must manually specify the excavation path in advance ac-
cording to the target soil ’s properties. Therefore, the
efficiency of the excavation process might degrade in a
situation where the soil properties are unknown.

To address the above-mentioned problems, this study
aims to establish an excavation path generation method
that guarantees high efficiency based on the soil type. For
this purpose, the excavator must automatically generate an
excavation path itself according to the property of the target
soil. Therefore, we focus on the bulking factor of soil,
which is a soil property frequently used in construction
sites, as an indicator of soil type. By considering the
bulking factor of the target soil, we realize an efficient
excavation for different soil types.
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Figure 2. Parameters for hydraulic excavator

The remainder of this paper is organized as follows. In
Section 2, the proposed excavation path generation method
is explained in detail. Then, the validity of the proposed
method is reported in Sections 3 and 4, which include
a simulation experiment and a field experiment, respec-
tively. Finally, Section 5 provides the conclusions for this
study.

2 Proposed Method
2.1 Overall Process of Autonomous Excavation

The overall process of the proposed autonomous exca-
vation is summarized in Fig. 1. First, the system measures
the changes in the soil bulk before and after excavation.
For this purpose, an RGB-D sensor is utilized in this study.
Then, the bulking factor is estimated using the sensing data
before and after excavation. Further, an excavation path is
generated according to the bulking factor of the target soil.
Finally, the excavator is controlled to follow the generated
path. This study assumes that the excavator can be con-
trolled along the generated path using previous methods,
such as [3] or [4]. Thus, this study aims to develop an
excavation path generation method.

2.2 Problem Settings

The target machine of this study is a hydraulic excavator,
whose parameters are depicted in Fig. 2. The operating
parts of the hydraulic excavator include a boom, an arm,
and a bucket, in this order, starting from the main body.
The rotation joint in each part can be controlled by the hy-
draulic actuator mounted on each part. Here, it is assumed
that the excavator will not rotate along the Z-axis; thus, the
generation of the excavation path on the XZ plane can be
discussed. In addition, it is assumed that the position of the
excavator itself will not change. Under these assumptions,

�

���������

�

���������

�

����

Direction of movement

Figure 3. Modeled excavation path

we find a set of appropriate parameters [θboom, θarm, θbucket]
for the entire excavation process.

2.3 Excavation Model

In this study, the excavation process is modeled us-
ing three parameters: [θpenetrate, lpenetrate,andldrag]. In this
modeling, we refer to the excavation motion performed
by experienced operators as a reference. In general, the
excavation motion can be classified into three phases: pen-
etrate, drag, and scoop [5]. In the penetration phase, the
operators pierce the surface of the target soil using the
bucket edge and move the bucket until it reaches the bottom
line. Then, the bucket is dragged horizontally along the
bottom line. Finally, to collect the accumulated soil into
the bucket, the scooping motion is executed. To model this
excavation motion, the three above-mentioned parameters
have been used; the excavation path represented by them
is illustrated in Fig. 3. Here, θpenetrate indicates the angle
between the soil surface and the penetrating line, lpenetrate
indicates the length of the penetrating line, and ldrag in-
dicates the length of the dragging line. In the scooping
phase, only the bucket part is rotated by 90◦, with the tip
of the arm part fixed in position. Once these parameters
are determined, the position of the bucket tip and the ro-
tation of the bucket over the whole excavation process can
be determined. By using this position and rotation of the
bucket, the parameters [θboom, θarm,andθbucket], explained
in section 2.2, can be calculated using inverse kinematics.

2.4 Bulking Factor of Soil

As discussed in Section 2.3, three parameters have been
used to specify the excavation model. The values of these
parameters need to be defined. In this respect, the soil
property is accounted for so that the generated path can
guarantee its efficiency for different soil types. For this
purpose, this study considers the bulking factor of soil,
which is a soil property based on the phenomenon ob-
served in the excavation process [6]. In general, the exca-
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Set an initial density of soil
in a dynamic simulation

Generate an efficient excavation path
for specified density using GA

Change density 
of the soil

Get relationship between
density and an efficient path

Try all density patterns?
No

Yes

Figure 4. Excavation path generation process

vated soil particles do not fit together as they did before
excavation, which increases the void space among these
particles. Thus, the soil volume increases after excava-
tion, and the bulking factor of soil is used to quantify this
volume increase. Qualitatively, soil with a large bulking
factor means the soil is hard. Conversely, soil with a small
bulking factor means the soil is soft. Assuming k to be a
bulking factor of soil, it can be defined as follows:

k =
Vafter

Vbefore
, (1)

where Vafter and Vbefore denote the volumes after and be-
fore excavation, respectively. In related works, there are
other properties of soil such as soil density used in [7].
However, this study focuses on the bulking factor of soil
because of its simplicity of measurement. Compared to
the other properties of soil, the bulking factor can be easily
calculated, by simply measuring the volumes before and
after excavation with an RGB-D sensor.

2.5 Path Generation with Dynamic Simulator

In this section, the excavation path generation method
using a dynamic simulator has been explained. As dis-
cussed in Section 2.4, the proposed method generates an
efficient excavation path based on the soil properties, to
guarantee efficient excavation for any soil type. To en-
able this, the proposed method learns the relation between
the soil property and an efficient excavation path using a
dynamic simulator before executing the actual excavation.
The use of a dynamic simulator allows us to replicate the

interaction between the excavator and soil during the exca-
vation process. In addition, the properties of the target soil
can be changed by specifying the simulator parameters.

The process of excavation path generation using a dy-
namic simulator is shown in Fig. 4. To understand the
relation between soil property and an efficient excavation
path, efficient excavation paths for different soil proper-
ties were determined in advance. Specifically, an efficient
excavation path is generated while changing the initial den-
sity of soil in the simulation. In terms of the method for
finding an efficient excavation path for each condition, a ge-
netic algorithm (GA) is used, where the excavation model
parameters [θpenetrate, lpenetrate,andldrag] are regarded as the
genes of each individual. Based on this setting, the fitness
of each individual is defined as follows:

f =
Vd

E
, (2)

where f denotes the fitness of each individual, Vd denotes
the volume of soil accumulated in the bucket during one ex-
cavation motion, and E denotes the total energy consumed
by the excavator joints during the excavation motion. Ac-
cording to this formalization, an efficient excavation path
is ideally assigned high fitness. Thus, an efficient excava-
tion path can be obtained as the final output of GA. This
operation is repeated until an efficient excavation path for
all density patterns is obtained. Furthermore, the relation
between the density and efficient excavation path is ob-
tained, which will be used for path selection during the
actual excavation process.

2.6 Path Selection via Bulking Factor

In this section, the path selection method based on the
bulking factor has been explained. As discussed in Section
2.5, the proposed method has already analyzed the relation
between the soil density and an efficient excavation path
through a dynamic simulator. These findings are used in
the process of path selection. However, it is not easy to
measure the density of the target soil directly. Therefore,
the bulking factor of soil is used to estimate the soil density
because measuring the bulking factor is not difficult. In
terms of the density estimation method, empirical knowl-
edge is used. According to the model described in [8],
higher the soil density, larger is the bulking factor. In this
way, the soil density is estimated via the bulking factor
calculated using the measurement data. After we obtain
information about the density of the target soil, we select
an efficient excavation path using the knowledge gained
via the dynamic simulator.
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Table 1. Conditions of the genetic algorithm
Parameters Value

Number of generations 10
Number of individuals 15
Probability of crossover 0.8
Probability of mutation 0.05

Table 2. Lower and upper limits
Parameters Lower limit Upper limit
θpenetrate π/6 π/3
lpenetrate 0.1 [m] 0.6 [m]
ldrag 0.1 [m] 0.6 [m]

3 Simulation Experiment
3.1 Experimental Setting

To verify the effectiveness of the proposed excavation
path generation method, a simulation experiment was con-
ducted, where Vortex Studio by CM Labs Simulation was
used as the dynamic simulator. The Vortex Studio can
evaluate the interaction between the excavator and soil
during the excavation process based on the soil mechan-
ics. Furthermore, the density of the target soil can be
changed by specifying the simulator parameters. First,
the proposed method learns the relation between the soil
density and an efficient excavation path in the simula-
tion environment based on a GA, whose conditions are
listed in Table 1. Each individual has three parameters,
[θpenetrate, lpenetrate,andldrag], as genes. Initially, each gene
is randomly determined within the specified range. The
lower and upper limits of each gene have been listed in
Table 2. Under these conditions, the GA finds an efficient
excavation path for all density settings. In this experiment,
the density settings were set from 0% to 100%, in contin-
uous increments of 10%.

After this learning process, the actual excavation motion
was performed using the proposed method as follows:

• Excavating the target soil once with fixed parameters
and calculating its bulking factor.

• Estimating the target soil ’s density, based on its
bulking factor.

• Selecting an efficient excavation path according to the
estimated density.

• Controlling the excavator along the selected excava-
tion path and measuring its efficiency.

The above procedure was performed under several con-
ditions to determine the excavation efficiency generated
by the proposed method. These conditions have been
discussed in Table 3. For comparison, the excavation ef-
ficiency was measured in the case where the proposed
method was not used. In this case, the motion parameters

Table 3. Three conditions of soil
Conditions Density [%]
Soft soil 20

Medium soil 50
Hard soil 80

(a) Soft soil

(b) Medium soil

(c) Hard soil

Figure 5. Calculation results for each condition

[θpenetrate, lpenetrate,andldrag] were set to [π/6,0.35,0.35],
respectively.

3.2 Experimental Result

Figure 5 shows the calculation results for each condi-
tion. In Fig. 5, (a) shows the result for soft soil, (b) shows
the result for medium soil and (c) shows the result for hard
soil. In each graph, the red line shows the trajectory of
bucket tip in case of using the proposed method, while the
black line shows the trajectory of bucket tip in case of not
using the proposed method. Here, the origin [x, z] = [0,
0] is defined as a position where an excavator starts pene-
trating. As shown in Fig. 5, the proposed method changed
the excavation path according to the soil condition. Fig-
ures 6 and 7 show the results of the simulation experiment.
Figure 6 shows the efficiency of soft and medium soil and
Figure 7 shows the efficiency of hard soil. In each graph,
the left light-blue bar shows the excavation efficiency in
case of not using the proposed method, while the right
dark-blue bar shows the excavation efficiency generated
by the proposed method. As shown in Figs. 6 and 7, the
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proposed method can improve the excavation efficiency.
Particularly in the case of hard soil, the proposed method
improves the efficiency by more than 200 %. Therefore, it
was confirmed that the proposed excavation path genera-
tion method can improve the excavation efficiency for any
soil type.

4 Field Experiment
4.1 Experimental Setting

To confirm the feasibility of calculating the bulking fac-
tor of soil, a field experiment was conducted using an
RGB-D sensor. In this experiment, ZAXIS120, devel-
oped by Hitachi Construction Machinery, was used as a
hydraulic excavator and Intel Real Sense Depth Camera
D435i, developed by Intel, was used as an RGB-D sensor.
The experimental setting is shown in Fig. 6. In the exper-
iment, the bulking factor of soil was calculated using the
3-D measurement data obtained by the RGB-D sensors.
Specifically, the volume change of the soil was calculated
in both the excavation and dumping areas. In the exca-
vation area, the volume change of soil was calculated by
considering the differences in soil volume before and after
the excavation. In the dumping area, the volume change

RGB-D sensors

Dumping area

Excavating area

Hydraulic 
excavator

Figure 8. Field experiment setting

(a) Before excavation (b) After excavation

(c) Before dumping (d) After dumping

Figure 9. 3-D point cloud data (First trial)

of soil was calculated by considering the differences be-
tween the soil volume before and after dumping. Based
on the above volume changes, the soil volumes before and
after excavation were calculated, and its bulking factor was
calculated based on these data.

In this experiment, the bulking factor was calculated
under two conditions. For the first trial, compacted soil
was excavated. For the second trial, the soil we filled back
after the first trial was excavated. Thus, the soil for the
second trial was loosened than that in the first trial. This
enabled us to confirm the possibility of calculating the
bulking factor of soil, which has a different density.

4.2 Experimental Result

The 3-D point cloud data obtained in this experiment are
shown in Figs. 9 and 10. Figures 9 and 10 show the data
of the first and second trials, respectively. In both these
figures, (a) shows the area before excavation, (b) shows the
area after excavation, (c) shows the area before dumping,
and (d) shows the area after dumping. Table 4 lists the soil
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(a) Before excavation (b) After excavation

(c) Before dumping (d) After dumping

Figure 10. 3-D point cloud data (Second trial)

Table 4. Bulking factor k of soil
Vbefore[m3] Vafter[m3] k

First 0.4552 0.6619 1.4540
Second 0.5081 0.5926 1.1663

volume before excavation, Vbefore; that after excavation,
Vafter; and the bulking factor of soil, k, calculated using
3-D point cloud data. As discussed in Table 4, the value
of the bulking factor of soil in the first trial is larger than
that in the second trial. This indicates the difference in
density between the first and second trials. Therefore, the
bulking factor of soil can be calculated based on the 3-D
measurement data.

5 Conclusion

This paper proposes an excavation path generation
method for an autonomous excavator. The proposed
method considers the bulking factor of soil as a soil prop-
erty during the excavation process, which enables the gen-
eration of an efficient excavation path for different soil
types. A GA was used to determine an efficient excavation
path for a specific soil. Additionally, a simulation and a
field experiment were conducted to validate the proposed
method. For future work, it is necessary to complete the
implementation of the entire system on an actual hydraulic
excavator and perform full-scale field experiments to val-
idate the proposed method.
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Abstract –
In this research, a sway suppression algorithm was 

developed for a crane operator support system. To 
evaluate the effect of sway suppression, a crane 
experiment testbed was manufactured. The crane 
testbed is designed by the crane dynamic model, and 
the swing motion, boom motion and load hoisting are 
driven by the electric motors. The validity of the 
dynamic model for a crane was verified by the testbed 
experiment. The algorithm for sway suppression is 
consisted of the open loop control based on the phase 
plane theory, and was implemented in the testbed. 
The effect of sway suppression was verified by the 
testbed, and the effectiveness of algorithm was 
confirmed. 

Keywords – 
Crane; Sway Suppression; Phase Plane; Model 

1 Introduction 

In recent years, the number of skilled operator has 
decreased and many demands for safety work in 
construction site has increased. Therefore, the 
automation and improving safety function of 
construction machinery has become an important subject. 
Especially, there are many danger in rotary crane 
operation because of many reasons such as its fall down, 
load's sway, and so on.  

There are many researches about sway suppression 
control of the translation crane[1][2][3]. Because the 
translation crane moves two axis independently, the 
load's sway in two dimensional plane can be suppressed 
easily.  

But considering about the rotary crane, since it 
controls the load by swing and boom motion, it is 
difficult to move like the translation crane and the 
centrifugal force works to the load, so the load's sway is 
difficult to suppress.  

For sway suppression for the rotary crane, there are 
some researches[4][5][6]. However, implementing 
feedback system or complex control system in real 
machine has many problems in ensuring safety. 

To solve these problems, we had proposed a simple 
algorithm based on open loop control for crane sway 
suppression only using swing motion, and also developed 
a crane experiment testbed to evaluate the effect of the 
algorithm. This crane testbed has three electric motors for 
swing motion, boom motion and load hoisting, and we 
confirmed the effect of the algorithm by using the crane 
testbed. 

2 Sway suppression algorithm 

2.1 Principal of the algorithm 

There are many researches of translation crane with 
using open loop control based on a phase plane which 
describes state of vibration[7][8]. The concept of the 
phase plane is shown in Figure 1, where l is the wire 
length, g gravitational acceleration, and θ deflection 
angle. 
The equation of motion is described as Equation (1). 
From solving Equation (1), the deflection angle and 
angular velocity are described as Equation (2) and (3), 
where A is a constant. 

𝜃" = −
𝑔

𝑙
𝜃 = −𝜔ଶ𝜃 (1) 

𝜃 = 𝐴𝑐𝑜𝑠(𝜔𝑡)     (2) 
𝜃ᇱ/𝜔 = −𝐴𝑐𝑜𝑠(𝜔𝑡) (3) 

Figure 1. Concept of the phase plane 

Based on Equation (2) and (3), the phase plane is 
described using the deflection angle as the horizontal axis, 
and the angular velocity, which normalized by natural 
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frequency ω, as the vertical axis. 
The motion of pendulum is translated as rotation 

motion in the phase plane, and the time required for one 
round is pendulum period T ( =2π/ω ). 

As shown in Figure 2, considering when the 
acceleration a is applied to the crane, the equation of 
motion changes to Equation (4). Transforming this 
equation into Equation (5), it can be seen the rotary 
motion on the phase plane is switched into the rotation 
which its center is -a/g. 

Figure 2. Effect of acceleration in the phase plane 

𝜃" = −
𝑔

𝑙
𝜃 −

1

𝑙
𝑎 (4) 

൬𝜃 +
𝑎

𝑔
൰

"

= −
𝑔

𝑙
൬𝜃 +

𝑎

𝑔
൰ (5) 

Hence, by giving the required acceleration at 
appropriate timing, the rotation motion can be directed to 
the origin. Shown in Figure 3, make the acceleration zero 
when the motion is reached to the origin, the vibration 
can be converged.  

Figure 3. Convergence of the vibration 

Based on the above theory, the acceleration pattern 
shown in Figure 4 is proposed as the sway suppression 
algorithm. According to this pattern, the acceleration a is 
first applied to the stopped crane for a time Δt. Next, the 
acceleration is set to zero for a time T/2-Δt, where the 
crane moves as uniform motion. Finally, setting the 
acceleration to a for a time Δt, the crane can accelerate 
without swaying. And then, after transporting the crane 

for arbitrary time, the crane can be stopped without 
swaying by applying the deceleration pattern, which the 
sign of the acceleration pattern is reversed. 

Figure 4. Sway suppression algorithm pattern 

2.2 Pendulum model in crane’s 3D motion 

In order to apply the sway suppression pattern, which 
described in previous section, the dynamic model of the 
crane is expressed in this section. Figure 5 shows the 
model of the crane. By taking the coordinate system as 
shown in Figure 5, the position of boom tip (x, y, z) is 
expressed by Equation (4)~(6), where l is the wire length, 
g gravitational acceleration, B boom length, p swing 
angle, q boom angle, and ψ, φ sway angle. 

Figure 5. Crane dynamic model 

𝑥 = 𝐵 𝑐𝑜𝑠 𝑞 𝑐𝑜𝑠 𝑝 (6) 
𝑦 = 𝐵 𝑐𝑜𝑠 𝑞 𝑠𝑖𝑛 𝑝 (7) 
𝑧 = 𝐵 𝑠𝑖𝑛 𝑞      (8) 

Hence, the acceleration at the boom tip is described 
as Equation (9)~(11). 
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𝑥" = −𝐵𝑞" sin 𝑞 cos 𝑝 − 𝐵𝑝" cos 𝑞 sin 𝑝
− 𝐵(𝑞′ଶ + 𝑝′ଶ) cos 𝑞 cos 𝑝
+ 2𝐵𝑞′𝑝′ sin 𝑞 sin 𝑝

(9) 

𝑦" = −𝐵𝑞" sin 𝑞 sin 𝑝 + 𝐵𝑝" cos 𝑞 cos 𝑝
− 𝐵(𝑞′ଶ + 𝑝′ଶ) cos 𝑞 sin 𝑝
− 2𝐵𝑞′𝑝′ sin 𝑞 cos 𝑝

(10) 

𝑧" = 𝐵𝑞" cos 𝑞 − 𝐵𝑞′ଶ sin 𝑞 (11) 

Then the position of load's centroid (xp,yp,zp) can be 
described   as Equation (12)~(14), where the origin of 
load's coordinate system is the boom tip. 

𝑥௣ = 𝑙𝑠𝑖𝑛𝜓𝑐𝑜𝑠𝜑 (12) 
𝑦௣ = 𝑙𝑠𝑖𝑛𝜓𝑠𝑖𝑛𝜑 (13) 
𝑧௣ = −𝑙𝑐𝑜𝑠𝜓      (14) 

According to Equation (12)~(14), the equations of 
rotary motion about ψ, φ are described as Equation (15), 
(16), where x”, y”, z” is the acceleration at the boom tip 
described in Equation (9)~(11). 

𝜓" = −
1

𝑙
(2𝑙ᇱ𝜓′ − 𝑙𝜑′ଶ𝑠𝑖𝑛𝜓𝑐𝑜𝑠𝜓 + 𝑔𝑠𝑖𝑛𝜓

+ 𝑐𝑜𝑠𝜓𝑐𝑜𝑠𝜙𝑥"
+ 𝑐𝑜𝑠𝜓𝑠𝑖𝑛𝜙𝑦" + 𝑠𝑖𝑛𝜓𝑧")

(15) 

𝜑" = −
1

𝑙𝑠𝑖𝑛𝜓
(2𝑙ᇱ𝜑ᇱ𝑠𝑖𝑛𝜓 + 2𝑙𝜑ᇱ𝜓ᇱ𝑐𝑜𝑠𝜓 

− 𝑠𝑖𝑛𝜑𝑥" + 𝑐𝑜𝑠𝜑𝑦")
(16) 

3 Simulation with crane testbed 

3.1 Configuration of crane testbed 

In the previous chapters, the sway suppression 
algorithm and the crane dynamic model were described. 

In order to confirm these above, a crane experiment 
testbed has been made as shown in Figure 6. 

Table 1 shows the specifications. The crane testbed 
has three electric motors for swing, boom and hoisting, 
and these motors has the encoder for measuring a motor 
angle and angular velocity. For holding the posture, the 
boom and hoisting motors are connected to the winches 
driven by the worm wheels. 

Table 1. Specification of a crane experiment testbed 

Specification 
Boom length 1.0 m (parallel link) 
Load 400.0 g  (30.0*50.0*80.0mm) 

Swing Motor Max angular velocity 135.0 deg/s 
Boom Motor Max angular velocity     6.8 deg/s 
Hoist Motor Max angular velocity   32.6 deg/s 

Camera DFK Z30GP031 (30 fps) 

Figure 6. Crane experiment testbed 

Here, a camera is mounted on the boom tip to measure 
the centroid of the load. The boom is composed of the 
parallel link so that the camera faces perpendicular 
downward regardless of the boom angle. Figure 7 shows 
the relationship of the coordinate of system between 
crane and camera. The xy coordinates of the camera (xcam, 
ycam) are expressed as a state, which they are rotated by –
π/2 [rad] about z axis of the coordinate of crane and 
further by swing angle p. 

Figure 7. Camera coordinates 

3.2 Configuration of control system 

The control system configuration of the crane testbed 
is shown in Figure 8. This system has the crane testbed, 
a motor driver, an image processing PC for camera, a 
rapid controller which includes the crane dynamic model, 
and host PC for the rapid controller. These components 
are coupled and make one simulation system. The 
dynamic model in the rapid controller has been modelled 
as mathematical equations and implemented in 
MATLAB & SIMULINK models. The crane testbed is  
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Figure 8. System Configuration 

driven by the control signal, which outputted from the 
host PC via the rapid controller and the motor driver. In 
addition, the image acquired by the camera is sent to the 
image processing PC, and the xy coordinates of the load's 
centroid are calculated. 

(a) Velocity Pattern

(b) Locus of load’s centroid

Figure 9. Experiment results 

The xy coordinates are sent to the rapid controller for 
recording. The frame rate of the camera is 30 fps, and it 
is possible to calculate and output the coordinates of each 
frame in real time. 

3.3 Verification of sway suppression 

The sway suppression algorithm is verified in the 
crane testbed by applying the algorithm to the swing 
motor. The simulation conditions are shown in Table 2. 

Table 2. Simulation conditions 

Specification 
Wire 1 m fixed 

Boom Angle 60 deg fixed 
Swing Angle 90 deg swing 

Transport time 5 s 

(a) Velocity Pattern

(b) Locus of load’s centroid

Figure 10. Experiment results 
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First, it is confirmed whether the behaviour of the 
load of the crane testbed follows the crane dynamic 
model. The results of the experiment are shown in Figure 
9. The velocity pattern described in Figure 9 (a) is
inputted to the swing motor, and then the locus of the
load’s centroid is observed, as shown in Figure 9 (b), by
the camera on the boom tip.

Since this input pattern is not match the sway 
suppression algorithm pattern, it can be seen from the 
locus that the amplitude of the residual vibration ±60mm 
in the x direction and ±60mm in the y direction. 

By comparing the locus calculated by the equation of 
motion with the measured locus of the load, the crane 
dynamic model is considered to be sufficient, though 
there are slight error in the locus. This error is considered 
to be occurred since there are many parameters not 
included in the equation of motion such as the vibration, 
expansion and contraction of the wire. 

Next, the results of the experiment are shown in 
Figure 10 with inputting the sway suppression algorithm. 
The input pattern described in Figure 10(a) is inputted to 
the swing motor of the crane testbed, and then the locus 
of the load’s centroid is observed, as shown in Figure 
10(b).  

Comparing with the result in Figure 9 (b), the 
amplitude of the residual vibration in Figure 10(b) is 
suppressed well, where the amplitudes are ±13mm in the 
x direction and ±13mm in the y direction. This residual 
vibration is mainly caused by the centrifugal force. 

According to this experiment, the algorithm is also 
effective when it is applied only to the swing axis, if the 
posture change of crane is small during the acceleration 
and deceleration period. 

Future work will aim the development of the sway 
suppression algorithm which includes the compensation 
of the centrifugal force, using this simulation system. 

4 Conclusion 

In this research, an algorithm for the crane sway 
suppression was proposed, which based on the phase 
plane theory, and confirmed its effectiveness by applying 
to a crane experiment testbed, which composed of the 
electrical motors and the link mechanism. And also, the 
validity of the crane dynamic model was verified. 

According to the experimental results, it is confirmed 
that applying the algorithm only to the swing axis is 
effective, when the posture change of crane is small 
during the acceleration and deceleration period. 

In future work, the new sway suppression algorithm 
needs to be proposed, which includes the compensation 
of the centrifugal force by the swing motion, and verified 
by applying to the crane testbed.  
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Abstract – 

The energy consumption of a backhoe during 
digging operation is the sum of the energy due to 
earth pressure and backhoe motion. The authors' 
previous studies have revealed the earth pressure 
model on the arc trajectory, but not on the 
horizontal trajectory, which is often used in normal 
digging operation. Moreover, in order to optimize 
energy efficiency, a comparative experiment of 
energy consumption was carried out for the multiple 
excavation trajectories involving horizontal direction. 
However, since the theoretical model of earth 
pressure has not been completed, the experimental 
data obtained from the testbed is used as a reaction 
force. If it can be confirmed that the reaction force 
of the horizontal trajectory can be calculated with a 
theoretical value, the energy efficiency can be 
calculated from the excavation trajectory without 
experiment. In this study, the earth pressure model 
for the horizontal trajectory was confirmed, and the 
method for the evaluation of energy efficiency was 
verified using the theoretical values. 
Keywords – 

Backhoe; Digging force; Coulomb's earth 
pressure 

1 Introduction 
In recent years, autonomous construction machines 

have been developed due to the decrease in the working 
population and the deterioration of infrastructure. The 
automatic construction system for construction 
machinery is complicated by three-dimensional 
measurement, operation planning, electronic hydraulic 
control, etc. [1]. In the case of a construction machine 
that excavates sediment like a backhoe, automatic 
control is difficult because the reaction force affects the 
operation and the energy consumption of the machine. 
We have formulated the reaction force during digging 
operation based on Coulomb's earth pressure theory by 

observing the behavior of sediment in the bucket when 
the backhoe scoops sediment on the arc trajectories [2]. 
The energy consumption of a backhoe during digging 
operation is the sum of the energy due to earth pressure 
and backhoe motion, and the excavation efficiency was 
evaluated [3]. However, although the earth pressure 
model for the arc trajectory has been clarified, but not 
on the horizontal trajectory which is often used in 
normal digging operation. The earth pressure model for 
horizontal trajectories depends on the amount of 
sediment deposited on the upper side of the bucket. 
Therefore, it is necessary to consider the amount of 
sediment. In addition, in order to optimize energy 
efficiency, a comparative experiment of energy 
consumption was carried out for the multiple excavation 
trajectories involving horizontal direction [3]. However, 
since the theoretical model of earth pressure has not 
been completed, the experimental data obtained from 
the testbed is used as a reaction force. If it can be 
confirmed that the reaction force of the horizontal 
trajectory can be calculated with a theoretical value, the 
energy efficiency can be calculated from the excavation 
trajectory without experiment. In this study, we verified 
the earth pressure model for the horizontal trajectory 
and applied it to the calculation of the excavation 
energy. Using the sum of the energy due to earth 
pressure and backhoe motion, we evaluated the energy 
efficiency without any experiment. 

2 Overview of experiment system 
Figure 1 shows an excavation testbed used in this 

study. The mechanism consists of three axes: an X axis 
that moves horizontally, a Y axis that moves vertically, 
and an R axis that rotates the bucket. The backhoe 
excavation motion can be simulated by giving 
displacement and velocity to each axis. The sediment 
container installed at the bottom of the equipment is the 
same size as the drive range, and the wall on one side of 
the container is made of polycarbonate. This makes it 
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possible to observe sediment behavior during digging. 
The bucket made of stainless steel is designed on the 
1/14 scale of the actual machine, and a removable side 
plate is attached. Only the side plates are made of 
polycarbonate, and the behavior of the sediment in the 
bucket can be observed in the same way. Table 1 shows 
the parameters of the sediment used in this experiment. 

The dynamic friction angle between the sand and the 
bucket and the angle of repose were determined to be 23 
degree and 32 degree from the results of the basic 
experiment. 

 
Figure 1. Overview of excavation testbed 

Table 1. Parameters of sand 

 Max. Middle Min. 
density of sand [g/cm3] 1.731 - 1.433 

internal frictional angle [deg] 38.3 36.0 33.6 

3 Modeling Reaction Force 

3.1 Behavior during digging 
Figure 2 shows the excavation trajectory using an 

excavation testbed. The trajectory is arc penetrating and 
horizontally sweep. At the end, scoop with the arc 
trajectory. 

 
Figure 2 Digging trajectory for modeling 

The behavior of the sediment in the bucket was 
observed from the video that reproduced a series of 
excavation motions of the backhoe. From the result, it 
was found that it is necessary to divide the process as 
follows for formulation (Figure 3). 

 
Figure 3. Divided digging phases based on 
sediment behaviour 

 Beginning of digging 
 Former half of digging 
 Latter half of digging 
 Soil fall phase 
 Lifting of sediment 

The reaction force was formulated in each phase, 
and its validity was verified by comparison with the 
experiment result. 

3.2 Reaction Force Model 
It is known that the reaction force can be calculated 

with high accuracy by using a model of multiple 
triangles based on the Coulomb's passive earth pressure 
[4].  Based on this, the theoretical value of the reaction 
force was calculated using Coulomb's passive earth 
pressure. 

First, assuming the slip on the bucket surface, the 
passive earth pressure is calculated. Next, the passive 
earth pressure assuming slippage in the sediment is 
calculated until the trajectory of the bucket teeth reaches 
the angle of repose. The phenomenon that actually 
occurs in this section is the one where the value of the 
passive earth pressure is small. In addition, the amount 
of sediment deposited on the upper side of the bucket is 
required to determine the passive earth pressure. The 
calculation of passive earth pressure is greatly affected 
by the accumulated sediment. From the observation 
results and the reaction force measurement results, it 
was assumed that sediment did not accumulate during 
the intrusion and 0.7 times the swept volume by the 
bucket accumulated after reaching the horizontal 

(1) Beginning of digging (2) Former half of digging

(3) Latter half of digging (4) Sediment fall phase (5) Lifting of Sediment

sediment fall

slip line

sediment motion
direction

slip line

slip line

sediment motion
direction

sediment motion
direction

slip line
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trajectory. Furthermore, the shape of the deposited 
sediment was calculated from the slip line shape in the 
sediment. This assumption makes it possible to calculate 
the increase in the reaction force when sweeping 
horizontally. When the trajectory of the tooth tip 
exceeds the angle of repose, sand collapses in the space 
below the tooth, and the sediment above the tooth 
begins to flow downward. At this time, active earth 
pressure is generated. And the reaction force becomes 
even smaller than the active earth pressure. When the tip 
of the tooth comes to the ground, the horizontal 
component of the reaction force disappears and the 
vertical component becomes the weight of sand in the 
bucket. However, since the amount of sediment in the 
bucket is unknown, it is set to zero in this model. 

4 Excavation reaction force measurement 
experiment and simulation 

4.1 Reaction force measurement 
In order to evaluate the validity of the reaction force 

model during digging, the measurements were carried 
out using an excavation testbed. The reaction force of 
the trajectory shown in Figure 2 was measured and a 
video was recorded. An analysis was performed based 
on the behavior of the sediment at this time. A 6-axis 
force sensor attached to the bucket root was used to 
measure the excavation reaction force. At this time, the 
weight of the bucket etc. is corrected. Figure 4 shows 
the horizontal and vertical components Fh and Fv in 
absolute coordinates of the measured reaction force, and 
the coordinate system of Fhr and Fvr based on the bucket 
bottom. These transformations are calculated using the 
rotation matrix. 

 
Figure 4. Coordinate system of reaction force 

4.2 Comparison of excavation reaction force 
For verification of the reaction force model, the 

difference between the theoretical value and the 
measurement result was compared. Figure 5 shows the 
horizontal component of the measurement result and 
theoretical value of the excavation reaction force, and 

Figure 6 shows the vertical component.  

 
Figure 5 Reaction force comparison of horizontal 
direction 

 
Figure 6 Reaction force comparison of vertical 
direction 

From this result, it can be seen that the passive earth 
pressures until the tip of the tooth reaches 240 mm are 
approximately the same. The reaction force increase 
after 200 mm occurs in the phase of lifting the sediment. 
This is caused by contact between the sediment and the 
outside of the bucket. Since the trajectory does not 
contact the earth and sediment with the outside of the 
bucket, it is considered that the sediment that fell from 
the surroundings come into contact with the bucket. 
Ideally, there is no sediment on the trajectory, so the 
model does not consider this effect. Active earth 
pressure occurs at the tip of the tooth between 280 mm 
and 290 mm. The value of active earth pressure is very 

0

2

4

6

8

10

12

0 100 200 300 400

Ho
riz

on
ta

l F
or

ce
 N

Bucket Teeth Position X m

Measured value Theoretical value

-8

-6

-4

-2

0

2

4

6

0 100 200 300 400

Fo
rc

e 
N

Bucket Teeth Position X m

Measured value Theoretical value

591



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

small and is mostly controlled by the weight of 
sediment in the bucket. Approximately 300 mm, the tip 
pf the tooth reach the ground. The vertical component of 
the reaction force is adjusted by the weight of the 
passive earth pressure inside the slip line. However, it 
can be seen that the theoretical value is larger than the 
measurement result because the weight inside the slip 
line is large. 

5 Backhoe energy consumption 

5.1 Backhoe modeling 
The backhoe attachment consists of three axes: 

boom, arm, and bucket, and is driven by a hydraulic 
system. Since each joint rotates as the hydraulic 
cylinder expands and contracts, it can be treated as a 3-
link manipulator. Figure 7 shows the model when the 
boom drive is used as the origin. However, L3 is the 
distance from the bucket joint to the point of action of 
the reaction force. In this research, the trajectory is 
generated so that the bucket attitude is uniquely 
determined for the excavation trajectory. By 
determining the angle of the third joint of the bucket, 
the remaining joint angles are derived by inverse 
kinematics. 

 
Figure 7. Kinematic model of backhoe 

5.2  Energy consumption calculation 
The work performed by each joint is represented by 

the product of joint displacement and torque. Energy is 
output when the rotation direction of the joint and the 
direction of receiving torque are different, but in the 
same direction, energy is received from the outside. 
However, in reality, torque is generated to keep the joint 
at the target angle. For this reason, the joint outputs the 
torque to oppose even if it receives a torque so as to 
receive energy. It is output as energy and consumes the 

energy that it should have received. This is called 
negative energy [5]. Therefore, in order to obtain the 
work, it is necessary to integrate the absolute value of 
the product of joint displacement and torque.  

Since, the work required for the link to operate is 
represented by the sum of earth pressure and backhoe 
motion, the work required in the link model is expressed 
by Equation (1). 

|∆𝜃𝜃𝑇𝑇𝜏𝜏𝑒𝑒𝑒𝑒𝑒𝑒| = �|∆𝜃𝜃𝑘𝑘||𝜏𝜏𝑒𝑒𝑒𝑒𝑒𝑒 𝑘𝑘| + |∆𝜃𝜃𝑘𝑘||𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚ℎ 𝑘𝑘|
3

𝑘𝑘=1

 (1) 

Negative energy is generated depending on the 
posture of the link, the direction of travel, and the 
direction of external force. Therefore, the excavation 
starting point where negative energy is not generated as 
much as possible can maximize energy efficiency. 

5.3 Excavation simulation 
The factors that affect the reaction force are the 

attitude of the bucket and the excavation depth. 
Therefore, in order to reduce the reaction force during 
excavation and increase energy efficiency, it is known 
that the excavation depth should be as small as possible 
and the bucket during digging should be tilted. In the 
past research [3], excavation trajectories with these 
characteristics were generated, but since the theoretical 
model of reaction force was not completed, the 
experimental data obtained from the testbed was used as 
reaction force. In this research, the excavation 
efficiency was evaluated from the simulation results 
using the earth pressure model with horizontal trajectory 
described in Chapter 4.2. 

The excavation trajectory applied for the simulation 
is shown in Figure 2, and the trajectory conditions are 
shown in Table 2. In order to excavate a certain amount 
of sediment, the volume to be excavated before lifting 
must be greater than the bucket volume. For this reason, 
the ratio of the excavation volume Ss and the bucket 
volume Sb was used as the trajectory parameter. Two 
patterns of excavation trajectories were created by 
combining excavation depth and excavation volume.  

This is the same trajectory as when the experimental 
data was used as a reaction force in the past research [3]. 
Therefore, the experimental results are shown in Table 3 
for comparison with the simulation. This is the result of 
a partial revision of past research. According to the 
experimental result, the energy consumption of Test 
case 1 and Test case 2 is almost the same. This result is 
the energy consumption generated by the testbed when 
the excavation trajectory is applied, and is not the result 
converted to the actual scale shown in Chapter 5.2. 

Simulations were performed for each trajectory to 
confirm the effectiveness of the method that consumes 
less energy. The simulation was carried out with the 
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value converted to the actual backhoe scale. The 
simulation results are shown in Table 4. Test case 1 is a 
"long and shallow" orbit, and test case 2 is a "deep and 
short" excavation trajectory. 

Table 2. Trajectory conditions 

Test 
case Ss / Sb l mm d mm Scooping  

velocity mm/s 
1 2 208 23.5 20 
2 1 47.5 33.5 20 

Table 3. Experimental results of scooping [3] 

Test 
case 

Scooped 
soil [g] 

Works 
[J] 

Energy 
efficiency 

[g/J] 
1 486 2.97 164 
2 450 2.99 151 

Table 4. Simulation results 

Test 
case Work ratio 

Works ratio 
 by earth 
pressure 

Work ratio 
with gravity  

1 1 1 1 
2 0.486 1.099 0.408 

From the simulation results, it is found that the 
backhoe consumes less energy under the condition 2 
where the excavation depth is deep and the horizontal 
distance is short. The energy consumption at the tooth 
tip position during excavation is shown in Figure 8. The 
integral of this value becomes the energy consumption 
during excavation. It can be seen that Test1 consumes 
less energy at the same position than Test2, but the total 
energy is larger. This is because the excavated distance 
is long. It is considered that the influence of negative 
energy became large due to the long excavation distance. 
The energy consumption due to earth pressure has 
almost the same result. The experimental results in 
Table 3 show the energy consumption only by earth 
pressure, but both trajectories have the same energy 
consumption, and the simulation results and the 
experimental results show the same tendency. From this 
result, it can be said that it is possible to compare the 
energy efficiency with theoretical values.  

 
Figure 8. Energy consumption simulation result 

The energy consumption due to the earth pressure is 
shown in Figure 9. As for the energy consumption due 
to the earth pressure, the maximum value of Test case 2, 
which is deep in the excavation trajectory, is large. It 
was also confirmed that the negative energy generation 
condition changes depending on the excavation start 
position, and the energy consumption changes. However, 
the energy consumption is about the same. The energy 
consumption due to the mechanism of the backhoe is 
shown in Figure 10. The energy due to the backhoe 
mechanism is more than twice as large in Test case 1 as 
in Test case 2. Under the condition that the distance to 
sweep horizontally is long, it is found that the energy 
consumption increases due to the negative energy.  

 
Figure 9. Energy consumption from earth 
pressure 
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Figure 10. Energy consumption from link 
mechanism 

6 Conclusion 
From the analysis results of the reaction force using 

the testbed, the excavation reaction force in the 
horizontal trajectory, which is often used in digging 
operation, was formulated. It was confirmed that the 
theoretical values of the formulated model and the 
experimental results were almost the same. The energy 
efficiency in two patterns of excavation trajectories was 
evaluated using the newly derived earth pressure model. 
Regarding the energy consumption due to earth pressure, 
the results of simulation and experiment showed the 
same tendency. From this result, it was shown that the 
energy efficiency of the excavation trajectory can be 
evaluated by using the theoretical value. In the 
evaluation results of the excavation efficiency based on 
the theoretical value, the energy efficiency of the short 
excavation trajectory was good because of the energy 
consumption by the mechanism. 
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Abstract – 
In the construction industry, continuous 

monitoring of actions performed by construction 
machinery is a critical task in order to achieve 
improved productivity and efficiency. However, 
measuring and recording each individual 
construction machinery’s actions is both time 
consuming and expensive if conducted manually by 
humans. Therefore, automatic action recognition of 
construction machinery is highly desirable. Inspired 
by the success of Deep Learning approaches for 
human action recognition, there has been an 
increased number of studies dealing with action 
recognition of construction machinery using Deep 
Learning. However, those approaches require large 
amounts of training data, which is difficult to obtain 
since construction machinery are usually located in 
the field. Therefore, this paper proposes a method for 
action recognition of construction machinery using 
only training data generated from a simulator, which 
is much easier to obtain than actual training data. In 
order to bridge the feature domain gap between 
simulator-generated data and actual field data, a 
video filter was used. Experiments using a model of 
an excavator, one of the most commonly used 
construction machinery, showed the potential of our 
proposed method. 

Keywords – 
Action recognition; Deep learning; Video filter; 

1 Introduction 
In the construction industry, expenses related to 

heavy equipment, such as construction machinery, 

Figure 1. Simulator environment used in our proposed 
method (Vortex Studio [2]) 

occupy large portions of the overall budget. Improving 
productivity and efficiency at construction sites is an 
important issue, and therefore, particular care has been 
attributed to the monitoring of such construction 
machinery. By obtaining and maintaining the time and 
costs required to complete a task, a more efficient 
construction plan can be made [1]. Traditionally, 
monitoring, consisting of recognizing and recording the 
actions performed by construction machinery, was 
conducted manually by the site manager’s observations 
at the construction site [3]. This involved high costs and 
time. Therefore, automatic action recognition of 
construction machinery is highly desirable.  

Previous works dealing with the action recognition of 
construction machinery either employed added sensors 
onboard the machinery, such as GPS [4], or employed 
sensors positioned on the construction sites, such as 
cameras [5]. Approaches using cameras, which consist in 
placing several cameras in the construction site and 
recording the machinery at work, are especially 
appealing since they do not require modifications on the 
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construction machinery. Furthermore, inspired by the 
success of Deep Learning methods for Computer Vision-
based approaches to human action recognition [6][7], 
several works have also managed remarkable results for 
the action recognition of construction machinery using 
Computer Vision and Deep Learning [8][9].  

However, one of the major practical drawback of 
Deep Learning approaches is that a large amount of 
training data is required. Obtaining large amounts of 
training data is a tedious task. This was alleviated in some 
part for human action recognition thanks to the advent of 
the Internet and open-access data but it is not the case 
regarding specific targets such as construction machinery, 
which comes in a plethora of shapes and forms. High 
costs, in logistics, in manpower and in time, can be 
reasonably expected in order to obtain the training data 
appropriate for action recognition of construction 
machinery.  

On the other hand, generating such training data 
using a simulator, illustrated in Figure 1, is comparatively 
easier: only a human operator to control the virtual 
construction machinery and a computer to run the 
simulator is needed. Therefore, the objective of the 
present paper is to conduct action recognition of 
construction machinery using Deep Learning based on 
training data obtained from a simulator.  

Since the simulator differs too much from real 
construction sites to allow directly learning the features 
required for action recognition, a video filter is 
introduced in order to force a common ground between 
the data generated in the simulator and the data collected 
in actual construction sites. 

2 Action Recognition of Construction 
Machinery based on Simulated 
Training Data 

2.1 Concept 
Training a model using training data generated from 

a simulator is not effective for action recognition of 
construction machinery at actual construction sites. This 
is because the training data would not be appropriate for 
the task at hand. This would be akin to train a model to 
distinguish pictures of dogs and cats and then testing it 
on pictures of cows. More generally, the features that 
could be extracted by the model from the feature space 
defined by the training data generated from the simulator 
do not match the features contained in the data collected 
at actual construction sites. Simply put, the construction 
machinery in the simulator does not look like real 
construction machinery. 

 
 

 
Figure 2. Overview of proposed method. 

 
 
In such situation, a couple of options can be 

considered. Increasing the amount of training data, in a 
Big Data fashion, or a Data Augmentation approach 
could be considered. This would allow to expand the area 
of the feature space covered by the training data and 
hopefully encompass the desired portion of the feature 
space. However, in our case, this would have little hope 
to succeed since no matter the amount of additional 
training data generated from the simulator, the training 
data would still differ from the data collected at actual 
construction sites. Another option would be to attempt to 
bias the training data towards data collected at actual 
construction sites. To do so, domain adaption methods, 
i.e., using unlabeled data collected at actual construction 
sites in the training, or improvements to the simulator to 
match more closely actual construction sites can be 
considered. However, the former usually involves strong 
priors and expensive field data collection and the latter 
involves tedious software development. 

The concept of the proposed method in this paper is 
a different approach: since the learning is hindered by a 
mismatch between the training data and the data collected 
at actual construction sites, the idea is to transform both 
of them into a third feature domain, which would be 
neither the feature domain of the simulator-generated 
training data nor of the data collected at actual 
construction sites. The introduction of a third feature 
domain would allow to bypass the previously mentioned 
issues related to trying to skew one domain towards 
another since the destination domain would be set 
independently of the available data. 

An overview of the proposed method is shown in 
Figure 2. First, training data for action recognition of 
construction machinery is generated using a simulator. 
Then, both the training data generated from a simulator 
and the  are transformed using a video filter. After this, 
the model for action recognition is trained on the 
transformed simulator training data and finally tested on 
the transformed data collected at construction sites. 
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Figure 3. Learning model used in our proposed 
method consisting of a CNN coupled with LSTM. 

2.2 Training Data Generating using a 
Simulator  

The most ideal training data for construction 
machinery action recognition is the data collected at 
actual construction sites, i.e., labeled data of the 
construction machinery working at the actual 
construction site. However, it is practically difficult to 
collect and label a large amount of data at the actual 
construction site. Therefore, in this study, Vortex Studio 
[2], which is a real-time simulator for mechanical system 
operation, is used to generate training data. A model of 
an excavator, one of the most commonly used 
construction machinery, is considered as shown in Figure 
1. 

In this study, RGB video data is used as input data, 
i.e., video of the construction machinery working.
However, it is known that RGB data is easily affected by
the background and camera viewpoint. Therefore, a
background was created with only soil around the
excavator. Moreover, the training data was generated
from multiple camera viewpoints.

Concretely, to generate the training data, the camera 
viewpoint was first fixed while the excavator was moving 
in Vortex Studio and the excavator operation was 
conducted by human using a controller. The process was 
repeated several times with different camera viewpoints 
and different actions to generate training data. 

2.3 Transformation to third Feature Domain 
using a Filter 

In this study, the training data, generated from a 
simulator, differs from the data collected at actual 
construction sites. There is therefore a domain gap 
between the data used to train the model and the data used 
to test the model: the model trained in one domain cannot 
accurately conduct inference on the other domain. The 
concept of the proposed method is to match those two 
data on an independent third domain, where both would 
be similar.  

The most obvious disparity between the data 
generated from a simulator and the data collected at 
construction sites is their appearance: they simply do not 
look alike and are easily differentiable. The differences 

Figure 4. Examples of excavator action classes:     
(a) Digging; (b) Piling; (c) Turning

mainly lie in color and texture: the simulator environment 
noticeably lacks the color modulations and textured 
appearance of surfaces compared to the real world. In 
order to erase those differences and basically make both 
the data generated from a simulator and the data collected 
at construction sites similar, an edge video filter is used. 
This edge filter is applied to both the training data 
generated from a simulator and the data collected at 
construction sites.  

2.4 Action Recognition Learning Model 
For action recognition, Deep Learning approaches 

such as using Convolutional Neural Network (CNN) and 
Long Short Term Memory (LSTM) [10] or a method 
using 3D CNN [11] has been recently used, and these 
methods using deep learning have higher accuracy of 
action recognition than other methods.  

In this study, CNN and LSTM are used as network 
framework. CNN is a network which middle layer is 
composed of convolutional layer and pooling layer and 
extracts a feature map containing spatial information. 
LSTM is a network suitable for time sequence data and 
capable of learning long-term dependency. Therefore, by 
using CNN and LSTM, it becomes possible to recognize 
the motion of the construction machinery that considers 
spatial information and temporal information at the same 
time.  

The proposed network architecture is shown in 
Figure 3. First, from each training data video sample, 
recorded at 30 fps, each frame of RGB data is extracted. 
Next, the extracted RGB data is resized to a size of 
298×298×3. Resized RGB data is inputted to the CNN 
and features are extracted. The CNN network used in this 
study uses a trained model called Inception V3 [12] pre-
trained on over 1 million images. After that, the result of 
feature extraction from Inception V3 is inputted into 
LSTM. LSTM consists of three layers and classifies 
action labels in the softmax layer. 
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3 Experiments 
In experiments, an excavator was selected as target 

for action recognition since it is one of the most 
commonly used construction machinery. Furthermore, 
action recognition was narrowed down to 3 action 
classes: digging, piling, and turning. 

Training data was generated from four viewpoints 
using Vortex Studio simulator according to the procedure 
in Section 2.2. As a result, about 60 videos segments at 
1920×1080 resolution and 30fps were generated for each 
action class. The average video duration is 7s, with the 
shortest being 4s and the longest being 13s.  

The CNN and LSTM network in this study for action 
recognition was trained for 150 epochs using a batch size 
of 32 with the Adam optimizer. 

Two test datasets were considered. The first test 
dataset was generated from the simulator with the same 
procedure as for the training data for the purpose of 
providing a baseline in ideal learning conditions. We 
generated about 20 video segments for each action class. 
The second test dataset corresponds to actual data 
collected at construction sites, i.e., real world test data. 
However, since we were unfortunately not able to gain 
access to actual construction sites, we opted instead to 
use a remotely controlled scale model excavator. At that 
time, we created a background environment similar to the 
simulation environment, then filmed the excavator work 
from four different angles and generated about 20 video 
segments for each action class. 

Regarding the edge video filter, the sketch filter of 
the open source video editing software Shotcut [13] was 
used.  

The following experiments were conducted: 

• (A1) CNN+LSTM trained on simulator-generated
training data and tested on simulator-generated test data. 

• (B1) The proposed method trained on simulator-
generated training data and tested on simulator-generated 
test data. 

• (A2) CNN+LSTM trained on simulator-generated
training data and tested on real world test data. 

• (B2) The proposed method trained on simulator-
generated training data and tested on real world test data. 

The performance was evaluated by calculating the 

classification accuracy defined as the ratio of the number 
of correctly classified samples 𝑛correct  over the total
number of samples in the test dataset 𝑁samples.

accuracy =  
𝑛correct

𝑁samples

∗ 100 (1) 

Figure 5. Effects of applying a video filter: both the 
data generated from a simulator (a) and real world data 
(b) have their differences suppressed.

Figure 6. Average testing performance over 3 training 
runs of (A1) CNN+LSTM on simulator testing data, (B1) 
proposed method on simulator testing data, (A2) 
CNN+LSTM on real world test data and (B2) proposed 
method on real world test data. 3 action classes were 
considered. Error bars correspond to one standard 
deviation. 

4 Results and Discussions 
Figure 5 shows the simulator-generated data and the 

real world data along with the output after applying the 
filter. It can be noticed that most apparent features 
enabling differentiation have been successfully 
suppressed and that both data look very similar. 

 Results regarding action recognition performance 
are reported on Figure 6. 

 In experiments (A1) and (B1), when the training data 
and the test data are both generated from the simulator, it 
can be seen that both the proposed method and 
CNN+LSTM have high performance, exceeding 90%. 
This indicates that learning was successful. The proposed 
method achieved a slightly better performance at 92.3% 
accuracy. This is due to the fact that in our proposed 
method, the model learns on the training data on which 
the video filter was applied: this is simpler than learning 
directly from RGB.  

In experiments (A2) and (B2), both CNN+LSTM and 
the proposed method were trained on the simulator-
generated training data but testing was conducted with 
real world test data. It can be first noticed that both suffer 
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drop in performance. CNN+LSTM’s accuracy dropped 
from 90.3% to 32.8%. Since 3 action classes were 
considered in our experiments, this is equivalent to 
random classification and it can be concluded that 
learning an appropriate model has failed. This illustrates 
the previously mentioned need for training data matching 
test data for successful learning of classification features 
in Section 2.1. On the other hand, the proposed method 
obtained an average performance of 53.7%. While there 
is still a performance drop, the proposed method 
managed to significantly perform better than a random 
classifier. This indicates that the introduction of a video 
filter allowed a performance gain of over 20%. This 
likely points out that the filter was successful in matching 
the simulator training data and real world data onto a 
similar domain.  

5 Conclusion 
A method to conduct action recognition of 

construction machinery from simulator-generated 
training data using a video filter was proposed. The 
differences between simulator data and real world data 
which prevented learning a successful model were 
suppressed by the use of a filter and allowed an accuracy 
increase of over 20%, effectively allowing the model to 
learn features for classification and not fail into a random 
classifier. 

 Experiments reported in this paper are still 
preliminary and served to demonstrate the potential of 
shifting the learning problem into a third domain. In the 
future, we plan investigate the effects of training data size 
and search for more suited filters for action recognition 
in order to improve performance. Incorporating the filter 
into the learning process, to learn a filter optimized for 
action recognition in parallel to the action recognition 
itself, is also considered. 
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Abstract –
Clogging is one of the main risks when slurry 

shield tunneling in the mixed ground condition 
containing clayey soils. Severe consequences, such as 
instability in the excavation face and high cutter wear, 
may occur if the shield machine operators don’t take 
specific measures to eliminate clogging. Therefore, 
early warning of clogging during one ring excavation 
becomes essential for the safety of tunneling. The 
currently available methods to judge the clogging 
risks focus mainly on field engineer experience, which 
seems arbitrary sometimes. In this paper, an 
automatic self-updating machine learning approach 
is proposed to realize the real-time early warning of 
clogging. More specifically, the random forest is 
employed with several minutes (e.g. 2 min at the 
beginning of one ring excavation) of tunneling 
parameters as input. When one ring has been finished, 
it will become a new training sample to update the 
model via randomized parameter optimization. With 
the case study of Nanning metro line 1, it’s found that 
the self-updating mechanism is beneficial for better 
judgment of clogging, and 4 minutes tunneling 
parameters (24 samples) are suitable for early 
warning. The model can achieve an accuracy of 95% 
in the mixed ground condition. Meanwhile, in 
comparison with the other machine learning 
approaches is also discussed. With the training data 
set updating mechanism, the RF model can use less 
tunneling data to realized the clogging prediction. 
According to the feature importance result, the 
variation of cutterhead torque is essential for clogging 
prediction. 

Keywords – 
Shield tunneling; Clogging; Early warning; 

Random forest; Self-updating 

1 Introduction 
Shield tunneling in clayey soils is frequently 

obstructed by clogging problems, both for earth pressure 
balanced (EPB) tunnel boring machine (TBM) and slurry 

pressure balanced (SPB) tunnel boring machine [1,2]. 
The clogging problem will trigger risks during tunneling 
construction, such as slower tunneling efficiency[3], 
instability of tunnel face[4], higher wear of cutterhead[5], 
etc. As a typical kind of clayey soil, mudstone has a high 
potential to result in a clogging problem[4]. Several 
projects in China have been encountered with clogging 
problems in mudstone rich area, for example, Wuhan 
Sanyang cross-river road tunnel[6], the metro tunnel line 
1&2 in Nanning city[7], Nanchang metro line 1[8], 
Nanjing Yangze river tunnel[9]. The filed experience 
indicates that it’s difficult to maintain the normal 
tunneling state in mudstone rich area, especially for the 
mixed ground containing mudstone. 

Clogging is induced by the stickiness of the excavated 
clayey soil, which can be influenced both by the clay 
mineralogy and the slurry flow behavior [2,10]. There are 
several laboratory tests have been presented for 
evaluating the clogging potential of one certain kind of 
soil and slurry flow behavior [2,10–12], which brings out 
some directly or indirectly methodologies for clogging 
judgment. These clogging elevation methods rely on the 
soil properties and most of them focused on either sand 
or clayey soils, which has a limitation in mixed ground 
conditions[2,13]. Moreover, there is still a lack of early 
warning methods for clogging during the tunneling 
process. 

The criteria to evaluate clogging potential mainly 
focused on the soil properties but pay little attention to 
the slurry or foam properties well as shield driver 
operations in shield tunneling process[14]. When SPB 
shield tunneling in the mixed ground containing 
mudstone, it is difficult to determine whether clogging 
occurs only rely on the geological conditions. Therefore 
it is crucial to develop an early warning approach for 
clogging both based on the geological conditions and 
tunneling parameters. The data-driven approach, such as 
the random forest (RF) method, seems appropriate in the 
tunneling process. The clogging state can be regarded as 
an abnormal tunneling situation, thus it can be considered 
as a binary classification problem. RF algorithm for the 
development of descriptive and predictive data-mining 
models has become widely accepted in engineering 
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applications, promising powerful new tools for practicing 
engineers [15]. 

Kohestani et al.[16] presented an RF-based model for 
prediction of seismic liquefaction potential of soil based 
on the cone penetration test data, and the proposed RF 
models provide more accurate results than the artificial 
neural network (ANN) and the support vector machine 
(SVM) models. Zhou et al.[17] employed eleven 
algorithms to predict the rockburst classification and 
found the RF achieved the best result. The above-
mentioned applications of the RF-based classification 
model are all static models. They employed well-trained 
RF models for all test data sets, which is not suitable for 
the shield tunneling process. As a real-time early warning 
model for clogging, the proposed model should be 
trained via as few rings as possible and is supposed to 
realize self-updating as new rings have been finished. As 
a result, a training data set updating mechnism will be 
designed in this paper to realize the real-time early 
warning of clogging risk in SPB shield tunneling. 

The remainder of the paper is organized as follows: 
In section 2, we introduce the real-time early warning 
model based on RF. In section 3, the case study in 
Nanning metro will be presented. The impact of training 
data set updating mechanism will be discussed in section 
4 before presenting the conclusions. 

2 Real-time early warning of clogging 
risks based on RF 

Figure 1 shows the process for real-time early 
warning of clogging risks with training data updating 
during shield tunneling construction. Suppose there are L 
rings in total for a tunnel section, and the shield machine 
is going to tunneling at the ring #i ( i L ). Firstly, we 
select N minutes tunneling data at the beginning of each 
i-1 rings as the early warning input feature
( 0.5,1,2,3N = ) and take the i-1 rings clogging state as
output, which will be composed as the training data set.
Secondly, the ith clogging prediction model is trained
with the above training data set, whose hyper-parameters
are determined by the 5-fold cross-validation and
randomized search[18]. Then, the proposed prediction
model is used to predict the clogging state of ring #i via
the N minutes tunneling data at the beginning of the ith
ring. Finally, when the ring #i has been finished, we will
determine the real clogging state for the ith ring based on
the above mentioned three criteria. Moreover, the
training data set will be updated by adding the input
feature and clogging state of ring #i. This process will
continue until the tunneling section has been finished.

Figure 1. Flow chart for real-time early warning of 
clogging with training data updating 

Random forest (RF) is an ensemble learning method 
for classification that operates by constructing a large 
number of decision trees at training time and outputting 
the class that is the mode of the classes of the individual 
trees[19]. As illustrated in Figure 2, samples and features 
are randomly selected from the data set using the 
bootstrap aggregating method. Therefore, many sub-
samples are created by choosing random features with 
replacement. Then each decision tree will be trained on 
the sub-sample and the final class (clogging or normal) 
will be determined by averaging the probabilistic 
prediction of all the trees. Several hyper-parameters in 
the RF will be determined by cross-validation, such as 
the number of trees in the forest ( _n estimators ), the 
maximum depth of the tree ( max_ depth ), etc. To 
improve the training efficiency during shield tunneling 
construction, the randomized search strategy is employed 
instead of the traditional grid search method. This 
strategy implements a randomized search over the hyper-
parameters, where each setting is sampled from a 
distribution over possible hyper-parameter values. 

Suppose L rings in total, and
now tunneling at ring #i

N minutes tunneling data are
selected for early warning
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Training set: i-1 rings data with
N minutes of tunneling data as

input feature, i-1 rings clogging
state as output
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Figure 2. Schematic diagram of random forest 
classifier  

3 Case study in Nanning metro 

3.1 Project Overview 
Nanning metro line 1 is the first metro line with twin 

tunnels in Guangxi province. The section of left line in 
Nanning Metro Line 1 between Bai Cang Ling Station 
and Railway Station (BR section) is 1209 m (806 rings in 
total with segment width of 1.5 m), which is encountered 
with the mixed ground condition of mudstone and round 
gravel and is thus selected as a case study. As a massive 
of sensitive adjacent buildings along the tunnel section, 

shown in Figure 3 (a), the BR section was excavated with 
a Herrenknecht SPB shield machine with a diameter of 
6.28 m. 

The tunnel in the BR section is surrounded by 
complex geological and hydrological conditions. The 
tunnel passing through geological profiles (illustrated in 
Figure 3 (b)) are mainly round gravel, mudstone, and 
sand, which are shown in different colors in Figure 3 (b). 
The mixed ground containing mudstone locates around 
ring # 120 to ring # 220, and ring # 283 to ring # 470. A 
total of 36 boreholes have been drilled to obtain the 
geotechnical characteristics of the soils found along the 
BR section (refer to Table 1). The distance between the 
ground to the tunnel crown ranges from 14 m to 22 m, 
while the distance between the underground water table 
to the tunnel crown is about 1.5m to 9m. The round gravel 
is saturated in the BR section, which mainly consists of 
gravel with a small number of pebbles (Figure 4 (a)). The 
average content of particles with a grain size of 2-20mm 
is 52.8%, and the average content of particles with a grain 
size greater than 20mm is 25.3%. The inter-particle 
filling is mainly medium and coarse sand. The round 
gravel has a very strong permeability coefficient of 90 
m/d. In contrast, the mudstone (Figure 4 (b)) has a small 
permeability coefficient of 0.01 m/d, as listed in Table 1. 
Figure 4 (c) illustrates the grain size distribution of 
mudstone samples obtained in the BR section. It can be 
found that the grain size of mudstone is almost smaller 
than 0.1 mm and there are about 64% of particles with a 
grain size smaller than 0.005 mm. 

Figure 3. Schematic illustration of BR section of Nanning metro line 1, (a) plan view and parts of adjacent 
buildings, and (b) cross-section view. # 100 means ring # 100 in the left line 
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Table 1. Geotechnical characteristics of round gravel and 
mudstone in the BR section 

Soil 
  c  K

g/cm3 kPa ° m/d 

Round gravel 2.05 0.27 0.0 35.0 90 

Mudstone 2.15 0.20 90.0 21.0 0.01 

Figure 4. Borehole results of (a) round gravel and
(b) mudstone, and (c) grain size distribution curve
 of mudstone in the BR section

According to the classification diagram raised by F. 
S. Hollmann and Thewes[1], the mudstone in the BR
section is in the form of lumps, this may cause massive
clogging because large lumps of this clay could form
blockages in critical flow paths of an SPB shield machine.
What’s worse, to keep tunnel face stability of the water-
rich round gravel, the marsh funnel viscosity of the slurry
used in the SPB ranges from 24s to 32s, which has made
the excavated material more easily clog at the opening of
the submerged wall between the excavation chamber and
the working chamber, as demonstrated in Figure 5.

Figure 5. (a) clogging situation observed by 
opening the excavation chamber and (b) high 
wear of cutters 

3.2 Data Description 
The tunneling parameters in the BR section are 

recorded via the programmable logic controller (PLC) 

every 10 seconds. There is a total of 666 complete ring 
data that will be analyzed in this study. Four kinds of 
tunneling parameters are selected for clogging prediction, 
which are the difference ( SP ) between slurry pressure 
in the excavation chamber (SPE) and slurry pressure in 
the working chamber (SPW), the cutterhead torque 
(TOR), total thrust (THR), penetration rate (PR). The 
SPE and SPW are measured by pressure sensors locating 
at the spring line of both chambers. To elevate the 
influence of mudstone, a mixed ratio   [4] is defined as 
Eq. (2).  

=SP SPW SPE − (1) 
/mH D = (2) 

where mH is the mudstone thickness in the tunnel 
excavation face and is determined by the geological 
report. D  is the SPB cutterhead diameter. 

Here we pay more attention to the instantaneous 
values of SP , so we define a slurry pressure fluctuation 
index (SPFI)  , as illustrated in Figure 6(a) and in 
E.q.(3). In normal conditions, the values of SP  are in 
the range of 0 to 20 kPa (Figure 6(d)). However, when 
clogging occurs, the values of SP  may range from -50 
kPa to -150 kPa (Figure 6(b)). We plot 10 minutes of 
instantaneous values of SP  and their SPFIs in Figure 6 
considering different ground conditions. 

1 ( )
2positiveS SPdt SP dt=  +  

(3) 
1 ( )
2negativeS SPdt SP dt=  −    

( )
( )

negative

positive negative

abs S
S abs S

 =
+

 1 =

Figure 6. Definition of slurry pressure fluctuation 
index and typical examples in different ground 
conditions (10 minutes data), (a)schematic 
diagram of , (b) ring #174,  in half 
mudstone and half round gravel condition, (c) ring 
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#414, 0.65 =  in mudstone condition, and (d) 
ring #660, 0 = in round gravel condition.

According to field observation, we plot the clogging 
rings distribution, as well as the SPFI   and mixed ratio 
 , as shown in Figure 7. It can be found that there are
dramatic fluctuations of SPE in most clogging rings as
the values of   are all near one when clogging occurs.
Also, the distribution of the mixed ratio is not always
consistent with the clogging state, which may be caused
by the uncertainty of the mudstone distribution in the
geological survey as well as the mudstone that stuck to
the cutterhead.

Figure 7. Distribution of mixed ratio, SPFI, and 
clogging state in the BR section 

Figure  8. Demonstration of six minutes of 
tunneling data of clogging ring (ring #180) and 
normal ring (ring #50) at the beginning of each 
ring 

Figure 8 demonstrates an example of the six minutes 
tunneling data that will be used as the input feature for 

clogging prediction.We employ 17 kinds of features as 
the input, including the statistical indexes (mean values, 
standard deviations, maximum values, and range values) 
of the SP , THR, TOR, PR, as well as the SPFI ( ). 
We will explore the influence of parameter length N 
because the smaller of N value, the better for real-time 
early warning. 

3.3 Clogging Prediction Results in the BR 
Section 

We define the confusion matrix for clogging 
prediction in Table 2, where the P=Positive, that means 
the clogging state; the N=Negative, that means the 
normal state; TP=True Positive, that means the actual 
state of one ring is clogging and the predicted state is also 
clogging; FP=False Positive, that means the actual state 
of one ring is normal but the predicted state is clogging; 
TN=True Negative, that means the actual state of one 
ring is clogging but the predicted state is normal; 
FN=False Negative, that means the actual state of one 
ring is normal and the predicted state is also normal. We 
conduct the error rate, precision, recall, and F1 to 
evaluate the prediction model performance, as shown in 
E.q. (4). The high precision relates to a low false positive
(FP) rate, and high recall relates to a low false negative
(FN) rate. High scores for both show that the classifier is
returning accurate results (high precision), as well as
returning a majority of all positive (clogging) results
(high recall).

 = 100%FP FNerror rate
TP TN FP FN

+


+ + +

(4) 
100%TPprecision

TP FP
= 

+

100%TPreacall
TP FN

= 
+

21 precision reacallF
precision reacall
 

=
+

Table 2. Confusion matrix for clogging prediction 

Actual class 
P: Clogging N: Normal 

Predicted 
class 

P: Clogging TP FP 
N: Normal FN TN 

As mentioned before, there are 666 rings for analysis 
in the BR section, and 229 rings are regarded as clogging 
state (Figure 7). We choose the first 90 rings as the initial 
training data set and then examine the different tunneling 
data length ( 0.5,1,2,3,4,5,6,8N = ). The hyper-
parameters ( _n estimators  and max_ depth ) 
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distribution for the RF model is the random number 
between 0 to 1000. To compare different model 
performances, we also employ the K-nearest neighbor 
(KNN) model[20], the support vector classification (SVC) 
model[21], and the multi-layer perceptron (MLP) 
model[22]. The hyper-parameters ( _n neighbors ) 
distribution for the KNN model is the random number 
between 0 to 10. The RBF function is adopted as the 
kernel function in the SVC model, which has a 
logarithmically spaced C values range from 1 to 1000 
with a vector length of 20, a logarithmically spaced 
gamma values range from 0.001 to 1000 with a vector 
length of 7. The MLP model has one hidden layer with 
different neurons from 5 to 25 with an increase of 25. The 
learning rate of the MLP model is set as a logarithmically 
spaced values range from 1 to 1000 with a vector length 
of 4.  

Figure 9. Clogging prediction model performances
with different tunneling data length,  (a) error rate,
(b) precision, (c) recall, and (d) F1

After the simulation of 666 rings in the BR section, 
Figure 9 illustrates the metrics of the four clogging 

prediction models with different tunneling data length. 
The model performance becomes better as the tunneling 
data length increases, and the RF model performs best 
among these four models considering all the metrics. The 
KNN model performance is similar to the SVC model 
while the MLP model performs worst with a very high 
error rate. From Figure 9 (a), it can be found that when 
we use four minutes of tunneling data to predict the 
clogging state, the RF model error rate is 5%, which 
seems well enough for tunneling construction. What’s 
more, the four minutes tunneling data makes the RF 
model yield a high precision (Figure 9 (b)), recall (Figure 
9 (c)) and F1 score (Figure 9 (d)), which are about 94%. 
With the increase of tunneling data length, the RF model 
performance increases slightly. Therefore, we believe the 
data length of four minutes at the beginning of one ring 
tunneling period is a good choice for clogging state 
prediction. 

3.4 Discussion on Model Performance 
3.4.1 Model Performance without Training Data 

Updating 

Table 3 lists the metrics of the RF clogging prediction 
model considering different training strategies. One 
strategy uses the updating training data set and the other 
one just employs the initial training data set without 
updating. We can see that the model with updating the 
training data set achieves a better prediction accuracy 
than the model with the static training data set. We can 
realize the early warning of clogging with the four 
minutes of tunneling data with an error rate of 5.2% in 
the proposed model. However, we need five to eight 
minutes of tunneling data to realize the same goal when 
the training data remains unchanged. One possible reason 
for this difference is that the RF model learns more 
patterns about clogging when the training data set is 
updated as shield machine advances. 

Table 3. Metrics comparison of RF clogging prediction model considering different training strategies 

Tunneling data 
length 

(minutes) 

Error rate (%) Precision (%) Recall (%) F1 (%) 

Updating No 
updating Updating No 

updating Updating No 
updating Updating No 

updating 
0.5 16.5 20.7 80.5 80.2 77.3 62.8 78.9 70.4 
1 11.6 18.6 88.6 77.5 81.2 75.2 84.7 76.3 
2 9.7 24.5 89.5 64.3 85.6 84.5 87.5 73.0 
3 6.4 12.5 82.5 80.1 91.3 91.2 86.7 85.3 
4 5.2 9.7 93.8 84.6 93.4 92.7 93.6 88.5 
5 4.2 5.4 95.6 94.1 93.9 92.8 94.7 93.4 
6 4.3 5.5 95.1 95.2 93.9 92.6 94.5 93.9 
8 4.3 5.2 95.1 94.2 94.0 92.8 94.6 93.5 
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3.4.2 Influence of Input Features on Clogging 
Prediction 

In section 3.2, we employ 17 kinds of features as the 
clogging prediction model input. For better guidance for 
shield tunneling construction, here we carry out feature 
importance to investigate which kind of features has a 
crucial impact on clogging prediction. The permutation 
feature importance technology [23] is adopted with four 
minutes of tunneling data in the RF model. Figure 10 
shows the feature importance result with the metric of 
error rate in different states. Firstly, we consider the 
whole tunnel section, and there are two kinds of input 
feature that has feature importance larger than 10%, 
which are the mean and maximum values of the TOR. 
Also, the maximum and range values of the PR should be 
considered. Then, if we just consider the normal state 
rings, the influence of PR seems quite important as the 
feature importances of maximum values, range values, 
and standard deviations of PR are larger than 10%. 
Finally, when we consider the clogging rings, it can be 
found that the feature importances of the mean and 
maximum values of the TOR are larger than 15%, which 
means the variation of TOR should be taken as the 
priority to make the judgment of clogging. 

Figure 10. Feature importance of the RF model 
considering different states 

4 Conclusion 
This paper proposed a real-time early warning 

strategy of clogging risks based on RF. The clogging 
early warning model performance was evaluated. Results 
of conducted analyses show that: 

(1) The RF model can realize the real-time early
warning of clogging with four minutes of tunneling data 
at the beginning of one ring, which achieves an error rate 
of 5%. Compared with the KNN model, the SVC model, 
and the MLP model, the RF model gives the best 
performances.  

(2) The statistical indexes of TOR are essential for
clogging judgment while the PR is crucial for normal 
state identification based on the importance of the 

explanatory features. Without updating the training data 
set, the RF model needs more tunneling data to make a 
good prediction of clogging. 

Although we have realized some achievements in the 
analysis and prediction of the clogging risks based on the 
tunneling parameters, we still pay more attention to the 
control measures to mitigate the clogging problem. For 
example, more appropriate slurry properties design for 
mixed ground containing mudstone is vital, which can 
keep the tunnel face stability and convey the excavated 
material more smoothly. Besides, it’s significant to carry 
out the intelligent models that can have good control of 
tunneling parameters in high clogging risk areas instead 
of the trial-error process based on field experience. 
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Abstract -
This research investigates the development and valida-

tion of state-of-the-art high-fidelity m odels o f s oil cutting 
operations. The accurate and efficient modeling of complex 
tool-soil interactions is an open problem in the literature. 
Modeling options that provide more flexibility in trading off 
accuracy and computational efficiency than current state-of-
the-art continuum or discrete element methods are sought. 
In this work, two modern numerical methods, the material 
point method (MPM) and a hybrid approach, are presented 
with the goal to simulate excavation maneuvers efficiently and 
with high accuracy. MPM, as an accurate, continuum-based 
and meshfree method, uses a constitutive model (here, non-
local granular fluidity model) for computing internal forces 
to update particle velocities and positions. The hybrid ap-
proach, a combination of particle and grid-based methods, 
avoids explicit integration scheme difficulties and unneces-
sary computations in the static regime. Visual and quantita-
tive data, including forces on the excavation tool, are collected 
experimentally to evaluate these two simulation methods with 
respect to geometry of the soil deformation as well as inter-
action forces, both as a function of time.

Keywords -
Granular Flow; Physics-Based Simulation; Physically-

Based Modeling; Terramechanics; Soil Mechanics; Com-
puter Graphics; Experiment

1 Introduction
On Earth, construction, mining, and agricultural vehi-

cles are extensively in contact with soil as a granular mate-
rial. In space, exploration rovers are as well, as will robots 
for in situ resource utilization. However, granular flows 
and their interactions with rigid bodies are still poorly un-
derstood. In fact, their modeling is complex since they can 
experience various solid-like, fluid-like and gas-like de-
formations in time. Besides experiments, simulations can 
hugely contribute to this end. Nevertheless, the accurate 
and efficient modeling of complex tool-soil interactions is 
still an open research problem. In terms of accuracy, one

current direction of this research is the discrete element
method (DEM), which simulates contact mechanics for
millions of individual particles [1]. This state-of-the-art
approach demonstrates promise in modeling but it is so
computationally intensive as to be infeasible for real-time
applications, and for large physical domains can be un-
tenably expensive even in offline industrial applications
[2]. On the other end of the complexity spectrum, sev-
eral researchers highlight the insufficient predictive power
of classical terramechanics models [3, 4], and their lim-
itations to specific flow geometries [5], though they are
computationally efficient.

In order to maintain a desired accuracy while enhanc-
ing computational efficiency, one possible direction is us-
ing methods from continuum mechanics. In continuum
methods, there are two main aspects to make them ap-
propriate for a specific modeling problem. One aspect is
the constitutive model; it should be specific to the mate-
rial being used to capture most of the static and/or flow
regimes. For granular materials, they should generally
cover elastic (solid-like), viscoplastic (fluid-like), and free
(gas-like) behaviors. For the two extremes, elastic and
free models have been developed based on soil mechanics
(e.g. Drucker-Prager) and kinetic theory of gases, respec-
tively. However, the middle regime of (visco) plastic de-
formation is more challenging. Plastic models can suffer
from rate-independency [6] and in some cases, they may
have issues with modeling strain hardening [7]. Whereas,
viscoplastic models eliminate some numerical difficulties
associated with plastic models, such as hardening [8]. In
viscoplasticmodels, although localmodels [9] lack robust-
ness in their ability to predict all flowphenomena, nonlocal
models are accepted as highly predictive in different flow
regimes [10]. The other aspect in continuum modeling is
the numerical solver. Among the several continuum-based
numerical solvers, finite difference (FD) for viscoplastic
deformation, and finite element (FE) for elastic deforma-
tion, are the most common methods [11]. Both can yield
good results in certain cases. However, the FD method
has difficulties with extensional disconnection and static
regime, while the FE method has issues when mesh dis-

608



37th International Symposium on Automation and Robotics in Construction (ISARC 2020)

Figure 1. Industrial excavator modeling. Soil colors represent velocity magnitude.

tortion becomes large. Alternatively, the material point
method (MPM) is a modern approach that combines the
advantages of both FD and FE methods [12].
On the other hand, some novel techniques can be applied

to terramechanics models to simultaneously maintain their
efficiency and refine their accuracy and flexibility (i.e.
extending to complex geometries). In fact, some intensive
computations can be ignored in the physical domains that
are in the static regime [13]. For the domains in the quasi-
static regime which have less deformation, terramechanics
models seem to be good candidates. With that, a classical
terramechanics model is introduced by McKyes [14] as
a method of trial wedges for 2-dimensional soil cutting
(known as McKyes model). It is later generalized for
3-dimensional applications such as bucket of excavators
and backhoes by Holz et al. [15]. In that, soil cutting
forces are formulated based on the fundamental equation of
earth-moving (FEE) [16]. Also, Skonieczny [17] replaces
the generic surcharge force term in McKyes model with
an explicit model of how cutting forces change due to
accumulating soil. Thus, this model (McKyes) with all of
its modifications can be employed for calculating forces on
the cutting tool when the flow is quasi-static. Moreover,
more flexible and advanced approaches can be applied to
the domains in the intermediate regime specifically with
(visco) plastic deformations. Particle-based methods are
good candidates due to the nature of the granular flows.
However, they often come with prohibitive computational
cost, as in traditional DEM. An efficient granular material
simulation method, based on Position Based Dynamics
(PBD) Muller et al. [18], was introduced by Holz [19]
as a faster variation of the traditional DEM. This method
showed promising results and was experimentally verified
in [20] for a wheel-on-soil configuration. Therefore, this
parallel position based approach can be utilized to model
the (visco) plastic granular flows when required, and even
be used in combination with the modified McKyes model.

With the two aforementioned areas in mind, in this
paper, two modern numerical methods are proposed for
modeling of soil cutting. First, for the sake of accuracy,
while being reasonably efficient, an efficient MPM (Mov-
ing Least SquaresMPM) solver is utilized with an accurate
constitutive model (nonlocal granular fluidity) developed

specifically for 3D MPM in a thermodynamically consis-
tent manner and written in C++. Second, a real-time ca-
pable and relatively accurate hybrid simulation approach,
combining particle and grid-based methods, is presented.
This approach was previously introduced by Holz et al.
[15] and is here extended with a dynamic soil failure angle
calculation for soil cutting operations. Furthermore, the
numerical results are compared and evaluated by the ex-
perimental data collected by innovative robotic equipment,
designed for this type of operation.

2 Methodology
2.1 Numerical Methods

MPM with Nonlocal Granular Fluidity. As dis-
cussed, MPM is similar to the FEmethod but also takes the
advantage of FDmethod by keeping an undeformed Carte-
sian background grid appropriate for large-deformation
problems as well. In addition to the grid, MPM consists
of particles that carry information (mass and momentum)
during the simulation. The particles can freely deform
and, at the end of each time step, transfer the information
to the grid nodes and vice versa. The procedure of MPM
with the nonlocal model is shown in algorithm 1.
The momentum equation (φρÛv = φρG + divT) as the

governing equation in the weak form

1
∆t

∫
Ω

φρ∆vq dV =
∫
Ω

φρGq dV −
∫
Ω

T∇q dV (1)

is solved on grid nodes. Where v is velocity, T is Cauchy

Algorithm 1: MPM-NGF
1. Initialization
repeat

2. Articulate rigid bodies
3. Calculate contact forces
4. Affect gravity, internal and contact forces on particle
5. Transfer momentum from particles to grid
6. Solve momentum equation on grid nodes
7. Calculate Laplacian term in NGF on grid
8. Transfer momentum from grid to particles
9. Advect particles and rigid bodies
10. Calculate particle internal forces via NGF

until Simulation ends;
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stress tensor, G is gravity acceleration, φ is volume frac-
tion, q is test function, ρ is density, and V is volume. The
angular momentum and energy conservations are satisfied
due to the symmetric stress tensor and the implementation
of hyperelasticity framework, respectively. To discretize
the spatial terms, the Moving Least Squares (MLS) shape
function [21] is used. It can speed upMPM by eliminating
the need for explicitly calculating the weighting function
derivative. Furthermore, it is consistent with the APIC
(affine particle-in-cell [22]) particle-grid transfer scheme
in the sense that MLS-MPM uses the ∂v

∂x quantity from
APIC, required in the deformation gradient update, to en-
hance efficiency.
One novel advance in this research is the accurate calcu-

lation of internal forces via the unsteady form of Nonlocal
Granular Fluidity (NGF) model [23] with hyperelasticity.
In fact, this is a thermodynamically consistent version of
the nonlocal theory for three-dimensional MPM [24, 25].
Hyperelasticity requires keeping track of the deformation
gradient, which is multiplicatively decomposed into elas-
tic and plastic parts. The total deformation gradient is up-
dated via ÛF = ∂v

∂x F, and the elastic deformation gradient
is calculated via Fe = F(Fp)−1. The nonlocal constitutive
model is hence utilized to calculate Fp . By assuming that
the viscosity (1/g where g is granular fluidity) is time-
dependent, the unsteady PDE of the model

t0
∂g

∂t
= A2d2∇2g − (µs − µ)g − b

√
ρsd2

p
µg2 (2)

should be solved for granular fluidity g. Where t0 is a
constant time-scale, A is a dimensionless material param-
eter called nonlocal amplitude, and d, p, and ρs are grain
diameter, mean normal stress and grain density, respec-
tively. Also, b is a local rheology parameter, the friction
coefficient µ, and static friction coefficient µs cause flow
to happen. Then the equivalent plastic shear strain rate
can be obtained via Ûγp = gµ.

Since in MPM granular materials can be separated, the
open-state particles should also be modeled. While ki-
netic theory of gases is capable of this modeling, in most
cases it is accurate enough to handle granular gas via pure
kinematics (stress-free). To detect this regime, pressure
(mean normal stress) should be tracked for every individ-
ual particle. Figure 2 shows four possible states that can
occur for a particle in the next time step.
The algorithm used to calculate the internal forces with

the nonlocal model is inspired from [25] for the implemen-
tation of the hyperelasticity framework. It is well adapted
for use in MPM with the techniques used to handle stress-
free particles, and to solve the unsteady nonlocal equation
explicitly (and uncoupled with the momentum equation).
In this, the particle nonlocal Laplacian term is obtained
via a second-order FD scheme on the centre grid node in

the kernel support of the particle, via equation (3) and the
particle internal force can be obtained given the calculated
Cauchy stress tensor.

∇2gi, j,k =
1
∆x2 (gi+1, j,k + gi, j+1,k + gi, j,k+1

− 6gi, j,k + gi−1, j,k + gi, j−1,k + gi, j,k−1). (3)

The MPM code used is from Hu et al. [21] with an
unsteady nonlocal model extension developed by authors
of this paper, and written in C++. Also, two issues ad-
dressed as corner and penetration issues in [21] are fixed
here. From a high performance computing (HPC) view-
point, multithreading (via Intel TBB) and vectorization
(via explicit SIMD) are utilized in the code, in addition to
some algorithmic improvements. These techniques make
the current MPM 2x faster than a traditional MPM [21].

Hybrid Approach. The hybrid approach presented in
this work extends on the hybrid, particle- and grid-based
simulation method introduced by Holz et al. [15], which is
included in the dynamics simulation toolkit Vortex Studio,
created by CM Labs Simulations Inc. In this simulation
model, the static soil state is efficiently represented by a
grid (a height field in this case). Soil portions in the grid
that transition into a dynamic, moving state are replaced
by particles. These so-called soil particles are simulated
using the Parallel Particles solver (P2) which ensures effi-
ciency and unconditional stability [19]. The organization
of soil in particles and grid is illustrated on the left side of
Figure 3.
The motivation behind the described approach is to pro-

vide a computationally efficient and stable, yet accurate
model, which, by modifying select discretization parame-
ters such as particle count or simulation frequency, can
achieve real-time or faster than real-time performance.
By using only a limited number of particles at a time,
namely the particles in motion, lower simulation frequen-

Figure 2. Possible states for a particle: under com-
pression (red) and stress-free (blue). Gray area rep-
resents granular material.
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MPMHyb

Figure 3. Left: Separation of simulated soil in particles and grid in the Hybrid method and force sources.
Particle/blade contact forces, Pi , surcharge force, Q, applied to soil wedge, and McKyes cutting force, F, are
indicated. Point S and angle β denote the soil failure point and the soil failure angle, respectively.
Right: Soil deformation pattern in MPM method shows soil failure point S and linear soil failure surface.

cies, i.e., fewer steps per second, can be used without
significantly reducing the solution accuracy or causing in-
stabilities. This measure is a great tool for speeding up the
proposed method up to real-time running times, as will be
shown in Section 3.2.
In the aforementioned setting, soil reaction forces ap-

plied to the cutting blade are produced by two sources,
the soil mass represented by particles, and the soil mass
represented by the grid. Soil particles, which model the
surcharge in front of the blade, directly exert contact forces
to the contacting blade surface. And the soil grid applies
force via a semi-empirical terramechanics model devel-
oped byMcKyes [14]. This separation of forces is depicted
in Figure 3. With increasing surcharge, i.e., increasing
amount of soil particles, the soil reaction forces also in-
crease. This is modeled by injecting a surcharge force into
the McKyes model as described by Holz et al. [15] and
explained in the following sections.

In the McKyes model, soil surface and blade are both
assumed to be linear. A non-cohesive soil in front of a
moving blade can then be assumed to fail along a straight
line. This results in a triangular soil wedge formed by the
surface of the terrain, the failure line and the blade. The
forces acting on the soil wedge are depicted in Figure 4.
In this configuration, the cutting force F per tool width
required to induce soil failure and deform the soil can be
computed as

F = γgd2Nγ + cdNc +QNQ + cadNa (4)

where

Nγ =
(cot ρ+cot β) sin(α+φ+β)

2 sin(δ+ρ+φ+β) , NQ =
sin(φ+β)

sin(δ+ρ+φ+β), (5a)

Nc =
cosφ

sin β sin(δ+ρ+φ+β), Na =
− cos(ρ+φ+β)

sin ρ sin(δ+ρ+φ+β) (5b)

with gravity g, soil slope inclination angle α, tool/soil
angle ρ, tool penetration depth d, soil failure angle β, soil
internal friction angle φ, soil cohesion c, specific weight
of the soil γ, tool/soil friction angle δ, tool/soil adhesion
ca and surcharge force per tool width Q.
In the original hybrid model [15], it was assumed that

soil failure occurred in the passive Rankine state, leading
to a constant soil failure angle β. However, it has been
shown that the soil failure angle does not remain constant
during a cutting operation and therefore must be dynami-
cally updated [17]. We assume that for non-cohesive soils
the point of failure (which is the intersection between soil
surface and failure line) roughly occurs at the far end of
the accumulating pile of soil that is being pushed by the
blade. We verified this assumption in the context of our
experiments based on visual inspection of soil failure pat-
terns occurring in the experiments themselves, as well as
by inspecting the particle flow in simulations obtained by
MPM (cf. right side of Fig. 3). We make use of this as-
sumption by walking across the particle skeleton in front
of the blade and in the general blade’s forward direction
until no more particles can be visited. The position of the

Figure 4. Forces acting on the soil wedge.
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Figure 5. Hybrid method using real-time, screen-space visualization from [26] (left), and display of particles and
grid (right), for experiment with 5-cm depth.

last visited particle indicates the location of the soil failure
point and is used to compute the soil failure angle used in
the McKyes model.
Once the soil failure point is found, the length of the

soil wedge ahead of the blade can be determined. All
particles sitting on top of this soil wedge contribute to the
surcharge force Q from Equation 4, which is measured by
summing up all contact forces of the particles colliding
with the soil grid and sitting on top of the soil wedge.
We experienced that introducing the full surcharge force
into the McKyes model leads to too high a soil reaction
force computed by the model. Consequently, we suggest a
convenient force tuning parameter, denoted as surcharge
contribution factor sq ∈ [0, 1], with which the surcharge
force submitted to the McKyes model can be weighted,
leading to the following modified version of Equation 4.

F = γgd2Nγ + cdNc + sqQNQ + cadNa (6)

As will be shown in Section 3, the sq-factor can be
used to calibrate the hybrid method in order to match
the simulated soil reaction forces to the forces that are
observed in experiments.

2.2 Experimental Method

In this research, an excavation experiment (identical
to the simulations) was set up to validate the numerical
methods. It consists of a sandbox positioned under a
3-degree-of-freedom motorized unit to which an excava-
tion accessory is attached. For this experiment and for
the numerical simulation presented here, the excavation
accessory is a flat plate (blade) as depicted in Figure 6
(top). The rake angle of the blade can be set manually
and it remains constant during the run. The excavator can
be moved horizontally and vertically independently. The
motors are controlled such that the impulses from the soil
flow do not affect the trajectory of the excavator. The
excavator is installed on a force-torque sensor Delta IP60
(ATI Industrial Automation Inc.) that measures the forces

and torques on the blade along each direction. The blade
trajectory is composed of three segments: first, a down-
ward ramped motion at the start to dive into the soil with
a specific depth, then a long-duration horizontal motion,
and finally an upward ramp in the end to resemble the mo-
tion of an industrial excavator. Two tests were done based
on this trajectory but at different (2-cm and 5-cm) depths.
The soil in the experiment is a NASA Glenn Research

Center lunar soil simulant (GRC-1). The relative density
used is 44.6 +/- 7.2%. This is calculated based on the
cone index gradient of 5.30 +/- 0.6 kPa/mm using the cor-
relation in [27]. Thus, the corresponding internal friction
angle can be obtained as 35 deg. The grain diameter and
density are 0.3 mm and 2583 kg/m3. Using the triaxial
test performed byOraveca et al. [27] the estimatedYoung’s
and shear moduli are 150 and 60 kPa, respectively. Also,
the measured external friction angle between the blade and
soil is ∼30 deg. The setup of the experiment is shown in
Figure 6.

3 Results
3.1 Experimental Verification

The tool-soil interactions in the simulations here are
evaluated by the forces measured in the experiments
(torque comparison is left). Figure 7 compares all the
forces from the experiment, MPM and Hybrid method.
The quantitative force values are in good agreement with
the experimental forces in the three (forward, vertical and
lateral) directions. A quantitative assessment of the simu-
lation accuracy in terms of mean percentage error (MPE)
is provided in Table 1. Due to the fast technique used to
calculate the nonlocal Laplacian term in MPM, the MPM
results seem to be slightly more oscillatory than the ex-
perimental results. However, in addition to the overall
trend, MPM is able to capture drops and rises in force at
various time steps of the two experiments. This can high-
light the unsteady form of the MPM solver as well as the
nonlocal constitutive model. Also, as a real-time method,
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Figure 6. Robotic equipment and experiment setup.

Hybrid has the ability to predict forces as deformations
increase. In fact, this time-dependent prediction is made
possible by the introduction of the dynamic soil failure
angle in the McKyes model, and modeling of the accumu-
lating soil surcharge by particles. Note, that the surcharge
contribution factor sq = 0.1 was found to produce the best
match between the Hybrid method and the experimental
results. All other simulation parameters are set based on
the physical properties of the soil used in the experiment.
A qualitative and visual comparison of the simulations

and the experiment is shown in Figure 8. This illustration
shows the soil geometry at the end of the second trajec-
tory segment in the 5-cm experiment for both MPM and
Hybrid method. Also, a real-time soil visualization for
the 5-cm experiment simulated with the hybrid method
is provided in Figure 5. In general, the soil behavior in
MPM and Hybrid are predicted similar to the one in the
experiment. The particle velocities visualized in colors
clearly depict the static (gray) and dynamic (red) parts;
while static parts in Hybrid are visualized as grid con-
sistent with its methodology. The MPM velocity field is
more compatible with the experiment. It can be due to
either the nature of MPM as a continuum-based method or
the higher number of particles used. However, even with
a lower number of particles and with real-time running
times, the Hybrid velocity field is still in good agreement
with the experiment, as can also be seen in Figure 5.

3.2 Run-Time Measurements

We measured the computational time spent in both
MPM and Hybrid method with 20 seconds of simulated
time in the 5-cm depth excavating experiment. The mea-
surements were performed on an Intel(R) Core(TM) i7-
6700 CPU @ 3.40GHz with 4 physical cores for MPM,
and on an Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz
with 6 physical cores for the Hybrid method. The results
are provided in Table 1.

Run-time as well as accuracy of both methods can be
influenced by modifying the simulation discretization pa-
rameters, e.g. particle count and simulation frequency.
In order to demonstrate this fact, the mean percentage er-
ror (MPE) of the forward cutting force in the simulation
relative to the experiment was calculated for different dis-
cretization settings.
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Figure 7. Interaction forces fromMPM, Hybrid, and
experiment for 2-cm (top) and 5-cm (bottom) depths.
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Figure 8. Geometries of soil deformations in MPM, Hybrid, and experiment for 5-cm depth. Four visual criteria
are emphasized for comparison.

As can be seen in the results, MPM runs slower than
real-time on the target hardware but can be substantially
sped up by reducing the number of particles per cell (ppc)
and/or increasing the grid spacing (∆x), both of which
results in a lower particle count. Using a lower simulation
frequency, i.e., a larger time step (∆t), would also lead
to a simulation speed-up, but since in MPM equations
are solved explicitly, the stability condition could become
violated as a consequence. An implicit MPM solver could
rectify this issue and would be future work.
The Hybrid method can run at real-time or faster than

real-time by reducing particle radius and simulation fre-
quency. Due to its implicit nature, the hybrid method
remains stable regardless of the chosen simulation fre-
quency. However, as can be seen in the results, the MPE
increases significantly for simulation runs with lower sim-
ulation frequencies. This situation can be remedied by
also choosing larger particle radii at which point the er-
ror reduces. This effect is likely due to excessive particle
collisions or tunneling artifacts caused by particles being
too small compared to the distances they travel between
steps at low simulation frequencies. Thus, by choosing
appropriate discretization settings, the error in the Hybrid
method can be reduced to a level that rivals with the preci-
sion achieved in theMPM simulations with faster run-time
settings.

4 Conclusion

Two efficient simulation methods for soil cutting opera-
tions have been presented and comparedwith experimental
results. Both methods show good agreement with the ex-
periments, with the MPM method yielding more accurate
results than the Hybrid method. While the MPM method
runs consistently slower than real-time, the Hybridmethod
can produce results at real-time and even faster than real-
time without significant loss in accuracy. This ability
makes the Hybrid method well-suited for use in virtual
prototyping contexts such as the development of a real-
time excavation automation control system. Accurate and
efficient simulation methods are specifically useful in the

training of machine-learning algorithms since faster sim-
ulation allows accelerating the training procedure. For an
example application in which a precursor of the presented
Hybrid method has been used for design of an excavator
automation system the reader is referred to [28].
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Abstract –
This paper proposes an IoT-enabled network of 

low-cost sensors that are co-located for construction 
site monitoring. The network performance 
enhancement is achieved via its system dependability 
in terms of improved availability, integrity, reliability, 
maintainability, security and safety in real-time 
monitoring of environment parameters. The sensor 
motes of various sensing modules form a reliable 
wireless in-situ cluster for gathering on-site 
information of air temperature, soil moisture, air 
pressure, humidity, particulate matters (PM), 
emissions and weather variables. They are useful for 
the site management, improving safety and effective 
operation of construction equipment. The 
components for the development include inexpensive 
microcontrollers ESP32 embedded with wireless 
gateway function and energy-efficient motes 
featuring cost-effective sensors. Here, the adoption of 
the dependability concept for collocated sensor motes 
aims to introduce a level of redundancy to allow for 
improving fault-tolerance and reliability. Extensive 
field tests have been conducted in different 
environments. Experimental results as well as 
statistical analysis are provided to verify the merits of 
the proposed approach. 

Keywords –
Site monitoring; Volatile environment; Wireless

sensor motes; Dependability; Reliability

1 Introduction 

The Internet of Things (IoT) has been applied into 
various pieces of equipment which are called smart 
devices, incorporating digital intelligence. However, 
most of the IoT devices operate indoors with optimized 
temperatures, relative humidity (RH), dust filter or in 
well-controlled conditions, that may incur extra budget 
and resources. The rapid innovation of electronic 
platforms offers to mitigate these constraints from the 
availability of commercially low-cost devices. 
Nevertheless, the quality and performance of these 

inexpensive components need to be verified and 
standardized in practical conditions where unpredictable 
variations or imperfect conditions are unavoidable. The 
low-cost wireless sensor networks (WSN) adopted for 
environment-monitoring is an example for addressing 
this concern. The promising use of IoT-enabled systems 
operating in the harsh environment has recently attracted 
researchers in many areas including construction 
automation. A low-cost sensing system named AIRQino 
[1] was designed and developed to be as the auxiliary
observatory point combining with high-quality reference
stations in the Arctic. Cost-effective WSN are also being
implemented for military, agriculture, transportation, on
land and in marine environment [2], in which instruments
may be easily prone to damage. In the construction sector,
the IoT-based low-cost WSN technology is still in its
infancy [3]. On a construction site, most of the studies
focus on critical themes of safety, construction progress
monitoring, BIM-related technology, project
management, machine and resource management [4],
which often consider normal operations with less concern
to difficult conditions on a jobsite that may be subject to
uncertainty and unpredictability. 

Volatility in a jobsite is referred to as varying, 
unpredictable conditions, such as with varying weather, 
which may involve drastic changes in construction 
activities, and cause serious impacts. For example, 
earthworks usually take place under difficult conditions 
that have been widely referred to as 3D’s, namely Dull, 
Dirty and Dangerous. In addition being vulnerable to a 
volatile environment, a construction process may also 
encounter abnormal disadvantages known as 3H’s, i.e. 
Harsh, Hostile and Hazardous, such as in military or 
some mining and earthmoving missions [5]. Harsh 
conditions may degrade the quality of collected data and 
performance of controllers and the whole system. For 
reliable and resilient performance in construction 
processes against environmental variations, disturbances, 
imperfect conditions or ambient changes, the wireless 
sensing system should improve system dependability to 
allow for increased robust, safe and fault tolerant 
monitoring performance in real time. 
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The dependability of an IoT system is recently 
considered and explained as the ability of system proving 
justifiably trusted services [6]. A dependable system has 
typical characteristics such as availability, integrity, 
reliability, maintainability, security and safety. In cost-
saving wireless sensing systems, reliability and 
availability are most critical in order to guarantee the 
continuous communication, data completeness and 
power consistency [7]. To increase reliability and 
availability of the system, and hence, resilience of 
construction or any industrial process, the downtime 
from the permanent failure of core controllers should be 
avoided [8]. In this regard, fault tolerance schemes have 
been developed in both hardware and software to 
improve dependability of a management system for solar 
energy consumption in a smart building [9].  

This paper presents the design and development of 
low-cost wireless sensor systems that are collocated and 
controlled by our proposed dependable scheme. The 
availability of power supply is discussed by the 
combination of Dynamic Energy Conservation (DEC) 
scheme and the low-power network (ESP-NOW) from 
low-cost platform ESP32 in Section 2. The developed 
prototype is validated in laboratory before conducting 
field tests. Onsite collected data are analyzed by using 
statistic tools, whereby stochastic regression will be used 
to impute missing data during online operation. Sections 
3 and 4 present the field test results for monitoring 
construction sites in different environments. Finally, a 
conclusion for the paper is drawn in Section 5. 

2 Development of low-cost wireless sensor 
system 

2.1 Hardware system  

Figure 1 shows the proposed diagram of the 
dependable sensing system, developed for the low-cost 
WSN, which comprises two subsystems. The first 
subsystem is called sensor mote which constitutes four 
identical sensing modules of which one is operating 
while the others are in a stand-by status. Each IoT device 
operates as an autonomous sensor module (ASM) that 
consists of components such as micro-control unit 
(MCU), environmental sensors (soil moisture, soil 
temperature, RH, pressure, particulate matter - PM2.5 
and PM10), two battery cells – Panasonic Lithium-Ion 
18650 (3.7V-3400mAh/cell), one mini solar PV panel, 
real-time reading module, boost-buck converter and 
battery charging modules, all at a low cost, as shown in 
Table 1. 

The second subsystem is called gateway mote or 
router mote. This device is assigned as the role of an 
intermediate transceiving point between sensor motes 
and the server when there is no cloud network in a 

construction site. The gateway mote is assembled by two 
redundant ESP-32s connecting each other by the serial 
communication protocol. One MCU communicates 
regularly with sensor motes in the local network (ESP-
NOW) and the other connects to the cloud with Wi-Fi 
standard 802.11b/g/n. Data packets are sent to the 
Thingspeak server (https://thingspeak.com) by the hyper 
transfer text protocol (HTTP).  

The printed circuit board (PCB) and main 
components are protected in a waterproof box (IP68 
standard) from the intrusive water and dust at 
construction sites. Although each sensor module is 
designed separately, four modules are collocated on the 
same spots, ensuring redundancy of the sensor mote. 
Figure 2 shows the prototype with electronic components 
in a sensor module. 

Table 1. Main components of the sensor mote 

Components Features 
Sensor SDS011 PM2.5 and PM10  

BME280 
Air RH, air pressure and 

temperature 
Soil Moisture  Corrosion resistance 

Kit ESP32-dev IoT Microcontroller 
TP4506 Charging battery 
HT016 DC-to-DC converter 

Solar panel Harvesting solar energy 
Battery  Supply voltage  (2 cells) 

 
Figure 1. Diagram of the dependable IoT system 

2.2 The microcontroller ESP32 and ESP-
NOW communication protocol 

The MCU ESP32, manufactured by Espressif System 
company, is a low-power System on Chip (SoC) with 
wireless communication features in both Wi-Fi and 
Bluetooth Low Energy (BLE) protocols. This low-cost 
platform provides multiple peripherals and various 
communication types (e.g. PWM, I2C, SPI, RS232, etc.). 
Thanks to the energy-saving architecture with different 
power modes and 2-core processing capacity at 
frequency up to 240MHz, the ESP32 MCU is suitable for 
cost-saving and real-time solutions [10]. The Wi-Fi 
protocol in ESP32 offers two IoT functions: Station (ST) 
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and Access point (AP), from which the controller can be 
a member of an available network (e.g. cloud network) 
or can set up its own local network as a gateway 
respectively.  

 

Figure 2. Low-cost sensor mote 
 

 

Figure 3. Vendor-specific Action Frame and 
Vendor-specific Content [10] 

For the machine-to-machine protocol, the Esprissef 
wireless ESP-NOW is used, featuring low-power 
2.4GHz-radio communication that can connect up to 20 
devices without handshake. As shown in the diagram of 
Figure 3, the data frame of this protocol is encapsulated 
by a vendor-specific action frame transmitted at the 
default bit rate of 1 Mbps. Moreover, data transceived by 
ESP-NOW are secured by the cryptography method 
(CCMP) defined in IEEE 802.11-2012. This method 
reduces the risk of interference from other devices or 
networks to assure the dependable feature of the 
proposed system in terms of network security.  

The body of Vendor-specific Content allows the 
maximum data packet up to 250 bytes which are more 
than the requirement in this study because the total 
sensing data are 112 bytes in the proposed system. In 
order to validate the efficiency of ESP-NOW protocol, 

the experiment was conducted in the laboratory with the 
Virtual Bench NI VB-8012 All-in-one instrument, which 
could capture signals up to 100 MHz to measure and 
compare the energy consumption and duration for 
different wireless communication protocols (ESP-NOW 
vs. Wi-Fi standard). 

In the first experiment with ESP-NOW, the current 
draining for transceiving a 112-byte packet is 324 mA in 
1.6 ms, i.e. a small capacity CESP-NOW = 0.144×10-3 mAh. 
In comparison with sending directly the same packet by 
Wi-Fi protocol in the second experiment, the expensed 
capacity is 173 mA in 1285 ms, equivalent to CWi-Fi = 
61.751×10-3 mAh. To this end, ESP-NOW 
communication is selected as the local network 
connecting with gateway motes due to its energy 
efficiency in radio communication. Besides, the real 
discharge current were measured without connecting to 
network (Imeasure = 162 mA) and during the deep-sleep 
mode (Ideep-sleep = 10 mA) of the module for the later 
evaluation of power cost in each working cycle of WSN. 

2.3 Dynamic Energy Conservation (DEC) 
scheme 

We apply the Dynamic Energy Conservation (DEC) 
scheme based on the saving-energy features of ESP32 
platform, which varies the duration of the active-sleep 
cycle dynamically. Here, the active-sleep cycle of the 
when sensor module includes (1) the active period 
counted from the “wake-up” and data collection time; (2) 
period for connecting the local network and transmitting 
data successfully; (3) the stand-by (sleep) period from 
triggering the deep-sleep mode until the next wake-up 
time.  

In environmental monitoring application, the ambient 
parameters are measured as discrete variables with slow 
variation (e.g. temperature) to reduce constraints of 
power resource. Here, the regulation sampling frequency 
depends on the construction activities in dayshifts or 
nightshifts to flexibly increase the availability of the 
system. Next, we will consider the various active-sleep 
cycles from DEC to optimize the power consumption of 
this system. 

The average discharge current in one cycle is: 

𝐼௖௬௖௟௘ =
∑ 𝑚௜𝐼௜

ଷ
௜ୀଵ

∑ 𝑚௜
ଷ
௜ୀଵ

 ,  (1) 

where mi and Ii (i=1,2,3) is the period and discharge 
current according to the mode ith as listed in Table 3. In 
this study, the time to initiate sensors and wireless 
connection is at least 30 seconds prior to data 
measurement and transmission, we choose time for active 
mode m1 = 30s, whereas the ESP-NOW transmission 
period for a data packet is very small (m2 = 1.6 ms) that 
could be neglected. Hence, the dynamic operation cycles 
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will be determined by the sleeping time (m3). We 
designed a switching mechanism for alternating the 
battery usage. One battery is charged by solar energy and 
the other is responsible for supplying power for the whole 
module. 
 

Table 3. The active-sleep cycle of the sensor module 
with discharge current measured in each mode 

Mode Action Period 
Discharge 

current 
Active Measure data Flexible 162 mA 
Active Communication 1.6 ms 324 mA 

Deep-sleep Stand-by Flexible 10 mA 

 
 
Due to the back-up design, this mechanism remains 

the power supply over the whole working duration, 
whereas it reduces the aging problem of the battery by 
intermittent charge and discharge. Therefore, the energy-
discharged calculation will be considered for one battery 
cell. The expected working time of a battery cell in the 
sensor module is determined by the average discharge 
current in one cycle (1) and the battery time calculated as 

𝑇௕௔௧ =
𝐶௕௔௧

𝐼௖௬௖௟௘ . 𝑛௖௬௖௟௘௦

 , (2) 

where Tbat (in hours) is the average service-time of the 
battery being fully charged; Icycle is the average discharge 
current in one cycle; ncycles is the number of cycles per 
hour according to sleeping time, and Cbat is the 
capacitance discharge current. In our application, Cbat = 
3000 mA from fully-charged to cut-off point (from 4.2V 
to 3.0V respectively) with Lithium-Ion NCR18650B 
battery [11].  

From the estimated time listed in Table 4, the larger 
sleeping period the longer the battery service time. 
However, the over-extending idle time will reduce the 
temporal resolution of data, which may cause unreliable 
analysis results and decisions. This requires further 
improvement from dependable algorithms [12]. 

 

Table 4. The estimated battery service-time with fixed 
value of active mode (m1+m2 ≈ 30s; Ttotal =  m1+m2+m3) 

Sleeping 
period 

Cycle time 
(Ttotal - ms) 

ncycles 
Icycle 

(mA) 
Tbat  

(hour) 
30 60 60 91.5 0.6 
60 90 40 64.3 1.2 

120 150 24 42.6 3.1 
300 330 10.9 24.8 11.5 
600 660 5.5 17.7 31.6 
900 930 3.9 15.3 51.6 

3. Field test and results: on-campus 
construction site 

3.1 Field testing and data validation 

The first field test was conducted at a construction site 
in at coordinates 10.03230N, 105.76820E. Due to the 
safety policy from the contractor, the on-site testing 
period was conducted in a short period from 26th to 29th

 

October 2019 and the sampling interval is 15 min/cycle. 
The proposed IoT-enabled dependable scheme 

illustrated in Figure 1 was implemented with four 
modules (MD1-MD4), and installed at the site as shown 
in Figure 4. It will control the communication switch to 
connect gateways or the server to each sensor module 
consecutively. Hence, data samples increase four times 
compared to the single wireless sensor as conventional 
WSN. As a result, the spatial and temporal distributions 
of environmental parameters on the construction site 
have been significantly improved.  

 

Figure 4. On-site sensor mote (left) and the 
gateways mote PCB board (right). 

The temporal distributions of temperature, RH, 
PM2.5 and PM10 are illustrated in Figure 5. The profiles 
of all data show similar trends between collocated 
modules with small variations. Although some points are 
affected by noises, they could be removed by filtering out.  

To investigate the correlation and linear relationship 
between the data collected from the low-cost sensor 
modules, Pearson’s correlation coefficient is used 

𝑟 =  
∑ (𝑥௜ − 𝑥̅)(𝑦௜ − 𝑦ത)  ௡

௜ୀଵ

ඥ∑ (𝑥௜ − 𝑥̅)ଶ௡
௜ୀଵ  ඥ∑ (𝑦௜ − 𝑦ത)ଶ௡

௜ୀଵ

  , (3) 

where r is the Pearson’s correlation coefficient; x and y 
are the measured values of two sensors; 𝑥̅  and  𝑦ത  are 
means of two datasets and n is the total samples. To 
evaluate on the deviation between measurements 
collected from the sensor modules, we use the Mean 
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Absolute Error (MAE) and Root Mean Square Error 
(RMSE) calculated as [13], 

𝑀𝐴𝐸 =
1

𝑛
෍|𝑥௜ − 𝑦௜| 

௡

௜ୀଵ

, (4) 

𝑅𝑀𝑆𝐸 = ඨ
∑ (𝑥௜ − 𝑦௜)

ଶ௡
௜ୀଵ

𝑛
 . (5) 

 
(a) Temperature and relative humidity 

 
(b)  Particulate matters (PM2.5 and PM10) 

Figure 5. Profiles of environmental variables 
measured from the low-cost sensor mote 

 

The correlations from the collocated sensors are 
depicted for temperature in Figure 6 typically for three 
modules MD1, MD2 and MD3. The results show that 
sensors are highly linearly-correlated with Pearson’s 
coefficient r >0.9. From this analysis, we could also 
identify a sensor module which might have some issues 
during measuring data. Such a problem may be caused by 
inappropriate calibrations, misreading of the MCU, being 
located close to a noise source, or weather volatility. 

Table 5 shows deviations in terms of MAE and 
RMSE of the inexpensive sensors collocated in the same 
spot. Therein, the highest MAE and RMSE can be 

observed for PM records, which remain an important 
component in monitoring of construction sites, 
particularly subject to a difficult environment. The 
dissimilarity could stem from calibrated issues that 
would require some benchmarking with authority 
stations for comparison and verification. 

 

 
Figure 6. Correlations of temperature by three 

modules 
 

Table 5. Calculated RMSE and MAE of the sensors 

Types of sensors 
Ranges of 

RMSE 
Ranges of 

MAE 
Temperature (oC) 0.48 – 0.72 0.37 – 0.69 

RH (%) 1.72 – 3.20 1.23 – 2.1 
PM2.5 (µg/m3) 8.37 – 11.2 5.22 – 7.22 
PM10 (µg/m3) 12.57 – 15.34 8.38 - 9.14 

Soil moisture (%) 6.13 – 6.55 4.60 – 8.83 
Pressure (mbar) 0.51 – 0.99 0.36 – 1.12 

3.2 Imputation for missing data  

Missing data remain an issue that may cause 
misinterpretation or bias upon using low-cost WSN. 
Unlike other studies where missing values are imputed in 
the offline processing phases, here we propose the 
stochastic regression scheme that can be integrated in the 
embedded program to predict the lost data by considering 
the correlation of the previous data collected from all co-
located sensors. The gateway motes could estimate 
online after receiving data from the sensor motes. The 
benefit from a co-located sensing system is that the data 
from well-operated modules can be used as the references 
without concerning the temporal and spatial distribution 
of other sensor motes as in [14]. 
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Let 𝑃௞ାଵ
௝  be the imputed value from module jth (j = 1, 

2, 3 or 4) missing information at the index (k+1). During 
the operation, if device jth sends no data to the gateway, 
the gateway will poll d previous values received from all 
four sensors (assuming all previous d values are valid). 
Given known values of redundant data ( 𝑃௞ାଵ

௜ ), the 
imputation is given by 

𝑃௞ାଵ
௝

= ෍(𝑤௜௝ . 𝑃௞ାଵ
௜ ) +

௞

௞ିௗ

𝑟𝑎𝑛𝑑(𝑠𝑡𝑑௝) , (6) 

where the weights wij are calculated by 

𝑤௜௝ =
𝑟௜௝

∑𝑟௜௝

 , (7) 

in which rij are the correlation coefficients of module ith 
and module jth (𝑖 ≠ 𝑗, e.g. if j = 3 then i = 1, 2, 4), 
obtained in the range of indices from (k−d) to k. A 
random number, rand(.), in dependence of the standard 
deviation of sensor jth (std j), is added to ensure the 
estimated data being close to the actual measured data but 
not overfitting. 

To validate the imputation method, we assume 1000 
datapoints of temperature and RH in module MD3 are 
missed during the service time, while the others (modules 
1, 2 and 4) still operate well with full transceiving of data 
packets. The selected polling threshold is d = 20 (i.e. 20 
previous samples of the missing point are used to identify 
coefficients and weights). Figure 7 shows the imputation 
results for missing values of temperature and RH. The 
estimated and the actual data relatively fit with small 
residuals. The RMSE of those data are 0.684 (Celsius 
degree) for temperature and 2.84 for RH. Therefore, the 
proposed technique is promising in improving reliability 
of the monitoring system for the construction site. 

 

 

Figure 7. Estimated missing data of temperature 
and RH sensors from imputation. 

4. Field test and results: residential 
construction site 

The proposed dependable scheme is now adopted for 
monitoring the emissions of a construction site at 
coordinates 33°49′11″S, 151°4′38″E. The low-cost 
sensor motes are fixed on the electrical poles at the height 
of 3 meters above the ground to assure a proper coverage 
without damage risk from construction activities.  

There were 15 devices denoted as T1 to T15 installed 
over the whole area of approximately 1 km2. The 
construction site was monitored by co-located sensor 
motes T1 to T8, while the surrounding residential zones 
were monitored by T9 to T15, as depicted in Figure 8.  

 

 

Figure 8. Low-cost sensing devices installed over 
the monitoring area 

 

Figure 9. The iterative process of data processing 
of low-cost IoT-enabled monitoring system 

 
Figure 9 presents the process of data interpolation and 

for long-term monitoring operations. Therein, two 
streams are considered: (1) data from a nearby state-run 
monitoring station, extracted for referencing; (2) data 

Low-cost 
sensor mote 
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measured by the developed system on the construction 
site. Both data are processed prior to comparison, and the 
differences will be analyzed and fed back to the devices 
for re-calibrating to reduce any issues in association (e.g. 
time drift, gain and bias, etc.). 

4.1 Processing measured data 

The raw data are collected from the devices 
wirelessly through the Thingspeak server. The surveying 
period covered 65 days (from 15th November 2019 to 19th 
January 2020), with 6161 samples/device for each sensor 
(temperature, RH, PM2.5, PM10 and battery voltage). 
For the scope of this paper, only data of fine particle 
concentrations (PM2.5) are used for evaluating the 
performance of the wireless sensing system. The low-
cost sensors collected data continuously 24 hours per day 
with a sampling period of 15 minutes to ensure stable 
operation, network connection, and battery lifetime. The 
raw data were affected by multiple noises causing 
imperfect recording of monitored parameters, for which 
anomalous values were treated by a moving average 
filter. Figure 10 presents the graphs before and after 
processing. It can be observed of the contribution from 
construction emissions to the rise of PM2.5 level when 
resuming the onsite work after the New Year break, while 
the high concentration of the fine particle dust reflected 
the impact of bushfires at the time. 

 

4.2 Interpolating reference data 

For validation of information gathered by low-cost 
devices, the measured data are compared with the data 
recorded by state monitoring stations, managed by the 
Department of Planning, Industry and Environments 
(DPIE) of the NSW Government [15]. Here, the closest 
state-run monitoring station is about 7 km to the site. In 
order to match with the time scale of the measured data, 
the DPIE records are resampled, with a cubic 
interpolation method, from 1920 to 6161 samples over 
the studied period. 

Figure 11 shows the comparison between the two 
datasets after processing, which display a good fit with a 
high correlation as presented in Figure 12 despite some 
small phase shifts between two temporal profiles. This 
could be due to the spatial difference between the two 
locations with a systemic delay in DPIE reporting as well 
as the effects from other meteorological parameters. 

The collected data from all 15 low-cost sensor motes 
are visualized in 3D for the spatial distribution by Surfer® 
v.11 and MATLAB® v.2020a software for further 
evaluation the influence of construction activities to the 
air pollution over the surrounding residential area, as 
depicted in Figure 13, with data being obtained on Jan 8th 
2020. Therein, it can be observed of some higher 
concentration of PM2.5 (over 90 µg/m3) at the 

construction site, whereas the lower levels were in the 
residential area albeit still above the national threshold of 
25 µg/m3 [16]. The reason was attributed to the prolonged 
impact of bushfires in the state [17]. 

 

5. Conclusion 

This paper has presented the development of effective 
wireless sensing networks for reliable monitoring of 
construction sites using IoT-enabled dependable co-
located low-cost sensor motes. The availability and 
resilience of the proposed system is assured by the 
saving-energy modes of hardware architecture, DEC 
framework and the redundancy of stand-by co-located 
sensing modules. Extensive field tests have been 
conducted on construction sites at different environments 
to validate and verify the advantages of the system 
implementation and its meritorious attributes. The 
proposed monitoring systems, coupled with various data 
processing techniques and the developed imputation 
algorithm, have resulted in significant improvement of 
the monitoring performance in terms of accuracy and 
dependability. Our future work will focus on the 
incorporation of learning schemes in order to cope with 
site monitoring in challenging conditions of abrupt 
changes in a volatile environment for accurate 
assessment of micro-climate conditions. 

 
 

 

Figure 10. Raw and processed data from a low-
cost sensor mote for PM2.5 
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Figure 11. Comparison of measured (red) and 
reference data (blue) 

 
 

 

Figure 12. Correlation of two datasets by a 
sensor mote and by a state-run monitoring station 
 
 

 
 

Figure 13. Spatial distribution of 15 sensor motes 
over the whole studied area for PM2.5 
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Abstract – 
Cybersecurity threats related to new technologies 

get little attention until an incident occurs, and 
vulnerabilities are highlighted. In the case of 
construction projects, any cyber breach, either 
malicious or incidental, has the potential to cause 
significant damage. This varies from unauthorized 
access of sensitive project information to hijacking 
construction equipment to cause structural damage 
to the site or harm to personnel. Given the potential 
implications of threats in cyber-physical systems, and 
the potential for physical damage to products and 
personnel, serious consideration from a research 
perspective is needed. The risk of such attacks 
occurring is exacerbated in regions such as the UAE, 
where new technologies, such as 3D printing, are 
trending. 

With that in mind, the objective of this study is 
twofold. First, to raise awareness about the 
cybersecurity implications of the new technologies 
adopted by the AEC industry. Second, to understand 
the core cybersecurity aspect of threat modeling 
concerning cyber-physical systems applied to 
construction projects. Several threat modeling 
methods such as STRIDE, OCTAVE, PASTA, and 
VAST have been developed. However, they are not 
easy to adopt by construction professionals who 
generally have limited knowledge of the cybersecurity 
domain. To address that, this study aims to develop a 
preliminary threat modeling approach that is 
relevant to the construction industry and can be 
quickly adopted to investigate the current technology 
being implemented. To demonstrate the practical 
feasibility of the proposed threat model, we consider 
an industrial-grade robotic arm system to 3D print 
construction elements offsite. This threat model will 
provide insights into a range of different threats that 
these systems are vulnerable to, allowing us to secure 
these systems against such threats, and raising 
awareness about the cybersecurity implications of 
implementing such technologies in the AEC industry. 

Keywords – 
      3D Concrete Printing; Construction4.0; Cyber-
Physical Systems; Cybersecurity; Cyberattack; 
CVSS; Risk Propagation; Smart Construction Sites; 
STRIDE; Threat model; Vulnerability Assessment 

1 Introduction 
The notion of having a digital model and a machine 

able to build it with a high degree of accuracy, with little 
human intervention, and in a timely fashion is very 
attractive and appealing. In the construction sector, that 
notion has been materialized with the development of 3D 
printing technology along with the use of contour 
crafting in which successive layers of cementitious 
material are placed to generate building elements. 
Although there are still many challenges to overcome 
(e.g., scalability, mobility, materials), there are already 
construction projects that have benefited from the use of 
3D printing [1]. Some recent examples include the Apis 
Cor’s two-story building in Dubai, UAE [2], Winsun 
China’s villa [3], concrete bridges in Spain [4] and China 
[5], portions of the DFAB HOUSE [6] and the Concrete 
Choreography project [7] in Switzerland, single-family 
houses in Denmark [8] and France [9], and military 
barracks in the US [10]. 

A lot of efforts have been made in the research 
community regarding the technical aspects of 3D 
printing in the construction sector; however, the aspect 
of cybersecurity has been disregarded. The use of 3D 
printing in construction opens the door to new risks and 
vulnerabilities. Researchers are starting to consider the 
cybersecurity challenges and vulnerabilities caused by 
the digital transformation taking place in the construction 
industry [11, 12] and quantifying the cyber vulnerability 
of construction participants [13]. The ability to 
maliciously access to remote devices has already been 
documented. For example, [14] found that the radio 
signals typically used for crane controllers are not 
encrypted and can be easily intercepted and spoofed 
using off-the-shelf equipment and basic knowledge of 
electronics and radio engineering. 
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Similarly, regarding cybersecurity implications of 3D 
printing in other industries, [15] investigated how 
sabotage attacks could compromise the quality of 3D 
printed parts. Their study showed an attack against a 
desktop 3D printer used to manufacture propellers for an 
unmanned aerial vehicle (UAV). The sabotaged part 
experienced structural decay and caused the UAV to 
crash during flight. 

As with other cyber-physical and connected systems, 
the connectivity requirements of 3D printing systems 
(e.g., controllers and manipulators, network connectivity, 
and peripherals, such as pumps or mixers), raises the 
potential for cyber-attacks. Considering the sensitive 
nature of construction projects, the introduction of the 3D 
concrete printing system as a cyber-physical system 
(CPS) that can be accessed by third parties with 
malicious intents poses several problems that need to be 
addressed. 

The rest of the paper is organized as follows. In 
Section 2, we provide an overview of threat modeling, 
including existing methods and an evaluation of 
appropriate methods applicable to the construction 
industry. Section 3 discusses our efforts in the 
development of a threat modeling method (TMM), along 
with a high-level description of the overall procedure. In 
Section 4, we show the application of the TMM using a 
generic 3D Concrete Printing (3DcP) System. Also, we 
explain the specifics of each stage in the proposed TMM. 
Section 5 contains a discussion of the application and an 
identification of where the TMM succeeds and where it 
does not. Finally, we summarize key findings and 
suggest areas for future work in Section 6. 

2 Threat Modeling 
Threat modeling can be defined as the process of 

identifying potential threats, vulnerabilities, attackers, 
and targeted assets, with the goal to define 
countermeasures and plan risk mitigation strategies. The 
objective is to get a clear picture of the attack map, that 
is, how, where, why, and by whom an attack might occur. 
It consists of analyzing the security of an application or 
system by systematically cataloging and inspecting 
vulnerabilities present in a variety of contexts in the 
system under consideration [16]. The threat modeling 
process, as viewed by [17], can loosely be seen to consist 
of three high-level stages: (1) system characterization, (2) 
asset and access point identification, and (3) threat 
enumeration. Based on these principles, threat modeling 
requires a fundamental understanding of the underlying 
architecture, its design and implementation in order to 
prepare a thorough review and security analysis that can 
then be used to provide countermeasures that would 
prevent, or mitigate, the effects of any threats to the 
system. We proceed to identify two primary threat targets, 

Information Technology (IT) and Operational 
Technology (OT). The former relates to threats 
concerning the network infrastructure governing the 
system under consideration, while the latter relates to 
matters of physical security concerning the hardware 
operating in the system and potential damages to 
surrounding areas and people. 

As with [18], in which a new threat modeling method 
was developed to fit a unique case, there is a need in the 
construction industry to investigate and consider the risks 
of cyberattacks due to the integration of new technology. 
With this in mind, we develop a threat modeling method 
that suits the small-scale but heavily interconnected 
nature of a 3D printing system used in construction. 

2.1 Threat Modeling Methods (TMMs) 
We place a heavy emphasis on understanding the 

nuances of existing TMMs, and what makes these 
methods suitable for specific systems. Our review of [19], 
[20], and [21] provided an understanding of a broad 
range of methodologies, from commonly used systems 
such as STRIDE and PASTA to uncommon ones such as 
CORAS and TRIKE. A summary of all the TMMs 
considered is shown in Table 1. This information will 
allow us to gauge the strengths and weaknesses of a range 
of TMMs along with which of their characteristics might 
come into use based on a variety of situations. There are 
a variety of characteristics to consider, from the range of 
threats, the existence of a built-in empirical component, 
to the availability of documentation. 

2.2 Shortlisting Candidates 
Considering the range of TMMs evaluated (Table 1), 

the following criteria were used to narrow down the 
selection of the TMMs to be used. 

1. Threat Range (Low, Medium, High): Refers to the 
variety of threats captured. 

2. Empiricism (Yes, No): Whether the TMM has an 
empirical component to gauge threats. 

3. Consistency (Yes, No): Whether repeated use of the 
TMM yields the same results. 

4. Risk-Mitigation (Yes, No): Whether the TMM 
contains some in-built component for mitigating 
the threats captured. 

5. Suitability (Yes, No): Whether the TMM has not 
been explicitly developed for some specific system. 

6. Documentation (Low, Medium, High): The amount 
of documentation available. 

These characteristics are chosen based on our 
perspective on what would a generic situation be in 
which our TMM is used, with regards to the participants 
involved, the resources available, and the system under 
consideration. We chose the characteristics to capture a 
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broad range of threats, output an empirical result to gauge 
the magnitude of the risk of each threat, produce the same 
results consistently, contain in-built prioritization of risk 

mitigation and management that can be applied to a 
generic context while having proper documentation to 
aid during the threat modeling process. 

Table 1. Summary of TMMs and characteristics used for selection in this study 

(1) CAPEC and ATT&CK are considered threat libraries and do not necessarily provide information as to modeling threats in a 
system 
(2) Security Cards + PnG are essentially a gamification of the threat modeling process and should be used for training and 
brainstorming purposes only 
(3) hTMM and QuantitativeTMM use STRIDE, and therefore we use the STRIDE documentation as a baseline for these TMMs; 
however, the methods themselves are not as mature as STRIDE 
(4) Risk Mitigation based on STRIDE 
 

Based on the selection characteristics previously 
described, Table 1 yields a few clear winners, with 
STRIDE and its derivatives meeting most of our criteria 
at their highest standards. Therefore, we have chosen the 
QuantitativeTMM as the basis for the modeling method 
for threat modeling in the rest of the paper. 

3 Framework of proposed TMM – 
QuantitativeTMM 

The framework of the QuantitativeTMM (QTMM) 
described in this section is a combination of the QTMM 
proposed in [22] along with parts of [23]. The high-level 
steps are shown in Figure 1 and described as follows. 

Step 1: Define use case / problem statement 
We begin by delineating our system; this includes an 
explanation of the system goals, the system components, 
information flows within our system, as well as users of 
our system [24]. 
Step 2: Define Data Flow Diagram (DFD) 
Data Flow Diagrams are a method of breaking down the 
system into single components in the form of Entities, 

Data Flows, Data Stores, and Processes. Trust 
Boundaries are another component used to delineate the 
border between trusted and untrusted components in the 
DFD. The DFD acts as a graphical representation of these 
components in order to present the user with a high-level 
overview of the interactions between separate 
components in the system [23]. For a given use case or 
problem statement, the user creates a DFD with the 
required granularity. A finer granularity will produce a 
more refined overview that, at later stages, will yield a 
higher number of threats related to specific component 
interactions. 
Step 3: Map STRIDE Elements into DFD 
Once the DFD is created, we use the STRIDE 
classification of threats to ‘map’ individual components 
of the DFD to the respective threat classes. Table 2, 
adapted from [24], delineates the threat classes associated 
with each component. Once this is done, the user may 
begin to internalize the form of threats that may appear. 

Method Threat Range Empiricism Consistency Risk - 
Mitigation Suitability Documentation 

OCTAVE  Medium Yes Yes Yes No Medium 
Trike High Yes No Yes Yes Low 

PASTA Medium Yes Yes Yes No High 
STRIDE High No No Yes Yes High 
CORAS Medium Yes Yes Yes No Low 
VAST Medium No Yes Yes No High 

LINDDUN High No No Yes Yes Medium 
hTMM High No Yes Yes (4) Yes N/A (3) 

QuantitativeTMM High Yes Yes Yes (4) Yes N/A (3) 
CAPEC (1) Medium No N/A No No N/A 

ATT&CK (1) Medium No N/A Yes No N/A 
IIDIL / ATC High No Yes Yes Yes Low 

Security Cards + PnG (2) Medium No Yes (SC) – No 
(PnG) No No High (SC) – Low 

(PnG) 
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Step 1: Define use 
case / problem 

statement

Step 2: Define Data 
Flow Diagram (DFD)

Is risk score 
manageable?No

Step 3: Map STRIDE 
Elements into DFD

Step 4: Identify 
Threats

Step 5: Perform 
Quantitative Risk 

Assessment

Step 6: Plan Risk 
Mitigation Strategies

Implement and 
monitor

 
Figure 1. Main steps of the QTMM 

Table 2. DFD Component Vulnerabilities as per STRIDE 
Threat Classes 

Component S T R I D E 
Data Flow  ✓  ✓ ✓  
Data Store  ✓  ✓ ✓  

Entity ✓  ✓    
Process ✓ ✓ ✓ ✓ ✓ ✓ 

A brief description of the different threat classes as 
per the STRIDE threat classification is summarized in 
Table 3. The purpose of this step is to identify the threat 
classes that are most prevalent to each component and 
prioritize the threat identification procedure for those 
classes. 

Step 4: Identify Threats  
Iterate over each component in the DFD and begin 
considering potential threats starting from generic attacks 
to more process-specific ones. If necessary, once threats 
are enumerated and cataloged, create short misuse case 
scenarios [25] for each attack. Due to space limitations, 
we forgo creating misuse case scenarios in this study. 
 
Step 5: Perform Quantitative Risk Assessment 
For each component in the DFD, and the relevant 
STRIDE threat classes, we generate attack trees using the 
information collected from the previous step. These 
component-based attack trees are then scored using a 
combination of the  Common Vulnerability Scoring 

System (CVSS) and a risk propagation technique in order 
to gauge the final risk value of the threats [22]. 

Table 3. Threats classes per STRIDE 

Threat Description 

Spoofing 
An attacker attempts to mislead users or 
systems by falsifying either a process or an 
identity. 

Tampering An attacker modifies the system to cause 
harm. 

Repudiation An attacker rejects a transaction in the 
system. 

Information 
Disclosure 

An attacker obtains access to sensitive data 
concerning the system. 

Denial of 
Service 

An attacker makes the system unavailable 
to users. 

Elevation of 
Privilege 

An attacker manages to obtain 
administrator privileges. 

 
Step 6: Plan Risk Mitigation Strategies 
Considering the attack trees and their relevant scores, as 
well as the earlier generated misuse-case scenarios, the 
user can continue to ideate on potential actions to 
mitigate these threats. After mitigation strategies have 
been developed, a user may re-evaluate the previously 
defined attack trees to update the risk score for a threat 
class. Steps 5 and 6 are repeated until the user is satisfied 
with the level of threat mitigation. Once an acceptable 
risk score is obtained, the mitigations are implemented, 
and the system is monitored and updated as needed. 

4 Example: TMM for 3DcP application 
To illustrate the implementation of the proposed 

framework, we use a generic Robotic 3D Concrete 
Printing System as an example.  

4.1 Define use case / problem statement 
The system under consideration was chosen based on 

the review of existing literature and information obtained 
from industry experts to ensure a realistic case. The 
specification in question is based on ABB’s IRB 6620 6-
axis robot arm, with additional interfaces provided by the 
IRC5 industrial robot controller [26]. 

A schematic representation of the different elements 
for the 3DcP system used in this example is shown in 
Figure 2. The different elements identified in Figure 2 are 
described below. 

1. System Command: The System Command refers 
to whichever device is used to relay instructions to 
the robot controller. This can be an Arduino 
microcontroller. 
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Figure 2. Schematic of the 3DcP system 

2. Robot Controller: The Robot Controller is 
responsible for converting and relaying high-level 
commands passed through the system command 
onto the robotic arm itself. The IRC5 is an industrial 
standard for robot controllers. 

3. Printing Controller: Based on the dimensions of 
what is being printed, the printing controller has 
several axes of movements that it can operate in to 
facilitate printing over a large surface area. 

4. Robotic Arm: The Robotic arm is responsible for 
receiving instructions from the system command 
and passing on instructions to the precise part of the 
printing controller. 

5. Printhead: The printhead is responsible for 
extruding the concrete mixture. 

6. Accelerating Agent: A deposit containing the 
accelerating agent used in speeding up the concrete 
formation chemical reaction. 

7. Pump for Accelerating Agent: Responsible for 
pumping the accelerating agent into the mixture, 
controls factors such as speed and throughput. 

8. Pump for Premix: Responsible for pumping the 
premix into the printhead, controls factors such as 
speed and throughput. 

9. Premix Mixer: A deposit containing the concrete 
premix used in the concrete printing process. 

10. 3D Printed Object: The designated 3D printed 
object as specified by the user. 

4.2 Define the Data Flow Diagram (DFD) 
Using the Legend defined in Microsoft’s STRIDE 

Application article [24], we have defined the Data Flow 
Diagram, as shown in Figure 3, for our use case of the 
generic 3DcP application in Figure 2. Each of the data 
flows represent the flow of instructions in some digital 
format necessary in the 3DcP process. 

A. 3D Specification Loaded into the System Command 
B. Printed Item Specifications 
C. Pump Control Information 
D. Robotic Arm Printing Instructions 
E. Robotic Arm Movement Instructions 
F. Printhead Positioning Instructions 
G. Printhead Extrusion Information 

 
Figure 3. Data Flow Diagram 

The trust boundary is a subjective measure of 
different levels of security that are present within the 
same system. The trust boundary in this example has 
been defined at the robotic arm and printhead, assuming 
that those elements would be less susceptible to direct 
access. 

4.3 Map STRIDE to Elements into DFD 
There are multiple ‘process’ components in the DFD. 

These components are, by nature, susceptible to all threat 
classes introduced by the STRIDE threat classification. 
Considering the data flows between these components, 
we realize that the information moved across the system 
is related to one another and, at times, are subsets of the 
preceding data flow. Threats that target one such data 
flow can potentially be replicated on another as per the 
goals of the attacker.  However, the risk evaluation is 
dependent on the component in question. If we were to 
consider the “Robot Controller” component, it is unlikely 
that Spoofing or Elevation of Privilege threats are 
prevalent; Tampering threats, however, pose a serious 
concern. 

4.4 Identify Threats 
Consider the “Robot Controller” component. As a 

‘process,’ it is susceptible to any of the STRIDE classes 
of attacks, but as mentioned previously, certain threats 
classes pose a greater risk than others. If we were to 
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deliberate on the potential threats that fall under the threat 
class of ‘Tampering,’ we would see threats like those 
delineated in Figure 4. As previously mentioned, these 
generic threats could take place in another DFD 
component, considering the nature of the data flow. To 
understand these threats in greater detail, the user may 
choose to generate misuse-case scenarios that dive into 
the context-aware specifics of these threats while 
providing a basis upon which risk-mitigation strategies 
are developed. The ideation performed at this step is 
fundamental to the remainder of the threat modeling 
process as it deepens the users’ understanding of the 
system while providing a foundation upon which the 
Quantitative Risk Assessment may be carried out. 

 
Figure 4. Potential Tampering Threats 

4.5 Perform Quantitative Risk Assessment 
An understanding of the variety of threats associated 

with the ‘Tampering’ threat class for the Robotic 
Controller aids us in developing the attack trees for this 
scenario. Using [22] as a guideline, we create Component 
Attack Trees (CAT) for a STRIDE threat class. This 
system uses four nodes, the root node (red), intermediary 
node (black), leaf node (gold), class node (white), and 
mitigation node (blue). The class node is designed to help 
systematically divide up threats. Each of the leaf and 
mitigation nodes are assigned a value reflecting the 
probability of success. This value is propagated upwards 
to the root node to determine the odds of success. To read 
the CAT, a user would begin at a leaf node and follow the 
path until the root node, at which point the attack has 
‘succeeded’ [22]. 

Figure 5a is the high-level attack tree we generate for 
the Tampering threat class, and Figure 5b the risk 
propagation using CVSS. Unless otherwise specified, all 
leaf nodes are related by an ‘OR’. Once we have created 
the attack tree, we use the CVSS to attribute a risk score 
to the leaf (gold) nodes. We then propagated these risks 
upwards as per the operations listed in [22] and 
summarized here. 

 

 “OR” operation between two nodes (x,y): 
P(x)+P(y)-P(x)P(y) 

 “AND” operation between two nodes (x,y): 
P(x)P(y) 

 “MITIGATION” of node (x), with mitigation P(m): 
P(x) = P(x)*(1-P(m)) 

 
(a) 

 

 
(b) 

Figure 5. (a) Attack tree and (b) risk propagation and 
assessment for the Tampering Threat Class 

Using the CVSS score [27] for the leaf nodes of this 
attack tree and the operations above to calculate the 
remaining risk scores for the various nodes, the overall 
risk score for the tampering threat class can be 
determined. This is showcased in Figure 5b. To illustrate 
the calculation of the score, consider the “Overt Damage” 
class, the ‘manipulate robotic arm’ threat has a lower risk 
value than ‘power drain’ because it is harder to 
accomplish while disconnecting the system from a power 
source is much easier to accomplish. However, they both 
present a threat, and together their risk score is calculated 
as follows: 

0.50 + 0.32 − (0.5 ∗ 0.32) = 0.66 

Following the same approach, the overall risk score 
for the Tampering Threat Class is calculated to be 0.93 
(9.3/10 in the CVSS scale), which is classified as a 
critical threat. 

4.6 Plan Risk Mitigation Strategies 
As a process, risk mitigation begins with the 

generation of the attack trees. Once a user has identified 
the different attack vectors, their understanding of the 
system will allow them to intuit strategies to counteract 
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threats at the lowest levels. The more detailed the DFDs 
and, consequently, the attack trees, the more nuanced 
simplified components will be available for a user to 
ideate mitigation strategies. Usage of attack libraries such 
as CAPEC and ATT&CK may help this brainstorming 
process. Figure 5 displays a scenario where there are no 
mitigation strategies. The user may update the attack tree 
with mitigation nodes (Figure 6) that would reduce the 
risk score of the corresponding leaf node (the “*” in 
Figure 6b indicates the pre-mitigation risk score). For 
illustration purposes, a subjective mitigation score was 
assigned to the mitigation (blue) nodes. Once the 
mitigations are considered, the overall risk score of the 
threat class can be recalculated. In this example, the 
mitigation nodes considered reduce the overall risk from 
0.93 to 0.83, or a reduction of the risk of the tampering 
threat class from a critical risk threat, to a high-risk threat. 
This feedback loop can continue until the user is satisfied 
with the risk level, as well as the quality of the risk 
mitigation strategies in place. 

 
(a) 

 

 
(b) 

Figure 6. (a) Attack tree and (b) risk propagation and 
assessment for the Tampering Threat Class with 

countermeasures (mitigation nodes) 

5 Discussion 
The nature of this paper hinges on providing an 

example of applying a TMM in the field of 3D printing 
in construction. Section 4 shows an example that can be 
used as a guide for users when tackling similar systems. 

Although the length of this paper imposes limitations 

on the extent of details shown in the example, enough 
information is provided to allow the reader to get a 
general idea of the different steps required in the threat 
modeling analysis. The DFD and attack trees are 
simplistic in nature to convey the idea of the threat 
modeling process as opposed to providing a thorough 
threat model of this system specification. 

The threat class we chose for this application was the 
STRIDE threat class of ‘Tampering’ applied onto the 
DFD’s ‘Robot Controller’ process component. 
Considering the nature of the data flows in our system, 
many of the attack trees generated are likely to contain 
the same threats in relation to those components that are 
either inside the trust boundary or outside of it. However, 
the threats delineated in these attack trees would be 
scored differently, and ultimately the same threat could 
have different risk levels based on the component in 
question. We consider the Robot Controller component, 
a rather central piece in the 3DcP process, and one that is 
highly susceptible to Tampering threats. 

For our example, we modeled both physical and 
network threats as two separate classes. While there is a 
degree of overlap between the two, we realized it would 
be more beneficial from a practical standpoint to 
illustrate a wider scope of threats. The threats related to 
network tampering are a generic class of threats that 
involve exploiting known vulnerabilities in any network 
system. On the other hand, the physical tampering threats 
are process-aware and are attacks that are carried out 
respective to the system in question.  

The methodology presented is effective in detailing 
and visualizing the extent of the threats posed to a system 
with minimal effort, that is, once the attack trees have 
been generated and the CVSS scores for the lead nodes 
calculated, the risk propagation is straightforward. The 
most significant obstacle to a TMM is in its ability to 
capture a substantial proportion of potential threats. To 
succeed in this endeavor, a great deal of emphasis must 
be placed into developing the DFD; this aspect of the 
TMM is core to all subsequent steps. 

6 Conclusion and Future Work 
As 3D printing technologies emerge and their use in 

construction projects become more common, it is of 
utmost importance to develop methods and frameworks 
to identify vulnerabilities and address them before full 
implementation or integration with other systems is done. 

This endeavor is heavily based on understanding the 
nuances of a threat modeling method in relation to cyber-
physical systems and developing a threat modeling 
method with a specific application in mind, in this case, 
the use of 3D printers in construction. A large part of this 
involves an understanding of both the existing threat 
modeling methods as well as contemporary 3D printing 
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technology in construction that would allow the creation 
of an applicable threat modeling method. 

Our ongoing work includes improving the current 
threat modeling method to better suit a more extensive 
scope of 3D printing specifications and configurations 
that involve supplementary machinery that would 
complicate the threat landscape. Such improvements will 
be complemented with research into specific attacks 
allowing us to gauge their viability. Attacks that involve 
physical externalities can be conducted over a simulated 
environment, whereas more traditional IT-related attacks 
can be attempted directly with the appropriate equipment 
on hand. 

Once a thorough modeling methodology to scope 
threats is in place, our focus will shift into techniques for 
securing the systems investigated. This process is two-
pronged, considering both proactive and reactive 
measures. Proactive measures will aim to patch security 
flaws in the system that can be easily avoided. Reactive 
measures will seek to provide guidance to ‘worst-case’ 
scenarios. 

The culmination of this research will be a holistic 
guide to identifying and securing 3D printing 
specifications in construction against any manner of 
threats for both OT and IT scenarios. 
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Abstract – The separation of exterior tiles from buildings 
diminishes the visual appeal of cities and can injure 
pedestrians when they are struck by falling tiles. 
Therefore, tiles should be inspected periodically. 
However, completion of the inspection process has 
hurdles, including high cost and the need for qualified 
human inspectors. This study describes a non-destructive 
inspection method for detecting voids that match those 
seen in tile separation in a concrete specimen using 
electromagnetic waves, specifically microwaves. The 
method can be performed using devices that are simpler, 
smaller, and easier to use than those required by 
conventional methods. In addition, this method can be 
used to measure the adhesion strength of tiles. 

 
Keywords – Non-contact inspection; Electromagnetic 
wave; Adhesion strength; Multi-layered scanning.  

1 Introduction 
The separation of exterior tiles from buildings 

reduces the visual attractiveness of cities and falling tiles 
can injure pedestrians below,  especially during 
earthquakes. Therefore, tiles should be checked 
periodically. However, high cost and the need for a 
qualified human inspector hinders the completion of 
inspections. In this study, voids that match those seen in 
tile separation were detected in a tiled concrete specimen 
using non-destructive inspection (NDI) with 
electromagnetic waves (EMWs), specifically 
microwaves. Several methods based on NDI techniques 
using EMWs have been developed and reported. These 
methods include ground-penetrating radar [1], 
microwave tomography [2], microwave non-destructive 
testing, and other evaluation methods [3] [4] that use a 
network analyser in the time/frequency domain to 
calculate the position of foreign bodies in the object; such 
methods are very complex and costly.  

Our proposed method uses EMW reflection intensity 
data for analysis, and the measuring device required is 
simpler, smaller, and easier to use than that required for 
the above-mentioned methods. Our method can also use 

the reflection data to estimate the adhesion strength of the 
tiles. An antenna that transmits and receives microwaves 
was used to obtain the reflection intensity from the 
concrete specimen, and the distribution of reflection 
intensity was determined using a multi-layered scanning 
(MLS) method. This reflection intensity was compared 
with normal concrete data (trend data) to predict the 
integral of the difference, which indicates the size of the 
void [5] [6]. In our experiments, first, a tiled concrete 
specimen with voids was evaluated by MLS to calculate 
the strength distribution. Second, tensile strength testing 
of the tiled concrete was performed, and the strength to 
failure was measured. Third, the correlation between the 
tensile strength and the reflection intensity by MLS was 
examined to evaluate the possibility for practical use. 

2 Microwave NDI 

2.1 Inspection apparatus 
The inspection apparatus for detecting voids consists 

of a linear actuator and a flaw detection device. The flaw 

 
Figure 1.  Inspection apparatus. 
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detection device consists of a lifter, an antenna, and a 
laser sensor, as shown in Figure 1. An overview of the 
signal processing system is shown in Figure 2. The linear 
actuator is used to move the flaw detection device over 
the concrete surface, and the device scans the surface to 
detect voids. 

2.2 Tiled concrete specimen 
Figure 3 shows the tiled concrete specimen, which 
comprises tiles, adhesive mortar, and concrete. Figure 4(a) 
shows the dimensions of the tiled concrete and the 
positions and widths of the voids,  Figure 4(b) shows  the 
design of the tiled concrete specimen from the side, and 
Figure 4(c) shows the positions of the voids as seen from 
the side. The experiments demonstrate the effectiveness 
of the proposed void detection method by applying NDI 
using EMWs to an actual tiled concrete specimen. In 
addition, the system used the void sizes to indicate the 
tile adhesion strength.  
 

2.3 MLS method 
This section describes the MLS method [5-6], which 

is used to acquire the reflected intensity and to estimate 
and remove interference and noise caused by EMWs. 

The detection void algorithm is shown in Figure 5. 
First, the total reflection intensity, 𝐸௥ , is measured by 
MLS. In abnormal areas, the received intensity is the 
effective value of the sum of the direct wave, surface 
wave, and air gap reflected wave. Next, the trend 
reflection intensity, 𝐸௧, is measured by MLS. This shows 
the reception intensity of normal (void less) areas, which 
is the effective value of the sum of the direct wave and 

 
Figure 2.  Measurement system. 

 
Figure 3.  Tiled concrete specimen. 

 

 
(a) Concrete dimensions and void positions and 

widths. 

 
(b) Side view of concrete specimen design. 

 
 (c) Side view of void positions 
Figure 4. Experimental setup. 
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the surface wave. Then, void reflection intensity 𝐸௩ is 
obtained by taking the difference between the total 
reflection intensity and the trend intensity strength. The 
last step recognizes voids by a comprehensive evaluation 
of MLS.    

2.3.1 Detecting voids  
This section shows how an evaluation function 𝑃ሺ𝑥ሻ 

can quantitatively detect voids from the measured 
reflected intensity. 𝑃ሺ𝑥ሻ can detect voids from 𝐸^

௩ሺ𝑥,𝑑ሻ 
which is the void information is obtained by taking the 
difference between𝐸௧ሺ𝑑ሻand𝐸௧ሺ𝑥,𝑑ሻ. This compensation 
makes the scanning more robust against the noise caused 
by small variations in d. Hence, this procedure should be 
useful for scanning a real tiled wall. And is defined as 
 

𝑃ሺ𝑥ሻ ൌ
ଵ

ே
෌ |𝐸^

௩ሺ𝑥,𝑑௜ሻ|
௡

௜
   (1) 

 
where 𝑁 is the number of data points along the d-axis at 
each value of 𝑥. Because 𝐸^

௩ሺ𝑥,𝑑ሻ is obtained from the 
difference between reflected intensities, it can be 
negative. By removing the variation of d, scanning 
collects only the reflected intensity from the voids and 
the concrete, allowing the voids to be detected and 
distinguished more easily. 

 
Figure 5. Algorithm for void detection. 

 

 
Figure 6. Overview of tiled specimen scanning. 

 
(a) 𝑦 ൌ 215 mm (Line B 225). 

 
(b) 𝑦 ൌ 225 mm (Line B 215). 

 
(c) 𝑦 ൌ 415 mm (Line D 425). 

 
(d) 𝑦 ൌ 425 mm (Line D 415). 

Figure. 7. Distribution of P(x) at various tile locations. 
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2.3.2 MLS measurement results  

Experiments were conducted using real tiled concrete 
to demonstrate the effectiveness of the proposed method 
for inspecting actual tiled walls. The concrete specimen 
shown in Figure 3 comprises the tile, its adhesive mortar, 
and concrete. MLS was performed at  𝑦 ൌ
215, 225, 415, and 425 mm, with a measurement area 
as shown in Figure 6. Intensity 𝐸ோሺ𝑥,𝑑ሻ was obtained by 
scanning along the x-axis in each scanning area several 
times at intervals of 60 mm ൏ 𝑑 ൏ 90 mm . through 
changing y-axis, we can set up the Anita in position of 
Line. The evaluation function 𝑃ሺ𝑥ሻ using this result is 
shown in Figure 7. The vertical axis shows the variation 
of the integrated reflection intensity, which varies 
according to whether voids are present. The average 
integrated reflection intensity was taken at a distance 
േ10 mm  from joints. The horizontal axis is the tile 
position. Red tiles have voids ranging from 30% to 100% 
of the tile size. Other tiles are normal tiles without voids. 
In most scanning lines, the integrated reflection intensity 
is high at large voids and low at small voids. 
 

3 Tile pulling test 

3.1 Inspection Apparatus 
Measurement of the adhesion strength was 

demonstrated using a pull-off adhesion tester (LPT-3000, 
Ox Jack Co., Ltd.). Before using the adhesion tester, a 
hammering test was performed to determine whether a 
void was present. Figure 8 shows the tester, which 

 
Figure 8. Manual Pull-off adhesion tester. 

 

 
Figure 9. Tile removal operation. Nuts are installed on 

the tiles to be removed. 

Table 1. Adhesion test results  

Tile position 

Void 
size 
(%) 

Load 
(kN) 

Load 
(N/mm2) 

Integrated 
reflection 
intensity V 

Line D 425, 
No. 3 100 0.2 0.047 1,995 ≤ V ≤ 2,091 

Line D 415, 
No. 3 100 0.2 0.047 2,213 ≤ V ≤ 2,748 

Line B 225, 
No. 3 100 0.2 0.047 2,072 ≤ V ≤ 2,542 

Line B 215, 
No. 3 100 0.2 0.047 1,962 ≤ V ≤ 2,526 

Line D 425, 
No. 5 90 0.2 0.047 1,883 ≤ V ≤ 2,011 

Line D 415, 
No. 5 90 0.2 0.047 2,213 ≤ V ≤ 2,748 

Line B 225, 
No. 5 90 0.5 0.12 978 ≤ V ≤ 1,255 

Line B 215, 
No. 5 90 0.5 0.12 1,962 ≤ V ≤ 2,526 

Line D 425, 
No. 7 70 1.8 0.42 1,080 ≤ V ≤ 1,262 

Line D 415, 
No. 7 70 1.8 0.42 1,611 ≤ V ≤ 2,260 

Line B 225, 
No. 7 70 2.5 0.58 1,155 ≤ V ≤ 1,364 

Line B 215, 
No. 7 70 2.5 0.58 1,310 ≤ V ≤ 1,448 

Line D 425, 
No. 9 50 2.3 0.54 1,403 ≤ V ≤ 1,577 

Line D 415, 
No. 9 50 2.3 0.54 1,727 ≤ V ≤ 2,026 

Line B 225, 
No. 9 50 1.5 0.35 1,532 ≤ V ≤ 1,744 

Line B 215, 
No. 9 50 1.5 0.35 1,402 ≤ V ≤ 1,674 

Line D 425, 
No. 11 30 1.8 0.42 1,244 ≤ V ≤ 1,533 

Line D 415, 
No. 11 30 1.8 0.42 1,403 ≤ V ≤ 1,755 

Line B 225, 
No. 11 30 4.5 1.05 379 ≤ V ≤ 739 

Line B 215, 
No. 11 30 4.5 1.05 964 ≤ V ≤ 1,316 
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consists of an analogue load cell, a pump handle, and an 
attachment. When the pump handle is turned clockwise, 
the attachment rises and pulls the tile until it separates 
from the concrete, as shown in Figure 9. At the moment 
of tile removal, the strength is measured by the load cell 
and recorded. The recorded load data are shown in Table 
1, columns 3 and 4.  

3.2 Results of adhesive strength 
measurements and MLS analysis 

Figure 10(a) and (b) show the values of exact value 
of P(x) of all lines at locations of each tile for which 
adhesion strength was tested. The six points of P(x) was 
taken over a total distance of 20 mm and േ10 mm from 
joints to avoid effects from the joints themselves [6]. The 
points were distributed on Lines B 215, B 225, D 415, 
and D 425. Data recorded from the tile pulling tests and 
MLS analysis are shown in Table 1. Column 1 shows the 
location of each tile for which adhesion strength was 

tested and MLS was performed. Column 2 is the void size, 
which varied from 30% to 100% of the tile size in 20% 
increments. Column 3 shows the recorded pull strength 
data in kilonewtons, which is the power required to 
remove the tile and is directly analogous to load cell 
results. In column 4, the power is converted to newtons 
per square millimetre. MLS results are shown in column 
5. Based on the adhesive strength and MLS data from 
Figure 10(a) and (b), Table 1, the scatter plot in Figure 
11 was created. This plot shows the adhesive strength of 
all lines on the horizontal axis and integrated reflection 
intensity on the vertical axis. The intersection of the two 
values is shown by colours indicating the tile and 
scanning position. 

3.3 Analysis of adhesive strength 
measurements and MLS results  

The results of adhesive strength measurements 
plotted against MLS values in Figure 11 indicate that 
there is a negative correlation between adhesive strength 
and the value of the tensile strength. Also, there appears 
to be a linear relationship between the two variables. 
Testing of the significance of the correlation coefficient 
confirmed a strong negative correlation, meaning that a 
decreased tensile bond strength is correlated with 
increased integrated reflection intensity, with 𝑅 ൌ
 െ0.622  at 𝑝 ൏ 0.001.  Furthermore, regression 
analysis provided the result 𝑅ଶ ൌ  0.382  at 𝑝 ൏ 0.001. 

3.4 Discussion  
The results show that this method can estimate the 

adhesion strength, but with a large error. The regression 
analysis R-squared result is significantly low. This low 
value might be caused by the experimental procedure, or 
it might indicate that there was a problem in how voids 
were implanted under the tile to make the specimen. As 

 
(a) 𝑦 ൌ 225 mm (Line B 225) and𝑦 ൌ 215 mm (Line 

B 215). 
 

 
(b) 𝑦 ൌ 425 mm (Line D 425) and𝑦 ൌ 415 mm (Line 

D 215). 
Figure 10. Distribution of tensile bond strength. 

 
Figure 11. Reflection intensity integrated value versus 

tensile bond strength 
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seen in Figure 10(a), in Line D 425, tile No. 3 has a void 
size bigger than that of No. 5. Therefore, it should have a 
higher intensity value. However, the integrated value for 
reflection intensity difference is lower. In Line B, tile 
Nos. 7 and 8 have the same issue. These issues might 
have occurred because the tiled concrete specimen was 
not cured. Environmental effects on sheet strength due to 
the time that elapsed between performing MLS and 
measuring the tensile strength needs to be taken into 
consideration. To improve the accuracy of the estimation, 
more data are needed by analysing tiles of different sizes. 
In addition, the experimental procedure would be 
improved if the MLS scanning data and the adhesive 
strength were obtained at the same time. Furthermore, a 
more accurate adhesive strength measurement device 
should be used.   

4 Concluding Remarks 
This paper describes ability of the MLS method in 

determining tile adhesive strength. This method will 
increase the accuracy of the safety tests required for wall 
tiles used in building exterior finishes. In particular, the 
MLS method does not require an expert to implement it. 
Therefore, it has the potential to reduce the cost and time 
required for tile safety examinations. 
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Abstract -
The new Hachinohe indoor skating rink required 

an extremely flat concrete slab. ±2mm precision 
concrete surface was expected across 6,350 m2 
concrete slab. It is impossible to construct such a 
large super flat slab with a conventional construction 
method to maintain the height of the concrete 
surface at intervals of few meters using human 
hands and eyes.   Therefore, we have developed a 
construction method using high precision height 
measurement which maintains the height of the 
concrete surface in the levelling and the finishing 
processes with high density and precision.  

In the levelling process, a 18m long truss screed 
was used. Such a long truss screed is easily deformed 
and the deformation of the truss screed during the 
process directly leads to the deterioration of surface 
accuracy. Therefore, we developed a mechanism to 
measure and correct the deformation of the truss 
screed with high accuracy.  

In the finishing process we precisely scanned the 
levelled concrete surface with a 3D laser scanner. An 
unevenness distribution map was calculated from the 
scanned point-cloud data and projected onto the 
concrete surface using a projector to remove the 
concrete on the convex part. 

Finally, all the finished concrete surface was 
measured with a 3D laser scanner and confirmed 
that it had extremely high flatness. 

Keywords - 
Flatness of Concrete; 3D Laser Scanner; 

Projection Mapping; Truss Screed 

1 Introduction 
The Hachinohe Nagene indoor speed skating oval 

rink, equipped with 400m double tracks, is the third 
indoor speed skating facility that is in conformity with 
international standards in Japan. The construction of this 
skating rink involved various efforts to build a high-
quality, indoor skating rink meeting international 
standards, one of which is the construction of the 

concrete slab beneath the ice. 
The cross-sectional structure of the skating rink is 

shown in Figure 1. Refrigerate pipes were installed in 
the ice-making concrete slab, and the ice layer will be 
formed over the slab via cooling. The surface precision 
of the ice-making concrete slab affects the thickness of 
the ice layer, thereby affecting the hardness of the ice 
layer. Building a high-quality skating rink with an even 
level of ice layer requires ice-making concrete slab with 
high surface precision; in this construction, the goal 
surface precision was set within ±2mm. 

Figure 1. The cross-sectional structure of the rink 

Figure 2. Construction sections of the ice-making 
concrete slab 

The ice-making concrete slab is comprised of a 
straight section with a width and length of 16m and 
110m, respectively, and a curved part with inner and 
outer diameters of 20m and 30m, respectively. The total 
area of the skating rink is about 6,350 m2. 

The  conventional construction method of concrete 
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slab involves human hands and eyes to maintain the 
height of the concrete surface at intervals of few meters, 
thereby rendering the ±2mm precision across this large 
area practically inconceivable. Therefore, we assumed a 
mechanized construction method that maintains the 
surface height in the levelling and finishing processes 
with high density and precision. As shown in Figure2, 
the 400m circumference was divided into nine sections, 
and each section was constructed within one day. Figure 
3 shows the construction flow and the machines used in 
the ice-making concrete slab. After the hardening of the 
concrete, 3D Laser Scanner was used to evaluate the 
flatness [1],[2]. 

2 Construction of Super Flat Concrete 
Slab 

We have developed a construction method using 
high precision height measurement which maintains the 
height of the concrete surface in the levelling and the 
finishing processes with high density and precision. 

2.1 Levelling Process 
A truss screed, which was composed of an iron truss 

frame and a blade, was used to level the concrete. Units, 
each with a width of 3.5m, can be linked to make the 
maximum width of 20m. The portion that meets the 
concrete is an L-shaped blade with multiple oscillators 
driven by compressed air. Both ends of the truss screed 
are placed on rails installed outside the cast concrete 

area., and the concrete surface is levelled by moving the 
truss screed along these rails while providing vibration. 
Truss screed is deformed because of the loosening of 
the joints which is caused by vibration and of the force 
from the placed concrete. Because the shape of the truss 
screed directly affects the surface precision of the ice-
making concrete slab, we attempted to improve the 
surface precision during the levelling process using a 
high-precision level monitoring system for managing 
the levelling. The method of level monitoring is 
described below. 

At each joint, we measured the top height of the 
blade and adjusted it by tightening the joint every 2 m in 
the driving direction. As shown in Figure 4, we installed 
rotating laser receivers at five locations on the truss 
screed and used a level monitoring system which 
displayed the heights with 0.1mm resolution on a tablet 
PC in real-time. Using a rotating laser level, we can 
detect relative changes in height with high accuracy and 
in real time, but we cannot measure absolute height 
accurately. On the other hand, using a digital level, we 
cannot measure the height change in real time, but can 
measure the absolute height accurately. Therefore, we 
decided to measure the absolute height at each location 
using a digital level and monitor the changes from the 
measured values with a monitoring system using a 
rotation laser level. By using this system and adjusting 
the height of the blade to within ±1mm from the 
standard level, a precise levelling process could be 
performed. 

 
Figure 3. Construction processes of concrete slab 
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2.2 Measurement of Surface Irregularities 
immediately after Levelling 

We used a 3D laser scanner to measure the surface 
irregularities immediately after levelling. Figure 5 is a 
picture of the situation of this measurement. The 
concrete surface, immediately after levelling, has a 
gloss that bends the laser light, so a small incident angle 
to the measured surface is preferred. Therefore, the 
scanner was attached at a boom of a crawler crane and 
scanned the concrete surface from a height of 
approximately 9 m. Each measurement was performed 
over a 16 m × 12.5 m area, 1/4 of the total placement 
area for a day, and it took 43 seconds for an irregularity 
measurement with a maximum 10mm pitch. Using this 
measurement method, the boom oscillation in the 
crawler crane and the boom drop were suspected to 
affect the measurement of surface irregularities. 
Therefore, we obtained the data on the boom oscillation 
and the boom drop in advance and verified that they 
would not affect the measurement results if the time of 
scanning was 43 seconds. 

Figure 6 shows an example of point-cloud data for 

the concrete surface obtained by the 3D laser scanner. 
The point-cloud data are obtained in the coordinate 
system of the 3D laser scanner. Hence, if the coordinate 
axis in the height direction is not vertical, we cannot 
accurately evaluate the irregularities on the concrete 
surface against the design height. Thus, we evaluated 
the surface irregularities using the following method. 

1) We placed four 700mm × 700mm reference plates 
around the target concrete surface. 

2) The surface of each reference plate was levelled 
with a high-precision inclinometer, and the heights 
of the four reference plates were adjusted to be the 
same. 

3) From point-cloud data obtained by the 3D laser 
scanner, we extracted the clouds corresponding to 
the reference plates and from that clouds, 
computed one virtual reference plane. 

4) As shown in Figure 7, the reference surface is 
horizontal and its height (H) is known, so it was 
used to calculate the irregularity (h) compared to 
the design height based on the distance of each 
point cloud (d) from the virtual reference plane. 

 
Figure 4. Monitoring for the levelling blade using a display system for level change 
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2.3 Correction of Irregular Portions 
To further improve the surface precision of the 

concrete, which was levelled by the truss screed, we 
conducted a process of scraping the protruded concrete. 
When the craftsman with the plasterer's boots can stand 
on the concrete without deforming the concrete surface, 
the correction process can be started. From the previous 
setting test, we found that this condition was met when 
the penetration-resistance value exceeded 0.5 N/mm2, 
thus, we began the correction process when the 
penetration-resistance value became 0.5 N/mm2. 

In the point cloud data of surface unevenness 
acquired after leveling, the part where the surface height 
is higher than the design height (= +0 mm) was set as a 
correction target. Moreover, we generated a 2D image 
(image for correction) of the point-cloud data with the 

target and other areas indicated by red and blue colors, 
respectively. Figure 8 shows an example of such a 
correction image. The scraping depth on the concrete 
was set 2 mm from the surface. Furthermore, to allow 
the operators to accurately view the operation areas, we 
directly projected and visualized the correction image 
on the concrete surface. For the projection, a large 
projector was installed on an elevating work platform 
approximately 10 m above the ground. Figure 9 shows a 
picture of the correction process. The concrete surface 
became rough after the scraping. Hence, a disc was 
installed on a trowel and the surface of corrected 
portions were smoothed. 

Figure 10 shows an example of the comparison 
between the surface irregularities measured immediately 
after levelling and after the finishing process. The 
standard deviation of the surface irregularities decreased 

 
Figure 5. 3D scanning a concrete just after levelling process 

 

 
 
 

 
 

Figure 6. Example of a point-cloud data 
 

Figure 7. Calculate irregularity of surface 
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from 1.1 to 1.0 mm, and the frequency of the mean 
value ±1 mm increased by 14.4%, indicating an 
improvement of the surface precision. Here the median 
value is not the design height but the average height of 
the concrete surface. The average height of the concrete 
surface shifted from +1.1 to −1.4 mm, because of the 
rise in bleeding water and the compaction on the surface 
from the finishing process. 

3 Flatness of the Completed Ice-Rink 

3.1 Measurement using 3D Laser Scanner  
In general, the 3DLS is not able to be set strictly 

horizontal and the level of the scanner is unknown. The 
scanner coordinate system is based on different height 
and attitude from a base coordinate system. To measure 
the height of the concrete slab, we must match the 
height and attitude between the scanner coordinate 
system and the base coordinate system. Around the 
scanning area, we put three reference boards and 

measure each height of the boards.  We translate the 
scanned point-cloud in order to match each height of 
levelled boards in the point-cloud to the measured 
height of them in the real world. The detailed procedure 
is shown below. 

1) Putting 3 boards, which size is 700mm x 700mm, 
around the scanning area. Adjusting lengths of the 
three support legs to level the boards. 

2) Using a digital level, measuring ZDL1, ZDL2 and 
ZDL3 which are the board surface heights. 

3) Using 3DLS, scanning the area which includes the 
3 reference boards. 

4) From the scanned point-cloud, detecting Zave1, Zave2 
and Zave3 which are heights of center of the 3 
reference boards. 

5) Deriving a rigid body translation T from an 
equation below. 

(

𝑥1 𝑥2 𝑥3
𝑦1 𝑦2 𝑦3
𝑧𝐷𝐿1 𝑧𝐷𝐿2 𝑧𝐷𝐿3

) = 𝑇 (

𝑥1 𝑥2 𝑥3
𝑦1 𝑦2 𝑦3
𝑧𝑎𝑣𝑒1 𝑧𝑎𝑣𝑒2 𝑧𝑎𝑣𝑒3

)    (1) 

xi, yi, i = 1, 2, 3 are x-y positions of each center of the 

 
Figure 8. Example of a correction image                            Figure 9. Projection of the correction image 

 
Figure 10. Comparison of the surface irregularities after the levelling and after the correction process 
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reference boards in the scanner coordinate system.  

6) Translating the scanned point-cloud with the rigid 
body translation T and getting a point-cloud in 
which, each height of board equals the height 
measured using a digital level. 

3.2 Confirming Measurement Method  
In order to confirm our proposed method, we 

measured a part of the rink (14m x 15m) using the 
proposed measurement method and a conventional 
measurement method. And we compared the data which 
was acquired with the two methods.  

3.2.1 Conventional measurement method 

We used a digital level for conventional 
measurement method. At first, we draw measured points 
on the floor in a grid of 0.5m. We divided the 
measurement area (14m x 15m) into 3 parts.  6 people, 3 
pairs, measured each part. In the pair, one set a staff and 
the other collimated it and recorded the measured height 
(Figure 11). It took more than 4 hours to measure 899 
points. 

3.2.2 Proposed measurement method 

3 people worked in the proposed measurement 
method. We set 4 reference boards and measured the 
height of each board. Since the circle with a radius of 
about 1.0 m just below the scanner cannot be scanned, 
we scanned the target area at two different points. It 
took less than 10 minutes and measured about 10,000 
points height in grid of less than 10mm.  

3.2.3 Comparing the two measured data 

Figure 13 shows the measurement result using 
conventional method and proposed method. 
Visualization processing was performed so that 
irregularities with 100 mm grid spacing were displayed 
for comparison. According to this figure, the height 
distributions in each calculation result are almost the 
same in two dimensions. The height distribution is 
shown as a histogram in figure 14. Both have same 
standard deviations of 1mm. Although the number of 
samples is different, the height distribution tendencies 
are the same. Therefore, the measurement results of the 
proposed method are highly reliable. 

 
Figure 12. Proposed measurement method 

 

  
Figure 13. Comparison of two methods 

 

 
Figure 11. Conventional measurement method 

 
Figure 14. Comparison of two methods 
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3.3  Measurement Result of the Ice-Rink 
 Figure 15 shows that the ice-making concrete slab 

divided into 84 sections and the 3D laser scanner set at 
the centre of each section. Figures 16 and 17 show the 
measurement results. The standard deviation of the 
height is 1.22 mm, and 90.3% of the whole area is 
within ±2-mm precision. The curved portions in 
sections tend to be low. The reason is considered that 
the operation of the truss screed is difficult compared to 

the straight part of the rink owing to the difference in 
speed between the inner and outer portions. 

4 Conclusion 
For the construction of super flat concrete slabs 

using a truss screed, we developed a method for 
obtaining the real-time level of the truss screed and 
achieved high precision levelling. After levelling, we 
measured the surface irregularities using the 3D laser 
scanner and applied the results to correct the protruding 
portions visualized with a large projector, thereby 
improving the surface precision of the concrete. Using 
the above methods, we achieved ±2mm precision for 
90.3% of the entire area of approximately 6,350 m2. 
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Figure 15. Scanned area was divided into 84 parts. 

 

 
Figure 16. Height Deviation of the ice-rink 

 
Figure 17. Height Map of the ice-rink 

645



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Method for Estimating Subgrade Reaction Modulus by 
Measuring Wheel-terrain Interactions 

Yasushi Wadaa and Taizo Kobayashib 

a Graduate School of Science and Engineering, University of Ritsumeikan, Japan 
b Department of Civil and Environmental Engineering, University of Ritsumeikan, Japan 

E-mail: rd0059rx@ed.titsumei.ac.jp, kobat@fc.ritsumei.ac.jp

Abstract – 
For several years, the compaction quality of 

embankments has been controlled by the dry bulk 
density and water content. However, the quality 
assessment is time consuming and merely a point 
measurement. We are developing a method that 
measures the mechanical properties of soil by 
observing the soil - wheel interaction behavior. In this 
study, we have proposed a method for estimating the 
subgrade reaction modulus of the soil by towing a 
wheel on the ground surface. This paper describes the 
theoretical basic concept of this method and discusses 
its validity with the results obtained from a laboratory 
model experiment.  

Keywords – 
Soil   compaction; Quality control; Subgrade 

reaction modulus 

1 Introduction 
For several years, the quality control of soil 

compaction has been assessed by measuring soil density 
and water content. However, the measurement is time 
consuming and is only a point measurement. Recently, a 
new technique called “intelligent compaction [1]” has 
become widespread; this is because the quality is 
controlled by the number of roller passes required to 
achieve the desired compaction. Intelligent compaction 
using a GNSS-mounted roller enables real-time 
continuous measurements. In contrast, the number of 
roller passes is only considered to be an index without a 
physical meaning.  

In this study, we have proposed a soil testing method 
that allows us to continuously evaluate the rigidity of soil 
(subgrade reaction modulus) by towing a wheel on the 
surface of the ground. Figure. 1 depicts an illustrative 
example of the possible future applications of this 
technique. One possible application is a mobile 
measurement in which a wheel-type testing tool is 
equipped in a construction vehicle. The other application 
is also a mobile measurement using a wheeled roller. The 

proposed method has the following two advantages: 
· Direct measurements for assessing the mechanical

properties of soil: As mentioned above, the existing
methods for examining the quality control of soil
compaction assess the physical properties of soil
(e.g., soil density and water content) or calibrated
index. This is based on the premise that as far as the
compacted soil satisfies the desired control value,
the quality also satisfies the requirements for
mechanically stabilizing the soil structure. The
proposed method directly provides the subgrade
reaction modulus, which is an important mechanical
parameter that is commonly used in pavement
designs, foundation designs, and for predicting the
behaviors of other soil-structures. We consider that
the proposed method allows direct assessment to
determine whether the compaction quality meets the
requirements of the design.

· Continuous real-time measurements: As for in-situ
soil investigation techniques for assessing the
stiffness/rigidity of soil surface, the plate load test,
California Bearing Ratio (CBR) test, and Falling
Weight Deflectometer (FWD) are commonly used in
practice [2]. The existing methods evaluate the point
measurement of soil rigidity whereas the proposed
method evaluates the continuous spatial distribution
of soil rigidity.

At present, we have not implemented mobile

Figure 1. Possible future applications of the wheel 
testing tool 
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measurement using a vehicle-mounted device under 
actual situations; therefore, we cannot evaluate the 
practicality of the proposed method. As a feasibility 
study, this paper describes the theoretical basic concept 
of the method for estimating the subgrade reaction 
modulus and discusses its validity with the results 
obtained from a laboratory model experiment.  

2 Method for estimating subgrade 
reaction modulus 

The mechanism of wheel-soil interaction is 
complicated, as depicted in Figure. 2. When a rigid wheel 
travels on soft soil, a rut occurs on the soil surface. In 
addition to the soil compression that generates the rut, 
plastic soil flows of a soil bed occur at the front, rear, and 
sides of the wheel. Considering that the rate of energy 
input to the wheel is consumed by the soil-wheel 
interaction, we obtain the following energy conservation 
equation: 

t d c p e lE E D D D D     (1) 

where tE and dE are the external rate of work 
performed by the drawbar pull and driving force, 
respectively; cD and pD are the rate of internal energy 
dissipation due to soil compression and plastic soil flows, 
respectively; eD is the rate of potential energy variation 
of the wheel; lD is the rate of mechanical energy 
transformation loss due to friction inside the wheel. 

In this study, we have postulated a condition in which 
a rigid wheel is towed on a soil surface without a driving 
torque. In this situation, the wheel slip does not occur. In 
addition, plastic soil flows do not occur when the wheel 
sinkage is small. This suggests that the rate of internal 
energy dissipation due to plastic soil flows can be ignored. 
Furthermore, assuming a condition in which the 
mechanical energy transformation loss and variations in 
the wheel elevation are also negligible, Eq. (1) can be 
rewritten as 

t cE D  (2) 
Eq. (2) suggests that the input energy rate is 

consumed by the soil compaction for generating the rut. 
Denoting the towing speed and drawbar pull as V and F, 
respectively, the input energy rate can be written as 

tE FV (3) 
In contrast, assuming that the load–settlement 

relationship of the surface soil can be approximated as p 
= kw z, where kw is the subgrade reaction modulus and z 
is the wheel sinkage, then the rate of internal energy 
dissipation due to soil compression can be expressed as 

21
2c wD k z BV (4) 

where B is the breadth of the wheel. 
By substituting Eq. (3) and Eq. (4) into Eq. (2), the 

subgrade reaction modulus can be obtained as follows: 

2
2

w
Fk

z B
 (5) 

Eq. (5) suggests that it is possible to continuously 
estimate the variation in kw as the wheel rotates by 
measuring F and z. Note that although the wheel load (W) 
is not explicitly included in Eq. (5), it will certainly 
influence both F and z.  

Although we ignored eD in Eq. (2), it could be taken
into account by considering the following equation: 

eD W h  (6) 
where h is the increment in the wheel elevation. 

lD can also be experimentally obtained by 
measuring the drawbar pull (F0) of the wheel traveling on 
a horizontal rigid surface (this situation does not cause 
any energy dissipation except lD ). 

0lD F V (7) 

3 Verification by laboratory model 
experiment 

3.1 Experimental setup 
In this study, a laboratory model experiment was 

performed to validate the theoretical concept of our 
proposed method. Figure. 3 depicts the experimental 
setup used in this study. An aluminum wheel with a 
diameter of 200 mm and breadth of 100 mm was used. 
As mentioned above, we used a wheel that spins freely in 
this experiment. A sheet that was made of rough 
sandpaper was attached onto the wheel surface to avoid 
slipping. The wheel could move freely in the vertical 
direction, and the wheel load (W) was adjusted using 
counterweights. The wheel was towed using a feed screw 
that was further controlled by an electric motor. A load 
cell was installed between the wheel and support jig to 

Figure 2. Soil-wheel interaction 
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measure the drawbar pull, F. The wheel elevation (h) was 
detected using a magnetic scale sensor attached to a 
support shaft that vertically moves in response to the soil 
surface topography and/or wheel sinkage. The wheel 
sinkage (z) was determined as the difference in the soil 
surface elevations at an arbitrary point between the wheel 
passes, and these were measured using a non-contact 
laser displacement sensor that was attached in front of the 
wheel and magnetic scale sensor as mentioned above.  

In this experiment, the towing speed (V) was 
permanently set as 10 mm/s, and the wheel load (W) was 
changed to 68.6, 98.0, 127.4, and 156.8 N. Two types of 
decomposed granite soil were used for the model ground, 
namely, soil A: fine-grained sand with an average water 
content of 12.1%, and soil B: gravel-grained sand with an 
average water content of 14.9%. The soil bed was 1500 
mm in length, 800 mm in width, and 200 mm in depth. 
The model ground was prepared to have three zones with 
different degrees of compaction: Dc = 65%, 70%, and 
75% in the direction of travel, further indicating the 
varying rigidity of the soil surface with respect to the 
travel distance in one pass. 

3.2 Small-diameter plate load test 
In this study, the subgrade reaction modulus was 

independently measured using a small-diameter plate 
load test equipment (Figure. 4) to verify the estimate of 
kw obtained by measuring the wheel-terrain interaction. 
A rigid circular plate with a diameter of 50 mm (same 
size as that of the CBR test), was set on the soil surface, 
and the plate was vertically pushed into the soil at a 
constant rate of 0.1 mm/s. The load-settlement behaviors 
(p-z relationship) were observed at various points on the 
model ground. 

Figure. 5 depicts examples of the p-z relationship 
obtained from the test for the model ground of soil A. 
From the figure, it could be observed that the p-z 
relationship has an inflection point after a certain 
settlement. The inflection is usually regarded as a point 
at which the material fails. In this study, the subgrade 
reaction modulus, hereinafter referred to as kp, is 
determined as the initial slope that appears prior to the 

inflection point. 

3.3 Results and discussion 
Figure. 6 depicts typical examples of the drawbar pull 

(F), sinkage (z), and the estimated subgrade reaction 
modulus (kw) obtained from the laboratory model 
experiment. kp obtained from the plate-load tests were 
also plotted as ⬦ in this figure. It can be observed from 
the figures that both F and z increase with an increase in 
W for each soil. With some exceptions, it also appears 
that both F and z tend to decrease with an increase in Dc. 
In Figure. 6 (a), kw obtained for each W is consistent 
regardless of W in the zone when Dc = 65%, where the 
degree of compaction is relatively small. This provides 
evidence to support the hypothesis that kw does not 
explicitly depend on W in Eq. (5). However, when the 
degree of compaction increases (in the zone when Dc = 
65% and 75%), the differences in kw due to W becomes 
remarkable. In particular, when W is small, as in W = 68.6 
and 98.0 N, the estimates of kw show random fluctuations 
further resulting in huge gaps between kw and kp. From 
Eq. (5), it can be noted that kw is inversely proportional 

Figure 3. Experiment setup 

Figure 4. Small-diameter plate load test equipment 

Figure 5. Typical examples of p-z relationship 
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to z2, and thus, kw drastically increases when z decreases 
by one order of magnitude. The gaps can be attributed to 
the fact that the wheel with a smaller wheel load travels 
on a zone with a higher degree of compaction, thus 
resulting in a considerably small sinkage.  

Figure. 7 depicts the comparison between kw and kp. 
The plots of kw are the extracted data corresponding to 
the points at which kp was measured using the plate load 
test equipment. It can be noted that kw has an 
approximately positive correlation with kp, and many of 
them are consistent with each other. However, it could be 
seen that kw tends to underestimate kp when subgrade 
reaction modulus is relatively small. In addition, kw tends 
to overestimate kp when W is relatively small. Possible 
reasons for this inconsistency are as follows. The 
underestimation occurred when the soil rigidity was 
small, further implying that the plastic soil flows 
occurred owing to the excessive sinkage under the soft 
soil. In this study, we ignored the internal energy 
dissipation due to the plastic soil flows, and the energy 
conservation equation was simplified as in Eq. (2). This 
assumption may yield an underestimation. Conversely, 
the reason for the overestimation may be due to the small 
sinkage that was used to calculate kw, as mentioned 
earlier. Although Eq. (5) may be simple to estimate, a 
positive correlation between kw and kp could be observed. 
Even though there is still room for improvement and 
experimental verification, we conclude that the 
feasibility of the proposed method was confirmed from 
the laboratory model experiment. 

4 Conclusion 
In this study, we have proposed a method for 

estimating the subgrade reaction modulus of soils from 
wheel-terrain interaction measurements. The 
experimental results demonstrated the potential of the 
proposed method for estimation of subgrade reaction 

modulus. However, it was revealed that the estimation 
equation had some limitations. We plan to proceed with 
the study for its practical use by improving the estimation 
equation. 
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(a) Soil A: fine-grained sand  (b) Soil B: gravel-grained sand
Figure 6. Experiment results and estimated subgrade reaction modulus 

Figure 7. Comparison between kw and kp 
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Abstract – 
We conducted a measurement accuracy and 

laborsaving in the spraying slope frame work by 
appli-cation of ICT earth works  using UAV was 
verified by using field of actual work． 

In the UAV survey， it was possible to apply the 
Ministry of Land， Infrastructure， Transport and 
Tour-ism (MLIT) standards to the UAV survey by 
facing front of a slope． 

The measurement accuracy of the cross-sectional 
measurement of the frame was ensured by setting the 
frame cross-section at 5 mm/pixel and 90% wrapping, 
and In the area measurement， a difference of -1% 
to +2% could be calculated． 

The introduction of UAV is expected to 
significantly reduce the time required to work in the 
field on steep slopes． 

The measurement of a 1500m2 of a field  was 
completed with about 50% less labor than the con-
ventional method． 

Keywords – 
i-Construction; UAV; Spraying Slope Frame 

Construction Method;  Form measurement 

1 Introduction 
The Ministry of Land, Infrastructure, Transport and 

Tourism (MLIT) says it will promote "i-Construction" 
with the aim of improving productivity and making 
construction sites more attractive. 

The Ministry of Land, Infrastructure, Transport and 
Tourism (MLIT) has established various standards for 
ICT construction in order to promote "i-Construction". 

At present, the guidelines for ICT earthworks and ICT 
paving have been established, and in March 2020, the 
glue surface construction was added. 

In this report, we report on the measurement of the 
construction status of the slope surface by aerial 
photogrammetry using an unmanned aerial vehicle 
(UAV), which was carried out in 2019. 

The results of the survey were used to confirm the 

accuracy of the measurements and to verify labor-saving 
measures. 

2 Contents of the survey 
The test was conducted at the Echigo-Kawaguchi 

Service Area on the Kanetsu Expressway, as shown in 
Figure 1. 

Figure 1. Map of Kanetsu Expressway Area 

The glue surface here had collapsed due to heavy 
rainfall in July 2017,to restore the disaster, we planned 
and commissioned the reinforcement using sprayed 
method frames and Tests were conducted as part of this 
work (test area was about 50 meters high and 30 meters 
wide). 

Figure 2. Test Area (50m×30m)
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 The verification items were selected from the 
"Earthwork Construction Management Guidelines" of 
the East Nippon Expressway Co. It has been done. 

The four items selected were (1) measurement of 
length, (2) measurement of cross section width and 
height, (3) measurement of extension, and (4) 
measurement of the area. 

Figure 3. Verification items of sprayed frames 

2.1 Measurement method 
For the measurement of the profile of the spraying 

slope frame by UAV survey, the point cloud data 
obtained by field surveying with the 3D reconstruction 
data created by the method described in the previous 
section, the position of the workpiece was confirmed by 
tape surveying, and the shape dimensions and the 
extension was measured. 

However, considering the differences in slope, 
complicated undulations and structural details, the issues 
to be addressed in the application of the slope work were 
discussed and some of the specifications were modified 
as shown in Table 1. 

Table 1. Summary of Improvement Measures 

3 Inspection 

3.1 Comparison with actual measurements 
(frame shape) 

This presents the results of the comparison of 
measurements from 3D data and tape surveying of the 
frame profiles, i.e. (1) length of frame, (2) width and 
height of frame, (3) extension of frame area. 

3.1.1 Length of the frame and section of the frame 

The difference between the frame length and the 
reference value, which is the actual measurement, was 
less than ±1 cm. As for the cross-sectional width (W), an 
error of a few millimeters from the reference value was 
observed, but it was found that the NEXCO standard is 
not applied to the cross-sectional area. values. A 
maximum height (H) error of -55 mm was confirmed. 
When the comparison was carried out with the modified 
plan (5mm/pixel, 90% lap), the maximum margin of error 
was 9 mm. They converged.  

Figure 4. measurement of  length, width and height 

3.1.2 Length of the entire framework 

The results of the comparison of the length of the 
entire framework with the actual measurement showed 
that the extension of the frame was a few centimeters 
(less than ±1%) in both vertical and horizontal directions. 

Figure 5. measurement of extension 

item ICT earth works standards
(MLIT)  : March 2018

Try and compare

photo shoot downward direction ⇒facing front of a slope

measurement pixel size pixel size

performance 10mm/pix ⇒5mm/pix

LAP rate next to 80% lap ⇒next to 90% lap

course  60% lap ⇒course  90% lap

reference point outside of shooting area ⇒inside of shooting area

(outer edge)
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3.2 Comparison and verification of actual 
measurement results (area) 

The area was verified by comparing the results of the 
UAV survey with the development of the tape survey 
(triclinic method).  

The difference between UAV survey and actual 
measurement is less than -1% in the calculation of area 
by actual measurement and co-located measurement as 
shown in Table 2. The total area of each frame increased 
by a little less than 2% compared to the actual 
measurement, indicating that the total unevenness was 
measured.  

Table 2. Area Comparison 

3.3 Verification of efficiency through the use of 
ICT 

Surveying by UAV of the workpiece (per 1500m2) 
requires more off-site work than actual measurement 
(tape surveying). The reduction is about a quarter. 
However, the total reduction effect is about half due to 
the increase in internal work such as analysis work. As 
shown in Table. 3, the work was performed on a steep 
slope, and the use of the UAV made the work site safer. 
In addition, we have improved in the following areas. 

Figure 6. Status of surveying works 

Table 3. Improving Efficiency through ICT (UAV) 

4 Summary 
The UAV surveying method for measuring the 

workmanship of the sprayed-on slope is the same as the 
UAV method. It is considered possible to apply the "as-
is" rule to the case. As for the cross-section of the frame, 
5mm/pixel, 90% wrapping is considered to be sufficient. 
However, the restriction of flight zones by trees and other 
factors needs to be considered. The area is affected by the 
subdivision of the triclinic method, but can be calculated 
with a difference of about -1 to +2%. In addition, safety 
has been improved and workloads have been reduced by 
about 50% compared to the conventional measurement 
method. 

per 1500m2

1 worker×1.0 days
1 worker×0.5 days
1 worker×1.5 days
1 worker×1.5 days

※Not including the time the PC calculates.

1.0

3D modeling
development view
Frame measurement
Cross-sectionl

development view
compilation

2 workers×0.5 days
2 workers×0.5 days
2 workers×1.0 days

6 workers×1.0 days
6 workers×1.0 days

reference point
TS survey

UAV survey

Area measurement
Frame measurement

Cross-sectional 2 workers×2.0 days

1 worker×0.5 days
1 worker×0.5 days

total 16.0 deskwork total 1.0

Tape survey total： 17.0 16.0

deskwork total 4.5

UAV survey total： 8.5 4.0 4.5 50% OFF

fieldwork total 4.0

652



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Single Camera Worker Detection, Tracking and Action 

Recognition in Construction Site
Hiroaki Ishiokaa, Xinshuo Wengb, Yunze Manb, and Kris Kitanib 

a Institute of Technology, Shimizu Corporation, Japan 
b Robotics Institute, Carnegie Mellon University, United States 

E-mail: h.ishioka@shimz.co.jp, xinshuow@cs.cmu.edu, yman@andrew.cmu.edu, kkitani@cs.cmu.edu

Abstract – 
In Japan, the construction industry strongly be 

needed productivity improvement and increasing the 
number of new hires due to improvement of working 
environment. Site manager needs to grasp whether 
the daily progress is as planned and updates the 
schedule appropriately for improve site’s 
productivity and safety. In image-based data 
acquisition approach in japan, there is a problem 
that learning is insufficient with only global public 
data, since construction worker in Japan has 
originality in image feature compare with other 
countries. In this study, we make original dataset for 
additional learning firstly. Then we proposed 
domain-specific algorithms specific to the Japan 
construction site, including a worker detection and 
tracking algorithm and a worker action recognition 
algorithm. As a result, our worker detection showed 
87.9% accuracy in same-site evaluation and 77.5% 
accuracy in cross-site evaluation. Our worker action 
recognition showed 60.2% mean accuracy. Finally, 
the method of translation into activity element based 
on the output value of worker detection was 
indicated. 

Keywords – 
Construction Process; Worker Detection and 

Tracking; Action Recognition  

1 Introduction 

In construction management study area, many 
researchers try to improve productivity and safety by 
acquiring various data from construction work in 
construction site. Tarak et al [1] reviewed various paper 
and classified these research technologies into 3 types; 
Enhanced IT technologies, Geospatial technologies, and 
Imaging technologies. Amin et al [2] also reviewed 
various papers focusing on BIM and Computer Vision 
(CV) and describe the development.

In Japan, decreasing the number of construction
workers is pointed out based on annual statistical data 
changes [3]. Therefore, the construction industry 
strongly be needed productivity improvement and 

increasing the number of new hires due to improvement 
of working environment. In construction management in 
Japan, site manager who belongs to general contractor 
company is assigned to the construction site to manage 
the progress of construction. Site manager needs to 
grasp whether the daily progress is as planned and 
updates the schedule appropriately. In the case of 
typical Japanese construction sites, site manager saves 
the construction time by subdividing the work space so 
that multiple contractors can perform their work on the 
same day. In order to appropriately update the schedule, 
it is necessary to understand the daily construction 
process. In data capturing, site manager wants to reduce 
management effort by reducing the number of capturing 
devices. It is better to use a camera that can sense the 
area with one unit than wearable sensors that be 
required the same number of workers. 

In image-based approach in japan, there is a problem 
that learning is insufficient with only global public data, 
since construction worker in Japan has originality in 
image feature compare with other countries. From the 
safety awareness of Japanese construction workers, it is 
common in the construction industry to wear long-
sleeve workwear that has both resistance and 
protectiveness. It also has color-variation. Due to the 
protective properties of workwear, safety vests in vivid 
color common on construction sites around the world 
are not usually worn on construction sites in Japan. The 
rules for wearing hard hat and safety belts have been 
generalized, and there are various product variations for 
tool bags attached to safety belts. In order to build 
image-based data acquisition technology for images 
with these unique characteristics of Japan, it is 
necessary to build a unique Japanese dataset. 

In this study, we make original dataset for additional 
learning firstly. Then we proposed domain-specific 
algorithms specific to the Japan construction site, 
including a worker detection and tracking algorithm and 
a worker action recognition algorithm. Additionally, the 
method of translation into activity element which has 
effect to grasp whether the daily progress is as planned 
and updates the schedule appropriately based on the 
output value from the algorithms.  
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2 Literature review 

2.1 Dataset in construction site 

In study about image-based data acquisition 
technologies, there are many example of dataset for 
each case study. Jun et al [4] made 11 actions’ movie 
clips for action recognition. Kaijian and Mani [5] 
described comparison of efficiency on various 
annotation task condition for out sourcing. Mohammad 
et al [6] made dataset of Excavator, Loader, and Truck 
for comparison of accuracy using various CV 
technologies. Recently, Mingzhu et al [7] made dataset 
of construction equipment and workers. Each of them, 
the images included dataset made from each country’s 
construction site. These are not Japan. Still, Japanese 
construction site datasets need to be uniquely 
constructed. 

2.2 Object Detection and Tracking 

Object detection. There has been tremendous 
advancement in object detection in the last decades. 
Before the era of the deep learning, methods with hand-
crafted feature descriptors for detecting specific types of 
objects were dominating in the literature. For example, 
various feature descriptors such as HoG (Histogram of 
Gradient) [10], SIFT (Scale-Invariant Feature 
Transform) [11] and DPM (Deformable Part Model) [12] 
have been proposed, which were customized for 
detecting pedestrians. While these methods made 
significant improvement in object detection, manual 
engineering of these feature descriptors requires 
significant efforts from the researchers for each 
individual type of object, making it difficult to 
generalize to other object types.  

With deep learning technique becomes favorable in 
recent years, many modern data-driven object detectors 
have been proposed which can learn universal feature 
descriptor for many object types jointly from the data, 
removing the need of feature engineering. Among 
different approaches, region proposal-based object 
detectors [13, 14, 15, 16, 17, 18] are most popular. 
These approaches first define a set of anchors with 
different scales and size and covering the entire image, 
and then a box regression and classification network is 
applied to classify object class and meanwhile refine the 
box position and size. In this work, we choose one 
popular universal object detector, Faster-RCNN [15], 
and adapt it to specifically work on the construction 
workers in the Japan construction site, in order to 
achieve the best possible performance.  

Multi-Object Tracking. Beyond classifying the 
object class and detecting the object location in the 
image, multi-object tracking aims to associate the 

detected objects in video and output movement of 
objects. To that end, recent multi-object tracking 
methods often employ a tracking-by-detection pipeline. 
Specifically, given detected objects in all frames, the 
tracker assigns the identity to each object where the 
same object receives the same identity. For example, 
SORT [19] proposed to use the motion information and 
used the Kalman filter with constant velocity as the 
motion model in the tracking-by-detection pipeline. To 
leverage the appearance cue in addition to the motion 
cue, deep learning-based methods such as Deep-SORT 
[20] and MOTS [21] incorporated an object re-
identification branch to learn the object appearance
feature for discriminative feature learning. While these
data-driven methods with deep learning technique often
achieves better performance than Kalman filter-based
methods when the appearance information is sufficient,
data-driven methods lack the ability to run in the real-
time speed. In this work, we employ the Kalman-filter
based tracking methods due to their favorable speed and
the lack of appearance differences in construction
workers who often wear similar uniforms and helmets.

2.3 Action recognition 
Different from learning the location, orientation and 

trajectory of the object, action recognition aims to learn 
the internal logic of the object motions and its 
interaction with the environment. With the development 
of deep convolution networks in the computer vision 
area, a large number of CNN based methods have 
significantly improve the performance of traditional 
action recognition methods [25, 26]. We broadly 
categorize video action recognition methods into two 
genres: 2D and 3D CNN approaches. Methods of the 
first type make use of the recent advances in 2D single 
image CNNs by applying a CNN to each individual 
video frame and aggregating the prediction along the 
time axis [27].  In order to further consider the temporal 
dynamics of a motion rather than treat them individually, 
two-stream method [28, 29] are proposed to model 
appearance and dynamics separately and allow their 
interaction by early or late fusion. Among these 
methods, Simonyan et al. [30] first proposed the two-
stream ConvNet architecture by introducing the 
temporal stream which takes optical flow frames as 
input. Wang et al. [31] proposed Temporal Segment 
Networks – a sparse temporal sampling strategy for the 
two-stream structure and fused the two streams by a 
weighted average. Other methods have taken different 
approaches to help better incorporate temporal 
information into single-frame feature extraction 
backbones such as CRF and LSTM [32, 33]. 

The other genre seeks to learn spatiotemporal 
features from videos directly with 3D CNN [34, 35, 36, 
37]. Among them, C3D [34] is the first to leverage 3D 
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kernel on video data to learn spatiotemporal features, 
making it able to capture long range temporal 
information. Following C3D, Joao Carreira et al. [35] 
proposed i3D, in which they inflated the ImageNet pre-
trained 2D kernel into 3D and take advantage of optical 
flow information with a two-stream architecture. They 
also proposed a new large-scale action recognition 
dataset named Kinetics and achieved competitive 
performance in other benchmark datasets. STCNet [36] 
inserted its STC block into 3D ResNet to capture the 
channel-wise correlation of both spatial and temporal 
features. Slowfast [37] proposed a slow-path to capture 
spatial semantics and a fast path the capture motion at 
fine temporal resolution. 

Other than CNN, there is also method that model 
action recognition as a graph-based problem and use 
graph neural network to solve this problem [38]. In this 
work, we leverage two-stream 3D-ConvNet as our 
backbone [35] due to its stability and its strong feature 
extraction ability in complex scenario. We adapt the 
method to work in the Japan construction site scenario 
which contains high occlusion and complex actions and 
achieve the best possible performance. 

2.4 Data usage 

Output data from various data acquisition 
technologies reshape and use for each purpose. For 
example, Eirini and Ioannis [8] got the time when the 
worker stopping at workspace as production time from 
4D trajectory data. Ye et al [9] showed time-space 
heatmap from workers’ location data from BLE beacon 
for grasp usability of workspace. The former lack the 
method to grasp works on moving time, and the latter 
has difficulty to understand the meaning of location. 

3 Method 

3.1 Dataset creation 

Dataset creation will be done by process below. 
1. Selection of sites
2. Negotiation about permission
3. Capture movies and pickup movies
4. Annotate worker location and parameter

In annotation, we define three data; bounding box for 
worker detection, workers’ ID for worker tracking, and 
tag of action categories for worker action recognition, 
into each frame. Action categories should be defined on 
common words for easily understand by annotator who 
not familiar with construction work and image of inside 
of construction site. In this study, we defined action as 6 
actions; Walk, Crouch, Stand-up, Carry, Place, and 
Pick-up. Table 1 shows work definition for annotator 
and Figure 1 shows additional category definition about 

stable action Standing and Crouching which were 
needed because “other” tag was too large amount. 

Table 1. Work definition for annotator 
[Human Bounding Boxes] 
●Description: A minimum enclosing box for a person
●Start: When all parts above shoulder (include face/head) is visible or when more than half 
of the person’s body is visible
●End: When the above conditions no longer hold
●Notes:
○Must cover all the visible parts of the person, occluded parts do not need to be covered in 
the bounding box
○If the person is interacting with an object, all the contact points between the person and
the object must be included in the bounding box, but it is not necessary to cover the whole
object
○The bounding box should be as tight as possible. Small misalignment due to Imperfect
interpolation is allowed, but it should be reasonable and calibrated at least every 10 frames.
[Actions]
Notes for all actions:
•There are 6 actions. All of them are single human actions. Walk, Crouch, Stand-up are 
atomic actions that do not have any object interactions. Pick-up, Place, Carry are interactive 
actions that depend on object interactions.
•One person can belong to one of the above 6 actions or none of them at a time.
•The 6 actions are not complete. A person can be doing “other” action, which does not need 
to be labeled.
•Only need to label when visually satisfies the definitions. For example, a man might start 
crouching when he is 90% occluded. We don’t need to label this action. Another example, a 
man might pick-up something while the contact points between his hands and the object are 
totally occluded, we don’t need to label this action. 
[Action Definitions:]
●Walk
○Description: A person walking without carrying any object.
○Start: When the person starts moving and his first foot leaves the ground
○End:  When the person stops walking.
○Note: Walking must be obvious and at least two steps. If a person is just changing the
position by a little bit or moving just one step, that is not walking
●Crouch
○Description: A person starts to bend, sit, squat, crouch, knee down, etc. from a non-
crouching status. 
○Start: When the person’s knees, waist, or back starts to bend
○End: When the person’s knees, waist, or back stops moving or is fully bent
○Note: The actions must be obvious, for example a person looking down and bending only 
a little bit doesn’t belong to crouch.
●Pick-up
○Description: A person makes contact, lifts, and starts to support an object against gravity.
○Start: When the person starts to lift the object up and begins supporting its gravity.
○End: When the person finishes lifting the object and reaches a stable gesture.
●Carry
○Description: A person starts walking/moving with a wide, long, large, or heavy object.
○Start: When the person starts walking/moving with the object
○End: When the person stops moving, or stops supporting the object’s gravity
○Note: The object should be wide, long, large, or heavy. Carrying a small bag or backpack
doesn’t belong to carry.
●Place
○Description: A person lose contact, putting down, and stops supporting an object against
gravity.
○Start: When the person starts lowering the object or starts to put it down
○End: When the person lose contact with the object, no longer supports its gravity, or body 
stops moving.
●Stand-up
○Description: A person stands up from a crouching or other non-standing status.
○Start: When the person’s knees, waist, or back starts to recover from bent status
○End: When the person’s knees, waist, or back is fully recovered from bent status

Figure 1. Additional category definition 
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3.2 Worker detection and tracking 

We show the pipeline of our worker detection and 
tracking algorithm in Figure 2 Given a single image 
from video, we first run our worker detector to obtain a 
list of bounding boxes representing detected workers. 
Every worker bounding box has the same yellow color 
as we have not assigned an identity to each worker yet. 
Then, the outputs of the worker detector will be fed to 
the worker tracker, where we assign the identity to each 
worker based on temporal information. In the tracking 
outputs, each box is painted with a different color in the 
image as we know their identities now.  

As we have mentioned in the related work, we use 
FasterRCNN [15] network as our worker detector, 
which was originally designed for universal object 
detection. To adapt the network for our task, which is to 
differentiate foreground workers and background, we 
change the dimension and parameters in the last few 
layers of the FasterRCNN so that the network only 
outputs for two classes instead of near 100 classes 
defined in COCO [22]. Also, to output more accurate 
worker detection, we change the size and aspect ratio of 
the default anchors so that the anchors are more aligned 
with the size and aspect ratio of our workers. To achieve 
the best possibly performance, we first train the original 
network on ImageNet [23] and COCO to learn universal 
features, and then we fine-tune the network on our own 
datasets with construction workers. We will show in the 
experiments that our pre-training help improve the 
performance and generalization to new videos compared 
to directly train on our dataset from scratch. 

Besides customizing our worker detector, we also 
track the detected workers over time. Specifically, we 
use Kalman filter-based tracking method SORT [19] as 
our worker tracker. In this way, we remove the need of 
training for tracking algorithm and can also achieve real 
time worker safety monitoring. Beyond tracking in the 
images, we also develop a 2.5D tracking method by 
using homography transformation technique. As a result, 
we can visualize the resulting worker motion trajectory 
in the top down view so that it is helpful to site manager 
for better understanding the worker’s activities. The 
final output worker trajectories from our tracker will be 

used as inputs to our action recognition system to obtain 
detailed action category information for each worker. 

3.3 Worker action recognition 

Following detection and tracking of the objects in 
the video, we further conduct action recognition with a 
two-stream 3D-ConvNet architecture. Our architecture 
follows i3D with an RGB appearance stream and an 
optical flow dynamics stream. As stated in the previous 
section, our tracker will aggregate bounding boxes in 
continuous frames of the same person as video clips, 
these videos are treated as input of our RGB stream. We 
use an off-the-shelf optical flow extraction algorithm 
from OpenCV toolbox. In order to ignore the 
background shift caused by bounding box shift, we 
calculate the flow directly from the video, and clip the 
patch from the generated flow videos.  

We use 3D Inception-v1 as our backbone for feature 
extraction as used in i3D [35]. The image stream takes 
RGB frames as input, and flow stream takes optical 
flow frames as input. Each video clip is stacked by 60 
continuous frames. After backbone network extracts 
appearance and dynamic feature maps, we leverage the 
late fusion strategy by averaging the two feature maps. 
Finally, a classification head is used to get the final the 
prediction. Horizontal flip and random translation of 
bounding box is used as data augmentation, and the 
same augmentation is conducted on all frames of a 
video sample. 

3.4 Data usage 

Site manager needs to grasp whether the daily prog- 

Table 2. Method to get activity element 

Element Data type Method 
When Datetime Read from video metadata 
Who WorkerID Use output from worker tracking 

Where XYZ in real 
Calculate from 2D coordination in 

image and camera parameter 

What Work name 
Search from worklist by When and 

Where 

How 
Process of 

action 
Use output from worker action 

recognition 

Figure 2. Illustration of our worker detection and tracking pipeline 
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ress is as planned and updates the schedule 
appropriately. Daily progress can be grasped from some 
elements; when the work has done, who done the work, 
where is the worker done the work, what is the work, 
how the worker has progressed the work, as shown in 
Table 2. 

4 Result and Discussion 

4.1 Dataset creation 

Selection of sites. We selected 6 sites in Japan 
managed by Shimizu Corporation which were under 
construction of main structures. Example image of 6 
sites are shown in Figure 3. 

Negotiation about permission. By promising that the 
image of worker not to link the workers’ personal data 
(i.e. name), the legal department of Shimizu Corp and 
CMU permitted this study. Then we got permission 
about capturing movie from onsite manager and the 
owner of the building which the site construct. Then we 
displayed notification of movie capturing and its 
purpose for the workers in the site.  

Capture movies and pickup movies. We set 2 
cameras (Sony-FDRX3000, JVC-GZRY980) onto outer 
scaffolding frame using metal clip on little look-down 
direction. After capturing, we checked all movies and 
selected or cut into 52 movies on 17 scenes. As shown 
in Figure 3, site 1 was concrete placing work on sunny 
day, site2 was placing rebar of floor work in sunny day, 
site3 was formwork carrying in sunny day, site4 and 
site5 were formwork related work in cloudy day, site6 
was formwork and scaffolding work in rainy day. Table 
3 shows total length of movies. Total frame count was 
about 270k, and total length was about 2.5h. 

Annotate worker location and parameter. 
Annotation was done by over 10 annotators hired by 
outsourcing company and spent over 2 months. The 
total count of data is shown in Figure 4. Since site1 and 
site4 had over 10 workers in each frame, total data 
count was be huge. Figure 4 colored by size category of 
height of bounding box (i.e. count of pixel), by this, we 
can understand the workers image size almost in Easy 
(>=40pixel) category. Action category ratio is shown in 
Figure 5. It can be seen “other” category occupied more 
then half of all and can be seen basic 6 categories has 
mis-balanced. 

In the future data set creation, it will be necessary to 
set the video length according to the number of workers 
included in the video, and to define the action category 
as avoiding a mismatch in the number of tags. 

a) Site1 b) Site2

c) Site3 d) Site4

e) Site5 f) Site6

Figure 3. Example of each 6 sites’ image 

Table 3. Total length of movies each 6 sites 
Name Weath

er 
Movie 
Count 

Frame 
Count 

FPS Total 
length 

Site1 Sunny 9 50535 29.97 28’06” 
Site2 Sunny 5 30591 29.97 17’01” 
Site3 Sunny 7 61695 29.97 34’19” 
Site4 Cloudy 9 64637 29.97 35’57” 
Site5 Cloudy 4 24825 29.97 13’48” 
Site6 Rainy 18 38565 29.97 21’27” 
Total - 52 270848 - 150’37”

Figure 4. Data amount and size ratio 

Figure 5. Action category ratio 
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4.2 Worker detection evaluation 

We evaluate our worker detector on our dataset 
collected from the Shimizu Corp. construction site. We 
use the standard metric of average precision (AP) 
defined with an IoU (intersection of union) threshold of 
0.5 for worker detection evaluation. Also, we use three 
difficulty levels for evaluation (easy, moderate and hard) 
where each difficulty level has a different threshold on 
the number of pixels (40, 25, 1 respectively) in the 
ground truth worker’s bounding box height. For 
example, for the easy case, we filter out ground truth 
workers that have height less than 40 pixels and only 
evaluate the rest of workers which are relatively closer 
to the camera and easy to be detected. We compare our 
customized worker detector trained on our Shimizu data 
with generic detectors such as Faster RCNN [15] and 
Mask RCNN [24] pre-trained on the COCO dataset.  

We use two types of data split during evaluation: (1) 
same site evaluation; (2) cross-site evaluation. For each 
construction video in the same site evaluation, we use 
first 70% frames for training, middle 15% for validation 
and the last 15% for testing. We summarize our results 
for same site evaluation in Table 4. We can see that, 
without any customization, the generic object detectors 
do not perform well on our construction dataset, and 
have lower performance than our customized detector, 
e.g., 33.5 AP of the Mask RCNN v.s. 66.8 AP of our
detector in the easy case. Also, when we pretrain our
customized detector on the COCO dataset before fine-
tuning on our construction data, the final performance
can be even higher, e.g., 87.9 AP v.s. 66.8 AP in the
easy case. This proves that pretraining on the COCO
dataset with many generic objects does help improve
final detection performance on our construction dataset.

In addition to same site evaluation, we also perform 
the cross-site evaluation, i.e., evaluation across different 
construction site videos. This means that we select one 
site (e.g., 5 videos from the site 2) as the testing data, 
while using the rest of other data from other sites for 
training and validation. In this way, the detection is 
more difficult than in the same-site evaluation as the 
data in the testing set is not seen during training. We 
summarize the results in Table 5. We can see that our 
customized detector still achieves reasonable 
performance when evaluating on the construction sites 
that are not seen during training. This can be useful to 
construction manager as our customized detector can be 
potentially applied to other new site videos collected in 
the future. Also, same as the same site evaluation, our 
customized detector works better than the generic object 
detector Faster RCNN in the cross-site evaluation (e.g., 
77.5 AP of our customized detector v.s. 50.7 AP of the 
generic detector in the easy case). 

Table 4. Quantitative performance of worker detection 
in same-site evaluation 

Table 5. Quantitative performance of worker detection 
in cross-site evaluation 

4.3 Worker action recognition 

Similar to detection and tracking task, we evaluate 
our action recognition model on our dataset collected 
from the Shimizu Corp. construction site. Specifically, 
we first pre-train the model on Kinetics and fine-tune on 
our dataset. The dataset is randomly split into 80% 
training set and 20% validation set. We evaluate the 
performance of each class by their recall rate, and the 
overall performance is measured by mean class 
accuracy. In order to get more information about 
surrounding environment, we expand the bounding box 
from detector by 10%. The learning rate for our model 
is set to 0.0005 with a weight decay 0.0001. Batch size 
is set to 4. We show some qualitative results of our 
model in figure 6. Note that the real data is in video 
format, and we show a representative frame of each 
video clip. 

We summarize our quantitative results in Table 6. 
We can see that our method performs better than 
generic ST-GCN [38] and i3D [35].  Note that ST-GCN 
was trained on an early labelling strategy where 
standing and crouching are not specifically labeled, 
making the dataset simpler. As we can see, even with a 
simpler task, generic ST-GCN performs worse than our 
method. And generic i3D only performs marginally 
better on walk and carry class. We can see that for Other 
class, out method performs the worst, this is because we 
are using recall as our metric. A high recall of un-
defined class is usually the result of many false positive 
samples in other classes. Also, we notice that the 
performance on Place class is very low. This is because 
of the internal imbalance of our dataset in number and 

Method / AP Easy 
(>=40) 

Moderate 
(>=25) 

Hard 
(>=1) 

Faster RCNN 
(COCO) 

50.7 48.7 48.3 

Our Detector 
(COCO+Shimizu) 

77.5 72.8 72.7 

Method / AP Easy 
(>=40) 

Moderate 
(>=25) 

Hard 
(>=1) 

Mask RCNN 
(COCO) 

31.7 31.3 31.3 

Faster RCNN 
(COCO) 

33.5 32.1 31.9 

Our Detector 
(Shimizu) 

66.8 66.5 66.4 

Our Detector 
(COCO+Shimizu) 

87.9 87.4 86.2 
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difficulty of each class. In real-world construction site, 
“Place” happens far less frequent than other classes of 
actions like walk or standing. Moreover, it usually lasts 
very short, sometimes less than 1 second. These results 
in the high relative difficulty of class “Place”. 

walk crouch stand-up 

carry place pick-up 

crouching standing other 

Figure 6. Qualitative performance of our worker 
action recognition model 

Table 6. Quantitative performance of worker action 
recognition 

Method 

Mean 
Class 
Accur

acy 

Walk 
Crouc

h 
Stand
-Up

Pick  
-Up

Carry Place 
Stand 

ing 
Crouc
hing 

Other 

ST-
GCN 

33.1 34.7 49.2 49.5 14.7 8.1 18.7 - - 57.2 

i3D 54.0 80.7 37.2 85.9 38.2 79.6 5.6 73.8 30.3 55.0 
Our 

Method 
60.2 75.5 84.1 90.5 59.0 61.1 6.1 82.2 34.3 50.0 

Table 7. Ablation study on our worker action 
recognition model 

Method 

Mean 
Class 
Accur

acy 

Walk 
Crouc

h 
Stand
-Up

Pick  
-Up

Carry Place 
Stand 

ing 
Crouc
hing 

Other 

RGB 51.6 44.0 82.0 86.0 56.0 77.0 0.0 71.0 16.0 28.0 
Flow 56.2 68.0 82.0 83.0 49.0 40.0 18.0 77.0 39.0 48.0 

RGB + 
Flow 

60.2 75.5 84.1 90.5 59.0 61.1 6.1 82.2 34.3 50.0 

We also conduct ablation study as shown in Table 7. 
The first two rows are using only RGB stream or optical 
flow stream without late fusion. We see that using only 
one stream will result in a performance drop in mean 
class accuracy and most classes. This experiment also 

proves that RGB is better at extracting appearance 
feature like “Pick-up” and “Carry” which involves 
interaction with other objects that might not be visible 
in optical flow. On the other hand, optical flow steam 
helps the model by providing better dynamic feature, 
and thus improves classes like “Walk” and “Place”. 

4.4 Data usage 

The data acquisition technology was implemented 
except for the "How" element. A result of data 
acquisition using our method is shown in Figure 7. The 
rectangle frame was output from detector and the “id001” 
was output from tracker. The line in bounding box 
indicated a vertical line calculated from 2D coordination 
of bounding box output from worker detector and 
camera parameter. The XYZ and height of worker were 
calculated by regarding the center of the frame as the 
midpoint of the worker's height. It also can be seen the 
work name was successfully searched from list by 
datetime and XYZ coordination. The activity elements 
were acquired as planned. 

 

Figure 7. Translation to activity element 

5 Conclusion 

We first built a dataset for a Japanese construction 
site. Then, the domain specific algorithms of worker 
detection, tracking, and worker action recognition were 
customized. As a result, our worker detection showed 
87.9% accuracy in same-site evaluation and 77.5% 
accuracy in cross-site evaluation. Our worker action 
recognition showed 60.2% mean accuracy. Finally, the 
method of translation into activity element based on the 
output value of worker detection was indicated. 
Whether these accuracies are actually sufficient needs to 
be verified in the future. 

As a limitation, this method cannot deal with 
occlusion because it uses a single camera. It is possible 
to deal with this by installing multiple units on site so 
that occlusion is reduced. 

As future work, it is essential to improve accuracy 
by increasing the data set, and it will be necessary to 
build technology to ensure data consistency when 
multiple cameras are installed. 
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Abstract – 
Recently, as technologies combine, AR (Augmen 

ted Reality)/VR(Virtual Reality)/MR(Mixed Reality) 
and advanced sensing equipment are being developed. 
The possibilities of their application to construction 
fields is likewise increasing. Research into applying 
these techniques to facility maintenance, manager 
training, and safety/evacuation training is being 
actively conducted. In the case of the existing facility 
maintenance process, it is difficult to identify the 
exact management matters and departments that 
have problems during facility inspection or history 
management. In the case of complex equipment, it is 
necessary to respond to equipment maintenance 
needs through real-time support technology with on-
site workers due to the difficulty of promptly 
dispatching related advanced equipment experts. In 
addition, digitization of the maintenance manual is 
required for time, cost and losses to be minimized due 
to equipment downtime; to improve understanding, 
thus proper utilization, of non-specialist facilities 
maintenance and work safety through realistic work 
guidance based on 3D content. Therefore, in this 
study, we propose MR-based remotely controlled 
technology, real-time worker decision-making and 
work performance support technology for process 
improvement, preventing quality problems in the 
field manager-centered equipment inspection 
maintenance.  

Keywords – 
Augmented Reality; Mixed Reality; BIM; 

Working Guidance 

1 Introduction 

1.1 Research Background and Purpose 
Research into application of AR/VR/MR 

technologies in various ways are also being actively 
conducted in the construction field. In particular, studies 
are being conducted to apply such technology in 
semiconductor and battery factories, where demand 
continues to increase due to the rapidly accelerating 
technological development and the fourth industrial 
revolution. 

Plant construction projects are large and involve 
complex maintenance activities. Therefore, they have a 
higher project cost than other construction projects and 
require efficiency in maintenance. 

In the construction of battery and semiconductor 
plants, a huge amount of data is produced at various 
stages of operation due to complicated internal design, 
pipe installation, electricity, and other facilities; with 
many studies being conducted to efficiently maintain 
them. 

As major research for enhancing the work efficiency 
of plant workers, research on information management 
systems using QR codes, barcodes, radio frequency 
identification (RFID), and cloud system technologies is 
actively being conducted. 

However, these technologies make it difficult to 
provide visually intuitive information to workers, which 
increases the incidence of human errors. These problems 
extend the working time at the plant site and cause task 
revisions. 

This study develops a suitable MR-based 3D digital 
working guidance system through analysis of the 
maintenance work process at the plant site based on the 
opinions of practitioners and presents a worker-oriented 
maintenance work process. 
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At the existing plant site, workers have performed 
inefficient operation management tasks due to lack of 
intuitive work information visualization systems and lack 
of interoperability due to the dualization of construction 
sites and offices. In addition, the worker had difficulties 
in communication with the manager due to the complex 
plant design. In order to solve this problem, this study 
draws a plant field maintenance plan for effective 
equipment location and installation by using a Mixed 
Reality-based smart device for general equipment 
maintenance work of the plant. 

1.2 The Scope and Methods of Research 
This study proposes a 3D digital working guidance 

system for workers using AR-based smart devices at the 
plant site. At the plant site, workers have performed 
maintenance work based on past information and 
manuals. Currently, due to extensive and complex plant 
field work, difficulties arise in actual work. The typical 
maintenance tasks of unskilled worker include 
difficulties in figuring out the route due to the wide range 
of plant sites, and human error occurs when replacing 
equipment. Therefore, in the case of maintenance work, 
it needs an information exchange system that can 
intuitively communicate the exact plant site situation 
between the worker and the manager. Therefore, this 
study intended to solve such problem through an AR-
based smart device. 

The method and process of this research is: 
(1) Preceding Research Analysis
- Existing review of literature
- Analysis of management characteristic of plant

maintenance and process
(2) Requirement Analysis and Function Derivation
- Figuring out smart device applicability in the plant field
- Requirement analysis to solve problems
(3) Establishing MR-based 3D digital working guidance

for optimal plant maintenance
- Process Analysis of Plant maintenance
- Analysis of maintenance Work at Plant Site
- MR-Based Equipment Assembly Management Process
(4) MR-based 3D digital Technology at Plant Site.

2 Research Trend 

2.1 Literature Review 
From the mid-2000s, much research has been carried 

out in order to derive improvements to general interests 
in the construction industry such as shortening the 

construction period, cost reduction, flawless construction, 
accident-free planning, predictability improvement, 
waste factor elimination, productivity improvement, and 
maintenance cost reduction through the use of various IT 
technologies. 

The table below shows some of the existing research 
pertaining to the subject of smart, IT-based construction. 
This research focused on the exchange and maintenance 
of construction information for smooth installation of 
facility equipment among participants in the project in 
relation to the plant maintenance process. The process is 
illustrated in Figure 1. 

Table 1. Existing research 

Area of 
management Research subjects 

Construction Ontology-based BIM modeling; AR-
based system framework 

Site 
condition 

4D tools for greater efficiency in site 
management 

Use of smart phone to improve 
management process; visualization 
of project information using real-

time data sharing and management, 
wireless communication; and 

augmented reality 

Safety 

New 4D safety management and 
monitoring system ‘C-RTICS2’ for 

more efficient construction and 
communication among work 

partners 
Behavior-based preventive safety 

system, visualized management with 
VCS (Virtual Construction 

Simulation System) 
Note 

Construction 
Marker-based AR: Research on 

identification of objects, selection of 
marker type, marker detection, and 

marker-less AR technology 

Site condition 
Wearable device for real-time work 

coordination  
Wearable device; Cloud system for 

massive data management 

Safety 

Set apart in terms of device and 
visualization method, while similar in 

technology for communication between 
office and construction site  

Partly applicable to safety management 
in terms of carrying out preventive 

safety management in visualized form 
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Figure 1. Improved Plant Site Management Process 

2.2 Plant Maintenance Management 
The equipment replacement procedure at the existing 

plant site differs depending on the method of obtaining 
equipment replacement work information. When the 
worker no longer needs to obtain work information, the 
worker goes to the site to proceed and finish the work. 
However, in the event of an unusual occurrence in the 
middle of the work or when the manager orders the work 
in the middle, the worker needs a means to receive 
information. In this case, if the information is 
complicated, face-to-face communication between 
workers and managers is needed, or a visualization 
information sharing system for work orders is required. 

In the improved process based on the Mixed Reality, 
it is possible to intuitively figure out information through 
3D digital working guidance during the process of 
equipment replacement work, and even unskilled worker 
can more easily understand the work to reduce the 
occurrence of human error. 

3 Analysis of plant workers’ needs 

According to Moon (2015)[1], as a result of 
conducting site surveys and interviews with major 
construction company in Korea, “S”, the Construction 
Assistance App, Data confirmation and check App, 
Guideline App, and especially Communication support 
App and Progress Management App at the plant site were 
found to be required. These territories are tabularized 
below. This shows that the MR-based smart device 
system for workers is required to share information at the 
plant site. 

Table 2. Applicable work territories 

Direction Contents 
1 Construction Assistance App. 
2 Data confirmation and check App. 
3 Data input App. 
4 Guideline App. 
5 Communication support App. 
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6 Progress management App. 

During the materials management and product 
installation process at the plant site, workers need 
drawings and related information data. At this time, the 
information provided exists in various forms and is 
visualized in various ways and delivered to the worker. 
When one data is converted, new conversion information 
is generated by deriving from other data in real time. 
Various applications of smart devices must be provided 
to support this. Figure 2. Overall result 

4 MR-based 3D Digital Working 
Guidance 

4.1 Worker Equipment Replacement Process 
Analysis in Plant Site 

Through an interview with the Battery Plant 
Equipment Management Team at the battery plant site in 
Korea, a detailed work process of the worker was derived 
from the Mixed Reality-based to-be process. 

Workers are assigned to equipment management 
tasks, identify the location of the target equipment, and 
move to the site. In addition, the state of the equipment is 

determined through visual inspection and it is determined 
whether the equipment is replaced. If it is necessary to 
replace the equipment, he/she selects a replacement and 
records the reason. Subsequently, a procedure for 
applying for replacement equipment is carried out, and 
another colleague carries the replacement equipment and 
delivers it to the work site. In the field, the operation of 
existing equipment will be stopped, and the equipment 
disassembled. The disassembled equipment is returned 
according to the return procedure, and new equipment is 
installed by determining the presence of abnormalities. 
When the installation of new equipment is completed, the 
test operation will be performed, and the test operation 
will be made for diagnosing the normal operation.

Figure 3. Worker Equipment Replacement Process 
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4.2 Usage of AR Data in the plant site 
The data types that can be used in the detailed 

equipment management process based on the mixed 
reality derived above are classified into four types: 1) 
modeling data, 2) attribute information data, 3) AR data, 
and 4) job reporting data. 

Modeling data and attribute information data can be 
extracted from BIM data. BIM data was converted to 3D 
model-based neutral file format (fbx, ojb) and then 
mapped to be usable in the AR environment. Also, the 
modeling data can be used to check the optimal path for 
operator’s navigator and equipment transportation at the 
plant site, and to check interference between members. 
The attribute information data can identify the 
performance of the installed equipment or the cost 
information, replacement cycle, and the like. 

AR data in the form of 3D model can be used to 
guide the on-the-spot movement route based on a digital 
map, work sequence guide, and to understand the current 
state of the equipment. The worker can always record the 
work contents in the work report data to check the past 
records of the activities in the field and to understand the 
operation information of how it is currently operating. 

Table 3. Applicable work territories 

① Modeling Data
Image 

Type 3D Model 
Utilization 1. Use as a digital map on site

2. Equipment type can be checked
3. Check the optimal path for
equipment transportation
4. Interference check between members
② Attribute Information Data

Image 

Type Object Specification 
Utilization 1. Identify the performance of

equipment
2. Identify the replacement cycle of
equipment
3. Equipment unit price information

③ AR Data
Image 

Type 3D Model 
Utilization 1. Identify the current position of the

operator(Based on Device’s GPS data)
2. Guidance on the on-site route
3. Guide to the sequence
4. Guidance on current status of
equipment

④ Task Reporting Data
Image 

Type Work Sheet 
Utilization 1. Confirmation of historical

information
2. Records of workers' work activities
3. Checking factory operation
information

4.3 AR Data-based workspace and equipment 
replacement procedure 

The four types of data classified above can be 
divided to data available for each step in the worker 
equipment replacement process analyzed above. Each 
worker equipment maintenance procedure is divided into 
three groups as shown in Figure 4. : 'Decision to replace 
equipment', 'Procedure for returning existing equipment, 
and 'New equipment replacement procedure', and AR 
data has high utilization in ‘Decision of equipment 
replacement’ and ‘New equipment replacement 
procedure’ respectively.  
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 Figure 4. Matching of available data and equipment replacement procedure 

When the work activity report is visualized as an AR 
image, the utilization of AR data is also increased in the 
'Procedure for returning existing equipment' stage, and 
the AR visualization data is used in the overall worker 
equipment replacement process. 

Therefore, BIM Modeling Data and Object 
Attribute Information can be used as data to implement 
AR Data. AR Data and Work Activity Report Data 
implemented based on this can be visualized in AR and 
used in 3D digital working guidance, as the example in 
Figure 5. illustrates. 

Figure 5. Main application methods of MR-based 
3D digital working guidance 

5 3D Digital Working Guidance in Plant 
Site  
A 3D digital working guidance test-bed system was 

implemented in accordance with the Worker Equipment 
Replacement Process Analysis previously analyzed, and 
the MR-based work environment was tested based on the 
equipment replacement work generally performed by 
workers. 

The test-bed environment (Figure 6.) was tested in 
the following six steps. 1) Work selection, 2) Checking 
work area and moving workers, 3) Worker Navigator, 4) 
Check work objects and work contents, 5) Check 
equipment status, 6) Dismantling existing equipment. 
The role of each stage is as follows: 

1. Work selection: Confirms the work assigned to
the worker with AR and selects the work to be performed. 

2. Checking work area and moving workers:
Figure outs the position of the selected work and the 
current position of the worker. 

3. Worker Navigator: Guides the way for the
worker to move from the field to the work location. 

4. Checking work objects and work contents:
Figures out the contents of the work to be performed by 
the current worker. 
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Figure 6. MR-based 3D Digital Working Guidance Test - Worker Perspectives 

5. Checking equipment status: Figures out the
status of currently installed equipment before the 
operator performs the equipment replacement work. 

6. Dismantling existing equipment: Intuitively
guides the operator to the dismantling order of the 
existing equipment. 

In this study, the above 6 steps were experimentally 
implemented to test the 3D digital working guidance 
environment for the unskilled or alternative workers to 
accurately understand the work. If such a system is 
applied in the field, it is judged that human error can be 
reduced. 

6 Conclusions 
This study analyzed the process of the existing plant 

work, identified problems in the plant site through 
worker interviews, and analyzed the Worker Equipment 
Replacement Process. Based on this, detailed work 
process was derived based on the Mixed Reality-based 
to-be process, and the applicable data was classified into 
4 types (BIM Modeling Data, Object Attribute 
Information, AR Data, Work Activity Report).  

In addition, the purpose of using the data was 
identified by matching the operator's equipment 
maintenance procedures with data classified in four types. 
Among them, four main methods of using MR-based 3D 
digital working guidance include 'Checking work area 
and moving workers', 'Identify replaceable status', 'New 
equipment installation and check', and 'Trial operation of 

replacement equipment'. Working Guidance 
environment was built and tested according to Worker 
Equipment Replacement Process. 

This study visualized AR information for workers 
using MR-based work information data. For visualization 
information, four types of data were set according to 
business procedures. Based on this, equipment 
maintenance workers can increase understanding of their 
services through AR visualization information. 
Furthermore, if CPS (Cyber Physical Systems) in which 
a virtual model and a physical model are connected is 
introduced, information exchange between managers and 
workers will be facilitated in real time. In future studies, 
this study will be used as basic data to conduct digital 
interface & physical object linkage research on a small 
number of objects. 
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Abstract –  

Application of technologies as laser scanning, 
remote sensors, drones or mobile applications are 
playing a major role in changing the management 
procedures of maintenance and operation activities in 
the roads. Without scarifying the quality of the data, 
tasks can be performed in less time while maintaining 
the same level of accuracy of the outcomes and results. 

 
Keywords – 

Laser scanning; remote sensors and traffic data 
collection sensors; UAV (Unmanned Aerial 
Vehicles or drones) inspection; mobile application; 
assets management. 

1 Introduction 
The Ministry of Energy and Infrastructure (MoEI) is 

the arm of the Federal Government in the United Arab 
Emirates to plan, design, execute, operate and maintain 
the Federal roads Network in the five Northern Emirates 
(800Km center line, 1600Km carriageway and 3700Km 
lane of highways), (figure 1) 

 Figure 1. Federal Roads Configuration 
 
Operation and maintenance of the roads is a cycle of 

various interconnected fields and specialties, being all of 
them interconnected and affecting each other. 

By nature, that interconnection happens around 
numerous variables, and as a road network having 
hundreds or thousands of kilometers big amount of inputs 
for those variables are required, thus generating a big 
database. 

 

UAE MoEIhas detected the need of a comprehensive 
system to manage and operate the maintenance activities 
with the highest efficiency. Developing an own assets 
management customized system to obtain, collect and 
process the related data of roads elements, intending to 
enlarge their life span and keep the level of service of 
some parameters within the suitable range. 

The level of service for those established parameters 
are related to the sustainability aspects from which the 
MoEI is responsible for. [1] 

These systems use the historical information 
contained in the database as a self-learning tool to 
enhance any analysis. Therefore, a good quality database 
will provide as well a good quality results through the 
modification and enhancement of the algorithms behind 
the calculations ensuring that self-learning  process will 
also be improved. 

 The technologies that recently the MoEI has 
implemented within the assets management system are 
mentioned below as well as the reason of why were they 
chosen. [2] 

1.1 Laser scanning (LiDAR) 
The inventory of the elements within the right of way 

of the federal road is a requirement to perform the proper 
maintenance (it is impossible to asses a right maintenance 
either predictive or corrective if the elements to be 
maintained are unknown for the road owner). This 
knowledge is not only referred to “know” that the 
element exists; it is necessary to have some basic 
information which will allow the decision maker to 
choose the most appropriate method for intervention in 
order to preserve the assets, taking into consideration the 
reduction in time and effort reduction, and most 
importantly, ensure safety for the road users as well as 
the rest of the sustainability parameters. [3] 

In the case of MoEI these pictures have been obtained 
since 2012 using a high-performance vehicle in which the 
pictures are taken and assembled every 2 meters 
composing frames of 10 meters length. The data 
collection can be achieved by using different cameras 
arrangement combined with a series of devices, which 
will relate the pictures with geographic positions (GPS, 
distanciometers and correlation of that information with 
the typical used road milestones used in the country, 
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which in MoEI’s case are the light-pole number 
(sequential numbers placed in each light-poles). [4] 

Within those 10-meter images, those elements 
constituting the road assets will be assigned to the system 
through their corresponding position and type through a 
file where their information can be stored after collecting 
it to create the full roads environment (dimensions, 
properties, condition, camber, slope, radius of curvature, 
etc.). 

Implementation of LiDAR (Light Detection and 
Ranging) will combine all the previously mentioned 
parameters by generating a cloud of points then creating 
a 3D environment. This cloud of points creates a 3D 
attributes for each point, therefore we can obtain the 
geometric characteristics, relating them to 360 degrees 
pictures and describe the elements contained in the 
network, one by one. 

LiDAR used to collect this information is a TRIMBLE 
MX9 equipment with capacity of 1 million points per 
second acquired with an average vehicle speed of 
80Km/h and a mesh density of 1,000 points per square 
meter, (figure 2). 

 

 
Figure 2. LiDAR vehicle used for data collection 

 
Data acquisition from this device will provide the 

following described information . 
As mentioned previously, within the information 

related to the inventory is very important to have the type, 
location and properties of the elements contained within 
the road network, (figure 3). 

 

 
Figure 3. Data Inventory tables correlated with the Cloud of 

points and images 
The typical data collection for the road network using 

the conventional methods took around 4 weeks of 
continuous work, and is compelled to be done during the 
daytime (considering as well the position of the sun to 
ensure the quality of the images). The data collection for 
the same length using LiDAR took only 14 days (saving 

therefore approximately 50% of the time required before).  
The use of the cloud of points, allow to obtain cross 

sections of different segments of the road as well as 
distances between two or more points, areas and volumes. 
The benefit of that will be described after. 

1.1.1 3D model creation 

Both technologies mentioned previously, have been 
able to inventory more than 30,000 elements. And the 
creation of the continuous 3D model for the roads 
network can be integrated with other applications, 
systems and models in a near future as the usage in BIM 
(Building Information Models) or modeling base mesh 
for future growths or expansion of the roads, (figure 4). 
[5] 

 
Figure 4. Bridge 3D model from LiDAR data collection 

1.2 Remote sensors 
Within the Bridge Management System (BMS), the 

main objective of these system is to store information of 
the bridge that can identify it as a singular and unique unit 
and to relate to that unit the condition of the structure, 
assessed by an assestment condition index developed by 
the MoEI and the University of Sharjah [6], [7], [8] 

That index, indicates the condition of the structure 
according with a scale, depends on any defect affecting 
durability, structural behavior or operation of the bridge 
(figure 5). 

 

 
Figure 5. Bridge Assessment Condition Index within the 

Bridge Management System 
  

These defects in each structure can be detected 
through principal inspections that are performed in a 
period of 3 years by specialized engineers. This period 
can however vary, depending on the severity of the 
structure’s condition. shortened if the needs of the bridge 
advise to do that. These conditions can be determined by:  

• Unpredicted events (as for example, a flood 
or high tide stream, or any other 
extraordinary climate event) 
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• Hit by a vehicle or any other external 
element which can compromise the safety of 
the structure 

• To follow special conditions of defects 
found (for example follow up the evolution 
of any mechanic or chemical phenomenon) 

 
Sensors will be assigned to some found defects 

minimizing the need of site inspections, especially when 
their behavior can affect the assessment condition index 
of the bridge. 

Below, the descriptions of the technologies used in 
the bridge assessment condition are described, divided 
into 2 main categories: Mechanical and Chemical sensors. 

The main advantage of the mentioned sensors is the 
continuous data collection without the need of physical 
inspections to measure the values for some important 
parameters. The values measured on site, will represent 
the evolution of the parameter in a specific time. Using 
sensors for data registry, will provide not only that date 
during sequential shorts periods of time, but also the 
historical information of that parameter. The connection 
between the sensors is achieved by using an interface at 
the MoEI. 

1.2.1 Mechanical sensors 

Some bridges have special mechanical conditions to 
be monitored. These conditions can appear because of the 
combination of the loads, materials properties, excess of 
stress or/and strain, or similar, (figure 6). 

In some bridges of the network, there are some 
required mechanical aspects to be followed as described 
below. 

 
• Crack monitoring in beams 
• Bi-directional tilting in piers 
• Stress and strain in beams and piers 
• Temperature in the elements 

 
The defects found in a bridge might disturb some of 

the mechanical responses of the structure. The 
measurement of the defect response will help not only to 
know the behavior of the element of the bridge where that 
defect is located, but as well, to understand why that 
happened, and to predict what will happen to similar 
elements under similar circumstances. 

The monitored parameters can be measured not only 
individually during the analyzed period of time but as 
well, all can be co-related to find existing 
interconnections. The analysis of that behavior along the 
time can help as well to predict and perform some 
preventive actions and maintenance. [9] 
 

 
Figure 6. Mechanical remote sensors for bridge data collection 

 
2.2.2 Chemical sensors 

In the particular case of the highways located in the 
northern emirates of UAE, the majority representing 97% 
of the bridges are made of concrete (as well pre-casted in 
situ or prestressed, or casted in situ), (figure 7). 

 

 
Figure 7. Chemical remote sensors for bridge data collection 

 
Some of  those locations are adequate to develop 

corrosion (because of the presence of chlorides or 
carbonation), creating the worst scenario for the 
structure’s durability. Affection can be accelerated by 
high temperatures and humidity, presence of salt in the 
soil in some locations and chlorides due to sea tides in 
others. [9], [10] 

The main parameters reported by the sensors, 
installed within the concrete of elements of bridges in 
service are: 

• pH evolution 
• Temperature 
• Humidity 
• Chlorides content 

 
The way to prevent and control this situation is to 

monitor the progress of the parameters creating and 
propagating corrosion and create the preventive 
measurements according to each bridge affected. 

 
2.2.3 Traffic sensors 

The third category for sensors installed in the network, 
are the Traffic Sensors, collection traffic data. These 
sensors are registering the number of vehicles, speed, 
type and some of them weight. 

nother significant aspects are traffic characterization 
and users’ driving behavior. As roads operator, knowing 
these aspects are crucial in order to help to prevent and 
attend accidents, moreover, try to predict them in the best 
possible way. This information also helps to understands 
the effect of traffic on bridges and pavements, thus do the 
proper design as new and rehabilitated assets. Moreover, 
these analysis helps other stakeholders in their fields such 
as Ministry of interior in procedures  related to traffic and 
security, Ministry of Justice to improve or create laws 
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related to traffic and Ministry of Health to prevent the 
resources dedicated to traffic accidents. 

 
The traffic sensors are divided in two types, the 

Radars, which are utilized to measure the following 
group of parameters per lane and per direction in each 
road (22 out of 27), (figure 8): 

• Number of vehicles 
• Type of the vehicles based on the length 
• Speed 

 
The remaining five (radars combined with piezo 

electric) in addition to the above parameters do register, 
(figure 9): 

• Gross weight of the vehicle 
• Number of axles 
• Weight per axle 

 
Creation of enquiries about the traffic database will 

happen in special dashboards, which will provide in fast 
time the possibility to combine the information of 
different lanes and directions in a determined period of 
time, [11]. The enquiries parameters that can be 
calculated are: 

• Average daily traffic 
• Accumulated traffic 
• Speed 
• Intensity 
• Occupancy 
• Peak times (morning, mid-day and evening, 

time) 
• Classification by length 
• Classification by number of axels (using 

Federal Highway Administration criteria) 
(include here reference) 

• Distribution on weight per axle per type 
• Real time traffic conditions 

 
 

Figure 8. Electromagnetic loops for traffic data collection 
 

 
. 

 
 
 
 
 

Figure 9. Radar traffic data collection 

1.3 Unmanned Aerial Vehicles (Drones) 
inspection  

Within the Bridge Management System MoEI 
included the bridge inspection by using UAV(drones), 
(figure 10). 

 
The inspection helps to enhance the inspection time 

by: 
• Inspection components which are difficult to 

reach by conventional resources 
• Creation of 3D cloud of points 
• Creation of 3D model 

 
Drones to do the inspection are equipped by different 

devices such as camera, LiDAR and GPS. 
 

 
Figure 10. Drone for LiDAR data collection 

The inspection outcome is a report showing the 
pictures and defect detected. These reports include the 
location, evidence and the quantity of the damage 
registered. Once the defect is reported, it can be 
transferred to the BMS carrying along the possibility to 
modify the assessment condition index. 

 
The data collected offer as well the possibility of 

creating a 3D model of the bridge using photogrammetry 
tools combined with the cloud of points. 

1.4 Mobile application 
One of the most important aspects in MoEI Roads 

Department is to keep active tasks related to the daily 
maintenance. The daily found incidents can’t be 
predicted and need to be attended as fast as possible, 
therefore the MoEI has implemented a Performnace 
Based Maintenance Contract based on KPI, (basically 
related to time response and quality). (figure 11). 

Since this type of contracts are controlled by penalties 
applied to the main contractor if the deficiencies or 
incidents are not attended on time, it is necessary to 
improve the registration, control and monitoring of all the 
road elements. [12] 
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 An inspectors’ fleet checking continuously the roads, 
can register any defect allocated in the road through a 
mobile application, relating that report automatically to 
the location of the mobile device live. 

 
Fig 11. Mobile application for incidents management 

 
The report will be uploaded in the database of the 

Assets Management System. In this way, MoEI as well 
is aware of the events pending to be finished and the 
available time before penalizing them, at the same time, 
allowing the contractor to register the closure of the 
report. 

After, the inspectors are able to check and verify if 
the event was effectively closed and the quality level of 
service is achieved. 

The mobile application shows the information 
contained in each report created by the road inspectors. 
And assuming that the reports can’t have an “open” status 
for a longer period of 30 consecutive days without 
closing it by applying the corresponding maintenance, 
the reports for the last 30 days can be viewed in a list and 
in a map. 

This mobile application as well allows to do the 
inspection of any other inventoried element in the road, 
including the bridges. The inspections will determine the 
assessment condition index of the elements that are in the 
same spot the inspector is. 

2 Interrelation of all these technologies 
applied and benefit for the asset 
management in the Roads Department 

All the previous described technologies can seem 
interesting from a technical point of view, individually. 

However, a very important aspect is, how these 
technologies are interconnected amongst them and what 
benefit provide to the asset management of MoEI and 
how this benefit is can be noticed. 

These properties and capabilities which are the base 
for the interrelation between them and the assets 
management, constitute significant aspects that will feed 
the specialized fields in the assets management tasks. 

2.1 LiDAR (inventory and 3D model) 
The inventory with LiDAR will feed the database of 

the mobile application and the inventory database for the 

main system for the Roads Department. The Road 
elements will be reflected in both and all the information 
as well as the assessment condition index can be 
modified and corrected by the user. 

Moreover, the 3D models created during the process 
can merge with those 3D representations created by the 
drones. 
 3D models open possibilities to do a better analysis 
for specific road elements. For instance, if a 
structural/durability issue needs to be studied in a bridge, 
it will be easy to define the grid of this bridge and its 
elements, isolating it from the general cloud of points and 
exporting it to an 3D structural analysis software, (figure 
12). 
 

Figure 12. Cloud of points for post use in other applications 
  
 The importation of the cloud of points as a mesh to a 
conceptual design software for roads, used in widening 
or modification projects can provide with an initial high 
accuracy database for that project, without the need to 
collect more information with other methodologies, (fig 
13). 

Fig 13. 3D model from LiDAR data. Creation of cross sections for 
post analysis in structural analysis 

 
A very important use of this tool will be to define the 

contour conditions for an Autonomous Driving Car 
simulation (of different road parameters and their current 
condition to calibrate the possibility of autonomous 
vehicles to circulate within the network). 

As well, this model will be very useful for the creation 
of High Definition Maps, which will be used by this type 
of technology which constitutes one of the main pillars 
on the development of the transportation sector in the 
coming 20 years in UAE, (figure 14), [13] 
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Figure 14. Autonomous vehicles simulation 

2.2 Mechanical and chemical sensors 
They provide a real valuable information related to 

problems (mechanical or chemical) which can influence 
the response of the bridge in different ways. 

The inputs these sensors can have in order to modify 
the condition assessment index of the bridge are evident 
(is not the same case to have a “dead” shearing crack in 
a beam that notice that it is progressing, (figure 15). 

Figure 15. Bridge sensor’s platform (location of sensors) 
 
However, monitoring the same crack, and correlating 

this information with the traffic passing over the element 
can show if there is any need to restrict the traffic or make 
any urgent amendments to the element before the limits 
are reached (vehicles are calculated by the technologies 
mentioned in this paper as well). 

Furthermore, the proper correlation between the crack 
and the registered stresses and strains can give an idea of 
the materials condition and characteristics, (figure 16). 
 

 
Figure 16. Correlation between parameters in remote bridge 

sensors 
Chemical sensors can provide information about the 

presence of carbonation and therefore some corroded 

steel bars which are not well appeared in some of the 
inspections performed, (figure 17). 

Figure 17. Chemical parameters correlated from bridge 
sensors 

 
These actions will enhance the rehabilitation project 

and will make it to be adjusted to the real conditions that 
need to be corrected, (figure 18) 

 
Figure 18. Modification of the Bridge Assessment Condition Index 

using the information from the remote sensors information 
 
The proper rehabilitation project will be designed 

according with the traffic supported by the element and 
(as mentioned in this paper). The best solution will be the 
one therefore providing the best life cycle solution. 

The possibility of having a 3D mesh from LiDAR 
representing the bridge and the possibility of overlapping 
pictures with the defects and parameters determining 
their behavior, allow to model and predict different 
scenarios as well as create maintenance programs for 
clusters of similar bridges. 

 
The strategic knowledge of live traffic behavior 

makes possible to analyze some parameters as the growth 
factor, which will influence directly, not only the 
geometry of the roads and the elements within them to be 
built and maintain, but as well the development of urban 
or industrial areas, (figure 19). 
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Figure 19. Road live traffic conditions map 

 
Instant conditions of the traffic are basic to operate 

the traffic management procedures in the correct way for 
the road user’s safety, using those parameters as well as 
information of any anomaly in the road that can be 
attended by the maintenance contractor (accelerating the 
response time in those events, which can be register in 
the mobile application), (figure 20). 

 

 
Figure 20. Traffic incidents detection from traffic live 

monitoring 
Knowing the traffic flow and conditions can help to 

apply restrictions and ban times for some vehicles in a 
more precise way, (figure 21). 
 

 
Figure 21. Traffic data integration. Parameters analysis 

 
Integration of the traffic database allow to check the 

efficiency of some operational aspects, as better level of 
service usually implies a better the operation of the 
highway. 

A good and accurate traffic data will provide better 
models (in 3D integrating the models created by LiDAR) 
to predict and model the traffic according to the 
corresponding economic, social and environmental 
conditions (see point 2.4). 

2.3 Unmanned Aerial Vehicles (Drones) 
inspection 

The inspections performed with drones will help to 
the creation of 3D models that can be merged into the 
cloud of points obtained by LiDAR along with 
photogrammetry technologies with inputs from the 
images taken during the inspection, (figure 22). 
 

 
Figure 22. Defects detection from Drone bridge inspection 

Damages acquisition by drone can be as well 
overlapped on the 3D mesh of the bridge and analyze 
their influence into the context of the element or the 
bridge. 

Information obtained in this inspection can be used as 
well in traffic modeling programs for example in the case 
of intersections and junctions. In some of our highways 
these points constitute “hot spots” and need to be 
simulated under special conditions. Counting with a 3D 
model of the bridge will make the microsimulation easier 
and more realistic, (figure 23). 
 

 

 

Figure 23. 3D model for traffic simulation implementation 

2.4 Mobile application 
The mobile application as smart tool allows to 

manage information of assets in the spot, live, (figure 24). 
This is an important aspect, considering the 

synchronization performed between both data bases 
which representing the reality of the road elements. 

 
Figure 24. Mobile application for road maintenance incidences 
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Any new incidence registered by the mobile 
application will be automatically synchronized with the 
general database, which allows to manage the assets 
condition and the traffic management and maintenance 
actions. 

If any incident is urgent an alarm is launched then 
immediate actions and monitoring with the traffic 
devices can be performed, (figure 25). 

 
Figure 25. Data base synchronized with the mobile 

application 
 Then the MoEI is able to predict the consequences on 
traffic and road safety meanwhile having any repair or 
rehabilitation. Discussion with the corresponding police 
department  can be started and all the possibilities to 
implement the best road safety action according with the 
urgency of the incidence and the traffic conditions can be 
done.  
 A fast update of this inventory data base using the 
mobile application, will allow as well, to do faster 
calculations involved in the asset management, 
maintenance plan and valuation of the assets. 

3 Conclusions 
The intense work at MoEI during the past 8 years, 

arose in the creation of a Roads Assets Management that 
has been continuously developing and improving. 

Nowadays, the integration of the tools the MoEI 
already implemented to do a proper roads management 
leads to the implementation and integration of the 
following recent technologies: 
• Data collected with LiDAR to create 3d models 

and cloud of points during the inventory of the 
road elements 

• Remote sensors in bridges to monitor their 
mechanical and chemical conditions 

• Traffic data collection with remote sensors to 
calculate the traffic parameters 

• Drones to perform LiDAR and inspection in 
bridges to enhance the inspection result in less 
time and create 3D models for the bridge 

• Mobile application to report and register the 
incidences in the roads live 

Continuous feedback of the received information to 
different specialists in the Ministry allow to increase the 
service level to the road users and reduce the time 
response in different situations. All the technologies as 
mentioned before are interrelated and the outcome can 
benefit different aspects of the road management.  
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Abstract – 
The growth in the size and the level of complexity 

of construction equipment imposes tremendous 
hazards in construction sites. Any breakdown or 
failure of such systems may not only cause the delay 
in construction but also lead to the loss of life and 
properties. To address these issues, this paper 
proposes an intelligent monitoring system based on 
multi-sensor technology, which consists of multiple 
sensor clusters, signal transmission and data 
acquisition systems, condition evaluation, 
identification and alerting systems, assisted by Wifi or 
Zigbee wireless transmission technology to obtain the 
real-time state data from various parts of 
construction equipment. The center computer can 
manage and analyze the relevant parameters to reveal 
the safety reserve of the tower crane, scaffolds, self-
climbing platform and other construction equipment 
in a visual image. In addition, the alerting alerts can 
be sent directly to security officers and operators to 
respond to and avoid accidents. Lastly, the intelligent 
multi-sensor monitoring system is simulated tested in 
6013 flat crane, which is shown the workflow of whole 
technology and demonstrates this technology is fast, 
accurate and valid for the safety management of 
construction. 

Keywords – 
Construction equipment; High-rise buildings; 

Intelligent safety monitoring system; Multi-sensor 
technology. 

1 Introduction 
Because of the high casualty rate, site safety is one of 

the most concerned issues in the construction industry. 
Statistics data from Ministry of Construction suggests 
that, in china, there have been 637 safety accidents and 
736 deaths in the first ten months of 2018, with 6.52% 

and 4.69% increased, respectively, compared to 2017. 
Although the construction technology is constantly 

updated and upgraded, the management of construction 
site safety still primarily relies on the manual approaches, 
such as the daily patrol and regular inspections by the 
safety officers. With the gradual introduction of Industry 
4.0 technology[1] into the construction industry, some 
construction robots and large-scale integrated 
construction platforms have emerged[2], which enhance 
the size and the level of complexity of construction 
equipment. Traditional safety monitoring methods may 
not be applicable to such complex construction 
environments and many unexpected causes of risks may 
render faults or failure, even with the tight security 
control measures[3]. For instance, the long-term 
environmental exposition, the inappropriate use and 
maintenance, the installation tolerances and their growth 
may all give rise to the unpredictable risks, which may 
eventually cause the bucking or collapse of scaffolds and 
the toppling of the tower cranes. 

This safety matter is especially challenging in the 
construction industry and requires intelligent methods to 
monitor the stiffness, strength and stability of these 
complex construction equipment and temporary 
structures, such as scaffolds, in order to eliminate 
potential hazards. Literature review suggests that a wide 
range of studies have looked at the intelligent monitoring 
system or technology used for construction sites. Moon[4] 
studied an automated data acquisition system and 
appliance based on the Ubiquitous Sensor Network (USN) 
technology to collect structural responses. Zhu and 
Roh[5-6] introduced a method based on multi-sensors, 
visualization technology and computer vision technology 
for updating 3D equipment movements in order to 
prevent the collision between equipment, workers and 
other objects on the construction site. Son[7] proposes an 
efficient, automated 3D structural component 
recognition and modeling method that employs color and 
3D data acquired from a stereo vision system for use in 
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construction progress monitoring. 
To address these issues, this paper proposes an 

intelligent monitoring system based on multi-sensor 
technology, consisting of multiple sensor clusters, signal 
transmission and data management systems, condition 
evaluation, identification and alerting systems. Assisted 
by Wifi or Zigbee wireless transmission technology[8], 
the structural parameters of key parts of construction 
equipment are received by the central server, which are 
used to monitor the working status of equipment structure 
in the real time. For instance, taking the data from the 
wind speed meter to measure wind velocity, inclination 
and displacement sensors to monitor deformation and 
movements, strain sensors to capture the stress/strain 
conditions and accelerometers to understand the dynamic 
properties, the data processing center can collect and 
analyze the relevant parameters to reveal the safety 
reserve of the tower crane, scaffolds, self-climbing 
platform and other construction equipment. 

Safety monitoring of construction equipment 
technology is an intelligent and automated technology 
that the original data collected by multiple sensor clusters 
are automatically processed and converted to structural 
parameters in accordance with a predetermined 
programme and the damage degree of the equipment is 
shown by visualization. This paper mainly introduces the 
working principle and integration mechanism of systems, 
with the key focus on how to integrate, transmit and 
process data in each system. 

2 Safety monitoring system 
The intelligent monitoring system can automatically 

transform the original data collected by multiple sensors 
and feed to the evaluation modules[9] revealing and 
monitoring the structural health state of construction 
equipment in real time seen in Figure 1. The process 
entails the following steps: 1) data collection and 
acquisition by utilizing different types of sensors or 
multiple sensor clusters; 2) data analysis and modelling; 
3) damage identification and health evaluation. The final
step can be revealed by visual representation together
with some alerting systems[10].

Figure 1. Data-driven modelling of tower cranes 

The above process can be presented in the workflow as 
shown in Figure 2, which can be generally divided into 
four subsystems, namely multiple sensor clusters, signal 
transmission and data management subsystems, 
condition evaluation and identification an alerting 
subsystem. The data from various sensors, often in 
differing formats and output signals, are integrated so 
that the data, resources and process states can be shared 
across the system. Pre-alerting of impeding faults or 
failure of those construction equipment structures can be 
alerted. The key of this type of system is the stability and 
timeliness of wireless transmission[11] and the 
optimization of data processing[12]. The massive data 
will be accumulated in the data center and the big data 
analysis technology can be employed so that the minimal 
size of them should be stored and feed into the structural 
modelling. 

Figure 2.  Workflow of safety monitoring system 

2.1 Multiple sensor clusters 
Multiple sensor clusters are the first tier in the 

intelligent monitoring system[13]. The common sensors 
used include the wind speed sensor to measure wind 
velocity, inclination and displacement sensor to record 
the movements, strain sensor to acquire the strain 
condition and accelerators to capture the dynamic 
properties. The locations of sensors are properly designed 
and selected, so are the acquisition frequencies.   

In order to reduce the amount of data for transmission 
and storage, the initial processing of the original data is 
required so that the unimportant or redundant data are 
filtered out in the first instance. Kalman filter is usually 
used to preprocess the original data, which is an 
algorithm to extract the real value of the dynamic system 
in a series of measure data with noise. And then, feature 
selection of the initial preprocessed array is carried out to 
manifest the principal and precise characteristics in one 
set period. Common feature extraction methods are 
principal component analysis (PCA), linear singular 
analysis (LDA)[14], independent component analysis 
(ICA)[15], neural network, etc. The method of feature 
selection is properly selected on the basis of structural 
characteristics and monitoring requirements. In general, 
the application of feature selection is beneficial to reduce 
the amount of calculation and improve the accuracy of 
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structural analysis in the process of condition evaluation. 
In the collection process, it is assumed that cycle of 

the sensor data collection is 2s and the cycle of central 
computer operation is 30s. So, within 30 seconds, the 
sensor-1 will gain 15 pieces of data:  [X]1 =
[𝑋1, 𝑋2, 𝑋3, … , 𝑋15] . Before feature selection, simple
preprocessing should be carried out on the original data 
to delete the data with large errors. In the end, the 
eigenvalue 𝑋1  will be calculated by single-chip
microcomputer (MCU) and transmitted to the central 
control computer. 

2.2 Signal transmission and data management 
systems 

Signal and data transmission can be regarded as the 
logistics support for the whole system[16]. Only with 
stable transmission technology can the whole system be 
sampled synchronously and the structural data of each 
part at the same time point can be obtained. Otherwise, if 
data in different cycles arrive at the central computer and 
be processed simultaneously, it will yield data chaos[17]. 

In this present system, there are two transmission 
modes, wired transmission and wireless transmission. 
Wired transmission is used to transmit data from sensors 
to microcomputers, which is the front-end data 
transmission of the whole system. Due to the space 
limitation of wired transmission, the locations of both 
sensors and microcomputers need to be considered and a 
single-chip microcomputer (MCU) can process data up 
to 8 sensors at the same time. Wireless transmission, such 
as Wifi or Zigbee wireless transmission technology, 
transfers the data preprocessed from MCU to the central 
computer for the further data analysis. In the construction 
environment, due to the signal reception blocking of the 
concrete or metal, the wireless transmission signal is 
usually weak. In order to establish a wireless network for 
real-time data acquisition, the system uses ZigBee 
technology to receive data by using radio frequency (RF) 
signal transmission, which can connect up to 65,000 
sensor nodes and transmit data at 250 kbps[18]. 

Data collection from multiple sensors is usually 
synchronized. In the real applications, such 
synchronization can be compromised due the delay in the 
data transmission (see Figure 3). To address this problem, 
step by step filtering (SSF) fusion algorithm is adopted. 
Compared with centralized fusion algorithm (CFA), SSF 
(see Figure 4) has fewer requirements for calculation 
efforts and the number of central processors and network 
bandwidth, but stronger system survivability[19-20]. 

Figure 3. Simultaneous sampling with transmission 
delay[17] 

Figure 4. SSF Fusion Algorithms[20] 

Table 1. Definition of mathematical expression 

No. Mathematical 
Expressions Definition 

1 𝑘 A certain moment 

2 𝑘 + 1 The moment of one cycle 
after k moment 

3 𝑥(𝑘) State function 

4 𝑥(𝑘 + 1) 
State function in k+1 
moment. 𝑥(𝑘 + 1) =
𝐹(𝑥)𝑥(𝑘) + 𝑣(𝑘) 

5 𝑥̂(𝑘|𝑘) The global estimated value 

6 𝑥̂(𝑘 + 1|𝑘 + 1)
The global information-based 
estimated value 

7 𝑃(𝑘|𝑘)
The corresponding estimated 
error covariance 

8 𝑃(𝑘 + 1|𝑘 + 1)
The corresponding error 
covariance 

9 𝑧1
𝑘(𝑖)

The set of measurement 
sequences of the i-th ( i
=1,2, … ,N ） sensor at 
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1,2, … ,k moments. 𝑍1
𝑘(𝑖) =

[𝑧𝑖(1)𝑇 , 𝑧𝑖(1)𝑇 , … , 𝑧𝑖(𝑘)𝑇]

10 𝑍1
𝑘

The set of measurement 
sequences of all N sensor at 
time 1,2,…,k moments.𝑍1

𝑘 =

[𝑍1
𝑘(1), 𝑍2

𝑘(2), … , 𝑍2
𝑘(𝑘) ]

11 𝐹(𝑘)
Distribution function of X,X 
is random variable and k is 
any real. 𝐹(𝑘) = 𝑃 (𝑥 < 𝑘) 

12 𝑄(𝑘) 
Covariance function. 

𝑄(𝑘) = 𝐸[𝑣(𝑘)𝑣(𝑘)𝑇]

13 𝑣(𝑘) 
White noise sequence of zero 
mean gauss process

In the actual monitoring process, due to the 
instability of data transmission, it is difficult to ensure 
that all sensor data can reach the computing platform 
synchronously. To solve this problem, the database store 
method is adopted. If a value 𝑋𝑛  fails to reach the
computing platform synchronously, the 𝑋𝑛−1  of the
previous array is retrieved. And if the value fails to reach 
the computing platform for three processing cycles, the 
warning system would started to report the error. 

The subsystem involves both hardware and software. 
The hardware includes transmission cables, optical 
cables, RF transmitters, RF receivers, digital-to-analog 
conversion cards (A/D), etc. The software is used to store 
and manage the digital signals, using a common software 
platform such as C++. 

In a real-time monitoring system, even in the case of 
data pre-processing, there are thousands of data collected 
every day, which requires a robust data management 
system and program. The data management system is not 
only responsible for managing the preprocessed data, but 
also managing all information in each subsystem, 
including materials, geometric information, and 
structural analysis results of devices. Should any accident 
strike, this type of data can be traced for the forensic 
analysis purpose.  

2.3 Condition Evaluation 
In this subsystem, the structural software is used to 

model the system based on the collected real-time data so 
that the health condition of the equipment can be assessed. 

To this end, the first step is to transform the 
preprocessed data from multi-sensors clusters into 
physical data [Vm], such as strain or movements, and 
then check with the specified threshold value [Vd] to 
identify the any damages. If there's a big difference 
between the value [Vm] and value [Vd], the structure 
must be secure and there is no point to expand extra 
unnecessary computations. Once any damage is 
identified, a reliability analysis can be conducted to 
evaluate the severity of damage, based on which due 
alerting is released for the management purpose. 

Figure 5. Workflow of condition evaluation 
1. Safety assessment

Safety assessment consists of serviceability limit state
assessment and ultimate limit states assessment. The 
evaluation indicators of serviceability limit state are the 
deformation of structure, cracking growth acceleration, 
etc. And the ultimate limit states can be assessed by 
structural analysis software. The simplest method of 
evaluation is to analyze the development trends shown by 
the measured stress, deflection, acceleration and other 
indicators. 
2. Damage identification

At present, an increasing number of damage
identification methods have been applied in engineering 
projects, such as structural modal parameter 
identification based on wavelet transform[21], damage 
sensitivity analysis based on structural modal 
parameters[22], structural damage detection based on 
neural network, structural damage detection based on 
improved genetic algorithm[23], etc. These methods 
mainly perform modal analysis of structural dynamic 
response, and then calculate the damage indicators with 
different damage identification methods. 

2.4 Identification and alerting systems 
Through data processing and mining, the system will 
eventually be able to obtain real-time visualized 
structural health monitoring images, structural health 
predictions and early warnings. 
1. Visual monitoring image
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The final structural health state can be showed by a 
visual image.  Construction workers and manager can 
quickly and accurately monitor the structural health 
status of the equipment remotely, and then find problems 
in time and take measures. 
2. Structural health predictions

Through sufficient data mining, state estimation and
prediction of the structural state of the construction 
equipment can be performed. A large amount of data 
collected and the simulated force model can be used to 
detect the weak places of the equipment structure for 
focal monitoring. the weak points can be predicted by 
well-rounded algorithm, including linear regression 
method, nonlinear model method, unsupervised 
supervised learning method and other methods, so as to 
prevent risks in advance.  
3. Early warming

The identified damages with its location and size are
systemized for formulating the alerting information, 
which can be circulated via mobile electronically devices 
or other type overall alerting system. Due measures can 
be taken to respond to such alerting information. 

3 Case Study 
The intelligent monitoring system is employed for 

the real-time supervision of the construction equipment 
and temporary structures used in the construction site. 
Four subsystems are instrumented to collect, transmit and 
process the data. A visualization program is to reveal the 
data and work status of the monitored systems. 

The system is mounted into a tower crane, which is 
presented below to show the entire process of 
coordinated work and data processing of each subsystem. 
In the simulated test, 6013-flat-head tower crane is 
selected as the experimental tower crane with 800KN*m 
load moment, 46 meters maximum free height, 60 meters 
maximum radius of revolution and lifting 6 tons materials 
at most 

According to the specifications for tower crane 
design, there are five key performance indicators for the 
overall structure safety operation, namely, 
temperature [𝑇] , the bending strength [𝜎1]  and
deflection [𝑣1]  of crane jib, the
vibrational frequency [𝑓] ,the deformation of crane 
column[𝑣2]. For each indicator, one or more sensors are
placed to obtain the corresponding structural parameters 
directly or indirectly. By data fusion, calculation and 
estimation, the large amount of original data are 
processed to the structural parameters to realize the visual 
monitoring of the loading state of the tower crane. 

It is worth noting that the working stress of crane 
tower is constantly changing due to the moving load 
during the lifting operation. Under different loading 
scenarios, the maximum stress points change, and, 
therefore, the sensors need to be placed in some crucial 
places. According to the “Tower crane design 
specification (GBT 13752-2017)”, the layout of the 
sensors should follow the following principles:  

a) The places with significant stress changes or large
stress, which can be calculated by the finite element 
analysis; 

b) Important component of the structure, such as
structural cross-middle rod parts and suspension rod parts, 
etc; 

c) Representative and regular places, such as
fatigue-prone and corrosion-prone positions, etc. 

3.1 Multiple sensor clusters 
In this simulated case, five types of sensors are 

mounted in selected locations, i.e. temperature sensors, 
wind speed sensors, accelerometers, displacement and 
strain sensors. Ten sensors were placed in the 
simulated experiment  (shown in Figure 6)and the 
original data obtained were named as [𝐴1], [𝐴2], [𝐵],
[𝐶], [𝐷1], [𝐷2], [𝐷3], [𝐸1], [𝐸2], [𝐸3], [𝐹1], [𝐹2],
[𝐹3], [𝐹4] , as shown in Table. Among them, the
displacement sensor consists of a transmitter and a 
receiver. It can simultaneously collect the displacement 
in X, Y, Z directions, and the data are all collected by the 
receiver. 

Figure 6. Diagram of the location of multiple sensor 
clusters 

Table 2. Types of sensors and corresponding dataset 

No Sensors Data Set Note 

1 
Temperatu

re sensor 
[𝐴1], [𝐴2]

Environme

nt temperat

ure [𝐴1] an

d engine 
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temperatur

e [𝐴2]

2 

Wind 

speed 

sensor 

[𝐵] 
Wind 

velocity 

3 
Accelerom

eters 
[𝐶] 

4 

Displacem

ent sensor

（Tower 

column） 

[𝐷1]-X Direction

[𝐷2]-Y Direction

[𝐷3]-Z Direction

A 

transmitter 

and a 

receiver 

5 

Displacem

ent sensor

（Tower 

jib） 

[𝐸1]-X Direction

[𝐸2]-Y Direction

[𝐸3]-Z Direction

A 

transmitter 

and a 

receiver 

6 
Strain 

sensor 
 [𝐹1], [𝐹2], [𝐹3], [𝐹4] 

Key 

position 

3.2 Signal transmission and data management 
systems 

Through wired transmission, the original data will 
be transmitted to MCU for initial processing, and then the 
mathematical sets[𝐴1], [𝐴2], [𝐵], …, [𝐹4] acquired by
multiple sensor clusters will gain the corresponding 
values 𝐴1𝑖, 𝐴2𝑖 , 𝐵𝑖  …, 𝐹4𝑖.Since the wired transmission
is limited by space, an MCU connected up to 8 sensors is 
to process data at the same time. In installing MCU, the 
quantity and locations of MCU shall be determined by 
the relationship between the sensor clusters and MCU. 

In this case, three single-chip microcomputers are 
placed in the tower crane (Figure 7). The first one is on 
the top of tower column, which is used to collect the 
engine temperature [𝐴2] , the displacement of tower
column [𝐷1], [𝐷2], [𝐷3], the stain of tower column [𝐹1];
the second one is at the junction of tower column and jib, 
which is used to collect wind velocity [𝐵] , vibration 
frequency [𝐶] and stain of tower jib [𝐹2]; the third one is
at the end of tower jib, which is used to collect the 
environment temperature [𝐴2] , the displacement [𝐸1],
[𝐸2], [𝐸3] and the stain of tower jib [𝐹3], [𝐹4].

Figure 7. Diagram of the location of MCU 

The preprocessed data (𝐴1𝑖 , 𝐴2𝑖  , 𝐵𝑖  …,  𝐹4𝑖 .) are
transmitted wirelessly to the central control computer, 
using the robust and fast wireless transmission 
technology, Zigbee.  The central control computers not 
only are responsible for data processing, but also for date 
management and storage. Date management subsystem 
is responsible for storing the pre-processed data, the 
modelled structural parameters, and the structural images 
at certain intervals, which is used for continuous system 
inspection and identification and analyzing the cause of 
failure if the tower crane collapses. 

3.3 Risk assessment 
The obtained values are analyzed by using 

MATLAB software to determine the presence, the 
location and size estimation of damages. Furthermore, 
the safety evaluation can be conducted and reported.  

3.4 Identification and alerting systems 
ANSYS software is used to simulate the component 

response of tower crane based on the collected data. The 
displacement of x-component, y-component and z-
component, the rotation of x-component, y-component 
and z-component, elastic strain and plastic strain can be 
calculated for the entire structure (Fig. 8). 

Figure 8. Diagram of modelled deformation 
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4 Conclusion 
The safety monitoring system can intelligently 

monitor the working status of construction equipment in 
real time, establish visual model for the strength and 
deflection of the entire structure, and inform the safety 
state of construction site in the visualized way. By means 
of data collection of sensors and step-by-step processing 
of computers, security officers can obtain real-time 
structural state of construction equipment or temporary 
structures to avoid accidents, especially in severe 
environment. Such system possesses the following 
features:  
1. Fully automation. Except installation and regular

system inspections, the system can archive data
collection, multi-software interactive data
processing, and identification of the location and
size of damage, visual representation and producing
alerting messages to the related personnel.

2. High timeliness. The sensor collects data in the real
time, and the data is processed by program in
automatic way, so the final structural state can be
obtained in a nearly synchronized manner.

3. Visualization. The displacement and stress of the
structure can be visualized.

4. Other applications. A large number of
environmental and structural parameters collected
in the data management subsystem can provide
detailed experimental data for equipment structural
design, from which the correlation relationship
between the environmental action and vibration
frequency can be established.
The safety monitor system can replace the

traditional methods of maintaining construction 
equipment, such as tower crane, which provides 
improved accuracy and enhanced safety level.  
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Abstract –  

In this study, we propose autonomous UAV flight 
using the total station to estimate self-localization at a 
dam in a non-global navigation satellite system 
(GNSS) environment and suggest a flight path 
planning method for the UAV’s flight position. As a 
result of the UAV’s stable autonomous flight, a 
certain distance from the dam body’s surface can be 
maintained by flying accurately along the planned 
path, allowing for uniform quality and high-
resolution images to be captured. Moreover, geotags 
can be added to the image by measuring the flight 
position of the captured images; this is achieved via 
the total station, which can track the UAV even in a 
non-GNSS environment. Resultantly, the accuracy of 
the three-dimensional reconstruction model using 
photogrammetry technology can be improved. 

We further implement a field study to 
demonstrate the utility of the proposed approach. 
Moreover, we propose aging detection using AI 
analysis. 

 
Keywords – 

Autonomous UAV flight; Non-GNSS; Total 
station navigation system; Flight path planning; Dam 

1 Introduction 
An unmanned aerial vehicle (UAV) can fly 

autonomously via self-localization and flight attitude 
stabilization technologies, including global navigation 
satellite systems (GNSSs) and various sensors; e.g., 
gyroscopes, an accelerometer, a barometric sensor, and 
inertial measurement unit (IMU). Therefore, UAVs have 
recently seen increasing use in various inspections 
[1,2,3,4] owing to their high functionality and practicality. 
Conversely, autonomous UAV flight in outdoor 
environments, where GNSSs are unavailable, is a 
challenge.  

In Japan, many social infrastructures are aging and 
inspections are necessary for maintenance. As shown in 

Figure 1, it is necessary to efficiently capture the dam 
body’s surface image for an inspection or survey, via a 
digital camera mounted on the UAV. However, GNSSs 
cannot normally be used because the radio waves from 
global positioning system (GPS) satellites do not reach 
mountainous areas; i.e., a dam’s location cannot be 
determined, or a multipath caused by interference and 
phase shift of the radio waves occurs around a dam body. 

 

 

Figure 1. Depiction of the GNSS environment at 
the dam. The GNSS is likely to be unavailable or 
unreliable due to sky occlusion in mountainous 
areas and multipath around the large structures. 

 
Therefore, the UAV needs to be manually controlled 

by a pilot, which increases the UAV operator workload 
and makes it difficult to: 1) Obtain high-resolution 
images with uniform quality for inspection and 
management, or 2) prevent human errors, such as lapses 
in capturing the image. Hence, the realization of 
autonomous UAV flight in a non-GNSS environment is 
required. 

The remainder of this paper is organized as follows. 
Section 2 introduces the related works. Section 3 presents 
the proposed system applied to autonomous UAV flight 
at the dam in a non-GNSS environment. Section 4 

GNSS 

Diffraction / 
Interference 
(Multipath) 

Not reach 
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validates the proposed system in a field study. Section 5 
proposes the flight opportunity. Finally, the conclusions 
and future work are discussed in Section 6. 

2 Related Works 
There are three important technologies for obtaining 

clear and high-resolution images of uniform quality to 
inspect and manage the dam’s body via a digital camera 
mounted on a UAV: the flight path planning method, 
self-localization for autonomous UAV navigation, and 
photogrammetry technology. An overview of each 
method is presented below, with an application of this 
research. 

2.1 Flight Path Planning Method 
A flight path is planned by successively creating way 

points (WPs) and arranging and connecting them 
continuously. The WPs contain the latitude, longitude, 
and altitude of the UAV and action information, such as 
the change in nose and flight speed direction at that time. 
There are three approaches for setting WPs: manual 
creation, simulation-based, and pilot flight trajectory. 

2.1.1 Manual Creation Method 

This method requires the pilots to manually and 
sequentially set all the WPs using the general autopilot 
software function. 

However, it is difficult to accurately set the WPs near 
the reservoir on the upstream side of the dam body or in 
the complicated shape of the dam body and its 
surroundings as the terrain information available to pilots 
and software is only approximate. 

2.1.2 Simulation-Based Method 

If there is a three-dimensional point cloud data of the 
dam, it is possible and useful to accurately set the WPs to 
maintain a certain distance from the dam body surface via 
coordinate calculation. 

However, many dams do not have three-dimensional 
point cloud data as they are time-consuming and costly. 
Therefore, an inexpensive, highly accurate flight path 
planning method for dams that do not have three-
dimensional point cloud data is required. 

2.1.3 Using Pilot Flight Trajectory Method 

Some commercial autopilot software attached to 
general consumer UAVs, such as DJI, possess a function 
for recording the flight trajectory of the pilot [5], 
allowing for flight path planning. In addition, there is a 
method that collects and analyzes many pilot’s flight 
paths and analytically plans a path from them [6]. 

There are many artificial errors in the flight trajectory 
via manual UAV operation as the position of the UAV 

does not work in a non-GNSS environment. In addition, 
the GNSS flight trajectory coordinate is noisy and 
inaccurate. Therefore, this low-precision GNSS flight 
trajectory coordinate is not suitable for inspecting flight 
paths. However, it is a useful method if the flight 
trajectory can be accurately measured, even in a non-
GNSS environment. 

2.2 Self-localization Technology for UAV 
Autonomous Navigation 

For the UAV to automatically navigate along the 
flight path, it needs to estimate its flight position. The 
general basic structure of the UAV is shown in Figure 2. 
The autonomous navigation of a UAV can be classified 
according to the difference in the self-localization 
estimation method shown in Figure 2. An overview of 
each method is presented below. 

 

Figure 2. The general basic UAV structure  

2.2.1 GNSS Navigation 

GNSS positioning information is used as a self-
localization estimation method and can be received by a 
small and inexpensive sensor mounted on the UAV. 
Therefore, this is the most popular method of 
autonomous UAV navigation using widespread 
communication technology. 

However, as GNSSs cannot normally be received at a 
dam, this navigation system cannot be adopted. Even if 
GNSSs can be received normally, the positioning error is 
in the order of several meters or more, which is not 
suitable for inspection flights that require high accuracy. 

2.2.2 SLAM Navigation 
Simultaneous localization and mapping (SLAM) 

technology consists of front-end processing that focuses 
on sensor signal processing and back-end processing that 
focuses on optimizing the pose graph and performs 
simultaneous self-localization estimation of a moving 
body and constructs a three-dimensional spatial map. In 
addition, SLAM is approximately classified into visual 
SLAM and light detection and ranging (LiDAR) SLAM, 
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according to the front-end processing. As feature points, 
visual SLAM uses the color and light/dark information of 
each pixel of the camera or image sensor image, and 
LiDAR SLAM uses the point cloud coordinates 
measured by the laser sensor (distance sensor). In both 
SLAMs, the three-dimensional spatial map is recognized 
by matching the feature points, the movement is 
estimated sequentially, and the self-localization is 
estimated via accumulation. 

Although this is a self-localization technique that 
does not depend on GNSS, some problems do exist: 

 The position estimation errors accumulate and are 
not cleared; hence, the estimated position does not 
return to a true value. 

 The self-position is lost if the feature point 
extraction fails. 

 A high calculation cost for processing and 
optimization is required. 

 The flight safety and image efficiency are reduced 
because the UAV flies close to the target object so 
as not to lose the feature points. 

2.2.3 Total Station Navigation (TS Navigation) 

The total station is a surveying instrument comprising 
a light wave rangefinder, which measures distance, and a 
theodolite, which measures angles. In this method, a 
prism is attached to the UAV; the prism's position is 
measured as the flight location via the total station. The 
UAV recognizes the self-location by feeding back the 
measurement result to the UAV. Originally, as a method 
of enabling autonomous flight even in a non-GNSS 
environment, this technology was predominantly 
developed for indoor flight using a consumer UAV [7]. 

We also attempted to apply it to autonomous UAV 
flight for dam body surface inspection. However, the 
flight control of the consumer UAV is a black box, and 
the fail-safe function cannot be completely canceled. 
Thus, the UAV did not fly autonomously owing to 
limited flight control and altitude. 

It is a useful technique if flight control is possible as 
the position information accuracy is higher than that of 
other methods. 

2.2.4 Cooperative Navigation 

Two UAVs fly at the same time and communicate 
with each other. The first UAV flies where GNSS can be 
received normally, and the second UAV flies in a non-
GNSS environment. The second UAV receives the 
position information estimated via the first UAV’s 
optical tracking in real-time and can recognize the self-
location by processing this information with low latency 
[8,9]. 

Advanced and complicated control technology for 
two UAVs is also required. Moreover, large-scale 
structures, such as dams, cannot be shot over the course 

of one flight as the flight time is limited by the battery. 
Thus, it is very difficult to maintain two UAVs 
simultaneously, and several operational issues exist. 

2.2.5 Marker Recognition Navigation 
The AR markers, or QR codes, placed on the flight 

route are successively read via the camera mounted on 
the UAV, and flight control can be enabled via 
recognition of the respective information on the marker; 
e.g., flight position, flight direction, travel, and distance. 

Thus, this method enables autonomous flight, even in 
a non-GNSS environment; it is easy to prepare for indoor 
use, by placing a paper with a marker printed on the wall, 
but is difficult to install, manage, and maintain for 
outdoor use in large-scale infrastructure, such as a dam. 

2.3 Photogrammetry technology 
In recent years, the development of a scale-invariant 

feature transformation (SIFT) algorithm has automated 
the extraction and matching of image feature points and 
camera lens calibration. Therefore, it has become 
possible to easily reconstruct the three-dimensional 
model via SfM (structure from motion) and MVS (multi-
view stereo). 

As GNSSs cannot normally be received at the dam, it 
is not possible to add geotags to images captured using 
the digital camera mounted on the UAV. Therefore, 
three-dimensional reconstruction relies only on the 
feature points of the image. However, a problem is 
presented as the shape of the dam is distorted and 
approximate, even if the three-dimensional 
reconstruction model is corrected via GCPs (ground 
control points), as GCPs exist only in a limited flat space, 
such as the dam’s top. 

3 Proposed System Overview 
This paper proposes a self-localization technique by 

using the total station applied to an autonomous UAV 
flight at a dam in a non-GNSS environment. In addition, 
UAV tracking by the total station is enabled to plan a 
highly accurate flight path for inspection and to add 
geotags to images. Therefore, it is possible to properly 
inspect and manage the entire dam body by analyzing the 
clear high-resolution images of uniform quality captured 
using a digital camera mounted on a UAV. 

3.1 TS Navigation System Configuration 
Figure 3 shows the proposed UAV autonomous 

navigation system at the dam using the total station. First, 
the coordinates of the installation position, the direction 
of the lens, and the vertical angle are set to the total 
station. Next, a prism is attached to the UAV, allowing 
flight position measurement by automatically tracking 
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the total station; the measurement result is sent to the 
UAV. Finally, the flight position is automatically 
adjusted while the error between the estimated position 
and the WPs is checked. 

The equipment used in this system is shown in Table 
1. The image of the prism attached to the UAV is shown 
in Figure 4. 

 

Figure 3. Image of the proposed UAV navigation 
system using the total station. 

Table 1. System specification 

UAV 
Product name QC730 produced by ENROUTE 

Size [mm] D1100×W1100×H310 
Flight controller Pix hawk 

Sensor Accelerometer (3 axes), 
Gyroscope (3 axes), 

Compass, Barometer, 
Light ware LW20 

Total Station 
Product name TOPCON GT-1005 

Prism Leica Geosystems GRZ101 
Camera 

Product name Sony α6300 
Lens SEL35F28Z 

Recording pixels 6000×4000 
 

  

Figure 4. The image of the prism attached to the UAV. 
The prism is attached to the lower side of the UAV when 
tracking from below (left) and to the upper side of the 
UAV when tracking from above (right). 

3.2 Flight Path Planning with Pilot Flight 
Trajectory 

It is necessary to plan the flight path to confirm the 
resolution required by the AI analysis and to accurately 
set the WPs that are a certain distance away from the dam 
body surface, considering the performance of the digital 
camera. 

In this study, if three-dimensional point cloud data of 
the dam exist, the flight path for inspection, which 
maintains a certain distance from the surface of the dam 
body, is planned by coordinate calculation. Conversely, 
if there is no three-dimensional point cloud data of the 
dam, the flight trajectory of the pilot's manual operation 
is used to plan an inexpensive, efficient, and highly 
accurate flight path. The UAV tracked at the total station 
uses the position information to control its attitude, even 
by manual operation in a non-GNSS environment, 
resulting in a stable flight path. This stable flight enables 
accurate flight path planning by using the self-position 
estimated by the UAV as the WPs while measuring the 
distance to the dam body surface with the range finder 
sensor mounted on the UAV. 

3.3 Improved Accuracy of Photogrammetry 
Technology 

In this study, geotags can be added to the image by 
measuring the flight position at which the image is taken 
and using the total station, which even tracks the UAV in 
a non-GNSS environment. Therefore, it is possible to 
accurately reconstruct a three-dimensional model using 
the captured image’s geotags, as shown in Figure 5. 

 

Figure 5. Improving the accuracy of the three-
dimensional modeling 

4 Field Study 
In this paper, we implement a field study to 

demonstrate the utility of this proposed system for two 
types of concrete dams in Japan, as shown in Table 2. In 
a field study, uniform quality and high-resolution images 
of 2.0 mm/pixel are required for the dam body's 
inspection by AI analysis. 

Dam body 
top(crest)

GCP

Dam body 
bottom

GCP

Photo shooting position

Conventional method Development method

Estimated 
shape

Dam body 
top(crest)

Dam body 
bottom

Prism 

Prism 
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Table 2. Dam structure specifications 

Classification ID Dam-1 Dam-2 
Dam type Gravity  Arch 

Dam height[m] 156.0 94.5 
Dam top length[m] 375.0 215.0 
Three-dimensional 

point cloud data 
No-exist Exist 

4.1 Flight Path Planning 
The flight path has to be planned approximately 18.0 

m from the dam body’s surface as per the AI analysis 
request. Since the horizontal flight exerts a lower battery 
load and involves more flight time than those of vertical 
flight, the flight path has to be essentially horizontal. 

The flight path is planned by the pilot flight trajectory 
because there is no three-dimensional point cloud data at 
Dam-1 as shown in Table 2. Figure 6 shows the UAV 
flying and tracking by the total station at Dam-1. This 
flying UAV is manually operated while being tracked by 
the total station. Figure 7 shows an example of the WP 
results and the planned flight path using the manual flight 
trajectory of the UAV, via tracking using the total station; 
thus verifying that an accurate flight path can be created. 

 

 

Figure 6. The flying UAV and tracking by the 
total station (Dam-1). The above image shows the 
tracking from above and the image below shows 
tracking from below. 

 

Figure 7. The WP results and the planned flight 
path using the manual flight trajectory (upstream 
side of the dam body at Dam-1). The blue line 
shows the manual flight trajectory of the UAV by 
tracking using the total station. The black marker 
indicates the self-estimated position as a WP and 
the black line shows the planned flight path for 
inspection. 

4.2 Autonomous Flight Accuracy 
Figure 9 shows a comparison of the WPs and flight 

trajectory for autonomous UAV flight. It can be verified 
that autonomous UAV flight is conducted with high 
accuracy, even if the vertical direction of the levee 
gradually thickens from top to bottom and has a 
complicated shape with horizontally curved lines. 

In addition, the difference in distance between 228 
WPs and autonomous flight coordinates is summarized 
in Figure 8. The maximum deviation distance was 0.90 
m, the minimum was 0.03 m, and the median was 0.29 
m; 90 % of the distance was covered within a deviation 
of 0.50 m. This flight accuracy is impossible with manual 
operation. 

 

 

Figure 8. The distance difference frequency 
distribution between 228 waypoints and 
autonomous flight coordinates (Dam-2). 
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Figure 9. Comparison of WPs and flight trajectory 
for autonomous UAV flight (Dam-2). The black 
marker indicates the WPs. The black line shows 
the planned flight path for inspection. The red line 
shows the flight trajectory of the autonomous 
UAV flight. 

4.3 Image Quality and Three-Dimensional 
Reconstruction Accuracy 

Figure 10 shows an example of a dam body surface 
image taken via autonomous UAV flight. Although the 
absolute width and length could not be measured from 
the images obtained, it was possible to capture images 
with a resolution of approximately 1.75 mm/pixel as the 
vertical joint spacing of the dam is 2,000 mm. 

In addition, a three-dimensional model is 
reconstructed using the SfM software Metashape, as 
shown in Figure 11. The difference between the three-
dimensional point cloud data created by the two different 
flights was 0.255 mm in the horizontal direction and 
0.203 m in the vertical direction; the shape of the dam 
body was not significantly distorted. As shown in Figure 
12, it is confirmed that the use of geotags measured at the 
total station improved the photograph’s alignment. 
Moreover, this stable and autonomous flight enabled the 
capture of clear and uniform images; furthermore, the 
feature point matching between the images taken from 
two different points is dense and good, as shown in 

Figure 13. 

 

Figure 10. Accuracy verification of image (Dam-
1) 

 

 

Figure 11. The result of the three-dimensional 
reconstruction model (Dam-2). The above image 
shows the view from upstream of the dam body. 
The image below shows the view from 
downstream of the dam body. 

 

Figure 12. An example of the photograph’s 
alignment (Dam-2). 
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Figure 13. An example of feature point matching 
between images taken from two different points. 
The blue lines are a valid match. The red lines are 
an invalid match (Dam-2). 

5 Proposed Flight Opportunity for Aging 
Detection Using AI Analysis 

There are two methods for detecting dam surface 
aging via AI analysis: supervised and unsupervised 
learning. 

 Supervised learning is a method that enables AI to 
detect even unknown images by learning the teacher 
information with aging information annotations. Thus, 
this method is useful only if the observed aging target is 
obvious as only the annotated teacher information can be 
detected. 

Conversely, unsupervised learning is a method in 
which AI learns the concept of a normal state and detects 
information when changes or abnormalities appear. As 
shown in Figure 14, it is possible to reconstruct a healthy 
image from a real damaged image and extract the damage 
from the difference. 

 

Figure 14. The unsupervised learning image 
(Dam-2) 

There are few abnormal data points on the dam body 

and it is necessary to extract the various abnormal aging 
information from a wide range of dam bodies. Thus, 
unsupervised learning is suitable for the aging detection 
of dams. Therefore, it is necessary to accumulate images 
of the dam body during normal times, with uniform 
quality and accuracy. However, flight opportunities are 
limited because the dam inspection cycle is very long, i.e., 
once every few decades. Therefore, using the system 
proposed in this paper facilitates effective flight and 
imager accumulation. 

6 Conclusion and Future Work 
This paper proposes autonomous UAV flight using 

the dam’s total station in non-GNSS environments. In 
addition, a flight path planning method based on the 
UAV’s flight position, using a total station and geotags 
that can be added to the image by measuring the flight 
position at which the image is taken using the total station, 
which tracks the UAV, is proposed to obtain uniform 
quality and clear high-resolution images for inspection 
and management of the dam’s body via a digital camera 
mounted on the UAV. 

We implemented a field study and demonstrated the 
utility of the proposed approach. As a result, we could 
achieve a high flight accuracy, which is impossible via 
manual operation. Furthermore, we proposed flight 
opportunities for aging detection using AI analysis.  

Future work is summarized as follows: 

 Many field demonstrations will be conducted to 
verify its practicality. 

 To sufficiently reduce the error in three-
dimensional reconstruction accuracy, it is necessary 
to verify the accuracy by changing the lap ratio of 
the image and correcting it with GCP. 

 It is necessary to accumulate images of the dam 
body surface during normal times. 
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Abstract -
This paper presents a feasibility study of surface geometry

(SG) evaluation and material classification (MC) for robotic
spraying. We propose two complementary approaches using
point clouds and intensity data provided by a state-of-the-art
industrial time-of-flight (ToF) depth camera. The SG evalu-
ation is based on geometric feature computation within local
neighbourhoods, which are then used within a supervised
classification. The results of this approach are SG classes
according to the level of geometric variability of the surface,
displayed as SGmaps. For MC, active reflectance estimation
is investigated and exploited to derive features related to the
reflectance and diffusive properties of each material for clas-
sification. The result of both approaches can be prospectively
used as feedback in digital fabrication for in-line adaptation
of the process to improve control of relevant geometrical and
material properties.

Keywords -
Surface Geometry; Material Classification; Digital Fabri-

cation; Depth Camera; Machine Learning

1 Introduction
Assuring the required geometric quality of digitally fab-

ricated structures is of high importance not only after but
also during the construction process. Recent rapid growth
of interest in robotically assisted construction [1] has also
boosted the use of sensing technologies to acquire process-
relevant information. These works showcased the poten-
tial of various sensors in digital fabrication processes and
demonstrated ways in which accurately measured 3D in-
formation and object parameters extracted from such in-
formation can be used for in-line process improvement via
feedback control [2, 3]. In order to extract the relevant
information for construction processes, appropriate pro-
cessing algorithms and interpretation of the 3D data need
to be employed.
In this contribution we focus on the concept develop-

ment and feasibility study of algorithms for surface ge-
ometry (SG) evaluation and material classification (MC)
for robotic spraying applications. The goal is to address
the possibility of replacing the manual and subjective SG

evaluation andMCprocesses, currently relying on experts,
with novel sensing technology and data analysis. A state-
of-the-art industrial depth camera was chosen for data ac-
quisition within this investigation. This sensor technology
offers a good trade-off between in-line process acquisition
capacity, sufficiently high accuracy and resolution, and
areal coverage on the object of interest. It provides not
only geometric information of the acquired scene in the
form of 3D point clouds (PCs), but also the underlying
raw data related to the measured distances and intensities.
These data types have potential for extracting various rel-
evant parameters of the observed object by employing a
single sensor solution.
SG of structures produced with spraying is important

not only for visual and design considerations, but also
from a structural viewpoint. The acquired PC data follows
the SG of the captured object and implicitly contains its
geometric properties. To exploit these geometric proper-
ties, i.e. features, it is necessary to carry out a 3D analysis
within local neighbourhoods. To achieve this, a process-
ing scheme of four main steps is proposed in this paper: (i)
separation of the acquired SG to spatial frequency compo-
nents, (ii) neighbourhood selection, (iii) feature computa-
tion, and (iv) supervised classification. The outcome of
this approach are geometry classes according to the level
of geometric variability of the surface for different spatial
frequencies, displayed as SG maps.
Obtaining adequate information of the early hydration

state or local coverage and volume of each sprayedmaterial
(e.g. concrete, plaster finish, or paint) requires classifying
the materials within the observed scene. This is critical for
closed-loop control of the spraying process, such that com-
plete coverage of the surface per material can be ensured.
In this context we explore MC exploiting the observations
provided by a time-of-flight (ToF) depth camera related
to material-specific reflectance properties. The observed
differences on repeatable features for the materials used in
this initial investigation (i.e. wood, cardboard, metal, and
plastic) are then used for developing a simple classifier
based on a k-nearest neighbour (kNN) algorithm.
The contributions of this study are twofold. On the one

hand, the SG evaluation algorithm can be used within the
geometric feedback system of the fabrication in order to
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adapt the process accordingly. Chosen SG class ought to
be considered as a goal SG, while others indicate areas
that need further surface treatment, i.e. either adding
additional geometry variation or applyingmorematerial to
smooth out the dominant SG features. On the other hand,
the MC approach can be used within a process of early
concrete hydration by distinguishing different states of the
concrete and their associated reflectances to automatically
regulate the time-window between consecutively sprayed
layers.
To introduce this study, a brief overview of the working

principle of ToF depth cameras and a basic performance
assessment of the one used within this work is given in
Section 2. The specific SG evaluation (Section 3) and
MC (Section 4) approach is then detailed, including an
overview of processing steps, used experimental setups,
and datasets. The results of the two discussed concepts
are then given and interpreted in Section 5, and the general
conclusion and outlook of the investigation are summa-
rized in Section 6.

2 ToF camera
2.1 Measurement Principle

Depth cameras produce 2Ddepth images of a scene rely-
ing on various measurement principles, such as stereo tri-
angulation, structured light, or ToF approaches [4]. With
the increase in sensor resolution, the latter have gained at-
tention in recent years for being able to operate over larger
ranges with accuracy levels more independent of the scene
geometry and background illumination. The most estab-
lished technique to implement ToF cameras is based on
measuring the accumulated phase of an intensity modu-
lated optical signal illuminating the scene and detected
independently on each pixel. The illumination is typically
produced by one or several near-infrared LEDs driven by a
radio-frequency (RF) carrier. The detected signal on each
pixel, associated to the illumination signal back-reflected
on the corresponding patch of the scene, is demodulated
at device level by a dedicated 2D array that computes the
correlation of the received signal with an internal reference
derived directly from the driver of the emitted modulation.
Simplifying the modulation to one sinusoidal component,
this correlation c (τ) can be written as

c (τ) = a · cos(τ + φ) + b, (1)

where τ is the correlation lag, a the optical intensity at
the modulation frequency, φ the phase shift proportional
to the propagation delay—and therefore to the range of
interest—and b the illumination bias. This correlation is
typically computed for four lags regularly spaced with π

2
rad, so that the obtained correlation samples Ai are

Ai = c
(
i ·
π

2

)
, with i = 0, · · · , 3. (2)

The distance-dependent phase can be directly calculated
from this correlation samples as

φ = arctan
(

A3 − A1
A0 − A2

)
(3)

which, considering a sufficiently well-known value of the
modulation frequency fm and assuming a sufficiently ac-
curate approximation for the propagation speed c of the
optical signal under typical operation meteorological con-
ditions, can be used to estimate the distance of interest for
the given pixel as

d̂ =
c

4π fm
(φ − φ0) (4)

where φ0 accounts for the systematic delay offset in the
correlation process with respect to the mechanical zero of
the camera, which should be compensated by calibration.
As any phase-based measurement system, these observa-
tions are ambiguous beyond one modulation wavelength.
This ambiguity is practically solved by performing quasi-
simultaneous measurements at several fm and combining
them to resolve a larger unambiguous range. Once com-
puted for each pixel of the depth image, the estimated
distances can be used to generate a 3D PC by means of
perspective projection [5].

In addition to the accumulated phase, the optical inten-
sity a can also be computed from the correlation samples
as

a =
1
2

√
(A3 − A1)

2 + (A0 − A2)
2, (5)

being typically used to augment the generated PCs with
intensity values. These intensities are proportional to the
amplitude of the detected modulated signal, hence inde-
pendent of the ambient illumination. Given a sufficiently
stable illumination and detection efficiency, the measured
intensities can be processed considering the spatial distri-
bution of the illumination signal and radiometric attenua-
tion with distance and viewing angle, what enables deriv-
ing observations proportional to the material reflectance
independently on its position on the scene. By includ-
ing a prior calibration of scale using a known reflectance
standard, these compensated intensities can be in turn ex-
tended to absolute reflectance estimations for each point
on the scene. Note that such estimations would correspond
to the reflectance of the illuminated patch of surface as-
sociated to each pixel at the specific angle of incidence
(AOI) defined by its relative orientation with respect to the
camera.

2.2 Performance Evaluation

An evaluation of the performance using a state-of-the-
art ToF camera Helios Lucid [6], has been carried out. The
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camera operates based on the measurement principle de-
scribed in Section 2.1, and its most relevant specifications
are given in 2.2. This camera provides both raw correla-
tion samples as directly computed on each pixel according
to (2), and on-device pre-processed PC data after averag-
ing multiple frames, correcting of systematic errors, and
spatial data smoothing to reduce noise. The ToF sensor
used in the camera allows users to access raw data for four
modulation frequencies fM (25 MHz, 50 MHz, 75 MHz,
and 100 MHz), however for the processed PC dataset,
only 75 MHz and 100 MHz are employed as indicated in
Table 2.2.

Table 1. Selected relevant properties of Helios Lucid
depth camera, see [6] for more.

Property Value
Resolution 640 pix x 480 pix

FoV 59◦ x 45◦

Mode 1.5 m (75 MHz and 100 MHz)
6 m (100 MHz)

Precision <1.6 mm @ 1 m

Accuracy ± 5 mm (1.5 m mode)
± 10 mm (6 m mode)

Illumination 850 nm (VCSEL laser diodes)

Practical limitations on the achievable accuracy of ToF
depth cameras are mainly related to sources of variability
for the systematic deviations, such as changes of the op-
erating conditions, namely environment temperature, or
multipath effects on the scene [5]. Performance assess-
ment procedures of commercial depth cameras primarily
addressing those limitations are presented in [7, 4]. Some
of these error sources can be mitigated to a large degree by
calibration and others further reduced by a careful design
of the acquisition conditions and geometry when allowed
by the application. Additionally, depth precision is domi-
nated by the signal quality at the sensor level, proportional
to the detected optical power and therefore defined mostly
by the distance and relative orientation between the sen-
sor and the scene patch, and the reflectance properties of
the latter. Precision can only be improved under certain
acquisition conditions at the expense of dynamic perfor-
mance for the given application, by averaging over several
measurements of an unchanged scene.
Before using our camera for the data acquisition of our

proposed application, We have performed a basic perfor-
mance assessment to gain a better understanding of the
expected data quality and practical limitations. This as-
sessment has specifically addressed stability and noise fig-
ure, warm-up effect, and intensity-related depth errors.
The stability and noise characteristics of the raw data

were evaluated by computing the Allan deviation of the

phases calculated according to (3). This computation was
based on a time-series of 8000 samples acquired over two
hours on a static scene composed of a flat white plane at
a distance of about 1 m using the 1.5 m operating mode.
Phase stability was analysed for each of the fM , using val-
ues for a single pixel and is shown in Figure 1. The results
indicate a high long term stability on the evaluated time
scale without significant low-frequency drifts. A linear fit
based on the Allan deviation yields a slope very close to
-1, indicating that the noise background is mostly uncorre-
lated and flat over the evaluated bandwidth—the expected
improve by averaging over several acquisitions is therefore
approximately proportional to the square root of the num-
ber of acquisitions. Computing the distance corresponding
to each phase according to 4, the measured precision (2σ)
for a single acquisition on each frequency on the evalu-
ated conditions are 5.5 mm (25 MHz), 3.3 mm (50 MHz),
2.9 mm (75 MHz) and 2.3 mm (100 MHz). Precision
is expected to increase proportionally to the modulation
frequency due to the reduction of distance sensitivity to
phase errors. This increase is, however, partly limited by
a slight reduction of detected power on faster modulations
more attenuated by the sensor bandwidth.
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Figure 1. Allan deviation of phase observations for
each fM , using a sample of 8000 measurements for
a single pixel.

The internal warm-up of the camera and its impact on
accuracy due to temperature-dependent scale errors was
evaluated to determine empirically the required warm-
up time until reaching optimal performance. Static mea-
surements under similar conditions as described above for
precision were carried out acquiring PCs on a flat white
plane. This process was initiated immediately after the
device was turned on and carried out over three hours with
measurements triggered every 20 s. Each PC was used
to fit a plane, based on which the maximum and average
deviations between the points and the fitted plane were
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computed. To reduce the impact of outliers in the analy-
sis, themaximum deviations were computed as themedian
of the largest 20 deviations. Initial maximum and average
deviations were 14 mm and 6 mm, respectively. The re-
sults indicate the camera performance stabilizes at about
45 minutes after the camera was turned on, i.e. when the
internal camera temperature reaches 36◦C. The maximum
and average deviations then drop and remain constant at
8 mm and 2 mm, respectively.
The evaluation of intensity-related depth errors due to

the spatial inhomogeneity of the illumination pattern were
assessed by acquiring PCs using the 6 m operating mode
on a white flat surface at distances between 30 cm and
120 cm on 10 cm steps. Deviations to a plane fitted to
each PC were computed for each distance. The devia-
tions were grouped in three categories: deviations up to
2 mm, deviations from 2 mm to 4 mm, and deviations
larger than 4 mm. These values were chosen to approxi-
mate the empirically computed precision discussed in the
previous section and its double. The results can be seen in
the Figure 2 (left). The figure also shows the area covered
by the camera at selected distances. An oscillation pat-
ter can be seen within the deviation groups. This pattern
agrees with oscillations observed in the distances com-
puted using the raw phase data at 100 MHz (not shown),
which suggest a residual uncalibrated cyclic error. Based
on the obtained results, it is advised to acquire data at ei-
ther 40 cm or 80 cm, where the deviations are minimum.
Figure 2 (right) shows PCs colored according to the pre-
viously defined deviation categories. The most and least
optimal PCs were chosen for this representation, being
40 cm and 60 cm respectively. The observed errors could
be further mitigated by applying an online compensation
taking into account the measured intensity and distance.
As a simple approach for the data acquisition during the
presented investigation, we have designed our experiment
setup geometry and correspondingly cropped the acquired
data to exclude the areas with highest deviations.

3 Surface Geometry Evaluation
SG captured within the PC can be exploited by local

geometric feature analysis. A proposed scheme of assign-
ing points a class of geometry according to the power of
change is depicted in Figure 3. The input point cloud is first
pre-processed. Then the data is partitioned to three spatial
frequency components, and based on a selected neigh-
bourhood, features are computed for each point within the
dataset. Next a supervised classification is carried out,
outputting the classes for each point which are then spa-
tially filtered. The outcome of this six step processing are
SG classes displayed as SG maps.

In general, the presented approach relies on the input
data used for model training in the classification step. The

(a)

(b)

Figure 2. Deviations grouped in three categories,
displayed in proportions. Red line represents the
area covered by the camera as a function of distance
(left). PCs acquired at 40 cm (a) and 60 cm (b)
colored according to deviation category (right).

observed geometry in the investigated samples is not refer-
enced to a certain absolute definition, but grouped together
according to distinctive SG variations.

3D Point Cloud

Partition to Spatial

Frequency Components

Neighbourhood

Selection

Feature 

Computation

Supervised

Classi!cation

Filtering

Labels and 

Surface Maps

Pre-processing

Figure 3. Proposed processing pipeline for SG eval-
uation.

For the purpose of concept development and evaluation,
concrete samples of various geometries were produced us-
ing mould casting. Six out of seven sample geometries are
shown in Figure 4. These types of geometry were cho-
sen such that they resemble the sprayed surface, since
the actual sprayed surface samples were not yet available
for this investigation. The chosen dataset is however not
completely representative of the sprayed surface and as
mentioned, changing the input dataset would lead to dif-
ferent class definitions. Variations in height components
(based on Reckli GmBh specifications) are from 11 mm
up to 60 mm, therefore covering a wide range of geometric
diversity.
The first step after acquiring the data is to pre-process it,

which includes two operations: data detrending and crop-
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ping. The first operation removes the global linear trend
from the whole PC using principal component analysis
and reorients it according to the first and second greatest
variance of the coordinates. The measured surface might
be oriented and at certain angle with respect to the camera,
leading to wrong assumptions about a certain geometry.
The second operation is to crop the PC and to keep only
the central part, which is less affected by intensity related
errors compared to the edge parts and therefore displaying
higher accuracy (see Section 2.2).

40
 c

m

a)

d)

b)

e)

c)

f )

Figure 4. Concrete samples used within the SG eval-
uation investigation.

3.1 Partition to Spatial Frequency Components

A systematic approach for SG evaluation is adopted
based on an existing method for inspection in surface
metrology [8], which separates the surface into form, wavi-
ness, and roughness components. Typical values for these
three components are within a range frommicrons to a few
mm. We have adapted this concept within our SG evalu-
ation and made it representative of the level of geometric
variations present in our samples that is both relevant for
digital fabrication and observable with the proposed tech-
nology, covering a range from a few mm to several cm.
We established relative terms, which cover the complete
geometric range of the used sample data, namely low-
(LSFG), medium- (MSFG), and high-spatial frequency
geometry (HSFG).
Two approaches of partitioning the SG to components

were employed, making use of either discreet Fourier (FT)
or discreet wavelet transform (WT). Since the PC struc-
ture is a grid, the transformation can be directly applied
to columns and rows of the dataset without any need
for interpolation of points. A spatial profile is treated
as a time series signal where, instead of time, X- or Y-
coordinates are used for rows and columns, respectively. In
the first approach, the frequency threshold values between
the components of the spectrum were determined empir-
ically based on the observed spectrum in the frequency

domain after using the FT. Then Butterworth low-, band-,
and high-pass filters were used to partition the signal into
three components. An empirically optimized order of the
filter was used, which led to more optimal results. In the
second approach, using the WT, a selection of a wavelet
family and a decomposition level had to be made. Coiflet
wavelets and level 5 were empirically selected, since they
showed the most optimal results, after trying out different
parameter options. The first parameter defines the signal
that will be used to convolute the spatial profile, while the
second sets the number of levels (i.e. components) that the
signal gets partitioned to. In our case LSFG corresponds
to level 1, MSFG to levels 2 and 3, and HSFG to levels 4
and 5.
The results of the two approaches applied to a randomly

selected spatial profile from surface sample c) are shown
in Figure 5. The tree SG components, the original SG,
and the reassembled SG are shown. It can be noticed that
the results based on the FT approach cannot be reassem-
bled to the original SG profile, while this is successfully
achieved for the WT. This confirms that Wavelets perform
better on natural signals, i.e. non-stationary signals, as
demonstrated in [9]. The FT approach using Butterworth
filters does not, on the other hand, perform well on sharp
changes in the signal and it tends to smooth over those
features.

Figure 5. Profiles for each of the three surface com-
ponents for surface sample c).

The whole PC can be partitioned to components, once
this approach is applied to the complete dataset, i.e. all
rows and columns. Both approaches are used in this pro-
cessing, namely WT for partitioning to SG components
(see example in Figure 7), and FT for generation of spec-
trograms. Spectrograms are a visual representation of the
spectrum of frequencies of the signal in the time domain,
however here shown for spatial domain. A visualization
for surface sample b) is shown in Figure 6. The visible
information in the spectrograms differs for the dataset ob-
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tained from geometries as shown in Figure 4. It can serve
to provide additional information of the spatial frequency
content of the surface to the user.
The intensity image is obtained by using the same WT

approach partitioned to a high- (HFI) and low-frequency
intensity (LFI). The LFI component is dominated by the
contribution of the camera illumination pattern and is dis-
carded from further analysis. The HFI component, on the
other hand, is influenced by small scale features in the ob-
served surface, and can be therefore used to extract small
scale features.

Figure 6. Spectrograms generated for surface sample
b) in direction of columns and rows.

Only WT results were used in the end for this investiga-
tion, since the results were more optimal compared to the
FT. The FT and its results were only used for generation
of the SG spectrograms.

3.2 Geometric and Intensity Feature Computation

Each surface component dataset is used for extraction
of local geometric features, with features being different
for each of the three components. The selected features
were handpicked in order to capture the informationwithin
the SG components as good as possible. The selection is
shown in Figure 7. More information on geometric fea-
tures that were taken as a starting point in this investigation
and on their properties can be found in [10].

The computation of features is carried out for each point
within the dataset, using its neighbourhood. Within the
implemented algorithm, points are included within a cer-
tain neighbourhood based on either the list of indices of
the kNN of the anchor point or a query of all points with
distances to the anchor point smaller than a given radius.
The results shown in this paper were produced based on
a chosen radius, being 7 cm, 3 cm, and 1 cm, for LSFG,

MSFG, and HSFG, respectively. This makes the classifi-
cation results independent on the distance from which the
acquisition was done.
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Figure 7. Three SG components (left). A list of
features used for computation (right).

The intensity features play a relevant role when analyz-
ing the HSFG component. The goal is to exploit small
scale (i.e. sub-mm) features that cannot be captured by
the geometry of the PC, due to the accuracy limitation
of the used technology. However, the input intensity im-
ages of highly reflecting and absorbing local areas could
cause intensity variations, in this case the intensity varia-
tions would not be related to the geometric but rather to
radiometric features.

3.3 Supervised Classification

Once the features for all points are computed, they are
normalized per feature to a range of [0, 1], such that none
of the feature values dominate on the further processing.
Those values are then usedwithin a process of clustering to
form groups of points that share similar geometric prop-
erties. For this purpose, an agglomerative hierarchical
clustering approach was chosen. The algorithm requires
a user specified number of clusters. This can be chosen
based on a dendrogram, a tree diagram that displays an
arrangement of clusters and the similarity between them.
The number of clusters was selected as 3 for all compo-
nents. Only a random subset of about 10% of points with
their features was used for model training. It is assumed
that the sub-set is sufficiently representative for the whole
dataset, which was validated by the result repeatability
after selecting different random subsets. The rest of the
points is used later on for the evaluation of the model.
Next, the segmentation approach is extended to super-

vised classification using kNN. The algorithm learns the
relationship between the feature value list of each point and
assigned cluster indices. The number of clusters from the
clustering process and the classification process is there-

698



37th International Symposium on Automation and Robotics in Construction (ISARC 2020)

fore the same. This classifier can then be applied to another
dataset, to predict the closest class label using kNN.
To derive labeling of points with higher spatial regu-

larity, a median filter is applied to the initial class label
image. This results into smooth labels and surface maps.
Additionally, it is possible to omit patches of areas smaller
than the chosen threshold to decrease granularity, however
this is not implemented in the proposed approach.
Furthermore, an assessment of each of the features

was carried out to understand which have the highest im-
pact on the label outcome. For this the analysis of vari-
ance (ANOVA) statistical test was employed, usually used
within similar classification tasks. Based on the features
and assigned labels, ANOVA assesses how much a class
label is dependent on each particular feature and assigns
each feature a score of relevance. It then ranks the fea-
tures based on the calculated score. The most important
features were intensity range and Z-coordinate range for
HSFG and MSFG, respectively. For LSFG the most im-
portant features were change of curvature, omnivariance,
and sphericity. The results of the labeling are shown in
Section 5.1.
The process of feature computation and classification is

computationally intensive, since a set of feature values has
to be computed for each point. This makes it unsuitable
for a quasi-real-time application. However, this can be
overcome by computing features for a subset of points,
e.g. every 10th point, classifying them, and then using
interpolation of classes on the rest of the points to produce
fully classified maps.

4 Material Classification
We have investigated the MC potential of ToF cameras

in the context of our targeted applications by developing
a MC strategy exploiting active reflectance estimations
derived from the raw correlation data. The goal is to
propose a processing pipeline to derive information of the
reflectance and diffusiveness of the materials in the scene
and use it for in-line classification, and to provide a simple
demonstration of the feasibility of such approach.

4.1 Experiments and Datasets

An experimental setup for material-related data acquisi-
tionwas designedmaking use of the horizontal comparator
bench on our calibration laboratory. The ToF camera was
mounted on a steel pole in front of the bench and the mate-
rial samples were placed on a motorized trolley that moves
automatically between selected positions measured with a
linear Doppler interferometer. This allowed for accurate
control of the relative distance changes between samples
and camera, which were extended to absolute distances by
independently measuring the distance between the camera

and the sample at the starting position of the trolley using
a laser tracker.
Two experimentswere carried out on the described setup

using four material samples, namely wood, plastic, metal,
and cardboard, chosen arbitrarily as a simple subset of
common materials. In the first experiment, each of the
four material samples was placed on the trolley and dis-
placed from 0.57 m to 1.6 m on steps of 3 cm. The scene
on each position was acquired 10 times sequentially to
enable an approximate quantification of measurement dis-
persion. The complete procedure was repeated for three
orientations of the samples (5◦, 25◦, and 35◦) by control-
ling the orientation with a highly repeatable rotation stage.
The values for the distance range and sample orientations
were selected to cover the expected working regions of
the camera for the envisioned applications, providing suf-
ficient resolution while keeping the effort for the exper-
iments low. In the second experiment, all four material
samples were placed on the trolley. The scene contain-
ing all materials was then captured for distances between
0.57 m and 1.07 m on steps of 0.1 m, repeating the process
for the three aforementioned orientations.

4.2 Active reflectance estimation

Our proposal for reflectance-based MC relies on distin-
guishing materials based on their reflectance pattern. This
approach is based on the estimation of a simple model of
the material absolute reflectance as a function of AOI, ob-
tained from calibrated intensity observations of the same
surface patch from different points of view. The features
extracted from such estimation can potentially provide dif-
ferentiation for a large number of materials as long as they
do not showcase both similar absolute reflectance and dif-
fusive behaviour.
Defining in the simplest case a two-parameter re-

flectance model R as a generalized Lambertian scatterer

R (AOI) = R0 · cosn (AOI), (6)

where R0 is the material absolute reflectance on normal
incidence and n defines the patter directivity; materials can
be characterized based on their features R0 and n. These
are obtained from aminimum but sufficient number of two
observations of the same surface patch from different per-
spectives, each observation providing estimations of both
the absolute reflectance and the AOI. The AOI can be esti-
mated from the depth map by analyzing the local region of
the pixel of interest. The absolute reflectance, on the other
hand, can be derived from the intensities calculated from
the correlation raw data by applying adequate distance
and instrumental corrections. The intensity a measured at
pixel px for certain distance d, considering the dominant
sources of variability, can be modeled as

a (d, px) = Kill (d, px) · Kdet (px) · G (d) · R (AOI) , (7)
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where Kill accounts for the spatial distribution of the illu-
mination signal, Kdet represents the detection efficiency
of the corresponding pixel, and G (d) the overall radio-
metric attenuation of detected power with distance. These
three components can be compensated online using fitted
functions or lookup tables obtained by a single calibration
process based on acquisitions of a known geometry (e.g.
a planar target) with homogeneous reflectance properties
over several distances within the range of interest. By
additionally including measurements on a material with
known reflectance such as a calibrated reflectance stan-
dard, the overall scale of the amplitudes can be corrected.
The final compensated amplitude provides an estimation
of the material reflectance R̂ of the surface patch covered
by each pixel independently of distance and viewing angle
from the camera, thus enabling the generation of abso-
lute reflectance images. Combining these images with the
estimated AOI per pixel for pairs of acquisitions allows
deriving and mapping the reflectance features R0 and n for
any part of the surface covered on both acquisitions. These
features can be then used to classify the materials in the
scene by direct comparison with a pre-collected material
database.

We have used the data from the two experiments de-
scribed in Section 4.1 to provide a simple validation of this
approach. The correlation data from the first experiment
was used to compute the optical intensities per modulation
wavelength according to (5). Figure 8 shows an extract of
the computed intensities as a function of the interferomet-
ric reference distance across all the evaluated materials for
the fastest modulation wavelength, with solid lines repre-
senting the average of 10 acquisitions per position while
shaded areas correspond to the dispersion of those acqui-
sitions in ±1 σ. These results are good representatives of
the overall behaviour of the other three fM . The analysis
of the intensity values indicates unreliable intensity obser-
vations due to saturation for some materials at close range.
This is specially critical on the metal sample that show-
cases much higher specular reflectance. This makes the
received intensity very high for the 5◦ orientation, which
saturates the sensor for any distance smaller than approxi-
mately 1.1 m as confirmed by inspection of the underlying
correlation samples. Conversely, the more specular be-
haviour produces very low intensities for the AOIs on the
25◦ and 35◦ orientations. The data derived from saturated
observations was excluded from subsequent analyses.

The intensities obtained in the first experiment have
been used to generate reference data for the classification.
To avoid the need of introducing a reflectance standard,
the classification is carried out using relative reflectance
values normalized to the average amplitude of wood at
5◦. The computed relative reflectances are depicted in
Figure 9 for the three evaluated AOIs, where solid and

Figure 8. Measured intensity at 100 MHz as a func-
tion of reference distance for all materials and AOIs.

shaded areas represent the average and standard deviation
(±1 σ) between all wavelengths. The results show that,
excluding the regions when the sensor is close to satura-
tion due to high material reflectance and short range, the
computed values per material are consistent within a 10%
of variability independently from distance. This indicates
that features derived from these values hold potential to
provide robust classification of the evaluated materials.

Figure 9. Normalized intensities at all fM as a func-
tion of reference distance for all materials and AOIs.

The relative reflectances per AOI computed for each
material, fM , and distance have been used to estimate the
two parameters R0 and n of the simple reflectance model
in (6), which are to be used as reference features for the
classification. Figure 10 shows the resulting features for
all frequencies and distances with their associatedmaterial
class. As seen in the figure, the computed features provide
good separability for the evaluated materials.
The data from the first experiment has been additionally

used to derive the distance correction G (d), and an addi-
tional independent experiment on a planar target at several
distances has been used to compute the illumination distri-
bution Kill (d, px). These corrections are used on a scene
containing all materials from the second experiment to test
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Figure 10. Normalized reflectance features extracted
for four materials for all frequencies and distances.

the MC performance against the reference data. The inter-
mediate steps for these corrections and the classification
results are shown and discussed next in Section 5.2.

5 Results
5.1 Surface Geometry

The results of the SG evaluation are maps colored ac-
cording to the assigned classes. Each class signifies the
level of geometric variability for each of the spatial fre-
quency components LSFG,MSFG, andHSFG (Figure 11).

Level of Geometric Variability:

LowMediumHigh

MSFGLSFG

HSFG

Figure 11. Resulting classified SG map for LSFG,
MSFG, and HSFG components.

The results indicate that the proposed evaluation ap-
proach works well, with clearly classifying the most simi-
lar geometric parts of the datasets in the same class. The
differences between classes are obvious and very distinc-
tive. The level of in-class variation is directly related to
how many classes were chosen in the classification step.
For the given dataset this value has been optimized, to
allow only for minor variations within the classes. The se-
lection of the number of the classes should thus be a data
driven decision. Due to the unavailability of ground truth
data, a plausibility check of the obtained results was done

based on subjective evaluation. This resembles standard
practice, where SG is evaluated by human inspection.
The results are useful within the process of robotic

spraying, where certain classes indicate areas requiring
further surface treatment. If the target SG would be a
class of medium geometric variability, regions showing
high variability imply the need of being filled with more
material around it or removed, while regions showing low
variability require additional texture.

5.2 Material Classification

A scene containing all four materials seen from two dif-
ferent perspectives (5◦ and 25◦ with respect to the camera
axis) has been used to assess theMC performance. The in-
tensities as directly computed from the correlation samples
are shown in Figure 12.a, for wood (W.), cardboard (C.),
plastic (P.), and metal (M.). These intensities were com-
pensated for the impact of distance and illumination spatial
distribution with the corrections calculated as described in
Section 4.2. The illumination distribution can be seen in
Figure 12.c, and the resulting distance- and illumination-
corrected intensities are shown in Figure 12.b. The AOI
across the scene was calculated geometrically, and the
need for calibrating the detection efficiency and overall
scale was overcome by computing reflectances normal-
ized to a patch of the scene known to correspond to wood
on the 5◦ acquisition. The two reflectance features were
then derived from the computed relative reflectances and
compared to the reference data using a kNN classifier. The
final results of the classification per pixel after applying
a median filter can be seen in Figure 12.d. The results
demonstrate high accuracy on the classification of pixels
corresponding to metal, cardboard, and wood. Pixels cor-
responding to plastic get wrongly classified as wood on
certain areas. This is caused by wood and plastic being
relatively close to each other in the feature space as shown
in Figure 11, and suggests the need for a more complex re-
flection model—thus requiring additional viewpoints—to
distinguish materials with similar reflectance properties.

6 Conclusion and Outlook
An exploratory investigation and concept development

for SG evaluation and MC using PCs and optical inten-
sity values acquired with a state-of-the-art depth camera
was carried out. The results for SG evaluation show that
it is possible to classify geometry based on the level of
geometric variability that it exhibits, by 3D feature analy-
sis and supervised classification. The generated SG maps
are easy to interpret, by both human and computer-aided
analysis. Furthermore, the evaluation of the presentedMC
approach on a reduced subset of materials shows success-
ful classification based on an approximated model of their
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Figure 12. Result and intermediate steps for
reflectance-based MC using 100 MHz data at dis-
tance of 1.5 m: a) measured intensities, b) corrected
intensities, c) illumination distribution, and d) clas-
sified pixels, with material initials used for label
names.

diffuse reflectance properties estimated from two view-
points. The proposed method does not require in-situ
calibration and can be easily extended to more complex
reflectance models—hence potentially increasing classi-
fication robustness—by adding measurements from addi-
tional viewpoints.
The ultimate goal of the two proposed approaches is

their in-line application within the robotic spraying pro-
cess, providing feedback regarding geometric andmaterial
properties to adapt the process accordingly. On the one
hand, the SG classes indicate whether further surface treat-
ment in the fabrication process is needed or if the desired
SG is met. On the other hand MC results can provide
information on local coverage and volume of each sprayed
material and also indicate early hydration states of the con-
crete to automatically regulate the time-window between
consecutively sprayed layers.

As a continuation two main further investigations will
be addressed. Firstly, the performance of the SG evalua-
tion and MC approaches should be assessed on surfaces
actually produced within the spraying process. Secondly,
the combination of both approaches for enhanced perfor-
mance should be explored. The latter means that geometry
information (i.e. distances, orientation of the sample, etc.)
should be used directly within the MC process where nec-
essary, and vice-versa. Having MC results as one of the
features within the SG evaluation, the material within the
scene might contain information relevant for the SG clas-
sification.
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Abstract -
In this paper, Reality Capture technologies are used to

reconstruct 3D models of utility excavation holes which can
later be visualised in the field, allowing for a more reliable,
comprehensive and perceptible documentation and viewing
of utilities before excavating to potentially reduce subsurface
utility damages. An Augmented Reality (AR) prototype solu-
tion was developed and demonstrated for a group of respon-
dents, concluding that visualising reality capturing models
in AR would benefit fieldwork before, during and after exca-
vation.

Keywords -
Augmented Reality; Reality Capture; Point Clouds; Un-

derground Infrastructure; Subsurface utilities; Damage Pre-
vention; Utility strike;

1 Introduction
Most streets in industrial countries are filled with hid-

den infrastructure beneath ground creating risk of strik-
ing underground utilities during excavation work. In the
UK the direct cost is estimated at £3600 per utility strike
which led to a total cost of approx. £7 Million in 2017-
2018 [1]. However, this does not take the indirect cost of
strike damages into account, which include project over-
run, downtime and social cost such as traffic delays and
loss of productivity in businesses. By adding these indi-
rect costs the total cost is significantly higher and has an
estimated average ratio between direct and indirect cost of
1:29 [2], thereby increasing cost of each utility strike to
approx. £100,000. Similarly, in Denmark it is estimated
that the Danish society has lost 2.8 billion DKK over a
10-year period due to underground utilities being damage
during excavating [3]. Clearly there is a need for new
tools and work processes, preventing underground utility
damage.
Poor documentation in terms of quality, accuracy, and

access to utility data is often the cause of utility strikes
[4] [3]. In best case scenarios utility data is documented
in GIS as straight poly-lines with attributes such as eleva-
tion and thickness, allowing qualified estimation of where
utilities are located. In worst case scenarios the docu-

mentation is missing, incomplete or out-of-date and often
represent as-planned data instead of as-built data [5]. This
form of documentation is, therefore, more a schematic
representation of where the utility is placed rather than a
representation of its accurate shape where twists and turns
can occur along the path [6]. As a consequence, issues
often arise when trying to locate utilities before and during
excavation. In Al-Bayati and Panzer’s survey, (2019) [5],
completed by 477 contractors, the most contributing cause
for hitting underground utilities was a) the lack of depth
information, b) painted markings placed to far from the
utilities either because of inaccurate data or the surveyor
being rushed or untrained, and c) the temporary state of
the marking, i.e. the marking disappears when the top-
layer surface is removed or is washed away by weathering.
Locating equipment to measure the depth of utilities is,
nonetheless available, such as Ground Penetrating Radar,
which is often rejected because of the added cost for the
utility owner and the limited benefits it provides [5]. Using
locating equipment and following good-practice Subsur-
face Utility Engineering (SUE) is another solution that
can be applied to prevent utility strikes [7], it can, how-
ever, be very expensive and time consuming. Often this
solution does not harmonize with the contractor and utility
owner being on a tight schedule and budget [5]. It is clear
that more complete and accurate utility data are needed in
today’s construction industry and also, if not just as im-
portant, a more reliable way to display utility information
before and during excavation work.
In this paper we showcase a potential solution to reduce

utility damage that combines two emerging technologies
to deliver a more informed, comprehensible and percep-
tible visualisation for utility professionals by combining
Augmented Reality and Reality Capture. The aim is to
visualise point cloud models of previous captured utility
excavation holes informing the next person in the field to
come.

1.1 AR visualisation of underground infrastructure

Onepopular solution used to display underground utility
information in the field is Augmented Reality (AR). The
method was first demonstrated by Roberts et al. (2002)
[8] who visualised a 2D projection of underground utility
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lines on the surface area. The AR prototype was a rather
clumsy setup, comparedwith today’s standards, consisting
of a backpack powering a wired and handheld binocular-
formed viewing device. Later Schall et al. (2009) [9]
improved the concept with a smaller handheld device re-
sembling nowadays handheld mobile devices in form fac-
tor. Besides visualising utility lines on the surface the
handheld device could generate a geospatial 3D model
from GIS utility data and display it at a given elevation
value. To aid the users depth perception of the under-
ground placed 3D model, the AR system used a cut-away
visualisation technique resembling a virtual excavation.
The 3Dmodel was then only visible inside the virtual exca-
vation cut-away volume. According to the authors in later
studies this visualisation technique as well as the ability
to change between other "x-ray" visualisation techniques,
likeGhosting [10] and ShadowProjecting onto the surface,
was very useful [11]. The studies further recommended
to use comprehensible visualisation techniques to avoid
depth perception issues instead of having the user trying
to imagining the depth distance between utility pipe and
surface [12]. A user study done by Eren Balcisoy (2018)
[13] evaluated the vertical depth judgement performance
on different x-ray visualisation techniques. It showed that
users were performing better in estimating depth of 3D
pipelines when using a cut-away excavation box technique
compared to a careless overlay and edge-based ghosting
technique. A survey by Ortega et al. (2019) [14] similarly
showed that the virtual cut-away excavation technique also
performed best when compared to other visualisation tech-
niques for viewing of underground infrastructure in virtual
environments.
As previously mentioned, other scientific work has pri-

marily focused on visualising 2D GIS data superimposed
to the surface or 3D models generated from the existing
GIS data and occasionally as-planned 3Dmodels. The lat-
ter being more common for large infrastructure projects,
such as highway projects [15]. However, not much focus
has been directed at using 3D models generated from Re-
ality Capture. In fact to the best of our knowledge this has
not before been attempted as a way of visualising under-
ground utility information in the field.

1.2 Documentation of utility assets with Reality Cap-
ture

Reality capture is a technology that is used in a wide
range of industries and is often used by surveyors to 3D
scan constructions such as cultural heritage sites [16],
bridges [17] and underground utilities [18].

One popular Reality Capture technique is Close-range
Photogrammetry because of the widely available hardware
in form of mobile cameras in smartphones and amateur
drones as well as a wide range of reliable software. The

3Ddata output ofRealityCapture ismost often represented
as either point clouds or 3D textured meshes. In this paper
we use dense point clouds of underground utilities as our
reality capturing data. The point clouds are provided by a
Danish utility company and originates from an on-going
pilot test made in cooperation with another Danish survey-
ing company to use their Reality Capture technology for
documenting underground utilities [19]. Using a smart-
phone app, workers in the field video-recorded the exposed
utilities located in the excavation holes. A dense point
cloud was then generated using close-range photogram-
metry of the captured video recording. The point clouds
were also geo-referenced, ensuring that location and scale
were aligned with the existing surroundings. The point
clouds serves as improved documentation and can be re-
visited by the utility company if needed in future activities.
The interface view of how point clouds are managed by
the utility company is shown in figure 1.
In this paper the mentioned Danish utility company pro-

vided access to point clouds from a water distribution ren-
ovation project from 2019, in which 14 utility excavations
were captured and documented with Reality Capture.

1.3 Research goals

This paper is a preliminary attempt to utiliseAugmented
Reality as a planning tool allowing both surveyors, inspec-
tion engineers and contractors to attain a perceptible vi-
sualisations of where utilities are located below ground,
based on documentation of previous excavations registered
using Reality Capture.
The research presented in this paper consist of the de-

velopment of an AR prototype and a showcase session for
the utility owners and the surveying company, participat-
ing in the study. The study demonstrate how captured
point clouds can be visualised to inform workers in the
field before a new utility excavation project is carried out
in the area of a previously captured location.
The aim is to highlight the usefulness of visualising

point cloud captures in AR for field workers to prevent
damage when excavating as well as assist in other general
asset managing tasks in the utility industry. Using Reality
Capture in combination with AR has yet to be studied
in-depth with regards to obtaining better interaction and
visualisations techniques for underground infrastructure in
this study.
This paper additionally presents incentives for utility

companies to document utility assets with Reality Capture
technologies as well as share these 3D captures with other
utility owners in the industry.
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Figure 1. Right: Polygons boundaries in a GIS interface indicating the location of utility excavation point clouds.
Left: A dense point cloud capture of an utility excavation displayed in an interactive 3D web-viewer using Potree

2 Methodology
2.1 Empirical method

Empirical datawas acquired through a series of informal
interviews with stakeholders from the utility industry over
the span of six months.
Interviews were conducted in two parts. The first part

included phone-calls with two stakeholders to attain back-
ground information with respect to current practises and
experiences with excavation, strike-damages and planning
of underground utility work. The second interview partly
consisted of a demonstration of the AR prototype devel-
oped as part of this research, and partly of an informal
group interview evaluating said AR prototype demonstra-
tion. The participating respondents were all employees
in the already mentioned utility company and surveying
company. In all, seven respondents participated, five male
and two female with various years of experience in the
utility industry.
Empirical data acquisitionwas based on semi-structured

interviews, as described byBrinkman andTangaard (2015)
[20], documented through sound-recordings. A selection
of predefined questions were directed to the respondents
guiding the interview session whilst follow-up questions
were added to the discussion by the interviewer in reac-
tion to the comments given by the respondents, allowing

elaboration on comments as well as getting spontaneously
occurring questions relevant to the prototype demonstra-
tion answered. The questions guiding the interviews were
divided into two categories, 1) AR for informed decision-
making in the field and 2) AR to prevent utility excavation
damage.
Data collected in the interview-session additionally in-

clude comments from the respondents from conversations
happening during the demonstration of the AR prototype.
After empirical data were collected it was analysed and
structured through a brainstorming process harmonizing
the interview-data gathered with the scope of this paper.

2.2 Prototype development

The AR prototype was developed using Unity3D and
ARKit as AR framework running on a 2nd Gen. 12,9"
iPad Pro. The dense point cloud models of the utility ex-
cavations were managed using Potree created by Schuetz
(2016) [21]. By leveraging the octree structure imple-
mented in Potree the rendering process was made efficient
to visualise the relative large point clouds (avg. 1-2 mil-
lion points), for the prototype hardware to handle with a
satisfying frame-rate while shown in the AR view. The
implementation of Potree in Unity3D was made possible
by using a Unity-package developed by Fraiss (2017) [22].
Prior to the demonstration of the prototype tool, markers
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Figure 2. The overall workflow for creating occlusion box

was painted around the ground surface of the previously
reality captured utility excavations. By video recording
the surface area and surveying the painted markers on
the test-site a 3D mesh was generated by using close-
range photogrammetry in Metashape Pro. This process is
illustrated in figure 2 in step 1 and 2. The surface mesh
was aligned with its corresponding utility excavation point
cloud. This was done for two reasons.

Firstly, to create an occlusion box around the utility ex-
cavation point cloud to keep the illusion of how a physical
utility excavation hole would look, i.e. it is not possible
to see the outer sidewalls of the excavation as the ground
surface occludes it. This was done by modelling a box-
shaped 3Dmodel around the utility excavation point cloud
using Blender as illustrated in step 3 and 4 in figure 2.
The 3D model box was then imported to Unity3D and an
occlusion shader was applied as illustrated in the last steps
(5 and 6) in figure 2.

Secondly, to manually positioning and orientating the
utility excavation point clouds at the correct geo-position
in AR. By manually place the point clouds on top of
the known markers by utilising ARKits horizontal plane
detection and model-free tracking capabilities a stable
and robust Six Degrees of Freedom (6DoF) tracking was
achieved. This approach was used to obtain a simple and
yet reliable AR geo-positioning and tracking solution, sat-
isfying for demonstration purposes.

3 Results

The seven employees from the Utility Company (UC)
and the Surveying Company (SC) participating in the
demonstration as respondents were given a hands-on
demonstration of the AR prototype, as seen in figure 3,
before the semi-structured interview was conducted. The
participant’s roles in the company were primarily team
leaders and department managers, all responsible for peo-
ple with field work, such as planning, inspection and man-
agement on site as well as collaborating with contractors
responsible for excavation.
In the following section the results from the demonstra-

tion and interview are presented, following the structure
of the questioning categories presented in section 2. An
important aspect to have in mind is that the use of Reality
Capture for documentation of utility assets is, a new work
process for the UC, as mentioned in section 1, and there-
fore they are still exploring what value-creation Reality
Capture can add to their work routines.
To start the interview theUCfirst describedwhat current

value-gain they have achieved from using Reality Capture.
Besides being an additional form of documentation that
can be accessed through GIS, as seen in figure 1, the UC
also use the point clouds to quality inspect the utility instal-
lation work done by the contractors. At the moment only
larger water distribution construction projects are docu-
mented with Reality Capture, but the UC is confident that
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Figure 3. AR prototype in use during the hands-on demonstration seen from AR device view (bottom) and
3rd-person view (top).

it is to be utilised in other types of excavation projects, such
as district heating, waste and storm water, in the future.
Looking further ahead they believe these point clouds can
be useful in the planning phase of new excavation projects
near locations of previously reality captured utility assets.
In fact, this was one the reasons why the UCwas interested
to see what their 3D point cloud models would look like
when visualised in the field using AR.

3.1 AR for informed decision-making in the field

None of the respondents from the UC has experience
working with AR solutions for displaying GIS data to aid
fieldwork. The SC, however, is a seller of professional
industry AR solutions (currently AugView and Trimble
SiteVision) but has not seen Reality Capture 3D models
visualised with these systems.
The respondents were asked to discuss what kind of

value-creation it would add to their work routines based
on their hands-on experience with the AR prototype. All
respondents agreed that the ability to view the point cloud
models in AR during fieldwork would greatly help plan-
ning and coordination with other professionals and non-

professionals e.g. in communicating with citizens. The
most impressive aspect for the respondents was how per-
ceptibly and comprehensible the virtual utility excavation
was visualised in the AR prototype, making it suitable for
communicating technical details. For example, to help vi-
sualise where a water supply utility is located in relation
to cadastre boundary for a house-owner. Another exam-
ple, could be in case of a water leakage. In such case the
UC might have a rough estimation of where the leakage
is located based on sensor data. However, entering the
field with the ability to look through the surface and see
the underground utility pipes with high visual detail, and
in context with the physical surroundings, might lead to a
faster localisation of the leakage. Ultimately the respon-
dents felt motivated to include the AR prototype in their
fieldwork as they agreed it would support a more informed
decision-making.

During and after the demonstration the respondents
from the UC got so inspired when interacting with the AR
prototype that they started to suggest new functionalities.
The most requested functionality was distance measuring
in the two primary directions: 1) vertical depth from util-
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ity to surface level and 2) horizontal distance from utility
pipe snapping to horizontal road cross-section features
such as center line, drive lane, curbs, bicycle-path, side-
walk, shoulder and road boundary limit. They also would
like to have their own 2D GIS utility data visible together
with the utility excavation point cloud. When asked about
visualising 2D GIS utility data from other utility owners
like tele-com and power, they where more hesitant.

3.2 AR to prevent utility excavation damage

When asked if the demonstrated AR prototype could
help prevent utility damage during excavation work, all re-
spondents agreed that it would be helpful for the contractor.
Again, the main reason is the ability for the contractor to
get a perceptible view of what underground utility assets
are hidden beneath the surface. This information can then
easily be understood by the contractor to plan the dig-
ging activity before breaking ground, and reassess during
excavation. A particular useful scenario is when mul-
tiple underground utilities are buried in the same place,
as shown in the utility excavation seen in the bottom left
picture in figure 3. In the utility excavation, the flexible
and smaller orange and yellow cables are clearly visible,
even though the purpose of Reality Capture was only to
document the blue water supply pipe laying below. When
experiences with utility damages occurring during exca-
vation work was discussed further the respondents agreed
that the main cause for utility damages are inaccurate and
out-of-date utility data - especially data from tele-com
companies. Technical drawings of tele-com cables are
often only schematic representation. This can lead to a
lot of guesswork for the contractor, when locations of un-
derground cables on the drawings does not correspond to
locations in reality. The presented AR prototype solu-
tion has great potential to reduce utility strikes, however,
as commented by the respondents, this is only useful if
previous captured point clouds located beneath or close
around the excavation site exist and can be accessed.

4 Discussion
4.1 Reality Capture and AR to incentivise data shar-

ing

The presentedAR solution in this paper uses point cloud
models of previous reality captured utility excavation to
deliver a more informed, comprehensible and perceptible
visualisation for utility professionals in the field. Using
Reality Capture models as the only data source of visual-
isation, however, creates the obvious limitation, that the
coverage is only as adequate as the number of utility ex-
cavations which have been excavated, reality captured and
transferred into the AR device. Even though this approach
has a weakness in terms of coverage area, it ensures that

only accurate utility information is presented for the user.
Compared to other AR solutions that use traditionally 2D
GIS utility data which are prone to be inaccurate as told by
the respondents and others [5]. One could argue that the
approach, presented in this paper, is actually a strength by
only visualising utility information that are accurate and
thus trustworthy for the professionals in the field. Never-
theless, it is clear that the more point clouds the UC can
capture, the more relevant the AR solution will become,
as the likelihood of revisiting a previous reality captured
location increases.
In the future the UC hopes that its neighbouring util-

ity owners will also begin documenting utility assets with
Reality Capture. This, they hope, will lead to data shar-
ing between them, which they can all leverage from. For
example it is clearly visible from figure 3 that other types
of utilities are present in the excavated hole. It is cer-
tainly possible that other utility owners have plans to re-
visit these utilities before the utility owner that originally
captured it. It seams only logical to share Reality Capture
models. This type of sharing is already a known prac-
tice in Denmark as it is mandatory to ask for underground
utility information before a contractor starts excavating.
However, the utility data is at best only regular 2D GIS
utility data and is prone to be inaccurate for some utility
types. When documenting utility assets with Reality Cap-
ture it automatically documents other utilities appearing
in the excavation. This could lead to updating out-of-date
data of utilities and cables, benefiting the next contractor
to excavate at a previously captured location. Especially
if the contractor is able to visualise these virtual utility
excavations in the field as demonstrated in the AR proto-
type presented in this paper. Such sharing of utility data
through an AR platform has been proven as an attractive
solution for utility owners to engage in as demonstrated by
Fenais et al. (2019), although the AR platform was only
using regular 2D GIS utility data [23].

4.2 Visualisation of Reality Capture models in AR

The AR prototype used dense point cloud models of
utility excavations provided from the utility company. The
reason was to demonstrate for the utility company what is
possible to visualise in AR with data they already possess.
However, that is not to say the point clouds were the op-
timal Reality Capture model datatype to visualise in AR.
In fact it might be more suitable to use 3D textured mesh
representations. One of the benefits 3D meshes is that it
consist of triangulated faces and therefor occludes the sur-
rounding background when viewed in AR. Contrary, when
using point clouds it is possible to see-through where the
points are not dense enough which can sometimes break
the illusion of AR. In either case, it is interesting to have
both point clouds and 3D meshes being optimized for AR
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visualisation to be suitable for as many Reality Capture
techniques as possible.

5 Conclusion
The aim of this paper was to identify potential value-

creation using Reality Capture models of utility excava-
tions, visualised in Augmented Reality for utility profes-
sionals in the field. Based on the responses collected in a
prototype demonstration and interviews with respondents
from a Utility Company and a Surveying Company, it is
possible to conclude that visualising Reality Capture mod-
els in AR can be useful for field workers for planning of
subsurface work, and also during excavations. All partici-
pating respondents, furthermore, noted that they wanted to
implement a finished version of the prototype-tool demon-
strated in this study, in the future.
Many of the respondents had not previously tried AR

in an outdoor professional context and was quite over-
whelmed with how much sense and value it added. Al-
though visualising Reality Capture models in ARwas con-
cluded useful the respondents further noted thatmore inter-
action features in theARprototype, with respect to specific
fieldwork tasks and needs. Future work will investigating
and develop prototypes to study what value-creation such
interaction features can facilitate for utility construction
professionals in planning and executing excavation work.

6 Disclaimer
The interview results presented in this paper was col-

lected with participation of the surveying company that
provided point cloud models of the utility excavations to
the utility company using the survey company’s own devel-
opedReality Capture app. The solution and the conclusion
of advocating the use of Reality Capture as a way of doc-
umentation could therefore be in the surveying company’s
own interest.
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Abstract – Deterioration models significantly 
contribute to increasing the efficiency of life-cycle 
planning for highway assets. Therefore, asset 
managers strive to maximize the accuracy of such 
models and intensify the efficacy of the life-cycle plan. 
Even though nearby assets have been thought to have 
an impact on each other’s conditions, usually, such 
interrelations have not been considered in previous 
deterioration models. To this end, in this paper, we 
focused on investigating the impact of considering 
nearby assets interrelations on the accuracy of 
prediction models. Our results show that this 
consideration resulted in more accurate prediction 
models in comparison to considering each asset 
individually.  

 
Keywords – Highway Asset Management; Condition 
Prediction; Logistic Regression; Nearby Assets 

1 Introduction 
The optimization of budget allocation in highway 

asset management programs is gaining more attention 
due to the massive maintenance needs of the existing 
aged roadways. Furthermore, in recent years, the 
constrained budget has resulted in an ever-growing 
backlog of funding. As an example, the amount of budget 
shortage for preserving the U.S. roadways in a good state 
of repair was estimated $836 billion in 2017. As a result, 
this budget deficit emphasizes the need for optimal and 
smart investments in highway asset management 
programs [1]. Therefore, in the pursuit of optimal 
allocation of the available funds, highway decision 
makers look for procedures that maximize the level of 
service with minimal expenditure. To this end, 
information modeling and management are the keys in 
establishing optimized Life Cycle Plans (LCPs) and 
maintenance works [2; 3; 4; 5]. In the meantime, the 
accuracy of deterioration prediction models highly 
affects the efficiency of LCPs and, in turn, highway asset 
management programs. Therefore, decision makers 

strive to increase the accuracy of data-driven 
deterioration prediction models given the limited extent 
of available data so that they could better predict possible 
future deficiencies in roadways. 

In a highway system, several asset classes can be 
found next to each other. According to the first law of 
geography that specifies there is a relation between 
everything with nearby elements being more related, it 
can be hypothesized that the conditions of neighboring 
assets are correlated [6]. For instance, the condition of 
neighboring pavements, shoulders, and slopes might be 
correlated because of the similar impact of the identical 
temperature variations and precipitation rates that happen 
in their vicinity. Also, defects in adjacent asset items 
could be affected by possible interrelations between the 
degradation of neighboring elements. For example, the 
deformation of a slope next to a shoulder might cause the 
shoulder’s subsidence.   

However, the majority of previous studies developed 
their condition prediction models when each asset was 
considered individually [7, 8, 9, 10, 11]. For this reason, 
the possible interrelations of nearby asset classes have 
not been fairly considered in previous deterioration 
models. To address this challenge, the main motivation 
of this study is to examine the impact of incorporating the 
condition of neighboring asset classes into condition 
prediction models on the accuracy of condition forecasts. 
To this end, we selected flexible pavement, paved 
shoulder, and slope to perform the analysis. We selected 
these assets because: (i) they are made of similar 
materials, (ii) they are located in close proximity, and (iii) 
similar factors affect their degradation rates. Then, we 
developed deterioration models for the selected asset 
types in a case study. We then performed a comparative 
study to measure the impact of including the conditions 
of neighboring assets in the developed prediction 
frameworks for the selected asset items. The following 
section moves on to the review of the literature in 
deterioration prediction models of the selected asset 
items. 
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2 Background 
Several studies targeted developing deterioration 

models for pavements and bridges. However, other 
roadway assets have received less attention. In addition, 
agencies have focused more on measuring the 
performance of pavements and bridges in comparison to 
the other assets [12]. Therefore, sometimes agencies do 
not own enough performance data of other assets such as 
slopes and shoulders. Yet, in a roadway asset 
management system, all asset types are required to be 
considered together under a framework wherein their 
performance prediction models specify their 
maintenance investment needs. Consequently, adding the 
information of assets with abundant data (e.g. pavement) 
in condition prediction of other assets with less available 
data could mitigate uncertainties and contribute toward a 
better budget allocation.  

We identified two main shortcomings in previous 
works. The first found gap is that the majority of 
prediction models were developed based on the data of a 
single asset type, where each asset was modeled 
individually. For instance, [7], [13], and [14] developed 
prediction models for the condition of pavements only 
based on the historical data of pavement segments. 
Another identified shortcoming in the literature is that 
even though the condition of nearby assets might be 
dependent, this dependency was not considered in 
developing prediction models. For example, in spite of 
the probable impacts of underlying pavements on the 
condition of pavement markings, the majority of studies 
investigated their conditions separately [15, 16]. In 
addition, several studies performed individual 
investigations of degradations for other asset types, such 
as signs, barriers, and culverts [17, 18, 9]. Therefore, the 
possible interrelations between neighboring assets have 
not been fairly considered in previous studies. However, 
a few of the past studies partially investigated the mutual 
impacts of some of the neighboring assets on each other. 
For example, the impact of drained and undrained base 
and subbase layers on the condition of pavement were 
examined in some works, where the outcomes unveiled 
that the presence of water in the subsurface layer and its 
surroundings can significantly influence the pavement’s 
stiffness [19, 20]. In addition, [21] studied the role of 
routine maintenance of paved shoulders on the condition 
of adjacent flexible pavement. In another study, [22] 
investigated the influences of shoulders’ rumble strip on 
the pavement condition. Finally, [23] performed a 
correlational study between the condition of nearby 
flexible pavements, paved ditches, and paved shoulders. 
They identified some interrelations that mutually impact 
the condition of the selected asset items. However, they 
did not study the possible impacts of these correlations in 
the condition prediction models of each asset. 

To fill the identified gaps in the body of knowledge, 

the main objective of this study is to examine how 
including the condition of nearby assets as a predictor in 
the condition prediction of a particular asset improves the 
accuracy compared to single asset modeling where the 
deteriorations are predicted based on the information of 
each asset individually. The next section moves on to the 
step-by-step methodology proposed in this study and 
explains each step in more detail.  

3 Methodology  
In this study, we selected three asset classes for our 

analysis: flexible pavement, shoulder, and slope. We 
used a wide range of contributing factors to degradation 
in our analysis under three main categories: weather, 
traffic, and historical asset’s condition due to their 
importance and data availability. We developed the 
prediction model of each asset in two different scenarios: 
when the conditions of its adjacent assets were 
considered (i.e. nearby-asset modeling) and ignored (i.e. 
single asset modeling). Prior to developing prediction 
models, we performed a feature reduction step to ensure 
there was no multicollinearity in the input dataset. Next, 
we used logistic regression to predict the existence of 
pothole defects in flexible pavement and shoulder, and 
erosion and erosion patterns in slope under the scenarios 
as mentioned earlier.  

To measure the capability of the proposed framework, 
we applied it on 321.4 kilometers of I-81, I-77, and I-381 
highways in Virginia as our case study. Selected 
roadways were split into 84 segments, each of which has 
a length of 3.2 kilometers (2 miles). The utilized datasets 
in this study recorded the corresponding values of 
weather, traffic, and historical conditions between 2015 
and 2019. Fig. 1 shows the framework of the proposed 
methodology. The following sections provide a detailed 
description of each step. 

3.1 Data Collection and Preparation 
The utilized data in this study were categorized into 

three groups: weather, traffic, and condition. First, we 
collected data from available resources and then audited 
the data to detect and correct possible errors, 
abnormalities, and irregularities.   

3.1.1 Traffic  

The traffic dataset was extracted from a public portal 
[24]. We performed a cleaning step to identify missing 
information and inaccuracies in the dataset.  Next, in 
order to prevent the occurrence of bias in the results, we 
used the min-max scaling in our analysis to linearly map 
the features between 0 and 1 [25]. We applied this scaler 
on each feature of the cleaned traffic dataset separately. 
The summary of the utilized traffic features, as well as 
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their descriptive statistics, including minimum, 
maximum, 25th percentile, median, and 75th percentile 
before scaling are provided in Table 1 and Figure 2, 
respectively.  

 
Figure 1. Proposed methodology framework 

Table 1. Traffic features  
Parameter Definition 
ADT average daily traffic 
AAWDT average annual weekday traffic 
ADT_4 average daily traffic of 4-tire vehicles 
ADT_BU average daily traffic of buses 
ADT_TR average daily traffic of trucks with 1 trailer 
ADT_1 average daily traffic of trucks with 2 axles 
ADT_2 average daily traffic of trucks with 2 trailers 
ADT_3 average daily traffic of trucks with 3 axles 

 
Figure 2. Traffic feature statistical description  

3.1.2 Weather 

We extracted the weather data from the National 
Oceanic Atmospheric Administration (NOAA) database. 
We collected the data from 24 weather stations to cover 
our case study. Figure 3 shows the selected weather 

stations and their location with respect to the case study.  

 
Figure 3. Selected weather stations and the case 
study 

We cleaned the dataset to minimize inaccuracies and 
missing information. We filtered the stations to the ones 
with more than 250 days of recorded data, which reduced 
the number of remaining stations to 20. Table 2 provides 
a summary of the weather features used in our analysis.  

We used the ordinary kriging to interpolate the 
extracted weather features onto each segment. We used 
this technique due to its acceptable accuracy for weather-
related features [26, 27, 28]. In addition to the common 
weather features, we devised and considered more 
attributes to incorporate temperature variations. For 
instance, the average daily maximum-minimum 
temperature difference in a year, TMAXTMIN, is one of 
the attributes that we used to take into account the daily 
fluctuation of the temperature. TMAXTMIN ranges 
between two extremums: the upper bound, which takes 
place in desert-like regions, and the lower bound being 
observed in low-lying humid areas. 

Table 2. Weather features  
Parameter Definition 
TMAX annual maximum daily temperature (o C) 
TMIN annual minimum daily temperature (o C) 

TMAXMIN annual average of daily max_min temperature 
difference (o C) 

DWT32 number of days with minimum temperature<0o C 
(32o F) in a year 

DWT80 number of days with maximum temperature>26.7o 
C (80o F) in a year 

DWTMXN30 number of days with Tmax-Tmin>16.7o C (30o F) 
in a year 

DSNW number of days with snow depth > 2.54 cm (1 
inch) in a year 

EMSD maximum annual daily snow depth (cm) 
EMXP maximum annual daily precipitation depth (cm) 
PRCP total annual precipitation (cm) 
SNOW total annual snow depth (cm) 
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We additionally added another feature to our analysis 

to include the number of days with maximum-minimum 
temperature difference greater than 16.7 degrees Celsius 
(30 degrees Fahrenheit), called DWTMXN30. Then, like 
traffic data, we used min-max scaling to map the weather 
data as well. Figure 4 provides the statistical descriptions 
of the extracted weather features through a set of boxplots 
prior to scaling. 

 
Figure 4. Weather features’ statistical description 

3.1.3 Condition 

The condition of each asset corresponds to its 
physical characteristics that affect its performance at the 
time of inspection [29]. We extracted the condition data 
from a Maintenance Quality Assurance Program (MQAP) 
that inspected and recorded the condition of the selected 
assets (i.e. flexible pavement, paved shoulder, and slope) 
in our case study between 2015 and 2019. The MQAP 
recorded pothole defects on flexible pavement and 
shoulder in each segment of roadways, and erosion and 
erosion patterns in slopes. Being a common defect on 
flexible pavements and shoulders, potholes pose extreme 
dangers to vehicles and drivers. Driving over potholes 
can harm different parts of vehicles and could force 
drivers to show dangerous maneuvers for avoiding 
driving over them. Like potholes in flexible pavements 
and shoulders, erosion and erosion patterns are major 
probable defects in slopes that endanger their stability. 
They could cause dangerous failures in slopes. Therefore, 
we considered these defects in our analysis. The utilized 
MQAP rated the recorded conditions in 4 classes: very 
poor, poor, good, and very good. The definitions of all 
classes of recorded conditions for each asset are provided 
in Table 3 to Table 6. 

 

Table 3. Condition descriptions for flexible pavement - 
pothole 

Condition Description 
Very Poor More than one pothole present 
Poor One pothole present 
Good No pothole 

Very Good No pothole or any sign of distressed asphalt 
such as rutting, heaving, or troughing  

Table 4. Condition descriptions for shoulder - pothole 
Condition Description 
Very Poor More than one pothole present 
Poor One pothole present 
Good No pothole 

Very Good No pothole or any sign of distressed asphalt 
such as rutting, heaving, or troughing  

Table 5. Condition descriptions for slope - erosion 
Condition Description 

Very Poor Multiple erosion along slope greater than 8 
inches deep 

Poor Erosion along slope greater than 8 inches deep 
Good Less than or equal to 8 inches deep erosion. 
Very Good No slope erosion. 

Table 6. Condition descriptions for slope - erosion 
pattern 

Condition Description 

Very Poor Pattern of erosion that endangers the stability 
of at least 25% of the slope. 

Poor Pattern of erosion that endangers the stability 
of less than 25% of the slope. 

Good No pattern of erosion that endangers the 
stability of the slope. 

Very Good N/A 

3.2 Prediction Model 
We used logistic regression to develop prediction 

models and to predict the future condition of selected 
assets. In developing prediction models, we aggregated 
the defects into pass or fail classes. This new 
classification is aligned with trigger levels in 
maintenance decision making systems that highlights the 
necessity of repairs for very poor and poor classes. 
Therefore, in each asset, very poor and poor conditions 
were merged into the fail class while good and very good 
into the pass class. As a result, the output of the model 
would be a binary value (pass/fail), which corresponds to 
the predicted condition of each asset in the considered 
segment.  

Prediction models in this study were developed in two 
different scenarios so that the interrelations of 
neighboring assets could be investigated. In the first 
scenario, we only considered weather, traffic, and the 
condition of each individual asset in the modeling (single 
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asset modeling). The condition feature only contains the 
recorded condition in the prior year of the targeted 
prediction time. For example, to forecast the condition of 
the flexible pavement in 2017, the single asset prediction 
model uses only the condition of flexible pavement in 
2016 as a predictor, as well as other weather and traffic 
features. Figure 5 schematically shows the single asset 
prediction modeling used in this study. 

 
Figure 5. Single asset prediction modeling 
procedure 

 In the other scenario, we added the historical 
condition of the nearby assets in both the prior and the 
prediction years into the feature space as well (nearby-
asset prediction modeling). For instance, for predicting 
the recorded condition of slope (i.e. slope erosion) in 
2017, in addition to weather, traffic, and conditions of the 
slope (slope erosion and erosion patterns) in 2016, the 
condition of nearby flexible pavement, shoulder, and the 
condition of the slope under erosion pattern in 2017 were 
also included in the modeling. In this way, the 
interrelations between the condition of neighboring 
assets in the past and also in the year of prediction are 
taken into account. Figure 6 schematically describes the 
modeling process used in this study. 

In both scenarios, we first performed a feature 
reduction step to ensure that the considered features are 
not highly correlated.  

 
Figure 6. Nearby-asset modeling procedure 

3.2.1 Feature Reduction 

The efficiency of a multivariable analysis could be 
highly impacted by multicollinearity among features. 
Multicollinearity corresponds to the existence of high 
correlations among some attributes in a dataset, which 
can bias the result toward correlated attributes [30].  
Therefore, we used a correlational investigation to find 
high correlations between features and to remove 
multicollinearity.  

Given the essence of the considered inputs, we 
performed the feature reduction in two steps. First, we 
ensured that there was not any high correlation among 
continuous features, i.e. weather and traffic, using 
Pearson correlation coefficients. As a rule of thumb, 
features whose pairwise absolute Pearson correlation 
coefficients are more than 0.9 are considered highly 
correlated [31, 30]. Therefore, we clustered such features 
and chose only one of them as the only representative of 
the group.  

In the next step, we measured the correlation between 
the remaining continuous and categorical features, i.e. 
condition classes, utilizing absolute point-biserial 
correlation coefficients. Any group of attributes with a 
more significant correlation than 0.9 were considered as 
highly correlated and represented with only one of the 
considered features. 

3.2.2 Logistic Regression 
After feature reduction, we used logistic regression to 
develop the condition prediction model, which predicts 
the probability of each condition category, i.e. pass or fail, 
for each asset based on multiple independent variables 
that were available in the dataset, i.e. weather, traffic, and 
condition. Maximum likelihood estimation was used to 
evaluate the probability of categorical membership in the 
binary logistic regression [32, 33]. For example, if yi is 
the dependent variable with two categories (0/1), the 
probability of being in category 1 could be denoted by 
𝜋𝜋𝑖𝑖

(1) = Pr (𝑦𝑦𝑖𝑖 = 1)  with the chosen reference 
category, 𝜋𝜋𝑖𝑖

(0). If only one independent variable xi existed, 
a logistic regression model would be written as Equation 
1: 

𝐿𝐿𝐿𝐿𝐿𝐿�
𝜋𝜋𝑖𝑖

(1)

𝜋𝜋𝑖𝑖
(0)� = 𝛽𝛽0

(1) + 𝛽𝛽1
(1)𝑥𝑥𝑖𝑖   (1) 

Wherein 𝛽𝛽0
(1) is the intercept and 𝛽𝛽1

(1) is the regression 
coefficient. In addition, the probability of being yi in the 
reference category (0) is written in Equation 2. 
 

𝜋𝜋𝑖𝑖
(0) = 1 − 𝜋𝜋𝑖𝑖

(1) =
1

1 + 𝑒𝑒(𝛽𝛽0
(1)+𝛽𝛽1

(1)𝑥𝑥𝑖𝑖)
 (2) 

Therefore, 𝜋𝜋𝑖𝑖
(1)can be calculated using Equation 3. 
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𝜋𝜋𝑖𝑖
(1) =

𝑒𝑒(𝛽𝛽0
(1)+𝛽𝛽1

(1)𝑥𝑥𝑖𝑖)

1 + 𝑒𝑒(𝛽𝛽0
(1)+𝛽𝛽1

(1)𝑥𝑥𝑖𝑖)
 (3) 

3.2.3 Validation of Prediction Models 

After developing prediction models, we validated 
them using k-fold cross-validation that evaluates and 
controls the performance of the models over unseen data. 
We utilized five folds for this purpose. 

4 Results and Discussion 
This section provides the results that we obtained 

after applying the proposed methodology to our case 
study. Figure 7 shows the correlation matrix and 
corresponding pairwise absolute Pearson correlation 
coefficients among continuous features i.e. weather and 
traffic. As it can be observed, traffic features are highly 
correlated. In addition, TMAXTMIN and DWTMXN30 
are highly correlated as well. Therefore, we only 
considered ADT as the representative of the traffic 
features, as well as all of the weather features except for 
TMAXTMIN in the final dataset.  

 
Figure 7. Correlation matrix of continuous 
features 

In the next step, we measured the correlation between 
the remaining continuous and categorical features (i.e. 
conditions). The corresponding correlation matrix, using 
absolute point-biserial correlation, is provided in Figure 
8.  

 
Figure 8. Correlation matrix of mixed features 

As Figure 8 suggests, there is not any high correlation 
in the mixed feature, and we proceeded with the 
remaining features ensuring that the multicollinearity has 
been removed.  

Next, we fed the reduced dataset into the logistic 
regression to develop the condition prediction models. 
We developed the models for each asset in both single 
asset and nearby-asset modeling scenarios and reported 
the obtained confusion matrices in Figure 9 and 10, 
respectively. In addition, the results of the average 
accuracy of the final validated prediction models for the 
two considered scenarios are summarized in Table 7. It 
can be observed that in all cases when the conditions of 
the nearby asset items were considered in developing the 
condition prediction model, the accuracy of predictions 
increased in comparison to single asset prediction models.  

 
Figure 9. Confusion matrix of single asset 
modeling: (a) Flexible Pavement-Pothole, (b) 
Shoulder-Pothole, (c) Slope-erosion, (d) Slope-
erosion pattern 
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Figure 10. Confusion matrix of nearby-assets 
modeling: (a) Flexible Pavement-Pothole, (b) 
Shoulder-Pothole, (c) Slope-erosion, (d) Slope-
erosion pattern 

Table 7. Summary of the obtained accuracies   

Asset/Defect 
Accuracy 

Improvement Single 
asset 

Nearby-
asset 

Flexible Pavement-
Pothole 65.2% 67.3% 3.22% 

Shoulder-Pothole 59.5% 64.6% 8.57% 
Slope-Erosion 92.9% 96.4% 3.77% 

Slope-Erosion Pattern 94.9% 97.0% 2.21% 

5 Conclusion  
In this study, we examined the impact of 

interrelations between nearby assets in the accuracy of 
their condition predictions. We selected three assets 
(flexible pavement, shoulder, and slope) to investigate 
how considering the condition of nearby assets into the 
condition prediction of each one improves the accuracy 
of predictions. To this end, we developed prediction 
models in two different scenarios: when the conditions of 
nearby assets were and were not considered as a predictor. 
We then implemented the proposed methodology on a 
case study in the state of Virginia. The results show that 
in all of the selected asset items, when the conditions of 
nearby assets were included in the modeling, the 
accuracy of condition predictions increased. This 
highlights the interrelation between nearby assets and its 
impact on the condition of individual asset items. With 
potentially increasing the accuracy of deterioration 
models, the results of this study could benefit the 
optimization and scheduling of maintenance activities 
and facilitate planning for an optimum and effective Life 
Cycle Plan (LCP). In this study, we applied the 
methodology on three assets. Similarly, the idea could be 
applied to the other highway asset items with more 

possible interrelations. Furthermore, we considered 
weather, traffic, and maintenance as major contributing 
factors to the degradation of the selected assets. However, 
other factors such as construction quality potentially 
impact the condition and could be taken into account in 
future studies. Another limitation of this study is that we 
performed the feature reduction using a traditional 
approach (correlation matrix). It is suggested that future 
studies utilize other techniques as well.   
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Abstract – 
Unmanned Aerial Vehicles (UAVs) are an 

emerging technology that serve a range of 
applications for construction purposes including the 
creation of site survey maps, jobsite monitoring for 
routine progress reports, and structural inspections. 
Though while promising, drones have not yet been 
widely utilized by the construction industry to their 
fullest potential and there are still many areas to 
explore. One such activity is utilizing drones to 
optimize concrete delivery to a jobsite.  Ready-mix 
concrete is an essential part of many projects, but its 
quick setting time makes proper delivery planning 
essential. The purpose of this paper is to investigate 
the application of UAVs and traffic data in scheduling 
a concrete delivery and develop an overall framework 
to optimize this activity.  The proposed Automated 
Construction Data Acquisition and Simulation 
(ACDAS) framework is comprised of three main steps: 
collection, simulation, and reporting. To implement 
the concept, traffic data of a construction site in San 
Luis Obispo, California was collected and EZStrobe 
discrete event simulation modelling was used to model 
three potential routes from a local concrete batch 
plant to the specified job site.  The model was able to 
predict the most efficient route for concrete delivery 
in a congested traffic area. 

Keywords – Unmanned Aerial Vehicles; UAVs; 
optimization; ready mix concrete; construction 
planning, delivery 

1 Introduction 
A large amount of information is involved in the 

planning of construction projects and the 
interdependency among information imposes a heavy 
burden on planners [1]. Construction projects often 
involve huge operations, with activities taking place over 
large areas so one of the major issues that construction 
practitioners struggle with is having real-time control of 
the project. This is simply because real-time control 

requires a high volume of real-time data. Without a 
comprehensive set of real-time data about all parameters 
that impact the project, it will be difficult to reach the 
optimum productivity of construction activities. The 
most common tools used for recording visual data on 
construction sites include digital cameras, smart phones, 
tablets, laser scanning devices, and terrestrial and aerial 
unmanned vehicles [2,3]. Information that is collected 
manually generally is not comprehensive and does not 
relate the data to other parameters that impact the project. 
In recent years, Unmanned Aerial Vehicles (UAVs) have 
gained popularity thanks to their demonstrated 
superiority over traditional methods in various 
construction tasks by offering an opportunity to capture 
information for visualizing site layout, planning, and 
organization in real-time [4]. Drones are currently used 
in construction to examine terrain at future construction 
sites, track progress at existing construction sites, 
inventory the assets, and provide routine facility 
maintenance [5]. They achieve this by using LiDAR (a 
detection method utilizing lasers) or a technique called 
Photogrammetry which uses photography to extract 
measurements of the environment. Overlapping imagery 
provides multiple perspectives of the same feature and 
allows for distance and volume measurements to be taken 
and provides outputs in the form of “point clouds”, 3D 
images used to render the observed environment in a 
virtual setting [6]. While drones are a proven powerful 
tool, they have not yet been widely utilized by the 
construction industry. This has been partly due to low 
familiarity and autonomy of project teams with the use of 
the visual data technologies [7]. Because of this, many 
aspects of the construction process could still incorporate 
drones to improve efficiency.  

One integral activity that could benefit from UAV 
incorporation is scheduling concrete deliveries to a 
construction site. Delivering concrete to a jobsite is an 
essential step in many construction projects and must be 
completed with precision. Procuring, delivering, and 
pouring concrete is a major milestone in many projects 
as concrete is often the foundation. Propper planning is 
essential as conflicts between delivery and production 
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will arise during the execution of plans which can cause 
chaos in operations management [8]. Planning is 
especially important for the ready-mix concrete (RMC) 
industry as it has more potential transport barriers than 
any other manufacturing industry since RMC has a low 
value-to-weight ratio and is highly perishable as it must 
be laid on site before it solidifies [9]. Per ASTM C94, 
concrete discharge should occur within 90 minutes after 
the introduction of the mixing water to the cement and 
aggregates [10]. Going over this threshold can result in 
the batch being sent back to the plant and essentially 
wasted. Therefore, optimizing the travel time and 
distance the concrete travels in the truck is extremely 
important to ensure the concrete is poured within the 90-
minute window.  

Unfortunately, this time constraint can pose a 
problem since transportation of RMC is heavily 
influenced by current traffic conditions such as traffic 
congestions [11]. Understanding the access routes 
available for travel to the construction site and their 
potentials for congestion. While the traffic impact caused 
by isolated incidents such as car accidents cannot be 
predicted, understanding overall traffic patterns can be an 
important tool in concrete delivery planning. The time 
chosen for a concrete delivery can have a significant 
impact on the success of the delivery as the travel time 
between concrete batching plants and construction sites 
can significantly fluctuate at different hours of the day 
and on different days of the week [12]. Therefore, barring 
the unexpected, historical traffic data is a useful resource 
in selecting the optimal time to leave. In addition to 
traffic delays, pedestrian and bicycle traffic can also 
impact concrete dispatch by increasing the amount of 
time the concrete is in transport. This issue can be 
assumed to be especially pertinent to college campuses 
and city centres, locations often undergoing construction 
activities. All these hurdles pose the question: how can 
concrete be delivered efficiently? 

This constraint can be referred to as the Concrete 
Delivery Problem (CDP). The CDP aims to find efficient 
routes for a fleet of (heterogeneous) vehicles, alternating 
between concrete production centres and construction 
sites, adhering to strict scheduling and routing constraints. 
Procuring and coordinating a fleet is especially important 
since the amount of concrete requested by a single 
customer typically exceeds the capacity of a single truck 
[13]. When multiple deliveries are needed, the temporal 
spacings between the consecutive deliveries may not 
exceed certain limits (time lags) to prevent the concrete 
already poured from partially hardening before the rest of 
the supply arrives at the site [14]. Therefore, with 
multiple deliveries (variables) required, optimizing the 
concrete delivery path is essential to avoid time-induced 
failure. 

2 Background 
With such a high level of uncertainty in concrete 

operations travel times, traditional practices for 
scheduling concrete production and delivery are largely 
based on trial and error and depend on the dispatcher's 
experience [15]. Transitioning from this reliance on 
human intuition to sophisticated data collection and 
modelling techniques can help to optimize concrete 
delivery time. This paper seeks to utilize data collected 
by UAV, Google Maps, and local transportation 
departments to model and simulate concrete delivery to a 
construction site. The model output is expected to impact 
the construction schedule and provide more reliable dates 
and times to pour the concrete.  

2.1 Traffic Impacts on RMC Delivery 
Concrete delivery is an integral part of the 

construction process. RMC delivery planning is mainly 
determined by skilled batch plant managers that schedule 
truck assignments to single deliveries and estimate the 
vehicles needed such that the total demand can be 
satisfied. The goal is to plan the whole process optimally 
to ensure utilization of machinery and workers of the 
batch plant and construction site [11,16]. A major 
variable in concrete delivery is traffic. Because of this, 
traffic patterns and their effects on construction activities 
have been investigated. Carr 2000 created a Construction 
Congestion Cost system for the Michigan Department of 
Transportation to balance construction productivity and 
traffic delay using 5 excel sheets to produce an output of 
daily user cost, total user cost, and project cost [17]. Naso 
et al. 2007 determined that on-time delivery of RMC can 
be significantly affected by peak-hour and non-peak-hour 
traffic [18]. Hadiuzzaman et al. 2014  directly utilized 
traffic information by creating a construction-traffic 
interdisciplinary simulation (CTISIM) framework based 
on high level architecture [19]. After determining the 
optimal arrangement of truck-mixers, their deviation 
between simulated and requested arrival of truck mixers 
was reduced by 68.7%, compared to the deviation for the 
arrangement as in the off-peak hour. In addition, their 
requested and optimized arrival intervals were all below 
5.0 min, showing the feasibility of their integrated 
simulation model. These studies highlight that any useful 
simulation model for concrete delivery must consider 
traffic factors and conditions. 

2.2 Simulation Modeling 
The construction industry has embraced the power of 

simulation in recent years. Construction Simulation can 
be defined as the science of developing and 
experimenting with computer-based representations of 
construction systems to understand their underlying 
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behaviour [20]. Various researchers have utilized this to 
solve problems related to construction planning and 
activities.  

Simulation modelling has been investigated as a 
means for optimizing scheduling of various construction-
related activities. Maghrebi et al. 2015 investigated six 
machine learning algorithms tailored to RMC 
dispatching and compared them to observed human 
decision data that was employed for a specific case study 
[21]. While some models worked faster than others, they 
all were more successful than the human-decision control. 
Torjai and Kruzslicz 2016 sought to optimize the delivery 
of biomass from satellite storage locations to a central 
biorefinery and found that the mean trip duration is a 
good estimation of the minimal number of required 
trucks and a schedule without truck idle time was always 
found even when the number of trucks had been locked 
at its minimum [22]. Razavialavi and AbouRizk 2017 
outline a framework to enable planners to anticipate site 
layout variables (temporary facilities size, location, 
orientation) and construction plan variables (resources 
and delivery plans) to simultaneously optimize them in 
an integrated model [23]. Khan et al. 2017 describes the 
implementation of a failure mode, effects, and criticality 
analysis (FMECA) tool and discrete event simulation to 
assess supply chain risks, identify vulnerabilities, and 
measure the impact of disruptions of a ready-mix 
concrete supply chain [24]. Kim et al. 2020 proposes a 
dynamic model for precast concrete production 
scheduling by using discrete-time simulation method to 
respond to due date changes in real time and by using a 
new dispatching rule that considers the uncertainty of the 
due dates to minimize tardiness [25]. The results of these 
studies indicate that simulation modelling is a viable 
method for planning and optimizing activities and should 
be investigated for applying to ready mix concrete 
delivery.  

Although these studies indicate that simulation 
modelling is a proven tool that can be used to charter the 
optimal path from a concrete batch plant to a job site, they 
all share a limitation in that they do not account for the 
impacts smaller scale factors, mainly pedestrians and 
bicyclists, can have on deliveries to populated areas and 
many do not explicitly use data collected by drones, 
which could prove a beneficial addition.  

While there are many studies on the impact 
construction activities have on pedestrians, no previous 
studies have been found that investigate how pedestrians 
and bicyclists impact the construction schedule. While 
this may not seem like an issue at first glance, 
underestimating the impacts of non-vehicles on 
construction can have just as much impact when trying to 
prevent delays. Take, for example, a model that perfectly 
simulates the local traffic data in San Luis Obispo, 
California and schedules the optimal concrete delivery to 

Cal Poly to arrive at 8:05 AM on a Tuesday. This falls 
during a passing period where thousands of students will 
be entering and leaving campus on foot and on bike. This 
severely compromises the simulation model and what 
was originally thought to be the best choice based solely 
on vehicular traffic can end up being the worst when 
pedestrian and bicycle data is included. Therefore, data 
should be collected on pedestrian and bicycle patterns 
around populated job sites; this can be accomplished with 
unmanned aerial vehicles (UAVs). 

3 Methodology 
The literature review conducted by the authors 

revealed both drones and simulation modeling are 
effective tools for construction practitioners, but they 
have not been combined for concrete delivery 
applications. The following is a contribution to bridge 
this gap. Traffic data and drones can be used to provide 
data to model the optimal delivery scenarios. The 
proposed framework is named Automated Construction 
Data Acquisition and Simulation (ACDAS) and consists 
of three modules. 

3.1 Simulation Model 
The following sections detail the framework modules 

created. The steps in sequence are Collect, Simulate, and 
Report. Fig. 1 summarizes the steps of this framework.  

Figure 1. Main Steps of ACDAS Framework 

3.1.1 Data Collection  

The first step of this framework is to capture relevant 
traffic data for the potential concrete delivery routes. For 
this proposal, the data collected is two-fold: traffic data 
for the roads leading to the site and traffic data 
immediately on and around the site. Historical traffic data 
for the roads leading from the concrete batch plant to the 
job site will be collected from Google Maps, a common 
GPS system used by drivers (Fig. 2). Google Maps not 
only provides data for how long a trip will take at the 
given time; it can also predict the duration of a trip 
planned in the future based on historical precedents. This 
allows the eventual model to compare the durations of 
different paths and different departure times. In addition 
to Google Maps data, local databases can be utilized to 
determine information about the roads relevant to the 
planned delivery. For our experimental study in San Luis 
Obispo, the County of San Luis Obispo provides Traffic 
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Counts can provide valuable information to our model 
[26]. This site lists the peak hour (the time and traffic 
volume for the highest AM and PM peak hour for the 
duration of the count) and peak day volume (the day of 
the week and the traffic volume on the highest day for the 
duration of the count) for all county maintained roads. 
This information is compiled for every day of the year 
from 2015 to present and thus can provide good 
estimations of historical precedents. 

Figure 2. Sample Google Maps routes between a 
concrete batch plant and construction site. 

While traffic data can predict the impact vehicles will 
have on deliveries, other site-specific factors such as 
pedestrian traffic and bicycles should be incorporated 
into the analysis. Drones can be utilized on construction 
sites to survey conditions around the site to determine 
when any pedestrian- or bicycle-induced traffic could 
occur. Drone data collected daily can be fed into the 
model to determine if there are any patterns in small-
scale traffic at specific times in the day to allow the model 
to account for and avoid these bottlenecks. The following 
case study is the first iteration of this framework so data 
from drones was not included but will be the focus of 
future expansions. 

If the collected data is not sufficient, the collection 
process can be expanded to fill in any gaps. Once all 
required data is captured and complied, the next step is to 
input that data into a simulation model. 

3.1.2 Discrete Event Simulation Model 

The modelling steps of the concrete delivery process 
are shown in Fig. 3. The first step involved is developing 
a discrete simulation that depicts the real-world scenario 

of the concrete delivery process. The model for this study 
was built using EZStrobe simulation software [27]. 
EZStrobe is used in the construction industry as a 
general-purpose simulation system designed for 
modelling construction processes. However, it is also 
utilized to model other types of systems because it is 
domain independent. EZStrobe takes multi-step activities, 
such as concrete delivery, and models them as 
just one activity and provides a duration that represents 
the time it takes to perform all n steps. After the 
simulation model is generated, it can be run for each of 
the route alternatives. The model results for each scenario 
are then analysed and summarized to highlight the most 
efficient route.  

Figure 3. Development of the discrete event 
simulation model. 

 

3.1.3 Reports 

The purpose of this framework is to generate a report 
that accurately outlines the most efficient delivery path 
for a truck to take from a concrete batch plant to a job site. 
The report outputs include: the optimal route to take to 
the job site, the total delivery duration, the optimal time 
to start the delivery, the forecasted arrival time, and the 
number of trucks required. This report will aid Project 
Managers in planning the concrete pour activities months 
in advance and will allow the activity to proceed as 
efficiently as possible when the time comes.  

3.2 Experimental Study 
The proposed framework was implemented to verify 

its applicability. The implementation was specifically 
tried to verify how collected traffic data can help in 
developing an optimum schedule for the concrete 
delivery to the construction site. The site investigated in 
this study is a four-level 102,000 square foot construction 
project at the California Polytechnic State University 
campus in San Luis Obispo, California (Fig. 4). This site 
was selected because it can only be accessed by a limited 
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Figure 4. An image of the construction site 
investigated for this study. 

number of heavy traffic routes. The goal is to utilize 
simulation modeling to determine the best route to 
deliver the concrete to the site to assist the project team 
in planning this activity efficiently. The preliminary 
implementation collected traffic data on three routes that 
started at a local batch plant and ended at the job site; 
these routes are denoted as R1, R2, and R3 (Fig. 5).  

Figure 5. Project site layout before construction 
with potential delivery routes (Google Maps).  

The traffic data collected was sourced using a 
combination of Google Maps data and local data. This 
data was fed into a developed simulation model that held 
the number of trucks available, number of mixing 
stations, and total amount of concrete required constant 
for each route (Table 1).  

Table 1. Constants used in the simulation model. 

Three simulations were run to account for each of the 
three routes. Each analysis follows the life cycle of a 
single truck and uses statistical modelling to determine 
the total durations of each step in the concrete pour 
activity and the total duration of the concrete pour event. 
The flowchart in Fig 6. summarizes the simulation model 

created in EZStrobe for Route 1. The circles represent the 
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Figure 6. EZStrobe simulation model flow for 
Route 1. 

queuing systems the trucks encounter such as loading and 
pouring while the rectangles represent the truck entity. 
When the entity (truck) and its resource (concrete) are 
two units (i.e. the truck cannot leave until all concrete is 
loaded or poured) the rectangle has a corner missing and 
when the entity and resource are one unit (i.e. the truck 
and concrete traveling together to the job site) the 
rectangle is intact. The model assumes each truck has a 
capacity of 25 CY and estimates of the minimum, mean, 
and maximum durations for each segment in the event 
(values denoted in brackets in each rectangle). A 
triangular distribution is used based on these values to 
determine the overall duration of each 25 CY delivered 
to the site; this process is repeated until all 720 CY of 
concrete have been delivered. At the end of the 
simulation a total activity duration is outputted. The 
process is repeated for Routes 2 and 3. A summary of the 
preliminary results for each of the three routes is 
highlighted in Table 2.  

Table 2. Preliminary Results of the Simulation Model 

Model Parameters S01 S02 S03 
Number of Mixer 

trucks  6 6 6 
Number of loading 

Stations  1 1 1 
Amount of Concrete 

in CY 720 720 720 
Factory Loading 

Station Utilization 0.87 0.87 0.85 
Mixer Truck 

utilization 1 1 1 
Time of operation in 

hours 5.9 3.1 5.95 
Production rate in 

CY/hr 133 131 135 

The results of this experiment highlight the complex 
relationship between route selection and delivery time. 
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Immediately, it is noted from Table 2 that S01 and S03 
(R1 and R3) are very similar with total operation times of 
5.9 and 5.95 hours, respectively. Conversely, the results 
for S02 (R2) yield a duration of 3.1 hours, almost three 
hours faster than the previous two options. Looking at the 
results for all three routes shows the impact route 
selection has on the overall duration of a large concrete 
pour activity. The conclusion that can be drawn from this 
is R2 should be chosen over R1 or R3 for the concrete 
delivery in this specific task. 

It is important to note that this analysis held the 
number of trucks present at the jobsite constant at 6 and 
only compared the different routes. If the number of 
trucks available were to change this model can quickly 
show how, if at all, that would impact the optimal route 
selection. Determining the number of trucks present is 
another key part of project optimization and is a function 
of the cycle time of each truck. Because the cycle time is 
in part determined by how long the trucks are driving 
from location to location, changing the selected route 
may (in some cases) allow for additional trucks to be 
added in the system if their cycle times are reduced 
substantially. This may be beneficial for projects 
prioritizing saving time over the incurred costs of 
expanding the truck fleet. If the number of available 
trucks is not subject to change under any circumstances 
this model will still optimize the trucks in their present 
condition. 

Currently, we are working on including UAV data 
into the simulation model to account for small-scale 
factors such as bicycle and pedestrian traffic around the 
job site. Once the university population is back to normal, 
UAVs will collect data around the job site to determine 
time frames of peak-traffic. These times are hypothesised 
to occur in the morning and at passing periods throughout 
the day when students and faculty are going to and from 
classes. Our future analysis will reveal the magnitude of 
influence of these small-scale factors and if they should 
be considered in future simulation models. Through data 
collection, simulation, and analysis of multiple scenarios, 
better construction productivity can be achieved. 

3.3 Conclusion 
This paper proposes a framework for simulation 

modeling and drone integration in planning the delivery 
of a concrete pour activity. This framework is known as 
Automated Construction Data Acquisition and 
Simulation (ACDAS) and is achieved through a three-
step process. First, the site conditions are quantified using 
vehicular traffic data and pedestrian and bicycle traffic 
data, with vehicular data sourced from Google Maps and 
local databases and pedestrian and bicycle data sourced 
from on-site UAVs. Second, a simulation model is 
developed using the collected information to investigate 
the many possible scenarios the delivery could take. 

Third, the model determines the most efficient option and 
outputs the optimal delivery path and delivery time the 
trucks will take from the batch plant to the construction 
site. This study will contribute to the construction 
industry in two major ways. Firstly, utilization of the 
ACDAS framework in concrete delivery will improve 
project performance by increasing the efficiency of 
concrete deliveries to a job site. This will minimize waste 
and maximize productivity which will lead to lower costs, 
fewer delays, and less wasted concrete in concrete 
activities. Secondly, the easy-to-follow nature of the 
ACDAS steps busts one of the major myths involving 
using drones (and other advanced technologies) in the 
construction industry, implementation is too difficult. 
With this ACDAS path laid out, it will be much easier for 
interested parties to invest in the new technologies 
described and utilize their benefits to improve concrete 
pour deliveries in their projects. Gaining experience in 
these technologies could also lead to improvements in 
other aspects of their projects as simulation modeling and 
drones have proven to be useful for other construction 
applications.  

Our preliminary experiment proved the efficacy of 
using vehicular traffic data in a simulation model to 
determine the optimal route for trucks to take while 
delivering concrete to the jobsite. These findings are not 
exclusive to just concrete delivery. The constants in our 
model (Number of trucks, distance of R1, distance of R2, 
etc.) can be adjusted to fit other activities and routes 
relevant to the construction process and a similar analysis 
can be performed to find the optimal course of action.  

A limitation of this framework is the lack of a major 
case study utilizing the ACDAS process in a large-scale 
construction project. Because of this, while optimization 
of individual activities has been tested and proven to 
work, the theorized effects of this framework have yet to 
be confirmed. Further research is already under way on 
expanding this topic to include UAV data and future 
publications will seek to qualitatively measure the 
efficacy and results of the ACDAS framework. 
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Abstract – 
Steel embed plates are a vital component in 

connecting steel to concrete members. They are most 
often used in the construction of tilt-wall concrete 
buildings, but can be used anytime there is a need to 
attach steel to a concrete panel or slab. Proper 
anchorage and connection to concrete should follow 
the ACI standards. Inspections need to verify the 
correct location (x, y, z) of steel embeds until concrete 
placements are finished. Typically, embeds should not 
affect the positioning of reinforcement, unless 
specifically allowed in the specifications. Currently, 
the process of ensuring the position of embeds is 
completed manually, which is costly, time consuming, 
and involves errors in complex construction. This 
paper proposes an approach to ensure embeds are 
positioned as per the design and within the tolerance 
limits stated in ACI 117. The proposed approach 
maps the BIM model geometry into a 3D point cloud 
of the as-built construction. The mapping process 
uses different computing platforms that eventually 
result in a position deviation report in the x, y, and z 
directions. An experiment was developed and 
conducted in the laboratory to show the applicability 
of the method. The results showed high accuracy in 
capturing the steel plates’ deviations from the original 
position and generated a meaningful report for 
improving quality control and quick rework.  

Keywords – 
Concrete Embeds; Building Information 

Modeling; Quality; 3D Point Cloud; LIDAR 

1 Introduction 

1.1 Overview 
Steel embeds are an element of precast concrete 

construction that take the form of pipes, ducts, sleeves, 
and conduits [1, 2]. Embeds, also known as headed studs, 
serve as connectors of concrete and steel as modelled in 

Figure 1. These elements in embedded steel plates 
connect to structural steel framing, MEP components, 
and other elements of construction [3]. Embeds are 
utilized for purposes of ventilation, passing cables, and 
wherever proper connection to concrete is necessary [3]. 
Proper implementation results in cleaner and safer 
construction practices, whereas oversight in the 
manufacturing process can lead to system failures and 
construction delays [2, 3].  

Figure 1. Model of beams connecting to girder at 
steel embeds. 

Per ACI 318, embedment can be manufactured using 
any material that is not harmful to concrete, and that 
which is approved by a licensed design professional. 
Embeds made using aluminium must be coated to prevent 
corrosive reactions between aluminium and steel. Thus, 
they are typically manufactured using different materials 
as designed [1].  

1.2 Design 
The placement of steel embed plates should follow 

ACI 318 standards and cannot be implemented where 
concrete strength is decreased significantly. Proper 
positioning directly impacts RC strength, such as in the 
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reinforced concrete beam in a CMU wall shown in Figure 
2, and thus guidelines set by ACI 318 and ACI 117 must 
be followed. Embed placement is permitted where (1) 
strength of concrete is not significantly decreased, (2) 
total embedment within a column does not surpass 4% of 
the area of the cross-section, (3) outside dimensions do 
not exceed 1/3 of the structure where embedded for pipes 
and conduits, (4) designed to resist effects of associated 
materials, temperature, and pressure, (5) not spaced less 
than three diameters on center, and (6) other limitations 
in Code 3.6 are maintained [5]. 

Figure 2. Bearing steel embeds on Concrete 
Masonry Wall. 

Per ACI 117-23, embedment should meet outlined 
tolerances such that (1) horizontal and vertical deviation 
from the centreline of the assembly is ±1 in (25 mm), (2) 
the surface of an assembly from the specified plane for 
an assembly 12 in. (305 mm) or smaller is ±1/2 in per 12 
in (40 mm per m), otherwise, it is ±1/2 in., and (3) anchor 
bolts and other elements follow through standards 
outlined [6]. 

1.3 Coordination and Construction 
A careful review of formwork, embed, reinforcing bar, 

and structural steel drawings should be conducted to 
regulate work packages from multiple subcontractors [3]. 
Coordination should run through embed changes 
guidelines, shipping, on-site operations management, 
and construction procedures, as well as cover possible 
conflicts that may arise in any of these fields. Planning 
should be conducted to reduce potential damage to 
formwork panels and other structures in the installation 
of embeds [3]. Clear communication and coordination 
between parties responsible for design and construction 
should be the main goal. 

Embeds should be placed as per the design. Proper 

layout reduces discrepancies in as-designed and as-built 
work. Quality in the field can be preserved by (1) 
providing sufficient control lines in order to provide 
accuracy and consistency in layout, (2) checking control 
lines back to primary control on ground, (3) revising 
dimensions prior to layout, (4) locating centerline, edges 
and sizes of embeds, and noting where placement is 
critical, to name a few [3]. Procedures for layout are 
outlined by the contractor, but coordination prior to 
construction is essential to reduce the need for rework in 
the long run. Installation of concrete should be conducted 
after all embeds are set, and supervision should be 
maintained to prevent movement or displacement of 
embeds as much as possible. Placement of steel embeds 
in concrete walls or foundations present a great challenge 
to contractors. The misalignment of these small supports, 
in addition to non-compliance with code requirements, 
can result in costly rework and design changes. Hence, it 
is imperative for contractors to have a tool that allows for 
a comparison between as-designed and as-built embed 
locations to capture misplacement or out-of-tolerance 
variation.  

In the past years, smart sensing technologies have 
gained great interest in the construction sector. Laser 
scanning and photogrammetry are being used in many 
aspects of construction. One of them is capturing 
reinforcement layout and quality of the formwork 
geometry [4, 7-9]. However, none of these studies 
address the proper position of concrete embeds prior to 
concrete casting. Consequently, the objective of this 
study is to develop an approach to identify the tolerance 
of the concrete embeds in the three directions (x, y, z).     

2 Background 

Traditional methods of ensuring embeds are properly 
placed involve manual inspection performed by quality 
personnel which is time consuming and costly [10]. 
Three-dimensional models that capture precise details 
can be used for planning and coordination of systems like 
earth retention, safety perimeters, shoring and formwork, 
post-tensioning, mild reinforcing, embeds, and 
equipment such as screen walls, tower cranes, and 
material hoists. Team members at the jobsite can capture 
value from Building Information Modelling (BIM) by 
using apps on tablets and smartphones, and workers can 
transfer coordinates and linework from 3-D models to 
total stations for concrete layout. The visual nature and 
the enormous information provided by BIM models help 
crews understand exactly what they are building and 
when, while in the field [11]. The approach of directly 
identifying an object with a laser scanner and comparing 
it to a uniquely placed object within a BIM model is 
known as the “Scan-vs-BIM” approach [12]. This allows 
for a quick and efficient comparison of the as-built state 
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to the design model to determine if there are any 
unacceptable discrepancies. This is a common approach 
used in the relevant research discussed. 

2.1 Dimension and position estimation for cast-in-
place concrete and other applications 

Various studies have been conducted using BIM 
technologies for quality assurance of concrete structures. 
Kim et al. describe a holistic approach for dimensional 
and surface quality assessment of precast concrete 
elements based on BIM and 3D laser scanning 
technology. They created a framework consisting of four 
cores: inspection checklists, inspection procedure, 
selecting an optimal scanner and scan parameters, and the 
inspection storage and delivery method. Their BIM and 
laser scanner quality assessment system were successful 
in estimating precast panel dimensions with an average 
error of 2.5 mm and detecting spalling defects with an 
accuracy of 86.9%. However, their results are limited to 
precast elements that are rectangular and uniform in 
thickness and their system did not fully automate the 
process of comparing the as-built data to the design 
model [2]. Wang et al. completed a similar study and 
estimated the dimensions of precast concrete elements 
with a direct scanning error of 1.7 mm [8]. Kim et al. 
achieved full automation by developing a non-contact 
Dimensional Quality Assurance (DQA) technique that 
automatically and precisely assesses the key quality 
criteria of full-scale precast concrete elements. They 
achieved this by developing a new coordinate 
transformation algorithm to account for the scales and 
complexities of precast slabs to fully automate the DQA. 
Precise dimension estimations of the actual precast slab 
were determined using a geometry matching method 
based on the Principal Component Analysis (PCA), 
which relates the as-built model constructed from the 
point cloud data to the corresponding as-designed BIM 
model. Lastly, a BIM-assisted storage and delivery 
approach for the obtained DQA data was proposed so that 
all relevant project stakeholders can share and update 
DQA data through the manufacture and assembly stages 
of the project [4]. Tan et al. used LiDAR and BIM to 
inspect the geometric quality of individual structural, 
mechanical, and MEP elements of prefabricated housing 
units. Their results showed the technique provides 
inspection results with 0.7 mm and 0.9 mm accuracy for 
structural and MEP elements [13].  

2.2 Related studies on Concrete Embeds 
inspection 

While there are not many studies specifically tailored 
towards concrete embeds, there has been work done on a 
similar topic: automated dimensional quality assessment 
for formwork and rebar of reinforced components. DQA 

of formwork and rebar is relevant to concrete embeds 
inspection because embed plate sizes or locations may 
force altering of formwork tie locations and all embeds 
should be set before concrete placement — just like the 
formwork and rebar [3]. Figure 3 demonstrates the 
interconnectedness of formwork, rebar, and steel embeds 
as they are all present in the stage of construction that 
precedes concrete pouring. Because of this, any 
demonstrated successes in using laser scanners to inspect 
formwork and rebar can be assumed to have the capacity 
to inspect steel embeds as well.  

Figure 3. Formwork, rebar, and embeds 
positioned prior to concrete pour.  

Kim et al. conducted a study focusing on DQA of 
formwork and rebar during the fabrication stage. The 
authors describe a TLS-based automated DQA technique 
that measures the dimensions of formwork and rebar of 
RC elements to assess dimensional conformity with 
design specifications. The proposed method resulted in 
small average discrepancies in the items measured: rebar 
spacing (2.15 mm), formwork dimension (2.52 mm), 
concrete cover (2.18mm), and side cover (3.12 mm). The 
experimental results demonstrate that the proposed 
technique yields accurate solutions for the formwork and 
rebar DQA during fabrication before concrete is poured 
[10]. Wang et al. developed a system to automatically 
estimates positions of precast concrete rebar using 
colored laser scan data. Their technique was successful 
with the vast majority of differences between the rebar 
positions estimated by the developed technique and those 
measured by the manual inspection under 1.5 mm (137 
out of 142) and an average difference of 0.9 mm [7]. 
Gikas combined high accuracy total station and laser 
scanning surveys to check 3D geometric documentation 
of the formwork for a highway tunnel in full expansion 
and compared against the design drawings. The laser 
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scanner method arc radius of both sides of the formwork 
deviate from their nominal values by less than 2.0 cm 
[14]. Turkan et al. used two methods based on extensions 
of the discussed “Scan vs. BIM” object recognition 
framework to detect and track temporary structures 
(formwork, scaffolding, and shoring) and secondary 
components (rebar). Their experimental results showed it 
is feasible to recognize secondary and temporary objects 
in TLS point clouds with good accuracy using their two 
novel techniques [12]. 

While the various studies investigated in this 
literature review are not specifically targeted towards 
steel embeds in concrete, their demonstrated successes in 
the areas of rebar and formwork indicate that the 
technology for high-quality dimensional quality 
assurance using laser scanners currently exists.  

3 Methodology 
The proposed components of the approach used to 

identify the concrete embedded steel plates is shown in 
Fig. 4. In the following subsections, details are provided 
on each stage. 

3.1 Data Collection 
The data of the concrete embed is acquired using 

FARO Focus 350 [15]. Proper planning of the scan 
position, resolution, and quality should be completed 
before conducting the actual scan. A resolution of 1/4 or 
1/5 and quality of 4x are reasonable for outdoors in sunny 
condition scans. The engineer should ensure enough data 
is collected to ensure enough scans are completed to 
achieve proper registration with high accuracy.  

Figure 4. Workflow of identifying concrete 
embedded steel plates 

3.2 Scan Processing and Registration 
FARO SCENE software is used to process, register, 

and generate the point cloud data [16]. Processing the 
scans is a stage where the captured data is handled to 
improve the scan quality; this ensures the best results in 
3D data. This step is followed by scan registration, which 
involves aligning multiple scans in a parent coordinate 
system using reference positions common between scans. 
These references can be natural or artificial that help in 
completing the registration.  

3.3 Noise Removal and Point Cloud 
During the data collection, the required scan 

parameters are identified. These parameters determine if 
the scan is acceptable or not. Based on these parameters 
the scan limit can be defined. Scan points outside of the 
acceptable parameters are considered “noise.” Different 
filters such as Outlier, Dark Scan Points, and Smooth are 
available in SCENE software and can be applied to 
minimize the noise in the data. Once the scan nose is 
removed from the registered scans, the final step involves 
generating and exporting the point cloud model that will 
be used in the analysis and the as-built comparison.  

3.4 Design Vs As-Built Comparison 
The comparison of the BIM model to the as-built 

model to determine the deviation can be done in different 
ways. This step can be completed by comparing the BIM 
model to an as-built point cloud or comparing old as-built 
to new as-built. The latter is most widely used in quality 
control. The analysis of different as-builts is completed 
using CloudCompare vs2.11.0 [17].  

4 Experiment and Results Analysis 
The proposed approach involved testing in the lab by 

building a formwork of a square concrete footing with 
rebar and steel embed plates. Then, the footing was 
scanned to generate the as-built point cloud. In the next 
stage, the steel plate position was modified, and another 
round of scanning was completed to generate a second 
as-built point cloud model. In the following sections, 
more details are provided about the experiment and 
testing procedures.  

4.1 Experiment 
The designed BIM model of a concrete footing is shown 
in Fig. 5a. This plan view shows the dimensions of the 
footing and distances in relation to the steel plates. The 
footing itself was designed to be 1.17 m wide by 1.22 m 
long. The distances from the edge of the steel plates to 
the short inner edge of the footing are 0.21 m and 0.20 m. 
The distance between the steel plates is 0.40 m. The 
distances from the outer edges of the steel plates to the 
longer inner sides of the footing are 0.48 m and 0.45 m. 
The footing formwork has a depth of 2 ft and #4 rebar 
used in both directions. Fig 5b shows an image of the 
constructed formwork of the footing, steel plates and 
rebar. Fig 5c shows the point cloud of the scanned footing. 
This 3D point cloud informs on the dimensions of the 
actual structure, and the deviations from the intended 
design. By comparing the constructed footing 
measurements with measurements obtained from the 
point cloud model, the results show that a deviation of 
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0.7 mm is captured for one side and a 0.3 mm deviation 
between Fig 5a and 5e. The scanner registration accuracy 
is 0.7 mm as shown in Fig 5d. In conclusion, the scanner 
achieved high accuracy and can be used to verify the 
measurement and conduct quality control in construction.  

4.2 Results and Analysis 
The proposed approach can be verified in two 

different ways.  Method 1: compare the BIM model (Fig 

5a) with the as-built point cloud model of the footing (Fig 
5c) or, Method 2: compare as-built point cloud model 
(Fig 5b) to a modified as-built model (Fig 6). In this 
experiment, we used Method 2. After constructing the 
footing as per the BIM model, the footing was scanned to 

create an as-built model (as-built 1). In the next stage, we 
modified the steel plates’ location, as shown in Fig. 6, 
and then rescanned to generate another point cloud model 
(as-built 2). The embed placements were changed from 

a) BIM model 
 

 
b) Constructed footing 

         
c) 3D Poind Cloud of the footing 
(as-built 1) 

 
d) Scan registration results.  

 
 

e) Steel Embed Plates Spacing and Position 
 

Figure 5. Experiment Design and Components 
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the layout in Figure 5c to the layout in Figure 6. Each 
layout was scanned using the FARO 350 laser scanner, 
and the new layout was compared to the original. Figure 
7 shows the two layouts with embeds 1 and 3 denoting 
the original placements and embeds 2 and 4 being the 
final positions. 

 
Figure 6. New layout with steel embed plates 
shifted to the left (as-built 2). 

 
Figure 7. Original embed locations (1 and 3) and 
moved locations (2 and 4). 

Figure 8 shows the heat map that was generated in the 
model analysis comparing the moved embeds (embeds 2 
and 4) to the original layout (embeds 1 and 3). The heat 
map essentially detects and informs engineers if the 
embeds are in the correct position by overlaying the as-
designed model with the as-built model. For this 
experiment, the heat map highlights areas in blue to 
denote negligible change (less than 0.5 mm) between the 
two scans, which is correct because no adjustments were 
made there. However, the location where the embeds 
were moved to is in stark contrast with the surrounding 
rebar with deviations ranging from 3 cm to 8 cm. This is 

because the model expected this location to have rebar, 
but instead it has embeds. Note that the largest deltas, 
marked with red and orange, occur at the areas that 
should have open space but now have embed plates. The 
regions where the embed is on top of rebar still have a 
difference but the heat map shows a smaller delta because 
the difference in elevations between the rebar and embed 
plate is smaller than the elevation changes between the 
bottom of the formwork and the embed plates.  

 
Figure 8. Heat map identifying out of compliance 
regions.  

In addition to identifying which areas are out of 
compliance, it is also helpful to know how far the items 
have moved to assist in adjusting the layout to its correct 
position. Comparing the original and moved layouts 
provides distance values for how far out of tolerance each 
embed is. The delta of the left corner of each embed is 
measured by the software as shown in Figure 9. The shift 
of the top embeds from location 1 to 2 was 0.262 m 
horizontally. The shift of the bottom embeds from 
location 3 to 4 was 0.269 m in magnitude with 
components in the x, y, and z directions identified. Note 
that the model can capture differences in a three-
dimensional coordinate system which provides precise 
direction on how far out of tolerance the items are.  
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Figure 9. Determination of how far the embeds 
moved. 

This experimental study showed a successful 
application of LiDAR technology to inspect the as-built 
conditions of formwork with steel embed plates. The 
scan created an accurate point cloud model of the 
formwork and extracted dimensions. CloudCompare 
vs2.11.0 compared the two scans and generated a heat 
map that showed the differences between the two. This 
application can significantly improve rebar and embed 
inspections, especially for large sites, by linking all the 
deviations to surveying data to quickly identify what 
items are out of compliance and where they are.  

5 Conclusion  
Rework and quality control of steel embed plates 

installation in construction are difficult tasks for 
construction professionals. Even small deviations in 
embeds position can be costly to correct, especially after 
the concrete hardens. This paper proposed a method to 
enhance the quality control of steel embed plates installed 
in concrete and verifies the geometry of the formwork. 
The method uses a high-quality LiDAR system (laser 
scanner) and multiple analysis platforms. A 3D point 
cloud model that is generated from the laser scanner 
allows for better analysis and reduction of costly rework 
compared to traditional methods.  

The developed method was implemented using a 
FARO Focus 350 laser scanner. A custom-built 1.17m x 
1.22m formwork was built with rebar and steel embed 
plates placed as per the BIM design that was created. The 
constructed formwork was scanned to generate an as-
built model of the formwork (as-built 1). Then, the 
position of the steel embed plates was modified and 
another round of scanning and registration was 
completed to generate as-built 2.  Cloud to Cloud 
comparison was conducted to capture the deviation  the 

two as-built models in three directions (x, y, z). The 
experiment showed high accuracy in the results (0.3 mm). 
This methodology will be especially helpful for capturing 
the deviation of complex steel embed plates layout so 
construction practitioners can quickly inspect concrete 
formwork and embeds. Using LiDAR for concrete 
embeds inspection will result in increased time and labor 
savings and can be extremely helpful to construction 
practitioners.  

Future research will focus on developing a tool that 
automatically captures the deviations once the design and 
point cloud model are loaded. Currently, the process 
follow many steps to generate the deviation report. Thus, 
eliminating steps that require user input will speed up the 
process and make the framework more user-friendly.  
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Abstract – 
Aging society is not only a crisis in the developed 

world but also a severe challenge in some emerging 
economies. However, the awareness of population 
aging and gerontechnology is far from sufficiently 
addressed in the architectural design education in 
universities. Therefore, an interdisciplinary 
approach in design education is urgently needed to 
raise the awareness of the aging crisis among the 
future architects, interior designers, and beyond. 
This article introduces a novel model of a design 
seminar offered by a German University, addressing 
population aging issues in the architecture 
department. The syllabus, formality, and the 
expected results of the seminar are revealed in detail. 
The participants are encouraged to apply 
interdisciplinary knowledge such as barrier-free 
architecture, mechanical engineering, electrical 
engineering, robotics, medicine, psychology, and 
business to achieve the goals of the seminar. Based 
on the originality and degree of completion, several 
students’ works are selected and reported, targeting 
a variety of diseases or syndromes related to aging, 
such as dementia, immobility, and tremors. Overall, 
participants of this seminar are motivated and have 
positive feedback on this seminar, oftentimes 
claiming that they have seldom studied similar topics 
in previous architecture education. This enables 
students from architecture as well as other fields to 
be better prepared to tackle the upcoming challenges 
such as labor shortages and infectious diseases in a 
rapidly aging world. Furthermore, the seminar 
creates novel concepts that serve as a win-win 
“honeypot” for both students and their instructors, 
potentially sparking research topics and start-ups 
with concepts fostered in this seminar. 

Keywords – 
Aging-related diseases; Bauhaus 2.0; COVID-19; 

Dementia; Design education; Gerontechnology; 
Interdisciplinary 

1 Introduction 
The worldwide crisis of population aging has drawn 

the attention of more and more countries. According to 
the United Nations, the percentage of global older 
population 60 years or over is expected to rise to 21% 
by 2050 compared to 13% in 2017 [1]. Many studies 
pointed out that as the average life expectancy of the 
world's population increases, the number of people 
suffering from aging-related diseases increase as well. 
Therefore, the significance of gerontechnology became 
prominent in recent years. The terminology of 
gerontechnology was officially proposed at the 1st 
International Congress on Gerontechnology, Eindhoven, 
Netherlands in 1991 [2]. It is a broad interdisciplinary 
domain that includes subjects such as gerontology, 
assistive technology (e.g., medical devices, home 
automation, companion robots, etc.), and inclusive 
design. Ever since its establishment, researchers and 
developers around the world continuously made 
contribution in this field. In architectural design 
education, however, population aging and 
gerontechnology does not seem to draw sufficient 
attention. Furthermore, it is predictable that the ongoing 
coronavirus pandemic will fundamentally reshape 
architectural design, challenging doctrines formed since 
the Modernist Movement such as open plan and shared 
spaces in order to assist and protect habitants especially 
the vulnerable elderly [3]. As a result, gerontechnology 
naturally becomes a powerful tool in this transition. 
Therefore, future architects and interior designers need 
to be prepared to respond to the challenges that aging 
society brings. In conjunction, architecture educators 
need to provide them with opportunities to study in the 
related fields. 

2 Research aim 
This paper reveals an innovative method of teaching 

interior design seminars in the context of aging society, 
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mimicking the environment of a business incubator, 
which distinguishes itself from traditional interior 
design studios. It involves cross-disciplinary knowledge 
in inclusive design, mechanical engineering, electrical 
engineering, robotics, medicine, psychology, and 
business, based on the key concepts and methods of a 
large European research project. The results of selected 
student projects addressing several commonly seen 
aging-related diseases or syndromes will be presented. 
Last but not least, the effectiveness and key learnings of 
this teaching process will be discussed.  

3 Methods 
Oftentimes, in an interior design or architecture 

studio, after reviewing exemplary designs, a certain 
design task is given to the students. Next, students and 
instructors work together, pushing their sketches 
iteratively into final plans and renderings. In the end, 
the design is presented in the form of posters and 
architecture models. 

The seminar presented in this paper entitled 
“Incubator” is offered to the master level students 
primarily from an architecture background, also among 
other fields. Incubators are used in the innovation 
science and industry to specifically generate innovations 
or to systemize the innovation process. The aim of the 
seminar is to let the student study and develop their 
projects using interdisciplinary knowledge in a 
simulated environment of an incubator. The key 
concepts and methods of this seminar are based on the 
REACH project, a large European interdisciplinary 
research project aiming at developing customized 
healthcare systems to promote the elderly’s activity 
level and independence [4]. In REACH, a special type 
of smart furniture named Personalized Intelligent 
Interior Unit (PI2U) was developed, which seamlessly 
integrates the required functions (e.g., unobtrusive 
sensing and monitoring, training/gaming, nutrition, AI 
assistant, etc.) into the different living environments. 
The development process of the PI2Us (including but 
not limited to PI2U-SilverArc, PI2U-MiniArc, PI2U-
SilverBed, PI2U-ActivLife) follows iterative design 
principles on both hardware and software levels, which 
allows the project team to optimize the products through 
prototyping, testing, analyzing, and refining (see Figure 
1).  

 
Figure 1. Various PI2Us developed in the 
REACH project 

 
Based on a variety of PI2Us, the project team 

proposed a modularized smart home solution, namely 
the Total Room Assistive Care Kit (TRACK) concept 
(see Figure 2), which integrates PI2Us and key 
technologies in REACH to create a complete interior 
living and care environment for elderly users in 
different living environments such as home, hospital, 
and community  [5].  

 
Figure 2. TRACK concept including real-life 
testing of the PI2Us 
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At the beginning of the seminar, the instructors 
provide an overview of the key concepts and methods in 
the REACH project and give various lectures on topics 
such as the phenomenon of population aging, aging-
related diseases, gerontechnology with a special focus 
on the field of Ambient Assisted Living (AAL), and 
previous examples from both selected student projects 
and other relevant research projects such as USA² [6] 
and LISA “Habitec" [7]. After, specific tasks are 
defined for all groups with expectations to develop their 
own approaches and strategies of the solutions based on 
the abovementioned concepts and methods. The 
proposed solutions must be interdisciplinary approaches, 
combining knowledge in barrier-free architecture, 
mechanical engineering, electrical engineering, robotics, 
medicine, psychology, and business. Seminar and 
demonstration sessions are held in the chair’s laboratory. 
By supervising the students’ work and evaluating their 
intermediate presentations, the progress is ensured, and 
relevant questions are discussed. This process fosters 
students’ awareness of subject-specific problems, and 
furthermore, uncovers their personal weaknesses and 
strengths. Through this problem-oriented approach, the 
course participants are motivated and thus maximize 
their knowledge gain. The teaching process is highly 
student-oriented. Work groups are intentionally formed, 
comprising students from various backgrounds. The 
instructors actively assist them with both problem 
solving as well as developing and improving the 
student's concepts within the project task. 

The expected results from the group work are 
supposed to include 1) an overall study of a specific 
target disease (or in some cases a series of diseases with 
certain similarities) related to aging, 2) a systematic and 
interdisciplinary design solution to assist the target 
elderly patients to independently perform their activities 
of daily living (ADLs) in the form of design drawings, 
mock-ups or prototypes, and/or experiment setups, and 
3) business aspects of the proposed solution (e.g., 
business model generation, a simplified cost-benefit 
analysis, etc.). At the end of the seminar, students are to 
present their project solutions in front of the whole class 
and the course instructors in order to finalize the whole 
semester’s progress and outcomes. 

4 Results 
As mentioned above, at the end of the semester, 

student groups are to present their projects in front of 
the seminar participants and instructors, targeting 
various diseases or syndromes associated with aging, 
such as dementia, mobility impairments, and tremors. 
Several selected works representing a variety of 
perspectives of diseases are reported as follows. 

4.1 Dementia 
The word “dementia” comes from Latin, literally 

meaning “without mind”. According to the World 
Health Organization, dementia is “a syndrome in which 
there is deterioration in memory, thinking, behaviour 
and the ability to perform everyday activities” [8]. A 
large number of the world population is suffering from 
dementia, and Alzheimer disease is estimated to 
contribute to 60-70% of the cases. By 2015, roughly 47 
million people suffer from dementia and the number is 
expected to reach 132 million in 2050 [9]. In Germany, 
for example, more than 1.6 million people were affected 
by dementia [10]. With no effective treatment currently 
available to cure it or reverse its progression, the 
dementia epidemic has a significant negative impact in 
terms of physical, psychological, economic, and social 
aspects, not only on the patients themselves, but also on 
their caregivers, families, and society. Therefore, 
innovative solutions are needed to mitigate the impact 
of this disease. In the following sections, three assistive 
systems, MAK, METIS, and Dooropener are proposed 
by the course participants to address the severe 
challenges brought by dementia. 

4.1.1 Kitchen for dementia sufferers: Project 
MAK 

The aim of the Modular Adaptive Kitchen (MAK) is 
to create an Ambient Assisted Living (AAL) concept for 
a kitchen that supports people who suffer from dementia. 
Although many ideas that have been implemented to 
support people with this condition, few holistic concepts 
fully meet the physical and mental demands of a 
dementia patient. This project explores an approach that 
addresses critical challenges by utilizing advanced 
technologies, such as assistive technology and 
automation. Eating and drinking are two of the most 
basic human needs. As a result, daily nourishment is 
one of the strongest driving fields of human behavior. 
Due to increased life expectancy, the number of those 
who suffer from dementia worldwide is also increasing. 
Among other aspects, this disease is associated with the 
inability to accomplish everyday tasks. People who 
suffer from dementia also lose the normal urge to take 
in nourishment over time. The patients can no longer 
assess the importance of adequate nutrition and fluids, 
nor understand the dangers related to malnutrition. In 
addition to the physical meaning of eating and drinking, 
food can also influence feelings, evoke memories, 
stimulate contacts and relationships, and ultimately 
influence the well-being and quality of the patients’ life 
in a positive way. 

Figure 3 depicts the kitchen system, composed of 
functional modules, a sliding system, and a guidance 
system. The functional modules ensure high 
customizability and flexibility for the individual users. 
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The sliding system not only offers height adjustment 
and accessibility for both standing patients and users of 
wheelchairs, but also prevents patients from reaching 
possibly hazardous products as the disease advances. 
The guidance system includes symbol stickers to remind 
the users of the right locations of items meanwhile 
keeping the integrity and elegance of the kitchen, and a 
combination of a projector and a motion sensing device 
(e.g., Microsoft Kinect) which projects a gesture-
operable user interface to guide patients’ cooking step 
by step. The advantages of this kitchen system benefit 
all members of society, especially people with dementia 
[11]. 

 
Figure 3. Modular Adaptive Kitchen for 
dementia patients (Image: A. T. Braun and M. 
Zanchetta) 

4.1.2 Assistive home system for dementia 
sufferers: Project METIS 

The Multifaceted Equipment to Independence 
System (METIS) for dementia sufferers (METIS) 
comprises an assistive home system for people suffering 
from dementia. After a comprehensive analysis on 
dementia, including its general specifics, forms, courses, 
and treatments, a research on caregivers was conducted. 
The research revealed an increasing number of elderly 
people affected by the disease within care of informal 
caregivers and living alone because of a highly 
important correlation between home and identity. 
Therefore, a special emphasis was placed on prolonging 
the independence of seniors and their preferred stay at 
home on the backdrop of architectural guidelines for 
physical and cognitive support. The various needs of a 
person with dementia have to be met in order to ensure 
their individual comfort. This requires a flexible and 
modular system, which can adapt to said needs. This 
system is specifically designed for seniors who live 
independently or are in home care. Different concepts 

for health, database, orientation, safety, and process 
guide yield METIS. One of the key components of the 
project is the multifunctional floor tiling system. The 
system features embedded microchips that ensure the 
interconnectivity, integrated pressure-powered energy 
generators and storage units that provide electricity for 
the whole floor titling system, and an embedded RGB 
LED lighting system that creates an illuminated path to 
remind the user of his or her daily routes. In addition, 
the embedded pressure sensors can be integrated with a 
gaming system to perform various productive games 
(see Figure 4).  

 
Figure 4. The assistive smart floor tile system 
(Image: J. Bielski and L. Alsammak) 

4.1.3 Smart door handle for people living with 
dementia 

Demographic change is one of the most impactful 
challenges for our aging population facing new socio-
economic, technical and health challenges. We therefore 
need to find new design solutions to assist older people 
to stay independently, safe and keep them in a good 
mood to prevent social isolation. The design of the 
smart door handle can provide a solution to help older 
adults to improve their quality of life. 

The design responds to the progressive condition of 
dementia with a modular, as well as adaptive system for 
three different dementia stages. The three focus aspects 
of the design configuration variants are mood (for early 
stage of dementia), independence (for mid stage of 
dementia) and safety (for late stage of dementia). The 
system consists of the door, door handle, speaker, 
passive infrared (PIR) sensor for silent alarm, light 
module, intelligent switch, security switch and interface 
(see Figure 5). 

Based on the term anticipation, the intent of the 
project was to design a door system which prevents 
people suffering from dementia at home and in nursing 
home from leaving a designated area or building when 
doing so could otherwise endanger themselves or others. 
People living with dementia exhibit behavioral 
disturbances such as mood disorders or wandering, 
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which can lead to serious safety issues. That is why the 
system has a few security features such as the security 
switch, intelligent switch, and speaker to prevent 
wandering. Additionally, the system keeps them in a 
good mood through mood nudging with a light module, 
as well as guarantee their independence through the 
progressive condition of dementia. The project seeks to 
combine intuitive technology with a minimalistic form 
to create a design that can be universally implemented. 

 
Figure 5. Three configurations for three stages of 
dementia (Image: M. Schmailzl) 

4.2 Mobility impairment 
Mobility impairment generally refers to the lack of 

ability of a person to use one or more limbs in order to 
move. In general, there are two types of mobility 
impairments: orthopedic and neurological, both of 
which have a negative impact on patients’ quality of life 
as well as the healthcare system. Research suggests that 
among the elderly people aged between 60 to 69 years 
old, the epidemic of disability in mobility as well as 
basic and instrumental ADLs is growing at a significant 
rate [12]. Rosenberg et al. summarized that increasing 
physical activity has strong benefits on physical, 
cognitive, and mental health for all age groups, let alone 
the older adults [13]. Therefore, developing systems that 
assist patients with limited mobility to move 
independently meanwhile promoting their activity level 
is substantially beneficial. In the following sections, 

such kind of a proposal developed by the course 
participants will be reviewed. 

 

4.2.1 Interior mobility assistance: Project 3D 
Movement 

Individuals without mobility are exposed to a list of 
physical and mental problems that affect many of their 
organs. The 3D Movement system slows the progressive 
decline of a patient’s functions, allowing the users to 
take care of themselves. Considering the patient's age 
and physical condition, consistent and intelligent 
physical activity could reduce or even prevent the 
degeneration of the patient's state. Researchers have 
proved that muscular stem cells will decrease with time, 
but with training, these cells continually regenerate, 
counteracting the process of aging. The proposed 
system is designed to support the patient by making 
movement possible and preventing falls. Assuming the 
system will be used by people who can stand up on their 
own, but have difficulties moving independently, the 
machine allows the patient to regain autonomy in basic 
daily tasks (e.g., going to the bathroom, cooking, or 
walking around the living space). Through the 
integration of a mechatronic system with an appropriate 
guide-and-support “vest”, the system will keep the user 
in a steady position while preventing the user from 
falling. When the user intends to move, the force sensor 
will detect the direction and strength of the movement 
and move in a safe velocity accordingly. Therefore, the 
user will be able to move independently while being 
safe and feeling secure (see Figure 6). As a result, the 
physical and mental conditions of the patient will 
improve. The objective of the 3D Movement system is 
to help people with reduced mobility of all ages, by 
creating a system that eliminates the use of a wheelchair 
within confined space. The system can be fitted in 
hospital rooms and particular types of homes, further 
benefiting a variety of members of society [14]. 

 
Figure 6. Visualization of 3D Movement interior 
mobility assistance (Image: F. Martini and C. 
Guernier) 

739



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

4.3 Parkinson's disease 
Being the second most common neurodegenerative 

disorder, Parkinson’s disease (PD) is a progressive 
nervous system disorder specially affecting the elderly 
community. It affects about 6 million people around the 
world, and the number of patients is expected to double 
over the next generation [15,16]. Without a known cure 
as of today, PD oftentimes leads to tremors, rigidity, 
disability, long-term care (LTC), deteriorated quality of 
life, and eventually premature death, which put 
increasing burdens on the caregivers and affect the 
patients and their families both financially and 
emotionally [17].  

Therefore, it is important to create environments that 
can assist PD patients’ activities of daily living (ADL) 
while minimizing the need for constant care. Therefore, 
one course participant proposed Project PATRICK 
(“Parkinson’s and Tremor Rehabilitation Interior Care 
Kit”) to empower the PD patients to enhance their ADL 
through architecture, industrial design, and 
mechatronics techniques. 

4.3.1 Parkinson’s and tremor rehabilitation 
interior care kit: Project PATRICK 

This project begins with research into the diseases 
prevailing in the elderly community. The primary focus 
is on PD; hence the project is named PATRICK. The 
research revealed issues with mobility for a large 
majority of patients, drawing focus on independent 
movement through the project. The project aims to 
integrate multiple systems within the architecture of the 
home, concealing “assistance” and encouraging 
independence.  

Developed through the project focusing on the 
primary tasks of daily living, there are four systems: the 
walking assistance, sleeping assistance, fall assistance, 
and dining assistance. The project creates a secured 
circulation handrail system for patients within the wall 
that can extend out when the embedded touch sensors 
are triggered. The handrail system (walking assistance) 
is ubiquitous for the entire circulation of the apartment, 
connected to the sleeping station and eating station. The 
bed structure (sleeping assistance), maneuvered by a 
pulley system hidden in the ceiling, can assist the 
patients to change positions (e.g., lying, sitting, etc.). 
Meanwhile, the floor and ceiling work together to detect 
falls and assist the patients with a descending handle. In 
addition, the dining assistance integrated within the 
walking assistance features an integrated exoskeleton 
arm to offset tremors of the user’s arm while eating (see 
Figure 7). In this sense, the entire interior space of the 
home becomes an assistive robot for the PD patients. 
The minimalist design ensures that PATRICK can be 
easily installed and operated within any space, creating 
a plug-and-play system. Through the research of the 

disease, understanding its symptoms, investigating 
current assistive systems on the market, PATRICK 
make independence possible for PD patients. 

 
Figure 7. Four subsystems proposed in project 
PATRICK (Image: H. Bavishi) 

5 Discussion 
In this paper, the authors presented an 

interdisciplinary approach in design education to raise 
awareness of the aging crisis among the future architects 
and interior designers. Several exemplary results from 
the participants of this course are revealed in detail. 

Experts in related fields already predicted that 
emerging technologies will have a substantial impact on 
society, such as replacing a large amount of human jobs 
[18,19]. Moreover, there is no doubt that emerging 
technologies will also significantly influence higher 
education in many aspects in terms of admission, 
curricula, and organization. Ma and Siau suggested that 
advanced technologies should be introduced in the 
curricula of all faculties, not just in STEM majors (i.e., 
science, technology, engineering, and mathematics), in 
order to enhance students’ ability to adapt to the rapid 
development in technology [20]. 

It is widely known that Germany’s Bauhaus 
Movement revolutionarily transformed our world as 
well as the design education system since its 
establishment in 1919 [21]. As its founder, Gropius, 
famously said in the Bauhaus Manifesto [22], the goal 
of the movement is to “create a new guild of craftsmen, 
free of the divisive class pretensions that endeavored to 
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raise a prideful barrier between craftsmen and artists”. 
100 years have passed since the initiation of the 
Bauhaus, and facing the severe challenges caused by 
population aging and emerging technologies today, a 
“Bauhaus 2.0” Movement, which refers to applying 
cutting-edge emerging technologies to the education 
approach of the Bauhaus, is needed to tackle these 
challenges. To summarize, the key features of both 
movements can be seen in the following formulas 
(Figure 8). 

Figure 8. Equations of the Bauhaus 1.0 and the 
Bauhaus 2.0 

As a result, the seminar reported in this paper 
created a win-win “honeypot” for both students and 
academic researchers. On the one hand, most students 
were motivated in the beginning and satisfied in the end 
of the course because as many claimed they have never 
experienced such kind of course in architectural 
education before. The benefits they gain is manifold: the 
participants obtained a deeper understanding of the 
impact of population aging through studying various 
aging-related diseases; they reinforced their design 
skills in the context of ongoing aging society; they also 
cultivated an interdisciplinary and flexible mentality in 
order to better embrace the upcoming age of AI and 
robotics; more importantly, they learned to collaborate 
with peers in a simulated business incubator 
environment. On the other hand, researchers can 
potentially foster the students to further co-develop their 
project results into scientific research projects, 
innovative products, and business startups.  

In addition, this approach will inspire educators in 
the design field to experiment with novel curricula in 
their teaching practices. Furthermore, the COVID-19 
pandemic started in late 2019 has fundamentally 
changed our society in many aspects. It forces us to 
rethink the status quo in elderly care today. A trend of 
applying advanced technologies such as robotics and AI 
in disease prevention, screening, diagnosis, and 
operation has already been observed, which especially 

protects and benefits the elderly individuals who are 
among the most vulnerable population to the novel 
coronavirus [23]. Apparently, gerontechnology 
introduced in the above-mentioned course goes in line 
with this trend and beyond, making the students better 
prepared to develop intelligent living environments that 
promote independent living and well-being of the 
elderly in the future. The methods and proposals from 
the past design seminars presented in this paper are by 
no means an exhaustive range of possibilities. The 
opportunities for new architectural and technological 
innovations for aging society are endless, especially 
with the ever-increasing demand for the young yet 
promising research field of gerontechnology integrated 
in the built environment. 
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Abstract – 
With the rapid spreading of digital technology and 

automated construction applications in architecture, 
engineering and construction (AEC) society, the 
current trend is becoming clearer, that automation 
will change the way we design and build.  Robotic 
Tectonics, as a part of automatic construction 
methods aiming to achieve the integration workflow 
from architectural design to finial construction 
products, emerged from architectural profession for 
a decade.  Avant-garde architects explored the 
possibility of this new design paradigm through 
creating the integration of digital design software 
within the simulation and controlling of robotic 
construction, and only recently, this completed digital 
workflow pushes architectural design to re-control 
the process from initial design conception to finial 
physical construction, guiding the AEC industry 
towards a precise, efficient, thus more sustainable 
development. 

However, a success technology innovation is based 
on the widespread acceptance, where education plays 
an important role, but in the current architectural 
education, there is barely no professional courses 
focused on this.  The need to find a framework to 
integrate the robotic tectonics workflow with 
architectural curriculum is increasing. Therefore, it 
became mandatory to integrating and testing of the 
complete robotic tectonics workflow into 
architectural curriculum. 

In this paper, a pedagogical method of robotic 
tectonics is defined through a linear scenarios of four 
stages, based on experiences gleaned from ‘Robotic 
Tectonics’ workshops and various other teaching 
practices.  Then this pedagogical method is tested into 
an architectural curriculum with 135 undergraduate 
students, for each student, the complete participation 
of the overall process and questionnaires is required. 
Results shows this pedagogical method introduces 
multi-layered interdisciplinary knowledge to 

architecture students and enables them to using 
related technologies of robotic arms for automated 
construction practices, changing the paradigm of 
architectural curriculum for new design and build 
processes that will redefine architecture in the near 
future. 

Keywords – 
Robotic Tectonics; Architectural Education; 

Pedagogical Method; Digital Workflow; 
Architectural Curriculum 

1 Introduction 
As the industrial revolution replaces manpower with 

machines to produce large-scale production, it will 
gradually change our production and lifestyle.  
Automation technology becomes the key to accelerate 
transitions of the manufacturing industry from traditional 
inefficient and labor-intensive mode to present an 
opportunity to do things more efficiently, accurately, and 
creatively. As the most representative tool to promote the 
wave of automation technology, robots have been widely 
used, especially in the automotive industry. However, 
like every technological upgrade process, the field of 
architecture, engineering, and construction (AEC) 
industry is still in an exploring period of shifting the 
conventional technology to the advanced technology.  

Nevertheless, a bunch of advanced technology 
applied into AEC industry has enlightened a digital future 
for the architectural design field, the combination of 
parametric design tools, design and multi-data simulation, 
automated construction and robotics. The most advanced 
technologies start shifting the conventional design 
methods to the next efficient design workflows. This 
brings the opportunity to fully realize MacLeamy’s curve 
which advocates shifting design effort forward in the 
project, frontloading it, in order to archive high-
efficiency design process and high-performance 
architecture eventually (Figure 1). Following the 
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pavement contributed from the avant-garde architects, 
like Fabio Gramazio and Matthias Kohler in Zurich, and 
the demonstration of developing a workflow that 
challenged the current limitations of computational 
digital fabrication in design and construction, we believe 
the relevance of Advanced Architectural Design method 
with Robotic Tectonics is growing, and it may have the 
potential to serve as the catalyst for the automation of 
construction across the diverse architectural field [1,2]. 

Figure 1. MacLeamy’s curve which advocate 
shifting design effort forward in the project, 
frontloading it, in order to archive high efficiency 
design [3]. 

Therefore, it is necessary to provide future architects 
in advance with training in new technical techniques and 
methods suitable for the development of the industry at 
the educational stage. We believe that successful 
technology innovation is based on widespread 
acceptance, where education plays an important role. In 
recent years, a few of the world’s top universities have 
begun to combine robot manufacturing technology with 
curriculum design in various forms, such as the 
representative Harvard University, Carnegie Mellon 
University, University of Michigan and Princeton 
University in the United States, University of Stuttgart, 
ETH Zurich and Delft University in Europe, and 
Tsinghua University and Tongji University in China, etc. 
Those are successfully revealed the potential of 
combining the most frontier advanced robotic technology 
with the pursuit of humanities and art into the 
architectural design method under the core concept of 
architectural tectonics though still at the practice stage. 
Moreover, we could witness that the ability of robotic 
tectonics is growing, are advancing in such an efficient 
and incomparably unstructured environments, as well as 
has the potential to serve as the necessitated trigger for 
construction automation in a numerous and diverse field 
in the future. 

From 2015 to the present, we have been eagerly 

making efforts to find a framework to integrate the 
robotic tectonics workflow with the architectural 
curriculum and make it became mandatory to integrating 
and testing of the complete robotic tectonics’ workflow 
into the architectural curriculum. Thankfully, the 
feedbacks and opinions collected from students proved 
that our teaching practice is effective and worthwhile. 

2 Pedagogical approach of Robotic 
Tectonics workflow 

with the interdisciplinary requirements and technical 
difficulty of robotic tectonics, how can we integrate it 
into architectural education in a simple and 
understandable way that could allow students to master 
the necessary skillset while addressing the critical 
challenge of sustainable development in architecture?  As 
a response to this challenge, we are pushing to establish 
a novel workflow that can act as a model for a digitally-
focused pedagogy and define it within a sustainable 
framework that combines advanced robotic technology 
and architectural tectonics. We intend to focus on 
construction techniques driven by robotics in order to 
significantly improve material, structural, energetic, and 
procedural efficiency, all while promoting the aesthetic 
innovation emblematic of an architectural education.  In 
this linear model, we aim to test the integration of a 
variety of interdisciplinary techniques in the early design 
stages, which we believe will aid in the advancement of 
sustainable development, that changing the paradigm of 
architectural education. [4-7]. 

Since its induction in 2016, DAMlab (digital 
architecture & manufacturing laboratory) has established 
an experimental teaching platform exploring a myriad of 
digital tools including 3 KUKA robots (KR120R2700, 
KR60R2100, KR9R1100) and various CNC machines.  
Since then, we have hosted several workshops focused 
on the topic of robotic tectonics.  From these last three 
years of teaching practices, a prominent didactic 
pedagogical approach has emerged.  This new pedagogy 
is a fully comprehensive robotic tectonic workflow, but 
it is more easily understood through its four stages – 
Parametric Design: A parametric model-based design 
conception, Multi-data Simulation: robot-oriented 
multi integral data virtual simulation, Robotics 
Application: Construction-aimed robot end effector 
development, and Robotic Construction: Robotic 
tectonics represented through automated construction.  
Within the confines of these individual stages, students 
can easily break down this overly complex and 
technically difficult workflow into successive phased 
steps which each contribute to the learning objectives of 
this new pedagogy, while simultaneously experience the 
integrated design to construction workflow which 
attempting to realize the frontloading concept of 
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MacLeamy’s curve for high efficiency design. (Figure. 2) 

Figure 2. Workflow of the Robotic Tectonics [8] 

This pedagogical approach explores the entirety of 
the typical design and construction cycle, providing the 
necessary technical skills required to make automated 
construction into a reality.  It expresses a global initiative 
for students to understand and apply contemporary 
technology to critical thinking in order to pursue design 
innovations towards a more sustainable future.  Leaders 
in automated construction practices must be proficient 
not only in traditional computational and technical skills, 
but also in a new form of digital materialization which 
includes a critical understanding of constantly changing 
manufacturing processes [8]. 

3 Bricklaying experiment for Robotic 
Tectonic curriculum courses 

The pedagogical method is tested into an architectural 
curriculum with 135 undergraduate students, for each 
student, the complete participation of the overall process 
and questionnaires is required. Our experimental course 
is conducted in groups. The task of course is to build a 
columnar brick structure within the range of 
0.9m*0.9m*2m, using the standard bricks 
(200mm*100mm*50mm). The 6-axis KUKA KR30HA 
robot is applied in this experiment. The robotic arm 
vertical range of activity is from +35° to -135° with a 
large turning range of 185 ̊ in both directions. 

3.1 Pedagogical purpose for bricklaying 
experiment 

The purpose of this course setting is to let students to 
fully experience the entire robotic tectonic process to 
systematic understand: 

• The theoretical concepts and workflows of
“Robotic Tectonic” from design to construction.

• The “Robotic Tectonic” is a combination of
Interaction between material and construction, clear
and logic structure, and performative architecture.

• The current trends in architectural design and
construction technology.

• The modeling and programing techniques, as well
as the basic robot working logic and operation skills.

3.2 Experimental content 
The four stages of the workflow contents virous 

works of different levels of interaction, such as 
information interaction between parametric design and 
virtual simulation, the parametric design provide 
geometry generation, program definition, etc. to the 
virtual simulation process, and get feedbacks as multi-
data information, visual configuration, etc. to change 
design decisions. All these contents are opened reachable 
for students to experiment with, the whole workflow of 
experiment contents is illustrated on figure 3. 

Figure 3. experiment content of Robotic Tectonics 
workflow 

3.3 Bricklaying experiment 
3.3.1 Concept and overlapping logic 

The priority of a brick structure is to design the 
overlapping bricks pattern. By deconstructing 
conventional brick masonry structures, students can learn 

• 
• 
• 
• 
•

                 

• 
• 
• 
• 
•

• 
• 
• 
• 
•
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•
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the brick overlap logic and its mechanical behaviour, 
then try to break through the inherent impression of the 
physical properties of the material itself and further 
expand the possibilities of the material in design. With 
the help of digital modelling technology, datum points of 
curved shapes are generated in Rhino software. After that, 
a reasonable curve shape is obtained through the 
algorithm and a curved surface is generated to obtain a 
basic shape. Then import this basic surface into the 
parameterized software grasshopper to analyse and 
arrange the bricks, further optimize the interaction 
between bricks and bricks by adding functional mapping, 
object interference and other methods to generate new 
overlapping logic of the brick structure. 

3.3.2 Parametric design for brick structure 

The priority of a brick structure design is the 
overlapping form between bricks. By extracting the logic 
of brick overlap from the traditional brick structure 
masonry form, and then by adding function mapping, 
object interference and other methods to change the 
interactive relationship between bricks to explore a new 
spatial logic for the parametric design of brick structure. 

Figure 4. Parametric Design process 

3.3.3 Multi-data simulation for brick assembly 

The sequences of picking up each brick, reposition it, 
gluing at certain area on it, locate into a precise spot, and 
configure the overall processes for the whole structure’s 
building sequence, are fully considered in this stage. 
(figure 5) Therefore, not only design factors, but also 
procedure factor, material information, robot operation 
data, signals, etc. are all integrated and simulated here. 

Figure 5. Process of multi-data virtual simulation 

3.3.4 Robotics application for bricklaying 

Robotics technology of gripper tools, sensing devices, 
plc components are applied to form a complete end-
effector and building environment for the bricklaying. 

Figure 6. End-effector of robotics application for 
bricklaying experiment 

3.3.5 Robotic bricklaying practice 

After setting up the parametric design, multi-data 
simulation, and robotics application procedures, the final 
building experiment could be operated (figure 7). During 
this physical building process, feedbacks could also 
directly deliver to the previous stages, and manipulate 
accordingly to the current building situation. 

Figure 7. Physical building process 
Visual programming of data Simulation (partial content) 
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3.4 Experiments results 
During the courses, 8 groups of bricklaying 

experiments are completed, students participate all 
processes from parametric design to robotic construction. 
For each stage of the Robotic Tectonics workflow, 
students have fully experienced through building 
experiments. Each group of bricklaying project explored 
virous configurations of robotic bricklaying tectonic, the 
experiments achievements are fruitful. (figure 8) 

Figure 8. Experiments achievements for courses 

4 Teaching questionnaire survey and 
analysis 

To explore the students’ perceptions of the proposed 
pedagogical approach of robotic tectonics and obtain 
their feedback on teaching effectiveness, we conducted a 
questionnaire survey of 135 students in the third grade of 
architecture major who participated in our course. 
According to the survey, all students' existing relevant 
knowledge and skill experience of "Robotic Tectonics" 
has little difference before attending the course. That 

indicates the feedback information of the questionnaire, 
which could not be affected by the factor of personal 
experience, is valid and reliable. 

4.1 Comparative analysis between before and 
after attending the course 

The comparative analysis of the results of the 
questionnaire before and after the course shows in Table 
1 that the students have obvious views on the impact of 
the "Robotic Tectonics" in the AEC industry, the position 
in the future architectural design and the necessity as the 
content of the architectural design course. Among them, 
the proportion of students who believe that “Robotic 
Tectonics has a great positive influence or plays a 
dominant approach” has increased from 24.44%, 45.19% 
(before attending the course) and 42.22% to 68.89%, 
75.56% and 54.81% (after attending the course). 
Similarly, the proportion of students who believe that 
“Robotic Tectonics has a revolutionary influence or plays 
an essential decisive approach” has increased from 
2.22%, 3.70% and 8.89% to 17.78%, 20.74% and 42.23%, 
respectively. Then, from the results of internal 
consistency analysis, the grand mean values of the above 
set of questions changed a lot from 2.44 to 3.20 and the 
values Cronbach's alpha increased from 0.442 to 0.791. 
It means that after experiencing the course learning, the 
students recognized with more uniform consistency. 
Most students’ opinions have changed from “Robotic 
Tectonics has a small influence or plays an auxiliary 
approach" to "that has a great positive influence or plays 
a dominant approach" on the relevant dimensions of 
industry, architectural design or professional curriculum. 

Table 1. Comparative analysis between before and after attending the course 

Before attending the course 
Questions 

Options 
Impact on future AEC 

industry 
Role in future 

architectural design 
Role in future architectural 

design courses 
1: No influence / An 
optional approach 7 (5.19%) 3 (2.22%) 2 (1.48%) 
2: Small influence / An 
auxiliary approach 92 (68.15%) 66 (48.89%) 64 (47.41%) 
3: Great positive influence / 
A dominant approach 33 (24.44%) 61 (45.19%) 57 (42.22%) 
4: Revolutionary influence 
/ A necessary approach 3 (2.22%) 5 (3.70%) 12 (8.89%) 

Summary of internal 
consistency 

Grand mean Cronbach's alpha Sig. 
2.44 0.442 0.000 

After attending the course 
Questions 

Options 
Impact on future AEC 

industry 
Role in future 

architectural design 
Role in future architectural 

design courses 
1: No influence / An 
optional approach 1 (0.74%) 1 (0.74%) 0 (0.00%) 
2: Small influence / An 
auxiliary approach 17 (12.59%) 4 (2.96%) 4 (2.96%) 
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3: Great positive influence / 
A dominant approach 93 (68.89%) 102 (75.56%) 74 (54.81%) 
4: Revolutionary influence 
/ A necessary approach 24 (17.78%) 28 (20.74%) 57 (42.23%) 

Summary of internal 
consistency 

Grand mean Cronbach's alpha Sig. 
3.198 0.791 0.000 

4.2 Improvement of students’ design capacity 
The analysis of multiple-choice question (Figure 9) 

finds that the majority of students of (132 people) 
indicated that the concept of robotic tectonics will 
continue affecting the architectural design. There are 90 
students who reported that their logical thinking 
improved through the simulation process. There are 86 
students considered “human-machine collaboration 
improves our efficiency”. 79 students thought that 
"robotic tectonics improve the quality of our construction 
work". 65 students think that their innovative ability 
improved by using the parametric design method. Few 
students (29 people) have the view of "It has a positive 
impact in other areas that are not clear", while only one 
student thought "it has no help."  

Figure 9. The questionnaire analysis of the 
improvement of students’ design capacity 

4.3 Open-ended responses 
The students’ open-ended responses to the survey 

questions overwhelmingly provided meaningful 
improved suggestions and personal reflections about the 
proposed course. Some specific comments include: 

“This is the first time I have manipulated a robot. It 
is highly professional and requires more systematic 
learning. I suggest adding related auxiliary courses.” 

“Compared with the previous manual construction 
model, the accuracy of the robot construction is 
particularly high, and it can save labor time.” 

“For me, it is a magical and surprising experience to 
compile the design into the program and then let the robot 
build it into the real thing. I hope to have more 
opportunities in the future.” 

“We young people in the contemporary age should 
actively learn and master this new knowledge and new 
technology and prepare for the future in advance.” 

5 Conclusion 
Applying the pedagogical method of robotic tectonics 

into architectural curriculum has significant efforts for 
the future participants in the AEC industry. It can be 
considered that the conventional architectural design 
concept is necessary, but it will allow students to form an 
inherent thinking, which has a negative effect on the 
acceptance of new technologies and concepts. 
Curriculum theory and practical education through 
reasonable process arrangements are effective for 
developing students' thinking and perceiving to adapt to 
the advanced architectural design concepts of the future 
era. The proposed pedagogical approach and its 
workflows are reasonable, which can make students fully 
understand the whole process from architectural design 
to construction through step-by-step teaching practices 
and effectively imparted advanced architectural design 
concepts. All analysis of the questionnaire results 
quantifies the beneficial effects of this course even are 
highly recognized and supported by students. The 
paradigm of architectural education is changing with the 
integration of emerging robotics technology. 

This study reveals a pedagogical approach for future 
architectural education towards interdisciplinary vision 
of future sustainable automated construction. All new 
technologies need widespread for fully acceptance and 
manipulation, where education always plays an 
important way. With the digitalization transforming of 
every field of our lives and societies, students as the 
future professional participates have somehow generated 
consciousness for creating brand new ideas of 
architectural design and construction methods, which 
could be read through the positive attitude towards future 
challenges, therefore, adapting to the trends of 
digitalization and interdisciplinary developing for 
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architecture, engineering and construction industry is 
crucial. Searching for the proper pedagogical methods for 
this changing paradigm are necessary, also, creative and 
attractive approaches for both students and other 
participates are indispensable, which always be the future 
works for our further research. 
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Abstract – 
Civil and Construction Engineering (CCE) is a 

discipline that seeks to engineer the physical world, 
yet students in classrooms are limited to studying 
and applying concepts predominantly on paper or 
computer screens. This paper proposes a framework 
for the use of augmented reality (AR) sandboxes to 
bring the vastness of the physical environment that 
characterizes the problem domains of civil and 
construction engineering and the students will 
eventually be working in, into the classroom. 
Because the surface of the sandbox can be intuitively 
fashioned to represent a scaled-down version of the 
wide range of terrain found in the physical world, 
this tool can demonstrate not just the application of 
classroom concepts, but even their development 
from first principles. A description of the AR 
Sandbox is provided along with the software 
architecture that is created to enable course delivery 
to meet the related learning objectives for earthwork 
planning. This paper presents learning CCE design 
and analysis concepts that are traditionally 
presented through diagrams to be delivered through 
an AR Sandbox. A framework for evaluating the 
effectiveness of this new mode of instruction is 
proposed which can inform guidelines on the 
implementation of novel visualization and 
interaction technologies in the CCE classroom. 
Implications of this work include use by earthwork 
construction teams and professional engineers where 
AR sandboxes can aid planning and managing large 
scale construction projects. 

Keywords – 
Augmented Reality; Sandbox; Heavy Civil; 

Construction Education; Mass Haul Diagram 

1 Introduction 
Civil and Construction Engineering (CCE) is a 

discipline that seeks to engineer and transform the 
physical world around us, yet students in classrooms are 

limited to studying and applying concepts 
predominantly on paper or computer screens. While the 
technology available in education have increased to 
many interactive media, CCE as well as many 
engineering disciplines are slow to implement new 
modes of learning into modern curricula [1]. The 
traditional modes and  media of instruction, e.g., paper 
and screens, create a disconnect between the concepts 
learned in class and their application in the field, e.g., 
spatial reasoning and broad concept understanding, 
which is usually bridged only after considerable work-
experience in industry. A similar disconnect exists 
between the designers and builders of civil 
infrastructure, who necessarily work in two different 
environments (the office vs. the field).  

This paper seeks to bring the vastness of the physical 
environment that students will be working in, into the 
classroom, with a tangible interface known as an 
augmented reality (AR) sandbox. The AR sandbox will 
serve as an interactive media through which civil 
infrastructure design and construction concepts will be 
demonstrated in the classroom. This platform will 
augment traditional learning tools such as CAD and 
spreadsheet programs by providing a much needed and 
appropriate kinesthetic aspect to student learning and 
engagement. This paper focuses on the development of 
the physical sandbox and software applications that 
enable the teaching of various CCE concepts through 
the AR sandbox. The methodology that will be used to 
evaluate the effectiveness of the sandbox as a media for 
education is also discussed in this paper. The concept of 
mass haul diagraming for earthwork planning and 
analysis is used as a case study to explore the use of the 
sandbox in civil and construction education.  

A literature review of existing implementations of 
AR sandboxes for education is first provided to set the 
context for this research, which is followed by a 
description of the hardware and software architecture 
necessary for the working of the sandbox. This is 
followed by a description of the experimental methods 
to evaluate the effectiveness of the sandbox for teaching 
and learning, followed by conclusions of the research.  

750

mailto:joseph.louis@oregonstate.edu
mailto:lather@unl.edu


37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

2 Literature Review 
A review of current literature in the field of mixed 

virtual reality and augmented reality sandboxes is 
provided to set the context for the research. Following 
that, a discussion of diverse learning styles is provided 
to highlight the need for incorporating spatial reasoning 
into the CCE curriculum, which is provided by the AR 
sandbox. This sets the stage for presenting the point of 
departure of this paper from the current state of CCE 
education and AR sandbox research. 

2.1 Augmented and Virtual Reality  
Within the commonly used Mixed Reality 

continuum (Fig. 1), there are two poles, the real world 
(reality) and the virtual world (virtual reality), where 
either can be augmented by the other [2]. The 
augmented reality (AR) is the part of the spectrum 
where virtual objects are augmented on reality. The 
augmented virtuality (AV) is the part of the spectrum 
where real objects are augmented on the virtual 
environment. In the AR Sandbox, both of these 
augmentations can occur, sometimes where the virtual 
representation of the sand is used to generate a virtual 
topographical map (AR) and sometimes where the sand 
is meant to augment the understanding of data through 
exploring how changes in the sand impact a simulation 
of roadway construction (AV), for example in a cut and 
fill diagram. These theoretical differences have 
implications for AR sandbox design and implementation 
in educational settings. Through understanding the types 
of tasks to be performed in the mixed reality sandbox 
environment, the software specifications for AR and AV 
tasks can be identified. These can aid identification of 
technology for investigation, design, and analysis tasks 
associated with spatial reasoning in the civil and 
construction engineering domain.  

 

 
Figure 1. Mixed Reality Continuum 

2.2 Augmented Reality Sandbox 
The augmented reality (AR) sandbox is a device 

consisting of a depth sensor, projects, and a physical 
box filled with sand. It was initially developed at UC 
Davis to enable a tangible means of manipulating and 
visualizing spatial data [3]. This device represents a 
novel application of AR wherein the virtual information 
is dependent on the physical shape of the real-world 

sand. Its primary applications thus far have been in 
providing students with an intuitive understanding of 
geographic concepts [4] such as topographic maps, and 
hydrology [5]. Apart from concepts in these fields, other 
educational and visualization experiences have been 
created in the areas of natural sciences [6], mathematics 
[7], and disaster response [8]. The common theme 
regarding all of the AR experiences implemented in an 
AR sandbox thus far has been the presence of a strong 
spatial component relating to vast areas of physical 
terrain. Furthermore, all of the above experiences only 
allow one primary means of interacting with the 
underlying model and visualization, through physically 
manipulating the sand. For the above applications, the 
primary concepts under study is the natural terrain, 
which is can be represented and interacted with 
adequately by the sand alone.  

However, civil and construction engineering 
concepts involve additional built infrastructure to be 
considered along with the surrounding terrain. 
Therefore, this paper builds upon the current capabilities 
of the AR sandbox interface to provide a more general 
platform for the sandbox that enables multiple modes of 
interactivity with the underlying terrain and physical 
infrastructure under consideration.  

2.3 Engineering Education for Diversity 
Many researchers have investigated how learning 

style impacts learning in the STEM fields [9], as well as 
gender differences in learning style for engineering 
students [10], suggesting that engineering education be 
approached with a mixed method approach to 
incorporate more Active, Sensing, Visual and Global 
components.  

In addition, spatial reasoning has been shown to be a 
key indicator of engineering education success 
especially for female engineering students [11]. New 
trends in VR and AR have added new tools for 
educators across engineering topics and grade levels 
[12], [13]. With a large number of new tools, the need 
for evaluation is expanding into understanding specific 
interactions, including human-computer interaction 
(HCI), team interaction, and conventional 
communication. Previous work has begun to develop 
metrics to aid researchers in understanding different 
factors associated with interactive media and teams [14]. 
Additional tools are needed to understand how both 
media and interaction play a role in the use of mixed 
reality in engineering education and how they can assist 
different learners to succeed in their engineering 
education. To aid research in this area, research is 
needed in a new method of incorporating spatial 
reasoning for engineering education, particularly in the 
area of civil and construction engineering, where spatial 
concepts are of critical importance.   
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It is anticipated that the use of the AR sandbox will 
provide the spatial component to learning that will 
enable core concepts in civil and construction 
engineering to be appeal to a more diverse audience.  

2.4 Point of Departure 
The point of departure of this paper from current 

work lies at the intersection of current state of the art in 
AR sandboxes and the need for enhanced means of 
incorporating spatial reasoning in engineering 
educations, especially for civil and construction 
engineering. Current implementations of the AR 
sandbox do not consider the interaction of built 
infrastructure with the terrain, and rather focus on the 
terrain itself, thereby limiting its application to areas of 
study relating to geology and hydrology. Therefore the 
overarching goal of this paper enhance the capabilities 
to the AR sandbox to enable users to create, visualize, 
and interact with digital representations of the built 
environment and infrastructure in addition to the 
physical terrain that is represented by the sand. Towards 
this end, the paper describes the development of the 
sandbox and a case study of developing an application 
for a specific construction engineering concept taught in 
the classroom. Furthermore, a discussion of the 
experimental method for evaluating the effectiveness of 
the sandbox for education is also provided.  

3 Development of AR Sandbox 
The AR sandbox used in this research was built from 
commonly available materials and implemented by the 
authors and a team of students at Oregon State 
University. This section describes the hardware and 
software architecture that comprises the AR sandbox.  

3.1 Hardware Design of AR Sandbox 
Figure 2 shows a schematic representation of the AR 

sandbox along with its three primary hardware 
components: depth sensor, projector, and computer 
terminal. As can be seen in the figure, the depth sensor 
and projector are mounted side-by-side on a metal 
bracket that extends over a box of sand. Both the depth 
sensor and the projector are connected to the computer 
terminal.  

For portability, the sandbox was mounted on a 
wheeled double shelf cart, wherein the sand was placed 
on the top shelf along with the computer terminal. Half 
inch (1.27 cm) thick clear acrylic board walls were 
affixed to the sides of the top shelf to accommodate the 
volume of sand. The picture of the finished sandbox is 
shown in Figure 3. 

 

 
Figure 2. Schematic diagram of AR sandbox  

 
Figure 3.  AR sandbox mounted on wheeled cart  

 
 
The role of the three primary components are the 

depth sensor, projector, and computer terminal, 
described below: 

3.1.1 Depth Sensor 

The depth sensor that was used is a Kinect Sensor by 
Microsoft. The Kinect is equipped with a 1280x960p 
full-color camera, and an infrared (IR) emitter and 
sensor along with an array of microphones and a tilt 
motor. For this project’s purposes, the Kinect’s IR 
sensor and emitter are primarily used and allow us to 
capture a depth image. This IR system offers a workable 
range of 0.8m to 3.5m from the target with a data 
precision of 1cm [15]. When choosing the Kinect, the 
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most important factors for considerations were the 
accuracy the sensor and the usability of its application 
programming interface (API). The Kinect is one of the 
most accurate depth sensors on the common market and 
the API created by Microsoft has been created 
specifically for developers to use when utilizing the 
sensor for their applications. 

3.1.2 Projector 

The projector that was used for this sandbox is an 
AAXA M5 Mini Portable Business Projector. This 
projector occupies of a volume of 1.5cm x 1.5cm x 
4.6cm (6in x 6in x 1.8in) and only weighs 0.86kg (1.9 
pounds), while offering a 1280x800p picture at 900 
lumens. Allowing for a screen up to 3.81m (150in), this 
projector allows for a very bright and clear image for its 
size. The most important factors of the projector are its 
size, weight, and brightness. Because of the way the 
projector is mounted above the box, a smaller and light 
projector was necessary to ensure its stability. With the 
majority of projectors at this size providing a brightness 
of 50-100 lumens, the 900 lumens make this projector 
highly suitable for its intended purpose. 

3.1.3 Computer Terminal 

To power the AR sandbox, a HP Z240 full tower 
desktop computer was used which had 16 GB of RAM, 
a 1TB spinning disk, and an Intel core i7 processor with 
a base speed of 4.2 GHz. Furthermore, a Nvidia GTX 
10XX series graphics card was implemented in the 
terminal to handle rendering. In regard to the computer 
terminal, it is necessary to use a full tower desktop since 
a majority of graphics cards are too big to fit in a small 
form factor machine. Using a Nvidia GTX graphics card 
provides the best results for rendering real time graphics 
at the lowest cost when compared to a similar 
workstation graphics card. A mouse and keyboard are 
connected to the computer terminal to enable additional 
interaction capabilities to the AR sandbox. The output 
of the terminal is projected on to the sandbox and thus 
there is no additional monitor that is provided with the 
sandbox, although one can be easily added for 
development and debugging purposes. 

3.2 Software Architecture of the AR Sandbox 
The software architecture of the AR sandbox was 

developed to provide future developers the opportunity 
to develop applications relating to core concepts in CCE 
that could be deployed through the AR sandbox 
interface without the need to interface with low-level 
details of the hardware components. Thus, the 
fundamental functionality that was enabled involved 
obtaining a depth image information from the depth 
sensor using Kinect’s API and storing that as a 
heightmap to provides heights on the sandbox at any 

given x and y location in the sensor region. Also, a 
geometry interpreter was implemented to convert 
heightmap data from the depth sensor into a three-
dimensional mesh. Apart from dealing with the depth 
sensor, calibration is required to ensure that the sensor 
and projector are correctly aligned with each other as 
well as with the surface of the sand. These settings 
include adjustments to the area exposed to the depth 
sensor and to the area covered by the projection. This 
module continually interacts with the user interface (UI) 
as it prompts the user with the setting to be adjusted and 
then stores these settings in the Calibration Settings. 

In order to ensure satisfactory graphical performance 
of the system, this architecture utilizes two pairs of 
vertex and fragment shaders written in the OpenGL 
Shader Language (GLSL). The first is responsible for 
coloring the terrain mesh in order to visually represent 
height information. The second is used to color road 
segments to represent cut and fill data. The visual 
appearance of these shaders will change depending on 
the current display mode. The rendering subsystem is 
handled by the Unity game engine and is accessed 
indirectly through shaders and Unity’s UI system. 

Finally, a basic application that is enabled to ensure 
that the system is working correctly is the display of 
real-time depth information. Display depth is used to 
visualize the height or altitude of an area. If a part of the 
sand is above a certain height, then it’s displayed using 
a shade of red. If the sand is below a certain height, then 
is displayed using a shade of blue. The intensity of the 
color depends on how far the height of the sand is from 
a predetermined height. A close up of this display of 
depth is shown in Figure 4 along with contour lines 
along sections of equal height. 

  

 
Figure 4.  Height map display with contour lines  

4 Case Study for Mass Haul Diagrams 
Mass haul diagrams are an analytical tool that is 

used in the planning of horizontal construction projects 
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like the building of roadways and trenching for 
pipelines [16]. Mass haul diagrams provide a 
visualization of the quantities of earth that need to be 
cut, filled, and moved, along the centerline of the 
horizontal project. This information is used by project 
managers to plan for earthmoving equipment fleets and 
enables them to determine the schedule and cost of the 
project. Traditional mass haul diagrams are taught to 
students using a spreadsheet interface which takes as 
input the elevation profile of the existing ground and 
proposed pavement and the cross sections of the 
roadway (or trench) to be built. The output of the 
analysis is a two-dimensional visualization of cut and 
fill volumes on the y-axis plotted against the distance 
along centerline on the x-axis. An example mass haul 
diagram is shown in Figure 5. 

As can be observed from the figure, the information 
in the mass haul diagram is not intuitive to grasp, 
especially given its similarity to the input elevation 
profiles. Another key aspect of the earthmoving that is 
missing in the current visualization is that it does not 
show indicate the three-dimensional nature of the 
volume of soil to be moved. Furthermore, there is no 
indication of the surrounding terrain as the information 
is only plotted along a one-dimensional centerline of the 
road. This can lead to potential misunderstanding of the 
entire concept.  

 

 
Figure 5.  Mass haul diagram for earthmoving  

These limitations of the traditional method of 
instruction of mass haul diagrams present a barrier to 
the understanding of the core concepts of the method, 
which essentially relate to the volumes of earth to be 
moved. Thus, an application was created upon the 
foundational AR sandbox software architecture 
described previously for visualizing an interactive mass 
haul diagram. This application could be run in two 
modes: Design and Cut & Fill modes. 

4.1.1 Design Mode 

In the design mode, the user designs the road 
segment location. The design mode is used to enable the 
user to create the shape of the roadway segment for 
mass haul analysis. Specifically, the user can design the 
horizontal and vertical alignment of the roadway using 
Bezier control points that provide smooth curves to the 
shape of the roadways segment. Figure 6 shows an 
example of the control points (represented as yellow 
squares) on the alignment of the roadway. This figure 
also shows the cut and fill representation which will be 
explained in the following subsection.  

 
Figure 6.  Control points on virtual roadway projected 

on the sandbox 

The user can edit the horizontal alignment of the 
road by using a mouse to select and move a specific 
control point. The user can change the vertical 
alignment of the roadway by selecting and moving a 
control point and pressing down on the shift key on the 
provided keyboard. The user can also add and delete 
control points using UI buttons that are available. 
Adding a control point enables the user to greater length 
and curvature to the road segment.  

4.1.2 Cut & Fill Mode 

Cut and Fill mode is used to visualize the volumes 
of material that must be added or removed in order to 
achieve the desired road path. This mode is the default 
mode and differs from the design mode only in terms of 
not showing the control points that determine the 
alignment of the roadway. The cut or fill of a road will 
be calculated by determining the height of a part of the 
sand where the road should be, then displaying a 
colored view of the road. As can be observed in Figure 
6, the cut and fill of soil that is required to bring the 
existing grade of the terrain to the proposed grade of the 
roadway is displayed visually along the roadway.  

Specifically, cut is represented in red and fill in blue. 
If the elevation of the terrain along the roadway of the 
proposed roadway, that portion is represented in black 
color. Apart from providing students with the spatial 

754



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

context of where the cut and fill areas on the roadway 
are, moving sand out of cut and into fill portions along 
the roadway enables them to obtain tactile sensory 
feedback in obtaining an understanding of the quantity 
of soil needed to be moved to build a roadway.  

Also, the effect of change in terrain on cut-fill 
sections of the roadway are represented immediately to 
due to the real-time nature of the depth sensor. This 
provides students with immediate visual feedback on 
the effect of physically moving soil from one part of the 
roadway to another. Quantities are also presented along 
with the visualization. 

4.2 Evaluation of Tasks in AR Sandbox 
There has not been a substantial amount of research 

on the effectiveness of learning using AR sandboxes for 
CCE. Most evaluation has been on the use of AR 
Sandboxes in understanding hydrology and topography 
concepts in Environmental Engineering, with mixed 
results [4], [17], [18]. The main findings from these 
studies have found that user experience was positive 
while statistical differences between learning pre- and 
post- task have been minimal [19]. Rigorous evaluation 
of user learning and experience are needed in a variety 
of task types to understand the value of AR Sandboxes 
in education. Since previous studies have focused on 
learning concepts, we propose expanding evaluation to 
include both unstructured and structured tasks to help 
understand the use of this technology in both broad 
understanding of CEE and learning spatial concepts. 

The two tasks of the AR Sandbox for CEE, design 
and cut & fill modes, represent the key tasks for 
evaluation. As mentioned earlier, spatial understanding 
has been identified as an indicator for engineering 
success [4], and this concept is especially important for 
people with a variety of cognitive styles. In order to 
understand the benefit of AR Sandboxes in CEE, we 
propose the collection of data across different task types 
(design and analysis type tasks), the collection of data 
on cognitive style, understanding of broad concepts 
through pre and post-tests, class performance, measures 
of user perception of the media interaction and potential 
team interaction during the activity, and comparison 
with traditional teaching and learning  methodologies. 
For evaluation of AR sandboxes in the CCE education 
to be valuable, many more studies are needed with 
enough sample size to produce enough power to have 
statistical evidence of the value of these systems. Value 
can be in many forms, including performance, future 
success, confidence in abilities as an engineer, and 
enjoyment in education. Additional valuable parameters 
are expected to arise as researchers evaluate more types 
of tasks beyond concept understanding, such as 
unstructured design tasks and cut and fill analysis tasks. 

5 Conclusions and Future Work 
There exists an inherent dichotomy between the 

education and practice of civil and construction 
engineering because the former necessarily happens 
inside the classroom while the latter is mostly 
performed out in the real and physical world. This 
disconnect is usually bridged only after the student has 
spent sufficient time out in the field and is struck by the 
inevitable, but much delayed “a-ha” moment - a 
congruence achieved when abstract concepts are finally 
placed within their rightful physical context. The AR 
sandbox, through its seamless blending of virtual 
content within a tangible interface, has immense 
potential to deliver concepts to students in an intuitive 
and engaging manner to assist in alleviating that 
disconnect. Because the surface of the sandbox can be 
intuitively fashioned to represent a scaled-down version 
of the wide range of terrain found in the physical world, 
this tool can demonstrate not just the application of 
classroom concepts, but even their development from 
first principles, through interaction with design and 
analysis tasks in earthwork planning. 

This project specifically provides an alternative 
means of teaching mass haul diagrams for earthwork 
planning. Whereas current lessons utilize static two-
dimensional profile and plan views of three-dimensional 
terrain and roadways, this tool enables students to use 
their own hands to both construct roadways and modify 
surrounding terrain. The tool then displays the results of 
the mass haul analysis directly on the physical roadway 
itself in real-time, to provide an intuitive, interactive, 
and ultimately effective learning experience for students. 
The following specific advancements in interactive 
learning are enabled by the tool. The use of actual sand 
in the sandbox is anticipated to increase student learning 
and retention of concepts such as bank, loose, and 
compacted volumes; and which volumes are to be used 
during quantity calculations. The provision of a physical 
terrain and roadway model combined with a 
dynamically updated mass haul diagram in this project 
can demonstrate the utility of abovementioned tools for 
earthwork volumes calculation. The sandbox will serve 
as a physical medium to aid students in interpreting the 
design drawings that are provided from an authentic 
real-world project. The real-time nature of the proposed 
tool will also enable students to experiment with the 
terrain to see how it changes the cost and schedule of 
the operation. The provision of a modifiable scale 
model of the terrain will enable the testing of different 
alternatives and scenarios at no expense to the students 
or instructors.  

While the effectiveness of the tools in imparting the 
lesson has not been evaluated yet, this paper details the 
experimental process that will be followed for 
assessment across a series of novel AR sandbox task 
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types: design and analysis tasks. The results of this 
assessment can inform educators on the utility of the 
sandbox and other such novel methods of teaching and 
guide their plan for implementation.  

Future work can also focus on integrating the 
presented approach of visualizing heavy civil operations 
with existing means of using virtual reality [20] and 
augmented reality [21] for visualizing simulated 
construction operations.  
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Abstract –  

This paper presents the learning outcomes of the 
Open InfraBIM and Construction Automation  
workshop in OuluZone motorsport Center, Finland, 
during October 2019. Totally of 45 students from the 
University of Oulu, the Oulu University of Applied 
Sciences, and the Oulu Vocational College were 
challenged to build the Speedway track by using the 
latest tools, such as real-time cloud service, work 
machines with automated 3D control systems, and 
drones. Furthermore, an autonomous excavator was 
demonstrated to the participants during the 
workshop. The students were divided into six groups. 
Each group had six different interesting tasks of a 
typical construction site guided by teachers and 
technology company experts. The idea was to practice 
real construction site work and problem solving. The 
feedback from the students, teachers and technology 
company experts were positive. The practical 
learning has found to be an excellent way to educate 
open infraBIM based automation and robotics. 
Keywords – 

Automation; Education; Infra Built 
Environmental Information Model (infraBIM); 
Robotics 

1 Introduction 
During last decade, Building Information Modelling 

(BIM) digitalized the entire construction sector from 
designing to the implementation and site logistic. Infra 
BIM is an acronym for Infra Built Environment 
Information Model, which includes the infrastructure 
information model and related structures and 
environment information [1]. According to Costin et al. 
[2] literature review, many publications have been 
published since 2002 to 2017 where BIM has studied 
various infrastructures related to the transport sector, 
such as bridges, roads, and mass transit. BIM has found 
to have unlimited potential for improving infrastructure, 
but there is still challenges interoperation and data 
exchange. 

In Finland, a lot of trial project works have been done 
to obtain general guidelines and requirements for 
infrastructure construction since 2010. Building SMART 
Finland has been published Common infraBIM 
requirements (YIV2015, now second edition YIV2019), 
together with the infraBIM Classification and 
information transferring format [3] that are 
recommended to use in projects. Instead in Norway, the 
use of BIM become mandatory in large public 
infrastructure projects in 2016 [4]. The German Ministry 
of Transport and Digital Infrastructure (BMVI) aims at 
establishing the mandatory usage of BIM from 2020 for 
all building projects in its range of authority. For this 
reason, many pilot projects have been made [5]. In 
Sweden, government has assigned in 2012 to the 
Transport Admiration the task to the implement of BIM 
throughout of the construction industry. [6] These types 
of infraBIM piloting, guidelines and exploitations 
experiences have also been reported in other countries, 
such as in Spain ROAD-BIM EU-project [7]. As the 
benefits of BIM in the infrastructure pilots, 
demonstrations and projects have been found to be 
significant, it is important to be aware of the need for 
infraBIM training and education both for professionals 
and for construction students. 

Currently, BIM education in higher education or 
technical training institutions has been reported 
providing globally in 17 countries, most in Architecture 
Engineering Construction (AEC) sector. In the report of 
NATSPEC 2019 [8], Infrastructure education has been 
provided only in Finland and Switzerland. History in 
Finnish infraBIM education was that technology 
companies involved in the infraBIM projects started to 
train employees in specific training content. Since 2014 
YIV2015 become one of the lecture topics in courses 
organized for example in Metropolia University of 
Applied Science, Tampere University of Applied Science 
and University of Oulu. Since 2015, machine operators 
have also been trained model-based workflow i.e. 
infraBIM. Specific infraBIM coordinators training 
courses, including lectures, learning tasks, e-learning and 
development task, has been given in university of applied 
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science level with a collaboration of construction 
industry started in 2020. [9] Tallinn University of 
Applied Sciences, Estonia, BIM for Infrastructure course 
has been developed more for active learning using 
Moodle for sharing,  assessments, and the forum of 
questions and answers. Students learn by watching, 
listening, reading and doing step-by-step materials. 
During the course a number of different software design, 
construction and visualization tools are utilized in 
teaching. [10] HSR University of Applied Science 
Rapperwill, Switzerland, offers the BIM basic education 
three-day course. The content of the lectures is e.g. 
Industry Foundation Classes (IFC) and openBIM, and 
virtual project room (Common Data Environment, CDE) 
[11] Politecnico di Torino, Italy, has presented their 
experiences to train professionals to be qualified as 
infraBIM Managers expert both in the building process 
and in the parametric digital modelling. During the 
lectures, individual internship, and the project work 
students learned that the procedures and processes can be 
work properly no matter the BIM platform or tool used, 
the importance of teamwork and the importance of 
openBIM by presenting previous projects. [12]  

In this paper, we present the findings and lessons 
learning from the practical workshop in Ouluzone 2019. 
The goal of the workshop was to challenge students to 
learn open infraBIM and automation by building 
Speedway track. For example, real-time cloud service, 
3D measuring machines, and drones were used as 
modern tools.    

2 Development of the Open infra BIM 
Workshop 

OuluZone workshops were kept in OuluZone, which  
is a motorsport center owned by the city of Oulu, Finland. 
OuluZone is located in a place called Arkala, which is 
around 35 km northeast from the city center of Oulu. One  
goal of OuluZone is to enlarge its activities and develop 
it as research, development, and education  centre. 
Currently many research activities have already going on 
related to drones, robotics, and autonomous excavators. 
In addition, different workshops have be done for 
infrastructure technology professionals. The 
collaboration education week is so called OuluZone – 
Open Infra BIM and Automation workshop. In the years 
2017 [13], 2018 [14], and 2019 workshops were 
concentrated on educating open infra BIM automation 
and robotics for students. The objective of the workshop 
is to provide the latest knowhow, challenges and the 
future needs in the open infraBIM based automation and 
robotics to the students. The other goals were to develop 
teaching and collaboration between organizations. The 
learning outcomes of OuluZone workshop have been to 
understand the conceptional and practical knowledge 

relating to infraBIM technologies, workflows and 
protocols in the infrastructure construction sites. Each 
year the teachers met several times to plan the content of 
the workshop. Depending on the year, the OuluZone 
workshop week has been contained 2-3 lecture days from 
teachers and technology company partners, 2-3 practical 
days in the OuluZone motor center, and finally 0,5-1 
feedback day. In the year 2019, the program for the 
OuluZone workshop week is presented in Table 1. 

Table 1. The program of the OuluZone – Open Infra 
BIM and Automation workshop week 44, 2019 (28.10.-

1.11.2019). 

Day Content Example of the topics 
1. Lectures by 

teachers and 
technology 
company 
experts  

 

Common InfraBIM 
Requirements 2019, Infra 
information modelling, 

foundations of cloud 
service system, and 

automation construction 
site. Questionnaire  

2. Lectures by 
teachers and 
technology 
company 
experts 

Typical work tasks in 
construction site such as 
foreman and designer. 
Occupational safety, 

MVR-form 
3. Practical 

training 
Tasks in Ouluzone motor 

center: training  
4. Practical 

training 
Tasks in Ouluzone motor 
center: problems solving. 
Construction site audit. 
 Autonomous excavator  

show 
5. Summary of the 

workshop 
Results from occupational 
safety, feedback collection 

from participants. 
Questionnaire 

 

2.1 Participants in OuluZone workshop 
The Finnish educational system consists of nine-year 

compulsory comprehensive school, three-year upper 
secondary education and four to five-year higher 
education. In OuluZone workshop, the participants came 
from secondary education provided by vocational college 
(Education consortium OSAO), and from higher 
education by the University of Oulu and the Oulu 
University of Applied Sciences (Oamk). The curriculum 
of these schools includes infrastructure construction and 
automation as one field of the study program. For a 
Masters’ Degree students of Technology there is a five- 
credit course called "Information modelling and 
automation building construction and maintenance", at 
the Department of Structures and the Construction 
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Technology Research Unit at the University of Oulu. For 
engineering students at the Oulu University of Applied 
Sciences (OAMK) there is a five- credit course entitled 
"Infra BIM modeling and building a construction project". 
The Oulu Vocational College (OSAO) provides three 
years teaching for construction machinery and lorry 
drivers as well as logistics instructors. Each workshop 
had the different number of the participants depending of 
the year.  In Table 2 is presented the number of 
participants from University of Oulu, Oamk, OSAO and 
industry in the year 2019. The others are presenting the 
visitors who were interested to follow and visiting the 
workshop. 

Table 2. The total number of participants was 82 from 
University of Oulu, Oulu University of Applied 

Sciences (Oamk), OSAO, and technology company 
organization as well as visitors. 

Organization Students Teachers Visitor 
University of Oulu 7 10 3 

Oamk 19 3  
OSAO 19 3  

Company  11 7 
Total  45 27 10 

Before Ouluzone workshop week, each school was 
preparing their students by different ways. The master’s 
degree students of the University of Oulu had lectures 
and trainings by teachers and visitor lectors from 
technology companies in the autumn 2019. In the lectures, 
students learn how to make a road plan over a measured 
terrain model using a Novapoint program. Trimble R10 
GNSS System was used to produce a terrain model. The 
measurement guide of Finnish Transport Infrastructure 
Agency Machine was followed during producing the 
terrain model [15]. Machine control model for each layer 
was made by using the 3D-win program. Machine control 
model is a continuous (3D) surface and/or line model 
needed for the automation control systems of machines 
[1]. Inframodel (IM) is Finnish national XML-based 
application specification which is based on the 
international LandXML schema [1]. In addition, the 
students visited to OSAO Haukipudas campus to learn 
the machine control system is working, and to test the 
excavator simulator (Tenstar) integrated Leica’s 3D 
machine control system.  

Oamk students are either engineering, builders or 
multiform level. Their lectures were already completed 
during spring 2019. The topics of the lectures were e.g. 
infrastructure in society, infrastructure project 
constructions and contracts, the cost planning of the 
infrastructure project in a project owners’ perspective, 
construction tasks and good practices ensuring the safety 
of the constructions projects, and finally general terms 
and conditions of the construction contract, i.e YSE 1998. 
After lectures, students had the training period in the 

construction site.  
The third-year students of OSAO practice their earth 

moving machinery such as excavator and loaders’ 
operator skills and how to actually use 3D-machine 
control systems first in simulators mention above and 
then in practice. In Ouluzone OSAO construction driver 
students were doing their skill tests. The institutes each 
measured their own students' learning outcomes using 
appropriate methods. 

2.2 Workshop tools during OuluZone  
During the OuluZone week, the students continued to 

build with a help of teachers and technology experts a 
new Speedway track and its cutting operation in real-
world conditions. The Speedway track geometry was 
designed first in 2D drawings and then in 3D model in 
open file formats (.dxf and Inframodel). The geometry 
was designed by using the 3D-Win program presented in 
Figure 1. The total length of the Speedway track is 437m 
in with the straight line of 65m. It was calculated that the 
cutting mass is 7848 m3, filling mass 7727 m3, and 
surplus mass 100 m3.  

 
Figure 1. Speedway track geometry designed by 
using 3D-Win program (Mitta Oy). 

The unmanned aerial vehicle (UAV) field 
measurements were carried out in August 2019.The 
Speedway track area was photographed using 
photometry technique to produce the digital surface 
model (Figure 2). First, the reference points were made 
by RTK-GNSS Base Station around 50 to 100 meters 
each other for the area to be photographed. The reference 
points are searched for in the 200 photos to get 
coordinates and the margin of error. Similar type of UAV 
measurements procedure than in Ouluzone were also 
done in sub-Arctic Mining Site [16]. In Figure 2 is 
presented the accurate georeferenced dense point cloud 
based on the targeted photos and reference points. Before 
workshop 2019, around 30-40% of Speedway track 
cutting was already made in previous workshops. The 
cutting operation in workshop 2019 was decided to 
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continue in the centre of the speedway track. 

 
Figure 2. UAV field measurements made in 
photometry technique to get Speedway track 
cutting situation in OuluZone motor center 
August 2019. 

The students were using the latest technology tools at 
Speedway track construction site. Infrakit cloud service 
(provided by Infrakit Group Oy) was used as the open 
infra BIM tool to monitor real-time the Speedway track 
building progress. Infrakit was selected as cloud service 
tool based on past experience of its easy of use, and that 
it can be combined with several devices from different 
manufactures [17]. In Figure 3 shows the Speedway 
project view in Infrakit cloud service. For example, 
during the project, the construction site can be monitored 
in real-time. The excavator operators are measured the 
values of the as build point every 20 meters. These as 
build points are used for the quality control of the 
dimensional accuracy of structures during work and for 
monitoring the progress of the work.  

 
Figure 3. Speedway project in Infrakit cloud 
service. The combination model is a combination 
of Speedway track geometry integrated the drone 
picture.  

To build the Speedway track, two excavators and 

wheel loader with the automatic Leica-3D control system, 
and two trucks and a dumper with Infrakit-android 
application were used, too. The other necessary 
equipment needed in Speedway-track construction site 
were RTK-GNSS- base station, three to four pieces’ 
reference points around the Speedway track. The 
coordinates of the reference points were measured using 
the static GNSS measuring method in ETRS-GK26 map 
coordinates and N2000 height system [18].  

2.3 Tasks in OuluZone 
 For the Ouluzone practical training, the students 

were divided into six teams. The number of students in 
the team was from 5 to 6. The same number of different 
tasks of a typical site organization were developed where 
students could practice practicing the work tasks 
involved. The teachers also organized various change and 
problem situations in the workshop, which students had 
to deal with in their various roles. The practical training 
tasks were: 

1. Road designer 
2. Speedway -project owner and surveyor 
3. Construction’ head manager 
4. BIM Coordinator 
5. Excavators, trucks, and wheel loader drivers 
6. Drone-monitoring 

Figure 4 shows the time schedule of for each teams 1 
to 6. In the Figure Z, numbers 1 to 6 presents task 
mention above. Both on Wednesday and Thursday at the 
Ouluzone motor center, the teams followed the same time 
schedule. 

 
Figure 4. The time Schedule of Wednesday and 
Thursday in OuluZone workshop for each team 1 
to 6. The number in colored area is the practical 
tasks: 1) road designer, 2) speedway project 
owner and surveyor, 3) construction’ head 
manager. 4) BIM foreman, 5) excavators, trucks, 
and wheel loader drivers, and 6) drone-monitoring. 

Occupational safety was monitored by using MVR-
form. MVR is used at civil engineering as a method of 
assessing working conditions and safety and for carrying 
out statutory weekly inspections. Throughout the 

760



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

workshop, the safety manager counseled students on if 
any problems or issues appeared. In addition, the students 
had the Infrakit app in their mobile phones and a 
possibility to use Infrakit-support during the workshop. 
Finally, the students had a possibility to follow the 
autonomous excavator [19] show provided by the 
University of Oulu. The tasks were located in Ouluzone 
in several different places e.g. judge tower and 
construction site.  

3 OuluZone workshop 
The Ouluzone workshop 2019 was contained 2 

lecture days, 2 practical days in OuluZone and finally the 
feedback and evaluation day. In this chapter, the results 
and discussion about the findings and lesson learned 
about this workshop is presented. 

3.1 Lectures 
The purpose of the lectures was to go through the 

various stages of the construction site from the planning 
to handling over the Speedway track to the project owner. 
Here is presented few examples of the content of the 
lectures. Teachers and experts from technology 
companies prepared their presentation with slides 
including videos and they explained many real-life 
examples in their presentations. First, it was explained to 
students the objectives, organization and general things 
related to the Ouluzone workshop week. During the 
lectures was mentioned, Finnish legislation and 
requirements of the road construction that must be taken 
into account. Cooperation forum BuildingSMART 
Finland and its work to disseminate information on 
infraBIM and to support those in the implementation was 
presented. In addition, the use of the right documents for 
example to safety and construction site technical quality 
requirements (based on InfraRYL) was presented  

An integral part of infra information modelling is 
various geographic dataset such as ground (level) model, 
and environmental information which can be visualised 
also in 3D models. Survey control is an essential element 
in the design and construction survey data. The using 
correct coordinates and high system is very important and 
using the correct unit of measure (meter).  

 Students learned the principles of road construction 
design and model-based quality assurance. The designer 
is responsible for the correctness of the initial or source 
data model. Therefore, it is important that all the term 
such as lines are defined correctly. The final planning 
model has gone many rounds from designer to the project 
owner to ensure quality. The importance of occupational 
safety issues was emphasized during the lectures before 
the practical training in Ouluzone. The principle of the 
MVR-form as a tool for following the safety was gone 
through.  

A simple Kahoot-play questionnaire was conducted 
to found what student was learned before the workshop. 
The questionnaire contained 10 questions and there were 
four answer options in each question. The result of 
Kahoot-play questionnaire is presented in Figure 5. 
Based on the correct answers, it can be said that the 
students had moderate starting knowledge for the 
workshop. 

Figure 5. The Kahoot-play questionnaire in the begin of 
the workshop. The number of answers were 28. The 

average degree was 4.25 by the standard deviation 1.85. 

3.2 Practical training in Ouluzone 
The goals of two day practical training in the 

Ouluzone workshop was to learn open infraBIM-based 
automation and robotics in practice and problem solving. 
The construction site of Speedway track contained 
human resources, digital models, machines and devices, 
materials and time. It was important that everybody 
knows their role and responsible to optimize the high 
quality result. The location of the base station was vital 
to achieve the best connection to all machines, 
automation systems and Infrakit cloud service. The 
learning tools during the tasks were slides, videos, real-
life examples, discussions, exercises and demonstrations. 
In each task, the main responsivities were discussed and 
how Infrakit cloud service was used. The learning 
outcomes of students for each practical task can be 
summarised as following: 

1. Road designer: Understanding about model-based 
road construction work accordance to design and 
modelling instructions. Describe the documentation 
procedure to ensure the compatibility of models and 
absence of conflicts. 

2. Speedway-project owner and surveyor: 
Understanding about decisions and purchase 
procedures for the preparation and implementation 
of the project. At each stage of the life cycle, the 
acceptance the final outcome into maintenance 
systems is compliant. 

761



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

3. Construction’ head manager: Describe the overall 
operations (e.g. scheduling, control, 
implementation, and quality assurance) of the 
model-based construction site responsibilities. 

4. BIM Coordinator: Describe how to use and apply 
up-to-date information management from the 
construction site such as ensuring the quantity 
calculations, a model-based quality assurance 
procedure, the survey control and preparation of 
digital handover material. 

5. Excavators, trucks, and wheel loader drivers: 
Understanding about the machine control 
equipment operation. Describe the model-based 
quality control procedure in accordance with as 
build surveys and mappings performance. 

6. Drone-monitoring: Understanding about the UAV 
field measurements procedure to receive the digital 
surface model, or to follow construction site 
progress. 

The second day at OuluZone was problem solving, 
and therefore construction site audit was arranged. There 
were two reasons: 1) the location of the construction site 
was suspected to be in a wrong place, and 2) the size of 
the rock found on the construction site. All the 
participants gathered at the construction site to evaluate 
and solve the situation.  

During the Ouluzone practical days the students were 
requested to monitor both the positive and negative 
things at the construction site by using MVR-form. The 
MVR- form included considerations such as working and 
machine operation, equipment, electricity and lighting, 
protection and safety areas, driveways and traffic routes, 
and ordering and storage.  

One possibility for future construction sites is 
autonomous machinery for example dangerous 
environments. All the Ouluzone workshop participants 
were demonstrated, how the automated control of the 
movements of the excavator (the Smart Bobcat E85 
Excavator 6) is working.  

3.3 Final day of the workshop week 
The final day of the workshop was for receiving the 

feedback survey both from students and from teachers. 
The questions were about the successes and development 
ideas. In addition, the best practical test was evaluated. 
The participants mentioned time scheduling and getting 
industry partners as teachers involved as positive things 
during the OuluZone week. Each group presented their 
MVR-findings. It was interesting to notice that if the 
group had any construction site experience, the findings 
were more accurate. In addition, the debate on the 
importance of occupational safety was lively. 

One of the development ideas was MVR-form as a 
new practical task was desired, since the discussions with 

the expert give the new off reinforces perspective. The 
construction site audit was surprise to students and 
therefore the problem-solving situation went unclear for 
some. Thus, the instructions at the beginning of the week 
should be more exact. This means that there could be 
even more communication between teachers before 
workshop week. The best practical tasks were evaluated 
to be the drone and designer, since teachers were 
prepared their materials properly.      

Finally, Kahoot-play questionnaire was conducted to 
found what student was learned during the workshop. 
The questionnaire contained 10 questions and there were 
four answer options  in each question. The results of 
Kahoot-play questionnaire are presented in Figure 6, in 
where can be seen that the participants received more 
correct answers than on Monday Kahoot-play. Therefore, 
it can be said that the students had good knowledge after 
the workshop. 

 
Figure 6. Tue Kahoot-play questionnaire in the 
final day of the OuluZone workshop. The number 
of answers were 26. The average degree was 7.31 
by the standard deviation 2.32. 

4 Summary 
The results and findings from the education 

collaboration workshop week between the University of 
Oulu, the Oulu University of Applied Sciences (OAMK), 
and Oulu Vocational College (OSAO) is reported. The 
goal of the workshop week was to educate Open 
InfraBIM and construction Automation and robotics to 
students. During the week students learned from lectures 
and practical training in OuluZone motor center what are 
the typical tasks of the responsible person in the 
constructions site and how they are using modern tools 
such as automation and cloud service (Infrakit). Practical 
learning was found to be motivating way to educate 
students. Technology companies reported that they have 
received new ideas from the Ouluzone workshop for 
further product and application development. Based on 
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good learning experience and the feedback from the 
participants, the development of Ouluzone workshop will 
be continued. 
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Abstract – 
Considerable body of literature exits on 

automated site data acquisition for tracking and 
progress reporting of construction operations. While 
GPS-based solutions have been widely investigated in 
many studies for outdoor tracking of these operations, 
indoor tracking proved to be more challenging. This 
paper focuses on indoor material localization and 
investigates the use of two remote sensing (RS) 
technologies including ultra-wideband (UWB) and 
radio frequency identification device (RFID) in order 
to support automated tracking of indoor operations. 
The integrated use of these two technologies is 
proposed to benefit from the capabilities of each 
technology and to have a cost-effective and practical 
solution for location identification of the materials on 
site. The proposed methodology includes two steps. 
First, tracking of the items located above floor level 
such as plumbing and HVAC installations. This was 
performed using accurate identification and 3D-
location information generated by an UWB system. A 
set of experiments were carried out using various 
filters to improve the localization information. The 
results indicate that an increase in range distance 
between UWB tags and receivers increases the mean 
ranging error from around 20 centimeters to over 50 
centimeters. In the second step, an UWB tag is 
attached to a hand-held RFID reader and accordingly 
the accurate location of that reader is stored. Then, by 
using algorithms such as boundary condition 
trilateration (BConTri) and received signal strength 
(RSS), the objects that are labelled by RFID tags are 
localized. Accordingly, this integrated configuration 
of the sensors eliminates the need for using a large 
number of RFID reference tags onsite for indoor 
material localization. The data fusion embedded in 
the proposed configuration is expected to enhance 
automated progress reporting. Besides, it is likely to 
enable identification and measurement of deviations 
from as-planned models in a timely manner. The 
experimental data captured in the lab will be analyzed 

and presented, highlighting the advantages of the 
proposed method.  

Keywords – 
Automated progress tracking; RFID system; 

UWB system; Data fusion  

1 Introduction 
Progress reporting is a critical part of the project 

control in which a large amount of as-built information 
related to a variety of tasks onsite are provided. However, 
it is not a simple task due to challenges associated with 
data acquisition and handling a large amount of 
information for a variety of functions such as scheduling, 
construction methods, and cost management. Object 
tracking is an important part of a progress reporting 
system in which the identification and localization 
information of the various objects onsite are needed.  

The literature reveals a wide range of studies for 
identification and localization of the objects, as the main 
parameters of a tracking system. These two types of 
information can enable us to track an activity in a desired 
time span. Tracking materials and accessing onsite 
information can be challenging due to dynamic nature of 
onsite operations including material delivery and 
utilization. In fact, material management was identified 
as one of the areas that has a great potential for 
improvement on sites [1].  

Many researchers have proposed the application of 
various Remote Sensing (RS) technologies such as GPS, 
Radio Frequency Identification Device (RFID) and 
Ultra-wideband (UWB) in tracking of various objects 
onsite [2]. However, applications associated with outdoor 
tracking of the materials are mostly based on GPS-based 
technologies [3-9]. But, this technology is not suited for 
indoor environment. Besides, due to a wide range of 
materials and structural objects in an indoor environment, 
there is a need for a system in which a large number of 
items can be tracked efficiently.  

RFID technology has been used in this respect with 
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great capability in automatic identification and tracking 
of tagged objects onsite. It is applicable for both built 
facilities and during construction due to its non-line-of-
sight capability, wireless communication and on-board 
data storage capacities [10]. Besides identification 
capability, RFID technology is also used for localization 
of the tagged objects onsite. There are three main 
methods to localize an object using RFID sensors 
including triangulation, proximity, and scene analysis. 
Range-based localization is usually based on trilateration 
and triangulation techniques in which the received signal 
strength index (RSSI), phase-based indicator and time-
of-arrival (TOA) are used to measure the range distance 
from a tagged object. Proximity technique is based on 
using some reference points with known locations in 
order to investigate whether a tagged object is close to 
those reference points or no. Scene analysis uses some 
algorithms (e.g. k-nearest-neighbor (KNN) or 
probabilistic methods) to localize tagged objects based 
on the similarity of received signal with a prior location 
fingerprints collected from the environment. In the range-
based techniques mentioned above, the distance value 
between a hand-held RFID reader and a tagged object can 
be measured by converting the RSSI to an experimental 
range value. Having said that, these received signal 
strength (RSS) values are unreliable since they are highly 
dependent on various factors in different environments. 
However, proximity and scene analysis techniques are 
not based on the range value between tag-reader, but they 
still rely on RSS value for localization which makes the 
localization not reliable enough. Besides, they face 
additional barriers in terms of system configuration with 
extra cost and deployment, computing complexity and 
calibration difficulties [1]. In [1], application of the RFID 
technology for indoor location identification of the 
materials was investigated. However, the individual use 
of RFID sensors faces some difficulties since a high 
density of reference tags are needed [1,11].  

UWB technology is a Real-time Location System 
(RTLS) which has a performance almost similar to an 
active RFID system, however, it uses very narrow pulses 
of radio frequency energy which are occupied in a wide 
bandwidth for communication between tags and 
receivers. Various types of UWB sensors use different 
positioning techniques for localization, including: time of 
arrival (ToA) or time of flight, angle of arrival (AoA), 
time difference of arrival (TDoA), and received signal 
strength (RSS). AoA has some advantages over TDoA as 
it does not require synchronization of the sensors nor an 
accurate timing reference. While TDoA is less sensitive 
to changes in setup calibration, it still requires more 
cabling to have an accurate timing reference. Several 
researchers have investigated the possibility of using this 
technology for location identification of objects to track 
construction operations. Most of their efforts were 

focused on evaluating real-time tracking of workers, 
equipment and materials in indoor and outdoor 
environments [2,12-15]. Besides, some studies have 
investigated the effect of the UWB sensors geometry, 
employment of some filters (e.g. Kalman Filter, particle 
filters and etc.) and the possibility of using static 
reference tags in order to enhance the localization 
accuracy of these sensors [12-13,16-21].Studies have 
been conducted on integrated use of the RS technologies 
to overcome their individual limitations in order to 
achieve a more reliable and economical system in which 
a large number of objects can be tracked and localized. 
Examples of these integrated systems for outdoor 
tracking of objects include systems in which a RTLS 
such as GPS is integrated with Barcode and RFID to 
benefit the positioning and identification capability of 
these two technologies. In [22], a low-cost integrated 
system of GPS-Barcode was designed for tracking of 
materials on a storage yard. Furthermore, an integrated 
use of GPS with RFID technologies could provide better 
performance for tracking of the resources onsite [2,3,23-
25].  For instance, in [23], a system consists of spatially 
distributed mobile RFID readers equipped with GPS 
technology was used to track a set of mobile RFID tags. 
Besides, boundary constraints were introduced to 
facilitate RFID-based localization applications to 
overcome the challenge associated with unknown tag-
reader distance. 

Applications of indoor location identification of 
objects in construction industry include the real-time 
progress reporting, safety, materials management, and 
productivity analysis [26]. This paper aims to introduce a 
new technique in which an integrated use of the UWB 
and RFID technologies helps to efficiently track the 
materials in an indoor environment. Besides, a large 
number of objects are localized in a more economical 
way which can enable us to recognize and measure 
deviations from planned models by having both time and 
location of the available objects associated with each 
activity. This can result in a more enhanced and timely 
progress reporting onsite, which is essential for an 
accurate earned value analysis (EVA) and project 
estimating. 

2 Experimental Performance of the UWB 
System 

In a set of experiments in the Construction 
Automation Lab. (CAL) in Concordia University, 
performance of the Trek1000 UWB Evaluation Kit 
which is an off-the-shelve product is investigated. These 
sensors utilizes an atomic timer embedded in their PCB 
board that provides a high positioning accuracy in the 
range of a few decimeter. This product is almost eight 
times less expensive than the available commercialized 
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sensors, however, it is still not a final product with a 
protected enclosure.  

The initial setup of the experiment includes a system 
of four receivers and one tag. The data rate of this setup 
is fixed on 110 kb/s and in Channel 2. This is the standard 
setting defined by the manufacturer for maximum range 
measurements. For calibration and measuring the 
accuracy of this system, a grid on the floor with tiles in 
size of 90 cm × 90 cm was marked in order to define the 
65 ground-truth test points which covers both Line-of-
Sight (LOS) and None-Line-of-Sight (NLOS) scenarios. 
The anchors were put at height of 1.65 m except one of 
them at the height of 2.15 m, and a moving tag at height 
of 1.35 m. The experimentation consists of moving one 
mobile node to 65 different ground-truth locations. For 
each tie point, a time interval of 30 seconds was 
considered, so each tests lasted 32.5 minutes (i.e. 65X30 
s=1950 s). However, 10 seconds before and after each 
displacement was rejected in order to guarantee a good 
ground-truth data. Figure 1 shows the good performance 
of this system. As we expected, all data points are above 
diagonal line which indicates the positive aspect of error 
due to the NLOS dispersion since there should never be 
range measurements shorter than the real straight path.  

2.1 Range Measurement Accuracy of the 
UWB System 

Range measurement is important since the location of 
the tagged objects are achieved based on their values. 
One way to improve ranging measurement is to remove 
the clearer outlier measurements from our estimation. A 
comparison of the methods to mitigate localization error 
associated with NLOS situation and the situations in 
which they can be employed are discussed in reference 
[26]. For the case of this research, there are technically 
two groups of objects which need to be tracked and 
localized by the UWB system. The first group is 
stationary objects which are tagged by UWB sensors. 
The second one is a moving RFID reader. For the first 
application, since the objects are stationary (or semi-
stationary such as plumbing and mechanical facilities) a 
tailed UWB-ranging measurement model is used which 
is fitted to a histogram of the ranges error in NLOS 
situation (Figure 2). For simplicity, the same particle 
filter was used for the moving RFID reader. 

In this experiment, first any outlier reading ranges in 
NLOS situation with the error value more than 0.8 m are 
removed from the initial data. Then, the testing ranges are 
split into three intervals with step of five meter (0-5,5-
10,10-15). Finally, the remained reading ranges in middle 
of 10-second out of 30-second stop in each tie point are 
averaged to calculate the tag’s location in each time step. 
Figure 3 illustrates the mean range error and standard 
deviation for each ranging interval with and without 
omitting initial outliers. 

 
Figure 1. Real versus measured ranges. 

 
Figure 2. Error histogram in NLOS. 

 
Figure 3. Mean and SD error values with outliers 
(left) and without outliers (right). 

2.2 Localization Accuracy of the UWB system 
In this research experiment the 3D location of the 

critical elements in elevation are tracked by UWB tags 
attached to these elements such as installations and 
critical spools in plumbing system. Besides, it is possible 
to localize and track the items which are tagged by RFID 
tags. For that, the real-time location of the hand-held 
RFID reader is acquired by the UWB tag attached to it 
(section 3.1). 

From various techniques to mitigate the localization 
error [16,26], for tracking stationary (or semi-stationary) 
objects tagged by UWB sensors, a tailed UWB ranging 
measurement model is fitted to the experimental 
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measurements presented in the last section. In fact, this 
model combines a Gaussian distribution (for the LOS 
measurements), a Gamma distribution (for the NLOS 
cases) and a constant value to cope with additional 
uncertainty and spurious measurements. By creating a 
measurement model using the error histogram in NLOS 
situation (Figure 2), it is possible to alleviate in-excess 
range measurements. Then, a particle filter with three 
states (i.e. X, Y and Z) is used to change the weight of 
each particle. Finally, the location of the moving object 
is obtained by computing the weighted mean location of 
all particles [16]. 

3 Proposed Methodology 
There are various techniques for localization of the 

objects by using a RFID system. Since in this experiment 
a roving RFID reader (s) with known location is used, the 
application of a range-based technique is investigated to 
localize stationary tagged objects. Here an integrated 
system of both RFID and UWB sensors is designed. In 
fact, it is not economically practical to use only UWB 
tags for tracking objects onsite. While, the reasonable 
price for RFID tags make them a good choice for object 
identification and localization. However, the calibration 
of the system in this approach is problematic since the 
RSSI varies over time and it is highly dependent on the 
site environment. Plus, there is no direct relationship 
between this RSS value and a conventional ranging 
formula which results in low positioning accuracy [27].  

In another approach, the tagged objects are localized 
by using a boundary condition-based algorithm in which 
the maximum reading range of a hand-held RFID reader 
helps to localize those objects which can satisfy the 
condition of appear in-out in that range limit [24,28]. 

Using only RFID tags for localization of the objects 
in an indoor environment needs to employ a large number 
of RFID reference tags [23]. Saying that, for outdoor 
tracking of materials, an integrated system of RFID and 
GPS-based sensors was proposed in previous literatures 
which eliminated the need for reference tags [23,25]. It 
was basically based on finding the location of the RFID 
reader (s) by a GPS receiver and then finding the tags 
location through trilateration technique. Unfortunately, 
in an indoor environment the performance of the GPS 
sensors are highly degraded since they need a direct 
access to the sky to receive signals from satellites. In this 
way, the UWB system can be replaced with GPS system 
to localize RFID reader in each time span. 

3.1 Integrated UWB and RFID Technologies  
An integrated system of the UWB and RFID sensors 

helps to benefit from positioning capability of UWB 
sensors for localization of RFID reader (s) in an indoor 
environment. In fact, by knowing the location of the 

RFID reader (s), it would be possible to localize RFID 
tags by using a Boundary-condition Trilateration 
(BConTri) algorithm or a received -based technique. In 
the boundary condition-based algorithm, a tag location is 
measured by solving three (four) lateration equations 
(Equation 1) in which the intersection of three circles 
(four spheres) for 2D (3D) localization is needed. While, 
the RSS-based algorithms estimate the tag location as an 
average weighted over received RSSI of the three (four) 
corresponding reader locations under the boundary 
condition (Equation 2) [23]. 

(𝑥 − 𝑋𝑖,𝑡)2 + (𝑦 − 𝑌𝑖,𝑡)2 = 𝑟2 (1) 

 (x,y) = [
∑ 𝑋𝑖,𝑡∗ 𝑟𝑠𝑖

2
𝑖=0

∑ 𝑟𝑠𝑖
2
𝑖=0

+  
∑ 𝑌𝑖,𝑡∗ 𝑟𝑠𝑖

2
𝑖=0

∑ 𝑟𝑠𝑖
2
𝑖=0

 ] (2) 

Where (x,y) are unknown target tag coordinates, 
(𝑋𝑖,𝑡 , 𝑌𝑖,𝑡) are the RFID reader location at time t which are 
measured by UWB sensor (i=0, 1, 2 for three different 
RFID reader locations), r is the range distance between 
tag and reader and 𝑟𝑠𝑖  is received signal strength 
indicator of reader i.  

In BConTri technique, the initial value for r is set to 
the nominal range value of the RFID device ( 𝑟0) . 
However, this value needs to be corrected until achieving 
an acceptable area of intersection between three circles 
for 2D localization. In this way, an even virtual 
distribution of points in all three circles is considered. If 
there is no common intersection area between these 
circles (number of the virtual points are less than a 
defined value), then this radius should be increased. In 
contrary, if the intersection area is more than a defined 
value, the radius should be decreased. Finally, the 
estimated location for each tag is calculated by averaging 
the points available in the intersection area. 

It is worth mentioning that since here the tagged 
objects are static, a few number of readers would be fine 
for location identification of the items. However, in case 
of tracking moving objects, a large number of RFID 
readers would be required. To localize a tag, a set of 
acceptable boundary reader points (BRPs) should be 
identified. Around 10 points would be enough for an 
experimental assessment to localize a tag. Then, three 
(four) out of ten points are selected to solve the 
trilateration equations for 2D (3D) localization. Since 
selection of these three (four) points combination can 
affect the location accuracy, the combination with the 
highest value of dilution of precision (DoP) is preferred. 
In fact, in a GPS system the localization accuracy will 
increase when visible satellites are far apart which results 
in a higher DoP and geometry is stronger. Saying that, 
unlike GPS system, RFID system is not working based 
on clock offset (using the time difference to measure 
distance). In this way, a new approach to consider the 
effect of the RFID reader locations on the localization 
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accuracy is needed. In fact, besides measuring the 
accuracy of the system to localize the RFID tag (s), a 
calibration model for distribution of the RFID reader (s) 
is also needed. Similar to the DOP factor in GPS system, 
this model can enable us to measure the variance for 
various three (four) combination of the BRPs. Each of 
these variances are corresponding to an average error 
value in localization of the tag. In this way, each 
combination of the BRPs is equivalent to a specific 
accuracy in measurement which can be used as a standard 
for selection of the reader (s) distribution. 

3.2 Schematic Design of the RFID and UWB 
Data Fusion Model 

Below shows a schematic diagram of the 
methodology to integrate the UWB and RFID systems in 
order to achieve a more practical and cost effective 
technique for indoor location identification of the 
materials onsite (Figure 4). This information can be used 
for automated progress reporting and a more timely 
earned value analysis.  

The first part of the tracking system is based on using 
UWB tags to track objects above floor level. For this type 
of objects, the UWB tags are used to provide 3D 
identification-location information of the objects. 
However, due to high cost of UWB tags it would not be 
reasonable to tag all objects for tracking each activity. 
This issue can be addressed by tagging critical objects to 
track critical activities.  

 
Figure 4. Conceptual overview of the location 
identification material tracking system. 

In the second part of the tracking system, the 
integrated use of RFID and UWB systems is proposed to 
track a larger number of objects but in a cost effective 
manner. In fact, by attaching an UWB tag to the hand-
haled RFID reader (s), it would be possible to localize the 
RFID reader by using the data acquired by the UWB 
system. By knowing location of the mobile RFID reader 
(s) and using a localization technique (e.g. BConTri or 
RSS-based technique), it is possible to localize objects 
with the attached RFID tags. As mentioned, system 
calibration should be conducted before tags localization. 
In the following subsections, after a brief review on some 
protocols for data acquisition, the calibration and 
localization modules are elaborated. 

3.2.1 Data Acquisition protocol 

The data acquired by integrated RFID-UWB sensors 
should be time-stamped. Saying that, the UWB system 
have a timer with ms accuracy, while the timer accuracy 
for RFID system is in second. 

a) Data acquisition for system calibration: to achieve 
the path-loss model required for the RSS-based range 
measurement, the RSSI received from 10 RFID reference 
tags on the ground are recorded.  Since the exact position 
of all the tie points and the 10 reference tags are known, 
it would be possible to measure the range distance 
between the reader and each reference tag. The RFID 
reference tags are located at the height of 1 m, while the 
hand-held RFID reader output is set to 22 dbm (with an 
approximate reading range of 3.5m). Here we move 
forward on the 35 tie points (the same tie points for UWB 
system calibration) every 30 seconds. After deducing the 
first and last five seconds in each step, the data read by 
the RFID reader are analysed. In another scenario, the 
real-time location of the hand-held RFID reader is 
estimated by the UWB tag attached on it. In this way, 
there is no need to move on any tie-points, however, a 
time-step (such as one second) should be considered for 
matching RFID and UWB data. To enhance the accuracy 
of the UWB tag in localizing the RFID reader, we should 
ask the surveyor to stop moving when triggering the 
hand-held reader.  

b) Data acquisition for the RFID tags localization: in 
order to meet the condition required for localization 
based on the BConTri algorithm, some protocols for data 
acquisition need to be respected by the surveyor. In fact, 
an acceptable reading for a tag in this algorithm is based 
on a roving RFID reader moving to different directions 
in each time step. For that, we should ask the surveyor to 
not stop moving when pushing the trigger of the hand-
held RFID reader. Plus, for better performance of the 
hand-held reader, it is needed to put it in rest mode every 
minute in which the surveyor should stop moving. 
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3.2.2 Calibration Module 

To calibrate the system for localization of the tags by the 
hand-held RFID reader, first a set of acceptable readings 
for localization need to be selected. The acceptable 
reading data can be varied depending on the algorithm 
we use for localization. Here, both BConTri and RSS-
based algorithms are tested to evaluate the accuracy of 
each of them for localization. For instance, in BConTri 
algorithm the acceptable readings are those in which the 
event appear in-out happens for each tie point. For the 
RSS-based algorithms, on the other hand, there are some 
factors that may affect the accuracy of the localization 
measurements. This includes factors associated with the 
RFID devices such as operating frequency, the hand-held 
RFID device power and distance between the tag (s) and 
reader. The results of an experiment showed that if  the 
distance of the reference tags from each other is half of 
the device reading range (0.5RR) then a better detection 
rate is resulted [28]. The factors associated with indoor 
environment also influence the RSSI signal such as free 
space loss factor, multipath reflection, and interference 
effects [29]. As mentioned above, by putting some 
reference tags with known locations, it would be possible 
to evaluate the accuracy of the measurements. Figure 5 
illustrates the various steps for the system calibration. 

a) In BConTri-based technique: for this method, the 
combination of RFID reader locations with the highest 
value of Spatial Dilution (SD) is preferred in order to 
achieve better localization accuracy. Saying that, the SD 
value refers to the distribution of a number of objects in 
space and their geometric configuration, mostly used as 
an indicator of the locating accuracy for systems which 
are working based on the ToA and AoA positioning 
techniques. In fact, it is equivalent to the mathematical 
variance and DoP in GPS-based systems. In this case, for 
each combination the SD factor for hand-held RFID 
locations and the corresponding error in identified 
reference tags location are calculated. Then, the SD can 
be normalized into a ratio of the SD (RSD) by diving its 
value to the highest tag-reader distance to omit the effect 
of range distance in estimation. The details of the 
mathematical calculations are provided in [25]. 

After repeating the steps above for all possible 
combinations of the RFID locations geometry, a linear 
regression is assigned to the points achieved in a graph in 
which the error value (m) and RSD are the variables in 
vertical and horizontal axis respectively. This graph can 
be used as a standard for standard value of DoP and the 
corresponding accuracy. The standard value is used as a 
threshold for selection of the data in localization of other 
tagged objects. In fact, only the RFID reader location 
combinations with SD value more than the standard SD 
value are accepted.  

 
Figure 5. System calibration diagram. 

b) In RSS-based technique: to use this technique for 
tags localization, a path-loss model is needed. In fact, 
based on the RSSI recorded for each reference tag and 
the corresponding distance range value (DRV), the model 
would be achieved (Equation 3). Then, by knowing the 
location of the RFID reader recorded by UWB sensor 
attached, the location of the each RFID tag is calculated 
by solving three distance equations (Equation 4). 

DRV = - 0.5617 RSSI - 39.9337 (3) 

DRV = [(xr_uwb −  xi)
2  +  (yruwb

− yi)
2]1/2 (4) 

In which (𝑥𝑟_𝑢𝑤𝑏,𝑦𝑟_𝑢𝑤𝑏) are the location of the hand-
held RFID reader (s) which are acquired by UWB device 
attached to it. And (𝑥𝑖 ,𝑦𝑖 ) are the coordinates of the 
identified RFID reference tags with known locations. For 
each identified tag, an average of the RSSI values and the 
calculated range value are recorded. 
The result of the system calibration to achieve the path-
loss model is shown in Figure 6. It depicts the RSSI 
versus the distance between the reference tags and the 
reader in each tie point. In fact, the average of the RSSI 
for each tag identified in each tie point is calculated. Then, 
for assigning a regression model to the data acquired, the 
data are again averaged for every 5 cm increments. 
Details of the best regression model and their accuracy 
can be found in [26].  
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Figure 6. RFID system path-loss model. 

3.2.3 Localization Module 

After conducting the calibration, it is time to localize 
the tags location by using the standard spatial dilution 
(𝑆𝐷𝑠𝑡) or the path-loss model to localize tags in BconTri 
and RSS-based techniques respectively. 

a) Localization through BConTri technique: to 
localize a tagged object, the location data achieved from 
the selected combinations of SD (SD> 𝑆𝐷𝑠𝑡) for each 
identified tagged object are averaged. 

b) Localization through RSS-based technique: to 
localize a tagged object, first the location of the hand-
held RFID device in each time span is achieved from the 
UWB tag attached to it. Then, by using the path-loss 
model achieved in the calibration step, the range of the 
tagged object from the hand-held RFID is calculated. The 
results for the sample RSSI received from 10 target tags 
indicated an absolute average error of 0.94 m. 

4 Summery and Concluding Remarks 
This paper investigates the possibility of tracking 

objects in an indoor environment by doing both 
identification and localization of a set of tagged objects 
onsite. For objects in elevation, the performance of the 
UWB tags were investigated. However, to track a larger 
number of objects, the integrated use of UWB and RFID 
technologies was proposed. For that, a hand-held RFID 
reader was tagged with an UWB sensor in which the 
location of the RFID reader was acquired by the UWB 
system. A two-step algorithm developed including 
calibration and localization modules. In fact, the 
calibration was based on using some tie points with 
known locations in order to provide calibration models. 
After achieving the calibration models for both BConTri 
and RSS-based techniques, the tagged objects were 
localized in plane surface. However, the efficiency of this 
algorithm for 3D localization of the tagged objects need 
to be investigated more in future. 

4.1 The Methodology Contributions 
The tracking system proposed can provide 

identification and localization information for a set of 
objects in an indoor environment. The use of low cost 
RFID tags made it possible to track and localize a larger 
number of objects in comparison with systems in which 
the individual use of UWB tags were proposed in 
previous studies. The two-step algorithm developed for 
localization of the RFID tags would make it possible to 
have less missing data of the tagged objects in cases that 
the tagged objects cannot meet the BConTri required 
condition. In these cases, the object will be localized by 
the RSS-based technique. Besides, the integrated use of 
UWB-RFID technologies solved the problem of using a 
large number of reference tags for localization of the 
hand-held RFID reader that was proposed in previous 
studies. 

4.2 The Methodology limitations 
The localization algorithm provided in this 

experiment has some limitations. First, to localize a tag 
in BConTri algorithm, it is needed that at least three (four) 
readings happens for that tag in which the tag should 
appear and disappear to be considered as an acceptable 
reading. This condition may not be possible especially 
for 3D localization in an indoor environment with a 
cluttered distribution of the objects. To mitigate this 
problem, the tags were localized by RSS-based 
techniques in case that the BConTri requirement is not 
met. However, the accuracy of the RSS-based 
localization is still less than the BConTri algorithm.  

Another limitation is the difference in reading rang of 
the RFID sensors in which considering a circular 
(spherical) profile for reading range may get biased if the 
direction of the hand-held RFID reader to the tag differs. 
Finally, the accuracy of this localization method is highly 
dependent on the calibration of the system in each 
environment. For that, an accurate positioning of the 
reference tags (tie points) is required. 
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Abstract -
This paper presents an integrated raw-wood fabrication

workflow using an industrial robot arm and a laser scanner.
The research is situated in a Swiss mountain forestry con-
text where timber in its natural form could be applied locally
without relying on large centralized timber industries. While
local saw-mills relies on the standard processing tools to
transform raw-wood into regular beams and boards, an auto-
mated robotic application could exploit timber in its natural
form directly for construction. The research proposes a dig-
ital fabrication workflow that links industrial robot arm and
laser scanning to adapt timber joinery tool-paths to irregu-
lar raw-wood such as straight, bent and forked tree trunks.
The application employs ABB IRB6400 robot and Faro Focus
S150 laser scanner. Several methods are developed for the
point-cloud processing including flat-cut sectioning, mesh re-
construction and cylinder fitting. The methodology is tested
in two stages: a) scanning a set of tree trunks b) continuous
integration within robotic fabrication. The findings compare
the scanning method in regards to calibration, pointcloud
processing, time needed to communicate between the robot
controller, the accuracy of the application. The results show
that is possible to perform robotic cutting and scanning in-
terchangeably and the speed of the scanning application is
proportionally fast (3-4 min) considering the overall robotic
cutting time (60-90 min) depending on the study case.

Keywords -
Laser Scanning; Industrial Robot; Robotic Fabrication;

Unprocessed Timber; Raw-wood; Round-wood

1 Introduction
Timber as a construction material is commonly unified

into engineered timber products such as panels, boards
and beams of regular sections [1, 2]. However, these tech-
niques could be avoided by employingmachining tools that
help to transform raw-wood into a building material with
a minimal processing time. CNC and robotic arms can
have a computer-vision, cutting and assembly techniques
to adapt to the irregularity of the tree shapes [3, 4, 5].
The scanningmethods of timber are applied in sawmills,

ranging from fast laser scanners [6, 7] to volumetric CT
scans [8, 9, 10]. In the industrial context, the geometry
acquisition is used to optimize the cutting pattern of trees
into boards, identify timber knots and disregard crooked
timber. The process is often well structured using a digital
data-base to track the maximum use of material, its age,
species, and location where the wood is harvested from
[11]. This data is applied only at the scale of the saw-mill

companies and is not transferred for a design use.
The introduction of industrial robots arms in the archi-

tectural research environments helped to change the notion
of a standardized-timber and apply its original form for
construction. There is a series of scanning methods that
gives a vision to the industrial fabrication methods and
informs design decisions such as manual measurement,
markers and tracking devices, photogrammetry, camera
sensors, laser scanning, virtual reality applications, and
volumetric scanning.

1.1 Manual Measurement

Trees are primarily inspected using manual measure-
ment tools and selected based on physical dimensions
needed [5, 12, 3, 4]. The selection criteria depends on a
geometrical data: length, radial parameters i.e. axis and
diameter, curvature, and topology i.e. straight, bent, bi-
furcated tree trunks. The fabrication process could also
be assisted by a visual measurement employing a teach-
pendantwhen coordinates are transferred to a digitalmodel
[13]. For example, 3 points could be taken to visualize an
end of a beam in a form of circle fitting.

1.2 Markers and Tracking

The marker-tracking system is a lightweight geometric
method that allows a fast positioning of an irregular tree
trunk. Markers or positioning points could ease the fab-
rication process if a 3d scan has already been performed.
There are several possible solutions to position a logwithin
a fabrication setup: (i) aligning two point-clouds by tar-
gets captured during a design stage (ii) pre-drilling dowel
holes that match a machining setup [4] (iii) employing
point tracking system i.e. (OptiTrack) [11]. The reference
of markers is determined by probing and matching refer-
ence features both found in a digital data-set and the actual
raw-woods.

1.3 Photogrammetry

Digital models of raw-trees could also be obtained by
taking multiple photos with a low-cost camera [5]. The
process requires a slow post-processing technique to trans-
late the photos‘pixel-data to a point-cloud or mesh repre-
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Figure 1. The workflow focusing on design-to-fabrication methods (left). Design method (right) of raw-wood
assignment (A) to a digital model (B) that is adjusted for fabrication considering trees radial parameters (C-D).

sentation. The scanning could be combined with a photo-
graphic selection and 2D post-processing technique [14]
for a large set of forks and only scanning trees that are
chosen for a fabrication [4]. When a scanned object is
relatively small i.e. tree branches, a rotary table, cylindri-
cal supports, camera, and AR markers could be employed
[13, 15]. This is an inverse application when a camera is
stationary and the object is rotated in small increments to
get a 3d representation.

1.4 Camera Sensors

Camera sensors often employ structured light tech-
niques by projecting a known light pattern to an object
[16]. The deformation of the pattern relates to a calcula-
tion of depth and surface information in a scene. In a raw-
wood context, the most common application is a Kinect
sensor [12, 17, 18] due to low-cost and open-source SDK.
The technique is subject to light conditions and may re-
quire scanning to be performed indoors [12] for a better
registration process.

1.5 Laser Scanning

Themethod combines controlled steering of laser beams
with a laser range-finder. Due to the high speed of light,
this technique is not appropriate for high precision sub-
millimeter measurements, where triangulation and other
techniques are often used. This technology has already
been successfully applied to scan parcels of forest in
KielderWater and Forest Park (UK) by ScanLAB [19] and
a forest in Each Sussex by Universal Assembly Unit. Also,
laser scanning could be used for analyzing tree biomass
regardless of noise data added by small tree branches
[20, 21, 22]. There are several raw-wood applications
employing the laser-scanning method for fabrication as
well. The method is used with a motion tracking system
to guide the raw-wood manufacturing process [11].

1.6 Point-cloud Processing

After the scanning process is finished a skeleton extrac-
tion has to be performed to change a high-resolutionmodel
to a minimal 3d representation. The tree central-axis and
radial-parameters are key elements both for visualization
and fabrication. These parameters could be obtained by
sectioning a closed mesh [4], 2D projection method fol-
lowing local radii [13], contouring [15], point-cloud sec-
tioning [11]. Then the centers of the sections of the scan
are connected to form a central-axis. The axis is used for
orientation transformation in design-to-fabrication work-
flows Figure 1 by analyzing the curvature or topology of a
tree trunk. When the geometrical data is collected, a tree
database could be constructed containing 3D models and
a spreadsheet of tapering diameters, changing curvature,
best sawing positions, and markers for positioning.

2 Context and Objective
2.1 Contribution of the Study

While automation in scanning applications and robotic
controllers is a well studied field and there are readily
available commercial products that could collect the scan-
ning data in real-time i.e MetraScan, Artec RoboticScan,
Hexagon, Sick, there is a lack of integration in the raw-
wood fabrication and timber design. In the research appli-
cations (sections 1.1 - 1.6) the process is based on manual
point-cloud processing and the scanning is separated from
the robotic control. Commercial practices in raw-wood
construction make use of the standardized fabrication that
requires a minimal skilled labour to complete the projects
by local workers such as Unilog / TTT (New Zealand)
and FEEL (Japan). Crooked timber is applied in practice
as well i.e. WholeTrees with manual carpentry and sta-
tionary scanning i.e. Faro Focus. Moreover, raw-wood
could be machined using robot cells i.e. Balmer Systems
(Canada) along with scanning Mobic SA (Belgium). A
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collaboration is built with the later enterprise to employ a
scanning application with a robot controller[23] that could
gather pointclouds within 4-5 min. using linear move-
ments of a robot for a tree in 5 - 10 m length and diameter
of 40-70 cm. The hardware could be optimized further
using high-precision and long-range stationary scanners
i.e. Faro Focus S 150 and applying a faster communica-
tion between a robot controller and the scanner. However,
there is a lack of reliable point-cloud processing tools for
crooked wood because the current practices do not con-
sider such timber as a valuable resource. Consequently,
there is a minimal development of the machining tool-
path integration. Small radius straight, tapered, bent and
forked beams has a strong structural advantage and could
be exploited while developing and automating the work-
flow between architectural design, digital fabrication and
tree harvesting.

2.2 Mountain Forestry

The tree harvesting process is assisted by a collaboration
with a mountain forestry in Rossiniere and Lausanne. The
Spruce trees are harvested in the Swiss Alps using a cable
system due to a high terrain, then brought to a temporary
processing site where trees are cut to 5 meters length for
the transportation and saw-mill processing Figure 2. In
the Swiss forestry context, the raw-wood economic value
no longer covers the harvesting costs. Therefore, there is a
need to exploit timber in a closed circular economy where
wood is not sold to large sawmills but applied locally.
Currently, the sawmills rely on the traditional cutting tools
and the digital fabrication workflow is absent.

Figure 2. Scans showing a local mountain forestry
context: a high and steep terrain where large Spruce
trees are cut to fit to a small truck size for transporta-
tion to neighbour sawmills.

2.3 Raw-wood Workflow

The research employs ABB IRB6400 industrial robot
arm and Faro Focus S150 stationary laser scanner. The
scanning of whole-timber is part of a design-to-fabrication
system including a laser-scanning, joinery solver, and fab-
rication techniques for the assembly of irregular timber
elements in circular sections Figure 1. The objective is to
scan the raw-wood for a design and fabrication using an
automatic tool-changer that enables to perform different
tasks interchangeably such as scanning, vacuum-grip, and
cutting (mill, saw-blade) Figure 3. The scanning is needed
because the orientation and position of the work-piece is
not known in relation to machining-space. Also, the ge-
ometry acquisition is needed for a design scope when a
group of selected trees are scanned to create a digital stock.
The stock informs the design target - a structural roof sys-
tem when central-axes of the tree trunks are assigned to
a digital model. Afterwards, the timber joints are cre-
ated depending on a curvature of a beam axis-and radii.
Consequently, the fabrication tool-paths are oriented to
machining space.

Figure 3. A laser scanner is mounted on a robot
vacuum gripper and the )�%(20==4A is not known.

3 Methods

The methodology focuses on a scanning application to
automate a stationary laser scanner that can be used both
for scanning parcels of forest and employed in a digital
fabrication. The data acquisition is composed of following
parts: physical setup of a scanner mounted on the robot,
calibration of the scanner to know the relative position
to the robot end-axis, standalone application of the Faro
LS 150 SDK (software development kit), its integration
within the robot control software (Rhino, Unity), point-
cloud processing to obtain radial parameters of harvested
timber, serializing data for further design and tool-path
alignment for cutting Figure 1.

775



37Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2020)

3.1 Setup of Industrial Robot Arm

The scanner is mounted on a vacuum gripper Figure 4
for safety reasons. The communication between the scan-
ner and computer is enabled by a wi-fi. Then the SDK is
applied and .NET application is made to send and retrieve
signals from a scanner. The application could trigger fol-
lowing methods: connection, synchronization of scanning
parameters, start, pause and stop scanning, send and read
data. The power is supplied by 5 hour lasting batteries
or a 19 V cable. The files are stored inside SD card that
could be sent to computer via the robot-controller. The
field-of-view of the scanner is 0◦ × 360◦ in the horizontal
and -150◦ × 150◦ in a vertical rotation.

Figure 4. Laser scanner is positioned on a vacuum
gripper. When the scan is finished the tool is auto-
matically changed to the spindle

The raw-wood mounting setup is built as a rail-system
that has three reference points. The rails are made from L-
shape profiles that are fixed to stands to hold a tree trunk.
Four steel Y-beams ensures the stability of the setup. Two
parallel stands are used for a straight beam fixation and
a third one is employed for forks. A beam is fixed to
the setup by straps and pre-drilled holes helps to reduce a
rotation during the fixation Figure 4.

Figure 5. Cutting process using spindle and milling
while the scanner and gripper is removed.

3.2 Control of Robot and Laser Scanner

The robot control is based on a software interoperabil-
ity between the CAD/CAM application (Rhinoceros) and
the cross-platform game engine (Unity). One software
is utilized for geometry processing algorithms that could
be applied to define the robot tool-path while the other
is used to simulate the robot‘s movements physically and
digitally. Each software has different coordinate systems
that has to be matched to get an exact representation. The
notation of rotation (Quaternion) and position (XYZ) is
translated as following '���� to '���−� and )-. / to
)-/. . Thematch between two coordinate systems is found
by computing all possible permutations for rotations and
positions. The text interface with a robot controller en-
ables to move robot in absolute and linear movements,
change tools and tool-holders, perform scans, retrieve and
process pointclouds. The cutting process is connected
within a design-scanning workflow where a series of fab-
rication tool-paths are generated considering saw-blade
cutting, milling and drilling. Each scan is triggered when
the robot reaches a target and then the next pose is taken
when the scan is finished.

3.3 Calibration of Laser Scanner

The laser scanner has to be calibrated in relation to the
end-axis of the robot to know a pointcloud location at each
scan. This process helps to avoid point-cloud processing
and registration because the position of the scanner is
already known in the robot world space Figure 6. The
unknown (1) is a transformation matrix - of a scanner
)�%( that is relative to the end of the robot 6th axis
)�%'.

)�%( = )�%' + - (1)

When a scanner is calibrated, a list of scan points %8 in
a world-space is found by multiplying the rotation matrix
-',

'
and the translation matrix -),

'
of the robot in the

world space with points ?8 that are positioned relative
to the scanner rotation -''

(
and position -)'

(
that is

mounted on the robot arm (2).

%8 = -'
,
' ∗ (-'

'
( ∗ ?8 + -)

'
( ) + -)

,
' (2)

While the robot and laser scanner is fixed, a calibration
accuracy limits the alignment of scans (3). Several calibra-
tion methods were applied including: (a) the multi-scan
registration on a sphere, (b) alignment to a robot base,
(c) employing an external scanner device and (d) sharp
tool manual reference, (e) 4TCP method for the scanner
holder measurement. The precision ) of the scanning
technique depends on a scanner tolerance )( (±0.1-0.5),
marker detection precision )" , robot accuracy )' (±0.5-
1.0), a calibration method precision )� (3).
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) = )( + )" + )' + )� (3)

Figure 6. Result of the calibration using Faro Focus
S 150 laser scanner.

3.3.1 External Scanner Device

First calibration test was made by employing Faro Arm
Figure 7 D to measure the end-flange of the robot and
laser-scanner. The result was inaccurate and only gave
an approximate position of the scanner. The impreci-
sion varied between ±1.0-2.0 cm in translation and ±1.0◦
in an arbitrary rotation. While the Faro Arm is a pre-
cise measurement tool, the reflective surfaces and possible
laser-scanner tilt in relation to the tool-holder could have
resulted in such a high inaccuracy.

Figure 7. Calibration methods. A - 4TCP Tool-
folder, B - Robot-base scan, C - Multiple scans on a
sphere, D - Faro Arm

3.3.2 Reference Points

A reference point calibration using an engraver tool and
checkerboardmarkers proved to gain a sufficient tolerance.

Robot is moved manually using the Teach Pendant to the
centre of each target within several tries. The tolerance
of manual measurement ranges between ±0.25-0.75 mm.
Then the robot is moved to the highest reachable position
and the scan signal is triggered from the robot controller.
When the scan is finished, the data is sent to computer
where it is processed to detect the positions of the mark-
ers. The scan position is oriented by a plane-to-plane
transformation. The plane of the measured points is de-
fined from 4 points and the target plane is retrieved from
the detected markers. Four planes are created from the
points, that are averaged by planes‘ origins and axes to ob-
tain a better fit. The same procedure was tested using 12
targets to increase the tolerance. The resulting precision
is between ±1.5-2.0 mm which is good enough for detect-
ing the raw-wood trunk position for the manufacturing of
timber joints.

Figure 8. Targets are measured by a sharp-tool and
captured by the laser-scanner.

3.4 Point-cloud Processing

When multiple scans are taken and sent to computer,
they are processed to obtain the radial parameters and
central-axis of the tree. The duration of scanning depends
on point-cloud density, measurement accuracy, connection
type, the file transfer and geometry processing. The ge-
ometry survey could be divided in two parts: (i) creating a
tree stock for a design and (ii) a tool-path alignment within
the fabrication setup. Three methods were developed to
obtain the radial parameters including (i) Flat-cut Section-
ing, (ii) Mesh-skeletonization, (iii) Cylinder-fitting.

3.4.1 Flat-cut Sectioning

The method for calculating central-axis and radial-
parameters from straight or curved logs is based on a
point-cloud sectioning and assumption that every beam
has two flat-circular ends Figure 9. The workflow is di-
vided into following parts: get minimal bounding-box of a
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point-cloud using PCA (Principal-Component-Analysis),
get two smallest planes of the bounding-box, find the
closest-points within the two planes, perform RANSAC
(RANdom-SAmple-Consensus) algorithm to identify the
flat-cuts of the beam [24], interpolate planes from the
RANSAC, cut the point-cloud by a closest-plane method,
fit sections to circles, draw axis between circle centers,
serialize the data to XML file. The method will fail if the
robot cannot move far enough to obtain he flat cut or the
beam is not cut flat on the both ends.

Figure 9. Flat-cut Sectioning method: A - Point-
Cloud, B - Sub-sampling, C - PCA, D - two smallest
faces, E - closest points, F - RANSAC plane, G -
interpolation, H - 2D Convex-hull, I - circle-fit, J -
surface representation.

3.4.2 Mesh Reconstruction

The method is based on a surface reconstruction from a
point-cloud [25] and the closed mesh skeletonization [26].
Unlike the Flat-cut Sectioning method, it can be applied
to the tree forks as well as bent or straight trees. Poisson
surface reconstruction is chosen to retrieve a closed mesh
from point coordinates and normals. The normals are ap-
proximated by fitting points to a plane using a least-square
method. Structured point array simplifies the normal esti-
mation because the orientation point (scanner position) is
already known. The local radii of a log is found by sec-
tioning the mesh by planes that are tangent to the skeleton-
axis. The method is implemented as part of the robotic
framework and tested within a series of bifurcated trees
Figure 10 G-H.

3.4.3 Cylinder Fitting

The third method employs a cylinder fitting of the point-
cloud. The list of points is projected to a 2D plane to ap-
proximate an outline of the point-cloud using theMarching
Squares algorithm. Afterwards, the axis is extracted from

Figure 10. A - Individual Scans, B - Aligned Point-
clouds. Mesh Skeletonization method: C - Point-
Cloud, D - Normals Estimation, E - Poisson Mesh
Reconstruction, F - Mesh-Skeletonization, and im-
plementation in the robotic workflow G - mesh, H -
skeleton.

a 2D curve using Zhang-Suen thinning algorithm. Then
the axis is projected to the initial list of points by measur-
ing the local radii of axial points. Consequently, cylinders
are fit along each line of axis. The method was tested
for both bent and bifurcated beams that contained noise
from scanning and external objects such as straps of the
fabrication setup and robot parts Figure 11.

Figure 11. A - PointCloud, B - Projection, C - 2D
Thinning, D - Cylinder-fit, E - Radial parameters, F
- Application in straight, curved and forked trees.

3.4.4 Fabrication Tool-path Alignment

When the point-cloud is processed, it is serialized for a
digital timber stock and machining alignment. While the
setup seems almost equal between beams Figure 12, each
position changes up to 3-5 cm because of manual posi-
tioning, beam properties and rotation during the fixation
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within an already small radii beam. The minimal model
of a scan allows to position the timber joinery following
the radius and tangent direction of the axis. There are
several ways to reference a digital and analog model such
as: a) alignment of a beam to the scanned object before
the machining starts Figure 5 b) employing markers that
have a distinctive reflective color that are captured during
the scanning process.

Figure 12. The tool-path is oriented from the design
model to the machining space.

3.4.5 Validation Process of Results and Outcomes

The proposed methodology was applied in the realiza-
tion of a first prototype made from 13-16 cm diameter logs
Figure 13. A second one is planned as a tree fork truss to
validate other tree topologies. The first model is composed
24 elements. The cylinder-fitting was applied repeatedly
before cutting each beam and resulted in the successful
model realization even if beams were small, crooked and
bent. The scanning application itself is relatively fast in
comparison with the milling and saw-blade cutting (60-90
min). Nevertheless the application could be optimized fur-
ther by controlling the scanner via the automation adapter
to send CAMmessages and connecting the device with the
robot controller to avoid latency in w-lan communication.
Furthermore, the helical-scan could be connected with the
robot movements to capture the point-cloud data in one
step instead of two separate stages.

Figure 13. First prototype in small radius round-
wood made using the applied methodology.

4 Discussion

The SDK of the Scanner, software of the robot con-
trol and tool-changer allowed to automate the scanning
and fabrication workflow. The scanning precision was ex-
pected to be higher considering the specifications of the
scanner due to the manual calibration, target detection
and robot tolerance. Nevertheless, the precision needed
to machine the raw-wood is sufficient enough because the
imperfection of wood such as branches, chain-saw cuts,
cracks is discarded. Multiple point-cloud processing al-
gorithms were tested and the cylinder-fitting method was
proved to be the most successful because it works when a
point-cloud is incomplete and if there are outliers within
the fewer scan taken per one tree. The challenge of the raw-
wood integrated workflow is to speed the cutting process
which takes the longest time comparing to the scanning
and standardized timber products.

5 Conclusions

The laser-scanner and the industrial robot arm made the
geometry acquisition of irregular timber faster from45min
manual process to the 3 min automated solution, including
robot movement, scanning and point-cloud processing. 24
beamswere scannedwithout additionalmanual processing
that directly guided the machining process. The scanning
method was necessary to get a position of a tree trunk that
helped to position cutting tool-paths within ±1.5-2.0 mm
tolerance. The prototyping demonstrated the feasibility of
the proposed workflow for low value tree trunks harvested
from the local forests.
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Abstract –
In order to teleoperate excavators remotely, 

human operators need accurate information of the 
robot workspace to carry out manipulation tasks 
accurately and efficiently. Current visualization 
methods only allow for limited depth perception and 
situational awareness for the human operator, 
leading to high cognitive load when operating the 
robot in confined spaces or cluttered environments. 
This research proposes an advanced 3D workspace 
modeling method for remotely operated construction 
equipment where the environment is captured in real-
time by laser scanning. A real-time 3D workspace 
state, which contains information such as the pose of 
end effectors, pose of salient objects, and distances 
between them, is used to provide feedback to the 
remote operator concerning the progress of 
manipulation tasks. The proposed method was 
validated at a mock urban disaster site where two 
excavators were teleoperated to pick up and move 
various debris. A 3D workspace model was 
constructed by laser scanning which was able to 
estimate the positions of the excavator and target 
assets within 0.1 - 0.2m accuracy. 

Keywords – 
Pose estimation; laser scanning; excavator 

1 Introduction 
Robotic agents have enormous potential to be used to 

perform manipulation tasks for excavation, sample 
collection and repair work in remote areas. In hazardous 
environments such as nuclear power plants or post-
earthquake disaster sites, it is common for these robots to 
be teleoperated by human operators from a remote 
location [1,2]. Such challenging conditions require a high 

level of situational awareness from the operator. It is 
difficult for human operators to efficiently and accurately 
carry out manipulation tasks through a teleoperation 
medium without clearly perceiving the pose of the robot 
and objects around it. 

Research and field studies at major disaster relief 
operations such as the World Trade Center collapse 
showed that when mobile robots were deployed in 
confined spaces, the lack of perceptive data processing 
capability reduced the robotic skill set and added to the 
operator’s cognitive responsibilities [2]. Armed with 
only a raw video feed with noisy and blurry images, 
operators and rescuers were unable to keep track of 
where the robots searched and the conditions during the 
deployment [2]. This problem of deficient perceptive 
information is amplified in the case of grasping tasks. 
Conventional teleoperation systems [1,3,4] make use of 
only a video camera that provides 2D images to the 
operator and the lack of depth perception makes it 
difficult for the operator to estimate the size and distances 
of unknown objects. Moreover, visual cameras do not 
work well at night or in adverse weather conditions. As a 
result, operators require a significant amount of trial and 
error to correctly control the robot to complete a grasping 
task. 

An integral part of intelligent perception is 
transforming sensor data into knowledge and expressing 
that knowledge as information for use by other members 
in a human-robot team [5]. The idea of workspace 
modeling is to create a 3D representation of the robot and 
its surrounding environment [6–8] containing both 
semantic and geometric information that can be shared 
among all human and robotic agents in the operational 
team. The workspace model is constructed in real-time 
by processing the raw sensor data, organizing it, and 
labelling relevant objects [9]. Then the workspace model 
is used to provide visual feedback to the operator on the 
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task progress. 

 
Figure 1. Feedback loop for teleoperation with 3D 
workspace modeling 

This research proposes a context-aware 3D 
workspace modeling of remote equipment to improve 
perception and situational awareness for efficient 
teleoperation (Figure 1). In contrast to contemporary 
methods [1,4] which only provide views of the 
environment from the camera viewpoint to the remote 
operator, this research proposes a third-person viewpoint 
with automated state estimation and visualization of the 
relative pose between the end effector and salient objects. 
In addition, this research was validated at a large-scale 
outdoor environment with real construction equipment, 
compared to existing methods which were more focused 
on small to medium scale indoor environments [10,11]. 
To summarize, the contributions of the proposed work 
are as follows: 
• designed a 3D workspace modeling and 

visualization scheme for teleoperated construction 
equipment 

• developed an accurate algorithm for pose estimation 
of articulated equipment without prior dynamic 
models 

• demonstrated the effectiveness of the 3D workspace 
modeling system with field trials using a multi-
excavator system teleoperated in real-time 

2 Literature Review 

2.1 Remote Excavator System 
Demand has recently been increasing for unmanned 

robotic excavator systems to carry out dangerous 
construction operations or disaster relief work. In such 
hazardous environments, direct human operation of 
excavators is unsafe due to the threat of rollover 
accidents, collisions, or radioactivity in the case of 
nuclear disaster sites. If the excavator could be robotized 
and teleoperated from a remote location, this would lead 
to a safer work environment for the human operators 
involved. 

There are several teleoperation systems for 
excavators that have been studied in the literature. For 
example, [12] developed a excavator teleoperation 
system using the human arm, where sensors are attached 
to the operator’s arm in order to detect movements so that 
command signals from sensors can be transmitted to the 
excavator. It is also possible to perform motion control 
with the teleoperation system by using posture sensor 
devices for receiving the kinematic information [13,14]. 
In these existing teleoperation systems, operators receive 
feedback either in the form of visual feedback [15,16] or 
force feedback [17] to monitor the interaction between 
the machine and the environment. More advanced 
excavator teleoperation systems [18,19] make use of a 
modular system such that a single operator can control 
multiple excavators with multiple end effectors at once to 
carry out more complex manipulation tasks. In such cases, 
effective feedback for teleoperation becomes even more 
important due to the higher risk of collision and other 
confounding factors such as occlusion and requirement 
for a larger field of view. 

2.2 Workspace Visualization Systems 
In a general teleoperation scenario, there are multiple 

ways to provide feedback to the remote operator 
including video feeds [3], laser scans [7], and haptic 
feedback [13]. In spite of these options, conventional 
teleoperated robots [1,4] mostly rely on a single video 
camera due to its simplicity and ease of use. Even when 
additional sensors are installed on the robot, they are 
poorly utilized due to the lack of information processing 
[2]. This causes the remote operator to have a limited 
field of view of surrounding objects and have limited 
depth perception. 

There are several strategies in the literature to 
improve the visualization system for robot operation. [3] 
used a separate robot arm for visualization to overcome 
occlusions while performing visual servoing. However, 
being a primarily visual system, it still had limitations in 
terms of field of view and depth perception. [10] and [11] 
used RGBD-cameras paired with interactive 
visualizations to allow the operator to customize the 3D 
view. However, these works only considered the case of 
a single robot on an indoor, tabletop environment without 
any base displacement. [6] used 3D laser scanning to 
track the motion of construction equipment, but only 
modeled the construction equipment itself without 
visualizing the surrounding objects. [20] employed a 
multi-sensor system using four fisheye cameras and a 
360◦ laser scanner to continuously reconstruct a 3D 
model of the surroundings with Simultaneous 
Localization and Mapping (SLAM). However, the 
method was only tested in static, indoor environments. 
Moreover, these methods have no automated object 
recognition or annotation of task-relevant entities, 
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leading to difficulty in identifying objects in cluttered or 
confined spaces. For the case of construction equipment, 
there exist algorithms for recognition [21,22] and pose 
estimation [23–25], but they still lack integration into a 
complete workspace visualization system. 

3 Methodology 
This research proposes a workspace modeling 

framework for teleoperation of remote construction 
equipment. As shown in Figure 1, the workspace model 
enables a feedback loop where the remote operator is able 
to simultaneously observe the effect of control inputs and 
interpret the remote environment from a 3D visualization 
interface, thus improving the situational awareness and 
efficiency for performing complex manipulation tasks. 
The workspace modeling procedure is designed to be 
independent from the equipment control such that the 
visualization and pose estimation process can remain the 
same regardless of any control configuration changes. 
The following subsections will provide details for each 
component of the proposed framework. 

3.1 GHOST teleoperation system 
This research makes use of the GHOST teleoperation 

system [19], which retrofits construction equipment such 
as excavators to be operated remotely. The manipulators 
are controlled wirelessly from a remote operation room 
equipped with monitors, joysticks and pedals. In general, 
each excavator can receive six different types of control 
signals which are assigned to the boom, arm, bucket, 
cabin, left track and right track respectively. Since the 
combination of one set of joystick and pedals is sufficient 
to transmit six control signals, the complete system 
allows a single operator to control two excavators at the 
same time. 

However, teleoperating multiple excavators at once 
using conventional visualization methods is challenging 
even for experienced operators. Besides problems with 
the limited field of view and limited depth perception, the 
remote operator has to continuously monitor for multiple 
events including coordination between the excavators, 
occlusions, risk of collisions and risk of rollovers. This 
leads to a high cognitive burden for the operator, 
potentially causing lower efficiency and higher risk of 
accidents. To overcome this problem, this study 
implements a remote laser scanning system to provide 3D 
visualization of the environment surrounding the 
excavators, which will be described in the following 
sections. 

3.2 Remote laser scanning system 
Figure 2 shows the remote laser scanning system used 

to acquire a 3D reconstructed model of the excavator 

workspace. The VLP-16 LiDAR was mounted on a small 
teleoperated tracked mobile robot and utilized to acquire 
real-time laser scans of the site. The VLP-16 has a range 
of up to 100 meters with ± 15o vertical field of view. This 
means that the vertical angular resolution is only 2o 
because the VLP-16 has only 16 scan lines (channels) in 
the vertical direction. Thus, the scanned point cloud will 
be overly sparse for regions far away from the scan origin. 
For this reason, this study implemented an improved 
scanning system by installing the VLP-16 at 90o 
sideways and spinning it continuously with a stepper 
motor (refer Figure 2). In this way, the limited vertical 
resolution (now horizontal resolution) can be mitigated 
by rotating the scans horizontally, thus creating a higher 
resolution point cloud. 

The effectiveness of 3D workspace modeling 
depends heavily on the point cloud update rate and 
resolution, which can impact the subsequent object 
recognition and pose estimation [26]. From the rotation 
mechanism discussed previously, the LiDAR scanner can 
generate a 360o point cloud of the surrounding 
environment after spinning about the vertical axis for half 
a revolution [27,28]. The update interval, between which 
the point cloud is updated to capture changes in the 
environment, is thus determined by the time it takes for 
the LiDAR scanner to spin for half a revolution. There 
exists a tradeoff between the rotation speed and resulting 
point cloud resolution due to this rotation mechanism of 
the laser scanner. When the rotation speed of the laser 
scanner is increased, the update rate increases but the 
point cloud resolution degrades because of the larger 
distance covered between consecutive scans. In contrast, 
when the rotation speed of the laser scanner is decreased, 
the point cloud resolution improves but the update rate 
decreases. 

To find the best rotation speed, a simulation was 
carried out to determine the generated non-overlapping 
vertical scan lines when rotating the scanner. Based on 
this simulation, the average angle between the vertical 
scan lines as well as the maximum angle between the two 
adjacent vertical scan lines were calculated as shown in 
Table 1. From these results, the rotation speed 
corresponding to a 2.4s update interval was selected to 
minimize the update interval while maintaining a high 
horizontal resolution. This means that it is difficult for 
the scanner to capture rapid motions in the environment, 
but the higher resolution is necessary for object 
recognition. 

Using this rotation setting, the resulting laser 
scanning system has a 0.25o resolution in the horizontal 
direction and a 0.4o resolution in the vertical direction, 
generating 324,000 points per update. The individual 
scans within each update are registered by multiplying by 
a rotation matrix, calculated from the rotation angle of 
the stepper motor. The laser scan data is published 
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wirelessly to the operation room as a ROS (Robot 
Operating System) message. 

Table 1. Relationship between update interval and 
horizontal angular resolution 

Update 
Interval 

1.2s 1.4s 2.1s 2.4s 2.5s 2.9s 

# vertical 
lines 

374 447 641 720 523 927 

avg. horiz. 
resolution 

(o) 

0.48 0.40 0.28 0.25 0.34 0.19 

max. horiz. 
resolution 

(o) 

0.50 0.43 0.29 0.25 0.40 0.28 

Figure 2. Remote laser scanning system 

3.3 Point cloud pre-processing and 
segmentation 

Processing the point clouds in real-time is challenging 
due to noisy sensor data, limited resolution of the laser 
scanner (refer Section 3.2), limited data bandwidth, and 
motion blurring of objects. Moreover, the point cloud is 
dynamically changing due to the movement of equipment 
and in the scene, meaning that it has to be processed 
incrementally. 

A voxel grid filter is first used to equalize the point 
cloud resolution to 0.1m throughout the scene. This 
serves a dual purpose of allowing more consistent 
segmentation as well as speeding up the processing time 
by downsampling the point cloud. Next, the point cloud 
scene is segmented into smaller units corresponding to 
individual objects to enhance visualization of the scene. 
To meet the real-time constraint, the fast segmentation 
method of [29] is used. The ground plane is first 
segmented using the RANSAC algorithm [30] to 
estimate the 3D plane parameters. Alternatively, for the 
case of non-flat ground, the ground segmentation 
algorithm from [21] can be used. From the remaining 
points, Euclidean clustering is used to form clusters 

consisting of points that neighbor each other within a 
margin of 0.15m. As new scan points are acquired, they 
are matched to the closest existing clusters and each 
cluster is then updated. New scan points also cause new 
clusters to be initiated if no neighboring clusters are 
found. This allows the segmentation process to occur 
incrementally, similar to the method used in [31]. 

(a) Raw point cloud acquired by laser scanning

(b) Segmented point cloud showing relevant entities

Figure 3. Point cloud segmentation results for a 
scene with two excavators and a single target asset 

Next, the following relevant entities are automatically 
labeled in the scene: (i) laser-scanning robot, (ii) 
construction equipment, and (iii) target assets for 
manipulation tasks. The position of the laser-scanning 
robot can be easily determined as the origin of the point 
cloud scan. On the other hand, the positions of various 
construction equipment can be determined by using the 
method in [21], where a feature descriptor is computed 
for each point cloud cluster and classified with a pre-
trained classifier. Finally, the point cloud clusters for 
objects lying on the ground close to the construction 
equipment are labelled as potential targets for 
manipulation. 

Figure 3 shows an example of the segmentation 
results for a scene with two excavators and a single target 
asset. The segmentation results are additionally overlaid 
with CAD models of the end effectors (bucket or gripper) 
and other relevant entities (e.g. target asset and scanning 
robot) to enhance the visualization. From Figure 3, the 
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raw point cloud data is extremely blurry, and it is difficult 
to keep track of the movement of objects in the robot 
workspace. However, with automated segmentation and 
annotation of the point cloud data, the remote operator is 
able to better perceive the robot workspace. 

3.4 Point cloud-based pose estimation 

(a) Model parameters for excavator joint configuration

(b) Pose estimation result for a gripper and a target asset

Figure 4.  Excavator pose estimation

Figure 4a shows the model of the excavator joint
configuration used in this study. For each excavator, 
the robot pose can be described in terms of the 
following variables: (xb, yb, zb), position of the mobile 
base; α1, rotation of the mobile base with respect to 
the z-axis; α2, rotation of the boom relative to the 
mobile base; α3, rotation of the arm relative to the 
boom; α4, rotation of the end effector relative to  the 
arm. Similarly, the pose of the end effector can be 
described in terms of the following variables: (xe, ye, 
ze), the position of the end effector and  (ψe, θe, φe), 
yaw, pitch, roll angles of the end effector with respect 
to the world frame. In addition, the variable α5 is used 
to describe the opening angle of the end effector if a 
gripper is used. 

To perform pose estimation on articulated 
equipment such as excavators, the strategy used is to 
approximate each joint as a line segment and use line 
detection algorithms to extract corresponding 
segments from the point cloud. Due to the noisy 
nature of the point cloud, robust parameter estimation 
methods such as RANSAC [30] and PCA [32] are 
used. Then the tangent direction of each line segment 

is used to estimate the joint rotation angles α. 
Empirically, using RANSAC for detecting the boom 
and PCA for detecting the arm gives the best results. 
Next, the end effector points are segmented by taking 
the rightmost points of the excavator after correcting 
for rotation. (xe, ye, ze) is calculated by taking the 
centroid of this segment whereas (ψe, θe, φe) can be 
inferred from the internal joint angles. The gripper 
opening angle, α5, is estimated by taking the width of 
the end effector segment after correcting for rotation. 
On the other hand, to perform pose estimation of a 
target asset for manipulation, the position, (xa, ya, za), 
is first estimated by taking the centroid of the 
corresponding point cloud segment. Then the 
orientation, αa is estimated by extracting the convex 
hull and solving for the minimum bounding box [33]. 
Each step of the pose estimation process also employs 
error correction using the smooth motion constraint. 
That is, if a new prediction differs from the previous 
prediction by more than a predetermined threshold 
(e.g. due to outlier data), the new prediction is 
discarded. 

Figure 4b shows an example of the point-cloud 
based pose estimation result for an excavator 
equipped with a gripper. The segmentation can be 
computed in 0.05 - 0.1s whereas the pose estimation 
can be computed in 0.02 - 0.03s. The delay in 
showing the 3D visualization depends on network 
latency, but is usually within 1s. The final 3D 
workspace model is displayed through an interactive 
user interface. The remote operator is allowed to 
select the target asset of interest for manipulation. The 
user interface will then display task progress in terms 
of grasping the target asset. 

4 Results 

4.1 Experimental setup 

Figure 5. Experimental setup of two excavators at 
a mock urban disaster site. 

The experimental setup consists of two robotic 
unmanned excavators deployed at a mock urban disaster 
site (Figure 5). The operator has two options to remotely 
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monitor the test environment: (i) 2D images from 
cameras mounted on the excavator roof and (ii) 3D 
visualization obtained from the mobile laser scanning 
system. One excavator is equipped with a gripper as the 
end effector whereas the other excavator is equipped with 
a bucket. Using one or both of the excavators, the 
operator is tasked with carrying out various manipulation 
tasks such as picking up miscellaneous wreckage and 
moving them to a specified location. The accuracy and 
effectiveness of the proposed workspace modeling and 
visualization system is then validated using the pose 
estimation accuracy. 

4.2 Pose estimation accuracy 
The pose estimation results are visualized as shown 

in Figure 6. Note that this evaluation only considers a 
single excavator, but the proposed system is able to 
estimate the poses of multiple excavators simultaneously. 
The left 4 columns show results for a propane tank as the 
target object whereas the rightmost column show results 
for a plastic container as the target object. From the 2D 
images of the operator view, it is difficult to perceive 
whether the gripper is in line with the target object and 
the distance of the gripper to the target object. On the 
other hand, the 3D visualization provides helpful 
information in terms of physical distances and poses that 
can assist the remote operator in decision making. 

As shown in Table 2, the pose estimation accuracy is 
measured using three metrics: (i) error in estimating the 
distance from the center of the end effector to the center 
of the target asset, d1, (ii) error in estimating the distance 
from the center of the end effector to the ground, d2, (iii) 
error in estimating the distance from the center of the end 
effector to the center of the excavator body, d3. The 

accuracy of the proposed method is compared against 
two baselines methods: (i) simple line-fitting with linear 
least-squares regression [34] and (ii) Iterative Closest 
Point (ICP) [35] to fit the end effector model to the 
scanned point cloud. Results show that the proposed 
method achieved lower pose estimation errors compared 
to the two baseline methods. This is because the scanned 
point cloud is too noisy and has low resolution for simple 
line-fitting or ICP to work, whereas the proposed method 
is able to estimate the pose parameters from point clouds 
more robustly. 

Table 2. End effector pose estimation error 

Method d1 error 
(m) 

d2 error 
(m) 

d3 error 
(m) 

Simple line-
fitting [34] 

0.93±1.06 0.39±0.50 0.15±0.07 

ICP [35] 0.15±0.11 0.10±0.07 0.24±0.26 
Our method 0.13±0.07 0.09±0.09 0.10±0.08 

5 Conclusions 
In summary, this research proposed a workspace 
modeling system for teleoperated construction 
equipment based on laser scanning. Through field tests at 
a mock urban disaster site, the constructed 3D workspace 
model was demonstrated to be able to estimate the 
positions of the excavator and target assets accurately and 
improve the performance of human operators on 
manipulation tasks. This represents an important step 
towards achieving the goal of improving the efficacy of 
remote robot operation, reducing human operator needs, 
and reducing the operator's cognitive burden during 
teleoperation. For future work, the method will be 
extended to more types of heavy equipment such as 

Figure 6: Visualization and pose estimation of excavator workspace. The top row shows 2D images of the scene 
whereas the bottom row shows the corresponding 3D visualization 

786



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

loaders and dump trucks and further evaluated in more 
challenging manipulation scenarios. 
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Abstract -
Automation for retrieving relevant contents without hu-

man interventions has been considered as an essential task
in the construction industry. Computer vision has grasped
attention to be employed for providing rich data from the sur-
rounding environment and automation of such critical tasks.
Nonetheless, various challenges, including the detection of
complicated and changing interactions and processing large-
scale data remain unresolved. Deep learning methods have
led to satisfactory achievement in providing progress moni-
toring systems, especially with detecting complex humanmo-
tions and activities in construction scenes. However, further
research contributions for vision-based safetymonitoring are
required to determine existing limitations and gaps in the
construction and infrastructure field. In this paper, through
some bibliographics and scientometrics analyses, more re-
search backgrounds are suggested for application of com-
puter vision and especially, deep learning, in construction
robotics. Moreover, the accuracy of various computer vision
methods is analyzed and compared by considering publish-
ing year, countries, institutes. This demonstrates that Deep
Learning application is still premature in the construction
context, and current researches lack robust and swift image
processing techniques.

Keywords -
Automation; Computer Vision; Construction; Deep

Learning

1 Introduction
Automatedmethods have been considered as a vital task

intended to retrieve relevant contents and features without
any human interventions in the construction robotics [1].
In this regard, machine vision has drawn attention since
several critical tasks, including continuous object recog-
nition, monitoring of motion behaviour [2], productivity
analysis [3], health and safety monitoring [4], require au-
tomation in their procedure [5] . It is worth noting that a
major prerequisite for applying computer vision methods
is data collection. Despite their importance, current meth-
ods of on-site data collection are still time-consuming,
costly, and error-prone [6]. In addition, having large-scale
database for most of industrial projects is another chal-

lenge for computer vision methods. In the recent years,
several studies have been carried out in the construction
field to evaluate unsafe conditions and acts. Despite the
relative success of the research conducted by [7], some un-
resolved gaps and challenges remain in construction and
infrastructure Civil Engineering, including the recogni-
tion of activities in complicated and varying conditions,
multi-subject interactions and group activities.
Computer vision has achieved satisfactory performance

in providing progress and quality monitoring systems
and identifying unsafe conditions and actions in ongoing
works, especially by detecting human motions and activ-
ities in construction sites [8, 9] In fact, color-based tech-
niques such as the detection of workers, equipment, and
materials in the construction sites are commonly used in
various object detection [10] A behaviour based safety ap-
proach can be used to observe and identify people’s unsafe
actions in order to modify their future behaviour [11, 12]
The advent of deep learning in machine learning field pro-
vides solution to the problems of manual observation of
unsafe actions. The Convolutional Neural Network, CNN,
based methods have been widely applied to a variety of
problems that are encountered in construction [13, 14].
Object detection using deep learning algorithm can be
employed for identifying construction components, count-
ing objects, and objects size determination [15]. Further-
more, motion detection can be deployed in cameras via
deep learning computer vision methods for surveillance
purposes. In [16], a deep CNN is developed by integrat-
ing optical flow and gray stream CNNs to automatically
recognize motion on construction sites.
By searching through the database of publications, 11

review articles are found which have put their effort on this
area of interest, amongwhich, from 2017, four papers have
been published. This is important since what has devel-
oped from 2017 changes in data science interaction with
construction and civil infrastructure fields. In Table 1, the
information of the published review papers in this field has
been demonstrated. From 2015 to 2016, five review arti-
cles have focused on this field of research, trying to provide
bibliographic information,possible solutions and gaps on
computer vision with share keys including progress moni-
toring, condition assessment, image-based 3D reconstruc-
tion, computer vision, and building information modeling;
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Table 1. Analysis of published review papers on
application of computer vision in the construction
field.

Review
Papers

Analyzing
Date

Review
Style

Reviewed
Papered

[10] 2009-2019 bibliometric 97
[5] 1999-2019 scientometric 375
[19] 2000-2018 scientometric 216
[20] 1990-2018 bibliometric 235
[21] 2005-2016 scientometric 614
[22] 2010-2015 bibliometric 40
[6] 2000-2015 bibliometric 101
[23] 1995-2015 bibliometric 96
[24] 1995-2015 bibliometric 121
[25] 2005-2015 bibliometric 104
[26] 2000-2015 bibliometric 139

the most published articles belong to the journal of Ad-
vanced Engineering Informatics. Nonetheless, what has
been considered has chiefly changed in recent years. As
a case, one of the gaps in review papers was referred to
the lack of suitable tool for processing and interpreting of
high value of images and videos which was addressed in
several articles, including [17, 18], by introducing deep
learning methods in civil and infrastructure construction
fields. It is worth mentioning that the relation between on-
tology and deep learning application in Civil Engineering
has been analyzed in [19] which leads to suggestions for
analyzing background detail and employing ontology in
order to improve the accuracy of computer vision methods
in monitoring and safety. Nonetheless, what has totally
been off the topic in the scientometric analysis is the role
of accuracy of different computer vision methods in the
future of the construction field. None of the review papers
has scrutinized and demonstrated the possible reasons and
trends in the accuracy of computer vision methods from
sceintometrical view point.
Therefore, further studies are required to find out ex-

isting limitations in order to boost the adoption of the
advanced techniques. Several practical challenges could
be identified in studies including a lack of robust and
swift image processing techniques in industrial settings,
considering the varying and dynamic conditions which
are demonstrated in construction and civil infrastructure
sites. Moreover, the review papers neglected the recent
improvements and achievements in the general computer
vision and machine vision. Hence, more researches are
required for computer vision that involve the state-of-the-
art deep learning findings in the construction field in or-
der to provide the practitioners with more accuracy in
identifying conditions resulting in inferior quality, pro-
ductivity and safety performance. In this regard, using
of a computational light convolutional network such as
MobileNets [27], ShuffleNets [28], ResNets [29] seems

necessary.
This research has tried to analyze this topic from dif-

ferent view point, that is more or less related to the data
science field. In this paper, different methods of computer
vision have been analyzed considering their application in
the construction field. In Section 2, the way of acquiring
bibliographical records of articles in the fields of machine
vision and construction is explained. Thereafter, in Sec-
tion 3 the recent achievements in the aforementioned fields
are categorized and the most leading and cutting-edge ar-
ticles in the field of application of computer vision in
construction are extracted. Section 4 is devoted to the
more detailed scientometrics analysis of the selected arti-
cles. Finally, discussions and future trends are included in
Section 5.

2 Data acquisition
In this section, the method of acquiring bibliograph-

ical data is explained. In this research, the Dimension
platform is employed as the basic search platform which
offers more advantages[30, 31], such as proving plentiful
research options, easily extracting research results, access
to profiles at author and journal level, awarded grants and
patents. In this regard, journals and conference papers are
selected as the research option, since several highly cited
documents have been published in both publication types.
Moreover, the surveyed date has been set to 2000-2020
which contains the most published papers in the field of
construction and machine vision. A suitable research key-
word for application of machine vision in the construction
and Civil Engineering might be as follows: ("Computer
vision*" OR "Machine vision*" OR "Vision systems*")
AND ("building*" OR "construction*"). Based upon the
aforementioned settings for carrying out search in the plat-
form, 2515 documents have been found for the rest of the
research.

3 Bibliographical Analysis
In this section, the literature of computer vision applica-

tion in construction is analyzed from bibliographical point
of view. In this regard, VOSviewer software [32] pos-
sesses useful features in the text mining and bibliometrics
analyses, which provides researchers with graphical way
of literature data-set presentation. Considering the bib-
liographical results, demonstrated in Figure 1, four main
clusters have been identified in the graph. The graph con-
tains top 160 documents by total link strength. The first
cluster, which has been demonstrated with yellow color, is
mostly related to the articles belonging to implementation
of conventional computer vision methods in construction.
The leaders of the cluster [33, 9, 34, 16] share similar key-
words, i.e., Support Vector Machine (SVM), computer vi-
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VOSviewerFigure 1. Network visualization of acquired bibliographic documents via bibliographic coupling analysis method.

sion and monitoring. The similar cluster with green color,
#2, represents articles which has been published around
2017 in the application of deep learning in construction.
The leaders of the cluster [35, 36, 37] share similar key-
words, deep learning, computer vision, construction. In
the scientometrics analysis, the articles of the cluster #1
and #2 are employed in order to analyze the connection
between the keywords of those articles which forms better
understanding of computer vision application construction
and Civil Science. Therefore, the articles from clusters #1
and #2, with the number of 110, have been analyzed in the
scientometrics section, from different aspects of sciento-
metrics, especially accuracy of computer vision methods,
data base, and co-occurrence. Nonetheless, there are two
othermain clusters that have been found in the bibliograph-
ical results in Dimensions search platform. One of these
two clusters with red color, #3, has focused on the general
computer science field with shared keywords, computer
vision, classification, and object recognition, while the
another with blue color, #4, has put the attention on Civil
Engineer, 3D reconstruction, and building model. As a re-
sults, excluding these articles from main articles based on
the titles and abstract in the bibliographics is impossible;
only by employing methods such as the bibliographical
coupling analysis, these clusters are separable. In the Sci-
entometrics section, these two clusters are not analyzed
since those are relatively far from the main topic of this
research.

Based on the bibliographical data from Figure 2, the
United States, China, United Kingdom, South Korea, Aus-
tralia, and Canada have mainly attempted to contribute in
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Figure 2. Overlay visualization of countries of pub-
lished documents respecting to average publishing
year via bibliographic coupling analysis.

construction and vision fields of researches. The graph
nodes are scaled by total link strength in which minimum
number of documents of a country is set as 20, minimum
number of citation of a country is chosen as 10, and top
15 countries are visualized considering total link strength.
Moreover, the graph demonstrates that from 2016 till now,
China, Australia, and India have attempted to extend the
application of computer vision in Civil Engineering. On
the other hand, the focus of researchers in the United States
and United kingdom is mostly respected to the span of
2012 to 2014 on average, and predicated upon the citation
records, their researchers had received enormous attention
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and citation.

4 Scientometrics Analysis
In this section, the aforementioned extracted articles

from clusters #1 and #2 of Figure 1 are analyzed through
varied points of view. From 2015, a brand new way of
literature review, namely, scientometrics analysis, , has
been introduced [38] which detects the correlation be-
tween keywords and the most repetitive words through
co-occurrence analysis. Consequently, by combining the
bibliographical information of the selected articles with
the extracted data such as accuracy, source of database,
abstract and so forth, the scientometrics analysis has been
carried out in this section in order to focus on surveying the
published articles in the field of computer vision and con-
struction. Employing corpus and scores files, composed
by integrating abstract and keywords of the selected arti-
cles, the demonstrated graph in Figure 3 is obtained. The
graph shows top 20 of most relevant and important terms
scaled weight by Occurrence, with minimum number of
occurrence of a term as 10. Based on the graph, Deep
Learning as a representation for complex image process-
ing methods and SVM as one for conventional image clas-
sification toolbox have been mentioned more than other
methods.unsafe action

visualization

support vector machine

action recognition

deep learning

real time

machine vision

image processing

colour

automation

inspection

camera

safety

video

site

model

image

VOSviewer

Figure 3. Overlay visualization of occurrence anal-
ysis of abstract and keywords of selected articles
with respect to average accuracy timeline.

In the clusters #1 and #2 of Figure 1, representing fields
of construction and machine vision, 3 publication journals
have mostly contributed from volume of published papers
point of view. In Table 2, several information have been
presented on the publication resources, namely Automa-
tion in Construction, Advanced Informatics, Computing
in Civil Engineering, and Computer-Aided Civil and In-
frastructure Engineering and the corresponding details.

Table 2. Scientometrics analysis of the publication
sources of selected articles.

Publication
Journal Percentage

Average
Pub-
lished
Year

Average
Cita-
tion

Dominant
Method

Automation
in

Construction
37.04% 2016 91 Deep

Learning
Advanced
Engineering
Informatics

14.81% 2013 92 Deep
Learning

Journal of
Computing in

Civil
Engineering

13.89% 2012 117 Edge De-
tection

Computer-
Aided Civil

and
Infrastructure
Engineering

8.35% 2012 193 Edge De-
tection

Table 3. Scientometrics analysis of the first author
countries of selected articles.

Institution Percentage
Average
Published

Year

Average
Accu-racy

Dominant
Method

Huazhong
University
of Science

and
Technology

10.19% 2018 0.895 Deep
Learning

Georgia
Institute of
Technology

12.04% 2012 0.938 Tracking
Method

Yonsei
University 6.48% 2014 0.967 Edge De-

tection
University
of Illinois 9.26% 2011 0.982

Motion
Detec-
tion

The focus of Automation in Construction and Advanced
Informatics has been shifted toward applying deep learn-
ing methods in the construction field from 2016 [17, 35].
Nonetheless, the journal of Computing in Civil Engineer-
ing and Computer-Aided Civil and Infrastructure Engi-
neering have published the articles, mostly employing edge
detection methods, in the construction and civil engineer-
ing [39, 40].
From the countries point of view, the United States,

China, Canada, the United Kingdom, and Australia are
pioneers in applying computer vision in the construction
field. In Table 3, it is shown that 4 institutions have had
more contributions in publishing their results in the rel-
evant journals. The average publishing year for Georgia
Institution [8] and the University of Illinois [9] is around
2012; tracing methods and motion detection, respectively,
are employed which have led to highly cited articles, but
their focus has been shifted away from this field since
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2014. On the other hand, several papers such as [41, 42]
have been published from Huazhong University that con-
tributes in this field by applying CNN and deep learning in
the object and human recognition. These papers have been
specialized in such a narrow topic that limits the citation
while the average accuracy of the deep learning methods
is less than the aforementioned institutions in the United
States.

Figure 4. Scatter plot of the issue year of selected ar-
ticles versus the accuracy of computer vision meth-
ods.
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Figure 5. Comparing the applied dominant machine
vision and classification methods in selected articles
respecting to the issue year of articles.

Since 2008, by deployment of computer vision in the
construction industry, the number of published papers in
this field rouse by gaining appropriate accuracy of the
object and edge detection methods. For instance, in Fig-
ure 4, one can observe that from 2008, more articles have
achieved high accuracy in vision methods of construction
mostly due to the advancement in face recognition and ob-
ject detection methods. However, it is worth mentioning
that one can find several articles including [41, 43] that
cannot achieve expected accuracy, that is above 95 % on
average, since the volume of processing data has increased
as well. Consequently, in this field, the span of accuracy

Table 4. Scientometrics analysis of the dominantma-
chine vision and classification methods in selected
articles.

Method Percentage
Average
Published

Year
Average
Accuracy

Average
Citation

Deep
Learning 20.37% 2018 0.908 68

SVM 14.81% 2015 0.905 2120
Other
Object

Detection
methods

12.04% 2015 0.955 49

Other
Edge

Detection
methods

9.26% 2010 0.887 136

that publications in the construction field has gotten bigger
whilst the bold part of this span is still on the highest pos-
sible accuracy of computer vision. Most importantly, the
rate of published research paper in this field has accelerated
since 2017. This has happenedmostly due to attention that
deep learning methods have received. Based on what has
been demonstrated in Figure 5, since 2018, more research
articles such as [44, 14] have put the base of their concen-
tration on Deep Learning and big data science field. Face
recognition, object detection, and huge amount of data
classification methods are eventually possible to be car-
ried out by deep learning methods. This trend decreased
in 2019 which might be respected to the existing gaps of
deep learning in the construction and safety field which
will be discussed later in Section 5. Meanwhile, SVM
method, which represents fast classification of data, fails
to receive more credit in comparison to what has happened
in 2015 [45, 46], according to Table 4. This shows that
the focus of automation in construction has been shifted
from speed toward the accuracy and processing of huge
database information.

5 Discussion and Future Trends
In the recent years, the vision-based tasks have improved

due to the need for automation in the construction field.
Some of the researchers have tried to extend the volume
of image processing, from motion and object detection
tasks towards activity recognition. This has led to increas-
ing complexity of the space of data regressors while the
conventional methods lack the ability to conform to big
data process. As a result, more complicated and powerful
tools in learning patterns and data are required to solve
the problem. However, based on what has been illustrated
in Table 4, it is clear that deep learning methods could
not achieved the accuracy that has been achieved in the

793



37Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2020)

Figure 6. Number of published articles on the appli-
cation of machine vision in construction respecting
to the issue year.

vision field [18], that is approximately 95 %. Moreover,
it is demonstrated that the achievement of conventional
vision methods in the object detection, motion detection,
classification reveals better accuracy in comparison to the
deep learning methods [47]. The existing gap among the
capabilities of deep learning in the construction field, em-
ploying pre-trained networks in non-similar contexts and
lack of experience and background researches, decrease
the possible success in obtaining successful results in the
vision methods. In fact, setting AI field techniques such as
MobileNets [27], ShuffleNets [28], ResNets [29] in con-
struction and infrastructure civil field are demanding and
time-consuming. Therefore, the upcoming articles must
be inclined to increase the accuracy and efficiency of deep
learning methods. By doing so, the predicted number
of published articles on application of machine vision in
construction, demonstrated in Figure 6, will be realizable.
Another important topic is theway of acquiring database

for application of vision in construction industry. Most of
researchers in this field have employed specific database.
Based on the scientometrics data, the majority of the ana-
lyzed published documents in this field possess their own
construction images database. Some of review papers,
especially [19], believed that considering the copyright
rules and respecting the privacy of workers in construc-
tion site often lead to the fact that most researchers do not
publish their researches database in the publications. In
this regard, there is rare published well-known database
of construction images and the authors are obliged to put
more of their effort and resources on acquiring images
from a construction site. This may be the key point why
researchers have put less effort and attention on improv-
ing the efficiency of computer vision methods, especially
in deep learning-based recognition method, in the recent
years. Furthermore, lacking general image databases in
the construction fieldmakes validation of the results in this

field even harder. In other word, the precise comparison
between application of varied machine learning methods
in construction and infrastructure Civil Engineering is not
mainly feasible since each articles applied the method on
a specific database which is not accessible for other re-
searchers and authors [17, 42]. In this regard, the average
accuracy has been employed in this paper in spite of ap-
plying machine learning methods on each case study of
construction field. As a future trend, a general database of
construction sites must be formed respecting the privacy
of involved people and the copyright rules, which surely
involves more researchers in the applications of machine
learning in the construction field.
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Abstract - 
Construction robots have drawn attention in 

research and practice for decades. Considering most 
of the construction robots are not fully automated and 
humans are always involved in the construction 
process, how humans and robots collaborate has a 
great impact on the total productivity. Unlike 
collaboration systems between human-human, 
human-device and robot-robot, human-robot 
collaboration process has its complexity and 
uniqueness. Thus, this paper starts with analysis of 
human-robot collaboration system in construction, 
then provides an agent-based approach to simulate 
the process in bricklaying with emphasis on its 
complexity. A real project in Beijing is utilized to 
validate the feasibility of the proposed method. 
Besides, managerial insights useful for the workers to 
better utilize construction robots can be drawn from 
the results, which shows the effectiveness of the 
proposed model. This research contributes to the 
body of knowledge an agent-based approach to 
modeling, simulating, and analyzing the human-robot 
collaboration process in construction sites. This 
research serves as a foundation for further in-depth 
investigation in this area. 

Keywords – 
Construction robots; human-robot collaboration; 

agent-based simulation; communication mode; 
human factor 

1 Introduction 
Construction robots have drawn attention in research 

and practice these years to cover the shortage of 
conventional construction. In terms of the entire industry, 
its productivity has been declining in recent years and the 
conventional construction paradigm has reached the 
technological performance limit[1]. In terms of workers 
in this industry, construction tasks are usually of high 
physical demand, and sometimes are harmful to their 
health[2]. Therefore, construction robots have aroused 
increasing interest in the last 15-20 years because it can 

improve the productivity while replace workers from 
doing heavy duties and dangerous tasks[3]. The 
application of robots involves nearly every construction-
related tasks, including glazing[4], beam assembly[5], 
earthmoving[6], concrete wall fabrication[7], etc. 

However, construction industry cannot be fully 
automated currently even with the aid from robots[3]. As 
a result, various operations and tasks still need to be 
fulfilled by human workers. In other words, human-robot 
collaboration is a critical part of the construction process. 

Agent-based (AB) modeling, a simulation approach 
to model systems by using virtual agents to imitate the 
behaviors and interactions of participated individuals[8] 
is commonly used to simulate construction scenarios to 
understand and further optimize the process. Multiple 
collaboration systems between human-human[9], 
human-device[10] and robot-robot[11] in construction 
have been studied. However, human-robot collaboration 
system has its specific complexity and uniqueness 
comparing to other collaboration systems, which calls for 
further investigation.   

This research starts with analysis of human-robot 
collaboration system in construction, then chooses 
bricklaying process as a typical application in the 
construction domain, and adopts an agent-based (AB) 
modeling approach to simulate human-robot 
collaboration process with emphasis on its characteristics. 
Managerial insights are drawn to show the applicability 
and benefits of the proposed model. The remainder of the 
article is organized as follows. Section 2 introduces the 
methodology used in the research. Section 3 provides the 
analysis for human-robot collaboration systems in 
construction. Section 4 proposes the development of the 
AB simulation model. Section 5 presents case studies and 
draws managerial insights. Section 6 summarizes the 
research and discusses possible future investigations. 

2 Methodology 
The objective of this research is to model human-

robot collaboration in bricklaying with an AB modeling 
approach. To achieve the objective, AnyLogic© (version 
8.5.0) is used as a simulation platform. A six-step 

797

mailto:wmh17@mails.tsinghua.edu.cn
mailto:lin611@tsinghua.edu.cn


37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

methodology is utilized (Figure 1), which contains 
system analysis, model scope determination, simulation 
environment determination, agent property definition, 
data collection and scenario application.  

  
Figure 1. Overview of the research methodology 

At the very beginning, the human-robot 
collaboration system in construction is analysed. Its 
complexity and uniqueness comparing to other 
collaboration systems are further stressed, which is the 
foundation of all the rest steps. In model development, 
model scope is first determined. Robot agents, worker 
agents, brick agents, and recorder agents are incorporated. 
A real project in Beijing is used as the simulation 
environment. Acting behaviors are captured to define the 
agents’ property. Then, agents can act spontaneously in 
the experiments. The model is further applied to a case 
study to test its applicability and draw managerial 
insights. Data collection should be done at first to 
determine parameters in the model. Considering the 
practical applications of bricklaying robots are still 
limited, the parameters cannot directly be acquired from 
real bricklaying robots. To address this, the parameters 
are based on theoretical and empirical evidence, 
including previous papers and video records. However, it 
is important to mention that the parameters can be easily 
adjusted to other values when needed. Considering the 
randomness in experiments, the simulation scenario is 
simulated three times and outputs are set to the average 
value. 

3 Analysis for human-robot collaboration 
systems in construction 

3.1 Collaboration system 
Collaboration systems are classified by participants. 

In construction, collaboration systems between human-
human, human-device, robot-robot and human-robot are 
common (Figure 2). Human-human and robot-robot 

collaboration refers to the collaboration among workers 
and machines respectively. The difference between 
human-device collaboration and human-robot 
collaboration is that human conducts a mission by 
manipulating a device (i.e. infrared cameras in bridge 
inspection[12]) while human and robots can work on 
different tasks side by side[13].  

 
Figure 2. Classification of collaboration systems 

Several communication modes are involved in 
collaboration systems[13] (Table 1).  These modes are 
originally used in human-robot collaboration, but they 
can be generalized to other collaboration systems as well. 
Therefore, agents are used to represent the participants, 
corresponding to the AB approach. 

3.2 Complexity and uniqueness of human-
robot collaboration system 

3.2.1 Traditional collaboration system 

Traditional collaboration systems between human-
human, robot-robot and human-device are involved in 
simulation scenarios of previous papers. Table 2 
summarized the scenario, collaboration type, 
communication mode of representative works. For 
example, in bridge inspection process[12], on one hand, 
preparation and inspection are conducted in sequence by 
technicians. Technicians use voice to communicate, 
which is considered a form of RCI. On the other hand, 
technicians move with the devices in the inspection 
process, and since technicians need to set or program the 
devices first, the communication mode is ME.  

It can be concluded that traditional collaboration 
systems only involves a simple communication mode, 
either RCI or ME. This is reasonable since humans only 
need to communicate by voice; robot-robot system as a 
fully automated system only needs electronic signals to 
send messages; while device as a passive object only 
need to be programed.  

3.2.2 Human-robot collaboration system 

Comparing to traditional collaboration systems, 
human-robot collaboration is complex and unique in the 
following three aspects. All three aspects will be further 
illustrated in Section 4. (1)Simultaneously involving 
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multiple communication modes: since many robots in 
construction is not fully automated, they still need to be 
installed, programmed or manipulated (ME, TL) like 
devices; however, robots have much higher autonomy 
and independence as a collaborator rather than a passive 
tool, which provide possibility for more communication 
modes (RCI, DPI). (2)Safety requirement: for extremely 
complicated and distributed environment like 
construction site, it will be very hard to set up fence to 
separate workers and robots. Since human workers are 
exposed to robots, human-robot collaboration system 

needs some safety requirements such as safety 
distance[14]. Safety issue is seldom considered in 
traditional collaboration systems. (3) Different 
characteristics between participants: the two participants, 
human and robot, have different characteristics. For 
example, human workers will forget or feel tired, but 
robots will not. This is unique as well. For human-device 
collaboration, when humans are tired, the efficiency of 
device will also be effected as it is manipulated by 
humans.  

Table 1. Communication modes in collaboration systems[13] 

Communication mode Description 
Direct physical interaction 

(DPI) 
One agent’s body contact with another in order to perform a task 

Remote contactless interaction 
(RCI) 

Agents contact by interfaces (e.g. voice, camera) 

Teleoperation(TL) Workers directly drive a machine with interface 
Message exchange(ME) Information is exchange using digital signals transmitted through 

physical button 

Table 2. Traditional collaboration systems in previous work 

Paper Scenario Collaboration 
type 

Communication 
mode 

Seo et al.[9]   Bricklaying Human-human RCI 
Abdelkhalek et al.[12] Bridge inspection Human-human RCI 

Zhe et al.[15] Pump maintenance Human-human RCI 
Jabri et al. [11] Earthmoving Robot-robot RCI 

Yassin et al. [16] 3D printing reinforced concrete Robot-robot RCI 
Abdelkhalek et al.[12] Bridge inspection Human-device ME 

Jung et al.[10] Lift system Human-device ME 

4 AB model development for human-
robot collaboration 

After having an understanding of the complexity and 
uniqueness of human-robot collaboration system, this 
section provides an AB model to simulate this process.   

4.1 Model scope 
Model scope determines the content of agents. Four 

kinds of agents are involved in this model, robot agents, 
worker agents, brick agents and recorder agents. The first 
two agents will work together to fulfil masonry tasks. 
Four agent states are introduced to capture the working 
condition of both robots and workers: (1) working state 
refers to an agent working on a given mission; (2) idle 
state refers to agent being in idle without missions; (3) 
moving state refers to workers moving robots or robots 
being moved; (4) operating state refers to workers and 

robots doing preparatory works. Bricks are considered as 
passive agents for robots and workers to manipulate. 
Besides, in order to record the agent state at any time, a 
kind of dummy agent, recorder, is introduced to the 
model. Each recorder agent has one corresponding robot 
agent or worker agent. It will record the state and the 
corresponding time when the state has changed. 

4.2 Simulation environment 
The simulation environment is the construction site 

where agents are acting and interacting with each other. 
In this research, a typical residential project in Beijing is 
used to provide references to the design of the simulation 
environment. Several assumptions are made to simplify 
the original layout of the construction site without losing 
generalization. One of the buildings in the layout is 
picked as the construction object. The corner of the site 
is assumed to be Long-term Store Place to deposit 
construction materials, such as bricks. A small place near 
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the building is considered as Temporary Store Place for 
workers’ convenience. A rectangle area that envelopes 
the building is assumed to be Work Zone. Besides, a 
small rectangle place near Temporary Store Place is set 
to be Robot Store Place. The simplified layout of the 
simulation environment is shown in Figure 3.  It is then 
imported to the simulation model in Anylogic© using 
real-world plotting scale to ensure the reliability. 

 
Figure 3. The simulation environment of the 
model 

At the beginning, all bricks are deposited in the Long-
term Store Place. The robot is placed in the Robot Store 
Place, while all the workers are randomly placed in Work 
Zone. In this research, we mainly focus on the situation 
with one robot. It is assumed that three workers are 
needed to move the robot. Therefore, the simulation 
environment contains 3 worker agents and 1 robot agent. 

4.3 Agent properties 
In AB models, agents have two types of properties, 

attributes and variables, to regulate their 
performance[17]. Attributes are fixed properties, while 
variables may change in the process. 

4.3.1 Robot agent 

The main job for robot agents is to construct brick 
walls. Conventionally, brick walls function as infilled 
walls that locate between columns. Two dummy nodes, 
start node and end node, are extracted to represent the 
endpoints of each wall. The set of all nodes, Node Set 
(NS), is introduced to record all the start nodes and end 
nodes. It represents all the construction tasks for the 
bricklaying robot. One attribute, Number of Nodes (NN) 
and one variable, Number of Completed Nodes (NCN), 
are applied correspondingly to capture the number of all 
nodes and completed nodes in NS. Another attribute, 
Number of Layers (NL), is introduced to determine the 
number of layers in each wall. 

The robot agent will pass through four stages during 
the whole construction process. (1): Robot agents start 
waiting for workers at Robot Store Place, so it is 
classified as idle state. (2): After moved and installed by 
workers, the robot is working in Work Zone, and is 

classified as working state. Although there are several 
types of bricklaying robot existing in industry or 
academic [2, 18-23], most robots share the same process 
of laying one brick. Therefore, SAM100 is chosen as an 
example to model the laying process. For SAM100[24, 
25], the whole process can be summarized into the 
iteration of two procedures, moving to target position and 
bricklaying. Bricklaying is a generalized process that 
contains plastering on the surface, grabbing one brick and 
laying it on the mortar. Two attributes, Moving Velocity 
in Working (MVW) and Brick Laying Duration (BLD) 
are critical in this stage. The first attribute captures the 
velocity as robots moving to the target position, and the 
second attribute captures the duration for the bricklaying 
process. When one layer is finished, the robot will return 
to the start node. For safety reason, it is assumed that the 
robot will not start the next layer until the worker 
responsible for extra mortar removing (introduced in the 
next section) finishes this layer. (3): After all layers are 
finished, the robot will automatically move back to the 
start node and stop operating. It is classified as idle state. 
Meanwhile, the start node and the end node for this wall 
will be labeled as “Complete” and NCN will increase by 
two. (4): Because several bricklaying robots has a pipe to 
deliver mortar[25], it is assumed that the mortar is always 
sufficient. However, robots probably will still run out of 
bricks that are stored inside. When this happens, the robot 
will pass to Stage 4 and stop operating, therefore the state 
will change into idle state. The attribute, Robot Storage 
Capacity (RSC), is applied to determine the maximum 
number of bricks that can be stored inside the robot. 
When the bricks are supplemented, the robot will start 
operating again and continue the previous task.  

4.3.2 Worker agent 

In this model, workers are responsible for three kinds 
of tasks in the whole process. First, workers need to carry 
the robot to target locations, called Robot Moving and 
Installing (RMI). Second, considering when robots 
squeeze a brick on the mortar, the robot arm will also 
push some mortar beyond the below brick’s edges[23], 
this extra mortar is supposed to be removed by one 
human worker. This task is called extra mortar removing 
(EMR). Third, when robots run out of bricks in their 
storage, one worker is responsible to supplement 
bricks[26]. This task is called Brick Supplement (BS). 
For the three worker agents in the model, one is 
responsible for BS and RMI (called the BS worker), one 
is responsible for EMR and RMI (called the EMR 
worker), and the last one only need to participates in RMI 
(called the RMI worker).  

RMI task can be divided into two parts. (1): At the 
very beginning, workers first move to Robot Store Place. 
Their moving speed is determined by the parameter 
Walking Velocity (WV). Some preparation works need 
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to be done before they move the robot. Then, workers 
will carry the robot to Node 1. Another attribute, Robot 
Moving Velocity (RMV), is introduced to capture this 
moving speed when carrying loads. Then, workers need 
to install it on the work site. These two processes, 
determined by Preparation Duration (PD) and Installation 
Duration (ID), belong to operating state. (2): When the 
robot finishes the bricklaying work for one wall, workers 
will judge whether there are other unconstructed walls. If 
so, they will move the robot to the next unfinished node 
in NS. Otherwise, workers will move the robot back to 
Robot Store Place.  

EMR task is the iteration of moving to target brick 
and removing extra mortar on the brick. Since the worker 
is not carrying loads, it is assumed that the moving speed 
is WV as well. An attribute, Mortar Removing Duration 
(MRD), is introduced to determine the time for the 
worker to remove mortar on one brick. To ensure that the 
EMR worker has a safe distance with the robot, it is 
assumed an at least 10 bricks length separation distance.  

Since the EMR worker is beside the robot, he will 
inform the BS worker when the robot runs out of bricks 
and stops operating. Then, the worker will go to 
Temporary Store Place or Long-term Store Place to 
supplement bricks, depending on the number of bricks at 
Temporary Store Place. If it is larger than RSC, he will 
grab, move and add these bricks to the robot. Otherwise, 
the BS worker will first transport five times RSC bricks 
from Long-term Storage Place and drop them to the 
Temporary Storage Place. Three time-related attributes, 
Grabbing Duration (GD), Dropping Duration (DD), and 
Supplement Duration (SD) are introduced to determine 
the duration the BS worker needs to grab, drop and 
supplement RSC number of bricks. Besides, Carrying 
Velocity (CV) is introduced to decide the moving 
velocity for the BS worker when transporting bricks. 
Besides just waiting for the information from the EMR 
worker, it is assumed the BS worker will check the 
number of remaining bricks periodically. If the BS 
worker finds that bricks in the robot are less than 
Supplement Limit (SL), he will start the supplement 
process directly. Check Interval (CI) is introduced to 
determine the checking frequency.  

Two ergonomic behaviors are incorporated.  
(1) Forgetting: Because the BS worker may repeat 

checking many times a day, he is very possible to forget 
some checks. To capture the forgetting behavior, the 
variable Forgetting Possibility (FP) is introduced. FP is 
determined by the following equation[15]: 

𝐹𝑃 = 𝑒−0.01𝐶𝐼 (1) 

(2) Muscle fatigue: In bricklaying process, several 
tasks have physical work load on masons [27], which 
leads to muscle fatigue. To address this, we reference a 
dynamic fatigue model proposed by Seo et al. [9]. A 

worker will take a voluntary rest when his current level 
of muscle strength is lower than the physical demand in 
the following work element, and will not perform the task 
until the former is at least 10%MVC higher than the latter. 
MVC refers to the maximum muscle strength. Relation 
of current muscle strength and work load is shown in 
equation (2), and muscle strength in the recovery process 
can be explained in equation (3). 

𝐹𝑐𝑒𝑚(𝑡)

𝑀𝑉𝐶
= 𝑒−

𝐹𝑙𝑜𝑎𝑑
𝑀𝑉𝐶

𝑑 
(2) 

𝐹𝑐𝑒𝑚(𝑡𝑏) = [1 + 𝑟 × (𝑏 − 𝑎)]𝐹𝑐𝑒𝑚(𝑡𝑎) (3) 

𝐹𝑐𝑒𝑚(𝑡) represents the currently available maximum 
force at time t. d refers to the duration of the task, and 
𝐹𝑐𝑒𝑚  refers to the average physical demand of a work 
element. Only four work elements that have physical 
demand are considered based on Seo et al. [9]. The 
physical demand for extra mortar removing is 0.1%MVC; 
while the physical demand for grabbing bricks, dropping 
bricks, and adding bricks to the robot are 0.4%MVC. 
Besides, 𝑟 equals 5%MVC per 1 min when 𝐹𝑐𝑒𝑚 is lower 
than 90%MVC, and equals 0.3%MVC per 1 min 
otherwise.  

4.4 Characteristics of human-robot 
collaboration in the AB model 

This section introduces how the characteristics of 
human-robot collaboration mentioned in Section 3.2.2 is 
embedded in the AB model. 

Table 3 shows the communication modes related to 
the bricklaying process. It shows that the human-robot 
collaboration simultaneously involves three 
communication modes except TL. These there modes are 
successfully captured by the proposed model.  

Table 3. Involved communication modes in AB model 

Communication 
mode Scenario 

DPI BS supplements bricks for the robot 
Workers move the robot 

RCI Communication among workers 
The Robot waits EMR for next layer 

TL / 
ME Workers install the robot 

As mentioned before, the robot will not start laying 
the next layer until the EMR worker finish the layer; the 
minimum distance between the robot and the EMR 
worker is required. These two rules represent the safety 
requirements. Other requirements can be embedded to 
the model as well in the same way. Besides, the different 
characteristics of human and robot are modelled by 
considering two human factors.  
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5 Model application and demonstration 

5.1 Data collecting 
The simulation model is set up based on a range of 

parameters, including attributes and variables. Attributes 
are given default values, and variables can be calculated 
from attributes. Attributes in the model are classified into 
four types. (1): NS, NN, NL are defined by the 
construction tasks; (2): PD, ID, MVW, BLD, RSC are 
related to the robot type; (3): RMV, WV, MRD, GD, DD, 
SD, CV are determined by the workers’ capacity; (4): SL, 
CI represents the inspection policy. This research aims at 
providing a modeling approach, without focusing on 
specific robots, workers or policies. Therefore, the 
attributes are decided in Table 4 based on theoretical 
evidence, empirical evidence and necessary 
assumptions[18, 24, 28]. Triangular distributions with a 
20% variance are applied to PD, ID, MRD, GD, DD and 
SD to capture workers’ random performance[29].  

Table 4. Default value of attributes 

Robot agent Worker agent 
Attribute  Value Attribute  Value 

PD 10min RMV 0.33m/s 
ID 10min WV 0.75m/s 

MVW 0.2m/s MRD 5s 
BLD 8s SL 100 bricks 
RSC 300 bricks CI 15min 

  GD 30s 
  DD 30s 
  SD 10s 
  CV 0.67m/s 

5.2 Case study 
This scenario gives a demonstration of the output in 

order to shed light on a better understanding of the 
proposed model, while draw useful managerial insights 
from the output. The construction task for this scenario is 
the first wall with ten layers, which is labeled with an 
arrow in Figure 2. Therefore, NS contains two nodes, NN 
equals two and NL equals ten. Other attributes equal 
default values. 

5.2.1 Recording duration data 

The model is capable of recording total and classified 
construction duration for both robot agents and worker 
agents. Based on the duration data, the proportion of 
working time and idle time can be calculated. Duration 
data for robot agents are shown in Table 5. The 
construction duration, together with proportion of 
working time and idle time can serve as an indicator of 
the productivity of the construction process. 

Table 5. Duration data for robot agents 

 1 2 3 average 
Construction time (h) 5.07 5.10 5.04 5.07 

Working time(h) 2.78 2.77 2.77 2.77 
Idle time (h) 1.58 1.57 1.54 1.56 

Moving time (h)  0.06 0.06 0.06 0.06 
Operating time (h) 0.66 1.57 1.54 0.67 

Working proportion  / 54.6% 
Idle proportion / 30.8% 

5.2.2 Generation of state-to-time variation 

Based on the data recorded by recorder agents, figures 
that show state-to-time variation can be generated. In the 
figures, different states are labeled with different 
numbers (2 refers to working state, 1 refers to idle state, 
0 refers to operating state, -1 refers to moving state). This 
grading approach can capture the divergence of states 
from working state. The state-to-time variation of 
primary agents, including the robot agent, the BS worker 
agent and the EMR worker agent are showed in Figure 4.  

 
Figure 4. State-to-time variation of main agents 

The state-to-time variation clearly shows the working 
condition of each agent, therefore it is considered to be a 
good tool to examine the productivity of the process. For 
example, it stresses the impact of inspection policy on 
total productivity. Beside effective inspections labeled 
with the green rectangle, the BS worker has several 
redundant inspections labeled with the blue rectangle, 
which infers CI should be adjusted longer than the default 
value to achieve better effectiveness. Besides, the robot 
still ceases several times labeled with the red rectangle 
due to the fatigue of the EMR worker. It is clearly shown 
in Figure 6 that all the pauses happen after the 𝐹𝑐𝑒𝑚 of the 
EMR worker reached 0.11, 10%MVC higher than the 
physical demand of his tasks. Another important 
managerial insight can be drawn to address this. At the 
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early stage, workers’ strengths match well with the robot. 
However, when the construction is carried forward, 
workers become incompetent due to muscle fatigue. At 
this time, some managerial actions (i.e. shifts) should be 
taken to regain the balance between workers and robots. 
The proposed model can indicate the best time to shift the 
EMR worker, which is labeled by red line in Figure 5. 

 
Figure 5. Impact of fatigue on productivity 

6 Conclusion 
Comparing to collaboration systems between 

human-human, human-device and robot-robot, human-
robot collaboration is complex and unique because it 
involves multiple communication at the same time; it has 
special safety requirements; its participants, human and 
robot, have different characteristics. In this research, an 
agent-based approach is applied to simulate human-robot 
collaboration process in typical bricklaying scenarios, in 
order to provide a bottom-up approach to help understand 
and further optimize this complicated process.  

The proposed model fully integrates the behaviors of 
both workers, robots and their interaction. The effect of 
muscle fatigue and forgetting is incorporated as human 
factors to further emphasize the differences between 
robots and workers. The AB model is capable of 
recording total and four types of classified construction 
duration corresponding to the four states, and is able to 
capture state-to-time variation. Development of the 
simulation model is based on a range of parameters to 
capture the quality of both workers and robots, which is 
further based on theoretical and empirical evidence, 
including previous papers and video records. The result 
confirms the potential of AB modeling for analyzing 
human-robot collaboration process in construction. The 
results also draw some managerial insights: (1) 
inspection policy can be adjusted to achieve a higher 
effectiveness; (2) shifts in workers are highly 
recommended to retain the strength balance between 

workers and robots to maximize the productivity, since 
muscle fatigue will greatly hamper workers’ capacity. 

Further research can be conducted to improve and 
utilize the proposed model. Although the proposed model 
reflects the coexistence of different communication 
modes, it will be very meaningful to abstractly model the 
four communication modes, which can guide the 
establishment of future simulation models related to 
human-robot collaboration. Besides, currently only 
forgetting and muscle fatigue are considered in the model. 
However, other human factors (i.e. communication errors 
etc.) and ergonomic behaviors (i.e. muscle fatigue 
increases the forgetting possibility etc.) can be 
incorporated. Furthermore, many parameter values in this 
research are not based on actual robots due to the limited 
practical application. As construction robots become 
more prevalent, parameters can be adjusted to actual 
values.  
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Abstract – 

Medical facilities in the United States (US) are 
facing growing demands due to shifts in patient 
demographics, healthcare policies, costs of care, and 
medical technologies. An emerging trend is the 
growing importance of outpatient and ambulatory 
care relative to inpatient care. Whereas the term 
“inpatient” involves a patient needing admission into 
a hospital over an extended period of time, 
ambulatory care (i.e., outpatient clinics, dialysis 
clinics, ambulatory surgical centers, etc.) generally 
involves medical and surgical services performed 
outside a hospital environment, with the overall 
patient visit duration typically lasting less than a few 
hours. Changes in healthcare policy and advances in 
medical technologies are driving the need for 
ambulatory facilities to be more flexible in terms of 
functionalities and environmental qualities (e.g., light, 
acoustics, etc.). Responsive environments, as a design 
approach focusing on how spaces can change in 
response to user and environmental input (e.g., user 
interfaces, sensors), can uniquely address these 
changing and contemporary needs of medical 
practices. Architectural robotics, a key element of 
responsive environments, can facilitate rapid changes 
in building component configurations, such as 
interior wall, display screen, and furnishing layout, 
enabling spatial flexibility for medical staff. In this 
paper, we envision a novel application of responsive 
environments in the context of outpatient clinics and 
ambulatory care facilities. We present two 
ambulatory practice scenarios demonstrating 
architectural robotics use cases, based on preliminary 
observations of six ambulatory care medical staff and 
their patterns of interactions with existing 
technologies, building spaces, and navigation between 
spaces. Virtual environments, modeling those two 
scenarios, have been scripted and tested with an 
initial group of nine medical professionals activating 
architectural robotic transformations and 
experiencing the changes in configurations, with 
feedback collected through a follow-up questionnaire. 
Collected data on participants’ feedback on the 

scenarios’ applicability to healthcare practice and 
usability are presented in this paper. We expect to 
develop subsequent responsive environments to serve 
specialized medical practices as we identify them by 
shadowing a larger cohort of medical staff. Outcomes 
will be helpful for design practitioners as our findings 
suggest updates to the typical medical building 
layouts given digital technology advancements in 
healthcare practice. This work serves as an initial 
proof of concept for how responsive environments 
and architectural robotics can improve the spatial 
flexibility of future ambulatory care settings in 
particular and medical facilities overall, and how 
these are positively perceived by medical staff. 

 
Keywords – 
      responsive environments; immersive virtual 
environments; healthcare; architectural robotics  

1 Introduction 
Medical facilities in the United States (US) face 

numerous challenges amidst a changing landscape of 
policy, demographics, and technology. An emerging 
trend is the growing importance of outpatient and 
ambulatory care relative to inpatient care. Inpatient care 
typically refers to hospitals, where a patient stays for an 
extended period of time under significant levels of 
monitoring and treatment. Outpatient and ambulatory 
care (i.e., outpatient clinics, dialysis clinics, ambulatory 
surgical centers, etc.) generally involves medical and 
surgical services performed outside a hospital 
environment, with the overall patient visit duration 
typically lasting less than a few hours. Within the last 
fifteen years, the number of outpatient facilities in the US 
has increased 51% due to numerous factors including an 
aging population, changes in US healthcare policy, and 
rising costs of inpatient care [1] [2]. These trends 
motivate us to specifically focus within the context of 
healthcare on improving the built environment of 
outpatient and ambulatory care facilities. While the terms 
“outpatient” and “ambulatory” have nuanced definitions 
in medical research, for the purposes of simplicity, this 
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paper use “outpatient clinics” to refer to both terms. 
Outpatient clinics are starting to involve new digital 

technologies, raising questions of how the existing and 
future facilities can be better designed. For example, the 
predominant use of electronic health records (EHR) has 
created a challenge for physicians to balance their 
attention to EHR computer screens while making sure the 
patient still feels a sense of connection [3]. This has led 
to various investigations in how the built environment 
can be better designed with optimal positioning of 
furniture and EHR screens within an exam room [4]. 
EHRs are also getting integrated with wearable health 
technologies to capture more data on patients and 
streamline medical staff workflows [5]. Telemedicine 
has changed the relationship between people and the built 
environment, allowing patients to check in with their 
doctors without having to visit an outpatient care facility 
[6] [7]. Driven by these changes in technology, 
expectations of patients, and medical staff workflows, 
outpatient practices need flexibility in terms of the 
amount of space, variations in environmental qualities 
(e.g. lighting, acoustics, temperature), and ability to use 
the same space for multiple purposes [2]. The need for 
flexibility in outpatient clinics compels us to re-evaluate 
what medical staff and patients currently require from 
their environments.  

Updating medical staff and patient requirements on 
the usage of facilities will inform the design of outpatient 
clinic environments that work in conjunction with the 
information technologies being used. In fact, those same 
technologies that reduce the number of in-person visits 
also present an opportunity for improving outpatient 
clinic environments for situations when an in-person visit 
is necessary. As technologies become more 
interconnected, more ubiquitous computing ecosystems 
and cyber-physical systems may become possible to 
incorporate into the design of outpatient clinic 
environments. We anticipate that these new technologies 
can enable the spatial and environmental flexibility 
desired by current outpatient practices through a 
responsive environment design approach.  

Specifically, we see potential for architectural 
robotics to be involved in medical staff workflows, 
allowing for greater functionality within a given floor 
area. We present in this paper preliminary 
demonstrations of architectural robotics in virtual 
environments of outpatient clinic spaces, use cases of 
space transformations that were identified through field 
observations in medical facilities, and evaluate the 
feedback we received from medical professionals who 
navigated within those VEs. Overall, these VEs provide 
a means for evaluating whether the needs of outpatient 
medical staff are well identified and addressed. 

For this study, we performed preliminary 
ethnographic studies observing medical staff working in 

current outpatient care facilities. Based on those 
observations, we developed two scenarios of how 
architectural robotics can transform clinic spaces. We 
then present feedback from nine medical professionals 
after they walk through virtual environments 
demonstrating those two scenarios. While the focus of 
this paper is on outpatient and ambulatory care facilities, 
we expect that the findings are applicable to medical 
facilities in general. 

2 Related Work 

2.1 Responsive Environments 
While the term “responsive environments” has varied 

over time and different contexts, it generally refers to 
elements of a built environment that react to a stimulus 
of social (e.g., a person) or environmental (e.g., air 
temperature) nature [8]. Within these responsive 
environments, a range of explicit (e.g., a person turning 
on an air conditioner) and implicit (e.g., a thermostat 
determining space cooling needs) interactions providing 
that stimuli are possible [9]. A more specific definition of 
interest to our research is a responsive environment that 
can perceive people’s changing needs through a system 
of sensors [10] [11] [12]. Past research in responsive 
environments has developed means of modulating visual 
and auditory stimuli in office environments [13].  

At the same time, forward thinking designs of 
outpatient clinics has focused attention on the static 
placements of digital screens and medical devices in the 
patient-centered experience [14] [15]. While much 
research has focused attention on optimal environmental 
features (e.g., lighting, noise levels, color, optimal room 
layouts, etc.), not much has been investigated on how 
those features could change in response to changes in 
people’s needs [3] [16] [17]. Similarly, past research has 
investigated flexibility strategies for inpatient medical 
facilities, presenting a gap in how responsive 
environment design approaches can improve outpatient 
clinic environments [2]  [18]. Our work seeks to develop 
responsive features that enable dynamic interactions 
between users of outpatient clinics (e.g., medical staff 
and patients) and their surrounding environment. This 
approach will integrate clinics’ emerging technologies 
and ultimately enable more flexibility in how spaces can 
serve users’ needs.  

2.2 Architectural Robotics 
We consider responsive environments as an overall 

design approach. Architectural robotics, a term referring 
to intelligent machines at the scale of built physical 
environments, can be considered a cornerstone of 
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responsive environments [12] [19] [20]. Architectural 
robotics, as a concept, proposes a connection between 
conventionally analog building features, such as interior 
wall partitions, and technologies typically categorized as 
building control systems (BCS). Two notable works 
serve as a point of departure for our vision in this paper. 
Houayek, et al. developed physical architectural robotic 
prototypes for novel work environments for designers in 
response to emerging technologies within the 
architectural design and office work domains [21]. In the 
context of healthcare, Threatt et al. envisioned an 
ecosystem of architectural robotics for a rehabilitation 
inpatient setting [22]. In contrast, our study focuses more 
on the needs of outpatient clinic spaces and developed 
architectural robotic use cases in response to emerging 
technologies in the healthcare domain. 

It is important to emphasize that this paper concerns 
the role robotics can play beyond anthropomorphic (i.e., 
human-like) forms and outside of heavy surgery and 
intensive care applications in healthcare. Numerous 
research work has been done on how human-like robots 
can assist with healthcare, both as standalone assistants 
and arms for robotic surgery [23]. The term “architectural 
robotics” is used here to refer to autonomous and 
ubiquitous computing available for transforming the built 
environment [24]. Our study focuses on understanding 
the unique requirements of outpatient healthcare settings 
and how robotics at the scale of the built environment can 
satisfy them. 

2.3 Virtual Environments 
One major barrier to the implementation of 

architectural robotics is the cost of prototyping and 
mockups. While early/rapid prototyping is deemed 
essential for iterating on design options, designers are 
limited by the time and costs to produce high fidelity 
prototypes and mockups. Virtual reality (VR) is aptly 
suited for creating game-like environments for 

stakeholders to preview how to interact with architectural 
robotics in outpatient care facilities. Early virtual 
environment (VE) walkthroughs by medical staff can 
clarify their workflow requirements and point to better 
use cases for architectural robotics in outpatient care. 
Later in the design process, these virtual environments 
can inform specific usability and interface decisions (e.g., 
should a button be placed on a wall?) (Figure 1).  

Notable among virtual environments research in 
healthcare is the study by Dunston et al., which used a 
cave automatic virtual environment (CAVE) set up to 
preview mockups of a hospital patient room [25]. 
Previous studies have used virtual environments for 
developing robotic prototypes both for healthcare and 
outside that domain [26] [27]. Our study utilizes virtual 
environments for testing architectural robotics and 
responsive environments, beyond the physical scale of 
human-like robot forms. Virtual environments afford 
designers the opportunity to test room-scale interactions, 
rather than passively previewing an architectural design.  

3 Methodology 
Steps taken to identify how architectural robotics 

could improve outpatient clinics are summarized in 
Figure 1. First, we set out to understand how current 
outpatient clinic spaces are used through firsthand 
observations of medical staff. These observations 
focused on how people interacted with the built 
environment (e.g., space usage patterns, sequence of 
navigations between spaces, etc.). Based on these 
observations, key workflow pain points were pinpointed 
using the identified patterns of interactions with existing 
technologies, clinic spaces, and space-to-space 
navigations (Figure 1, box 1). If multiple pain points all 
indicated a particular subset of clinic spaces, a scenario 
would be developed outlining how the architectural 
robotic transformations could resolve those pain points 

Figure 1. General process followed to identify architectural robotics use case scenarios for future outpatient 
clinics. Dashed lines indicate steps that lie beyond the scope of this paper to be pursued in future work.  
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by changing a room’s layout from one space type to the 
other (Figure 1, box 2). Two scenarios developed from 
this process are presented in this paper: Scenario 1: a 
physician’s private office transforming into a patient 
exam room; and Scenario 2: a medical assistant work 
area transforming into a larger meeting space. Virtual 
environments demonstrating these scenarios were then 
built in a game engine platform, showing the 
transformations and user interactions needed to trigger 
them (Figure 1, box 3). Finally, an initial group of nine 
medical professionals were invited to test the scenarios in 
the virtual environments and provide feedback on the 
transformations enabled, its potential value to healthcare 
practices, and specific usability issues (Figure 1, box 4). 
This study utilizes virtual environments to test two 
specific architectural robotic use case scenarios in 
outpatient clinic spaces. Future studies will refine those 
designs to be more practical and usable while also 
identifying additional use cases, based on medical 
professionals’ feedback (Figure 1, box 5). 

Regarding the first step of observations, the research 
team conducted in-person observation of a primary care 
physician and his medical team over the course of an 
afternoon at an outpatient clinic. Field notes were taken 
recording the physician’s actions and general notes about 
how the space was used by all medical staff. 
Observations focused on tracking the navigation patterns 
between spaces in anticipation that future spaces could 
minimize the time medical staff need to spend walking 
between spaces and improve their work efficiency. The 
physician’s walking patterns within the outpatient clinic 
were recorded as shown in Figure 2 on the floor plan of 
the medical facility. Each line in Figure 2 shows an 
approximate walk path direction, labeled in the 
chronological order taken during the workday.  Paths 3, 
4, 6, and 7 show the physician walking between exam 
rooms to see patients. Path 2 occurred when the physician 
needed to check on a patient’s status with a medical 
assistant at their workstation. Path 5 occurred when the 
physician’s colleague needed help finding an empty 
office for a private meeting. These trends illustrate how 
the physician needs to primarily walk to exam rooms but 
also other areas for impromptu tasks. Field notes 
obtained from a different research study examining 
computer screen and equipment usage in an obstetrics 

and gynecology (OBGYN) clinic were also analyzed for 
identifying the patterns of how spaces were used. The 
walking paths of various staff (physician, physician 
assistant, etc.) were plotted onto the clinic floorplan 
(Figure 3). Similar to Figure 2, it was also observed that 
the physician primarily walks between exam room and 
office spaces as shown with red colored paths. Unlike the 
primary care physician, however, the OBGYN physician 
also occasionally sees patients in their office. Figure 3 
also examined the walk path of other clinic staff. 
Physician assistants (Figure 3 in purple) and medical 
assistants (Figure 3 in blue) tended to also converge at 
the exam rooms, while surgical coordinators (Figure 3 in 
pink) remained in their office during the observed period.  

These observations and navigation pattern mappings 
directly informed the development of architectural 
robotic scenarios for user testing. Scenario 1: Office to 
Exam Room was developed in response to alleviate the 
physician’s need to walk between office and exam room, 
as illustrated in both Figures 2 and 3. By combining 
office and exam room into a single reconfigurable space, 
physicians can potentially save time walking. In Scenario 
1, with a press of a button on the physician’s desk, a 
sliding partition opens to reveal an exam table, consult 
desk, and display screen. The exam table reclines into a 
seated position and the display screen turn on 
automatically, providing an area for the physician to 
consult the patient while viewing electronic health 
records. Pressing the button again returns the room to the 
original office layout. Scenario 2: Workstation to 
Meeting Space was developed from observations in the 
primary care physician’s clinic, where medical assistants 

Figure 2. Navigation pattern mapping of physician in primary care clinic.  
 

Figure 3.  Navigation pattern mapping of 
medical staff in OBGYN clinic. 
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use the empty offices for privacy during lunch breaks and 
individual staff meetings. These pain points collectively 
suggested a need for medical assistants to have spaces to 
meet, especially given the smaller spaces given to 
medical assistant workstations (Figure 2). In Scenario 2, 
the medical assistant can press a button to activate a 
sliding partition wall, expanding their small workstation 
area into a larger meeting space. The expansion 
necessitates the adjacent office space to be compressed, 
requiring the office desk to fold up and chairs to be clear 
of the sliding partition wall before the transformation can 
be completed. The user is expected to press the button 
twice: once to begin the overall transformation, and again 
after confirming the office space area is clear and ready 
to be compressed. The same logic applies to returning the 
rooms to their initial layout but in reverse. Table 1 
summarizes the details of these transformation sequences 
Both scenarios were developed from related paint points 
involving a pair of spaces (office/exam room, 
workstation/meeting space), which indicated the 
potential to be combined into a single reconfigurable 
space using architectural robotics. Scenarios were 

developed initially as stories defining a premise (i.e., 
when do medical staff need spatial transformations to 
occur) and a transformation sequence (e.g., “desk folds 
up, chair moves, etc.”) (Table 1). The scenarios were then 
modeled in a 3D modeling software, where the exact 
sequence of transformations was planned to fit within 
spatial constraints (e.g., chairs fit through door, desk 
folds to provide more space, etc.). Both scenarios were 
modeled to occur within the same general area of a 
hypothetical outpatient clinic, with room sizes based on 
the floor plan of an existing outpatient clinic familiar to 
the research team. The 3D models were then imported 
into a game engine software, where the exact movements 
of the architectural robotic elements and interactions 
were scripted. 

Nine medical professionals (8 physicians, 1 nurse 
informaticist), were invited to walk through the VEs 
demonstrating the two scenarios in individual testing 
sessions. During the testing sessions, participants ran the 
application on their own personal computer while sharing 
their screen to a researcher over web conference. 
Participants went through a training scene before the two 

Table 1. Scenarios demonstrating future clinic spaces utilizing architectural robotics. 

Scenario Name and Description Transformations 
Scenario 1: Office-to-Exam Room 
Premise: Participants were asked to imagine 
themselves as a physician in their private 
office. With all exam rooms full, the physician 
can transform their private office space into an 
exam room to consult patient.  
Transformations: (1) User presses button, 
office desk folds up. (2) Hidden partition wall 
slides up. (3) Exam table, consultation table, 
and large display screen comes out of hidden 
wall partition. (4) Exam table reclines 
upwards for patient to sit while facing display 
screen. (5) Display screen turns on showing 
health information and teleconference consult. 

Plan View 
Initial          Intermediate           Final 

First Person Point-of-View (POV) 
Initial                Intermediate           Final      

Scenario 2: Workstation-to-Meeting Room 
Premise: Participants were asked to imagine 
themselves as a medical assistant at their 
workstation. With conference and meeting 
rooms all occupied, they must convert their 
space to a small group meeting room. 
Transformations: (1) User presses button, 
office desk folds up. (2) Office chairs move 
automatically towards the wall. (3) User 
presses button again, workstation-office wall 
partition moves. (4) Office chairs move 
automatically into place, grouped with 
medical assistant chairs. (5) Large display 
screen automatically turns on. 

Plan View 
Initial           Intermediate            Final 

First Person Point-of-View (POV) 
Initial                Intermediate          Final 

2 

1 

3 

5 
4 

1 

2 

3 

4 
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scenarios to get acquainted with the VE interface (e.g., 
arrow keys for movement, how to press buttons, etc.). On 
screen instructions indicated possible actions to the 
participants while the researcher guided them through the 
transformations. Participants could stand, walk around, 
or sit in chairs to get a sense of space in as much time as 
they wanted before moving on to the next scenario. 
Afterwards, participants filled out a standard 
questionnaire to provide feedback on the robotic 
transformations, their potential value to healthcare 
practices, and point to possible scenarios to explore in the 
future. Initial findings are provided in this paper. Overall, 
the study focused on evaluating whether the architectural 
transformations met the needs of medical staff. Future 
studies may refine specific robotic features in each 
scenario, such as button interactions and self-moving 
furniture, to determine which are needed and practical for 
medical professionals to use.  

4 Results and Discussion 
Nine medical professionals gave feedback on the two 

scenarios.  A majority (N=6) of the participants were 
primary care physicians. Two participants considered 
themselves specialist physicians (e.g., pulmonary 
medicine, etc.), one listed themselves as a nurse 
informaticist. Most participants (N=6) have more than 15 
years of professional experience beyond medical school, 
while the rest had less. The questionnaire asked them to 
also specify the percentage of their time spent in various 
clinic space types (e.g., exam room, private office). An 
aggregated percentage of time spent by all the 
participants is presented in Figure 4. Participants spent a 
majority of their time (81%) in an exam room, private 
office (i.e., a room used only by the participant), or 
shared office (i.e., a room used by multiple people 
simultaneously or different times over a workweek). 
Only 2% of the clinic workday was spent by all 
participants at an auxiliary workstation like the starting 
space for Scenario 2. When asked on their experience 
with 3D modeling/game applications, most participants 
stated having some experience (N=6) while the rest stated 
no experience (N=3). 

When asked to rate the statement “I find the 
transformations presented in both scenes to be a necessity, 
given limited space within current clinics and trends in 
medical practice,” 55% of participants strongly or 
somewhat agreed (N=5), and 44% neither agreed or 
disagreed (N=4). When asked specific questions about 
each scene’s transformations’ potential value to 
healthcare practices, participants had consistent 
responses as seen in Figure 5. A majority of participants 
agreed (strongly/somewhat) the premise of Scenario 1 
(N=7) and Scenario 2 (N=6) were commonly observed in   

  

Figure 4. Percentage of time spent in clinic spaces by all 
VR user test participants.  

 
their clinics. A majority (N=8) of participants agreed that 
Scenario 1’s transformations could provide a better 
experience for patients, but some (N=3) questioned 
whether the scenario would help physicians work more 
efficiently. Six of the respondents felt that Scenario 2’s 
transformations would help staff with finding meeting 
space and work together, and hence improve work 
efficiency (Figure 5). 

Long form questions asked participants to elaborate 
on their ratings of overall experience and applicability to 
healthcare and their responses were generally positive. 
One participant especially liked Scenario 1’s concept, 
noting from their experience that patients tend to feel 
more comfortable speaking to their physician in a private 
office. Those who disagreed that Scenario 1: Office to 
Exam Room (N=2) would help physicians work 
efficiently stated concerns that the folding desk would 
have to be clear of items before the transformations 
began, and exam table surfaces would need to be 
sanitized after patient visit, per common health safety 
practices. While they noted that they see an increasing 
prevalence of “multiuse spaces” over private offices, 
some questioned the relevance of these scenarios given 
COVID19 and the prevalence of telemedicine. Though 
some participants saw Scenario 2: Workstation to 
Meeting Space as potentially helpful to nurses and 
medical assistants, others raised concerns regarding how 
the transformations could be used for natural ad hoc 
meetings and maintaining privacy.  These responses 
conveyed that while participants found the general idea 
of space transformations valuable and applicable, they 
questioned the two specific scenarios presented in the 
virtual environments. 

Overall, the virtual environment experiences spurred 
participants to point to other clinic use cases to consider 
at larger scales, such as how these transformations could 
assist the rest of the patient experience beyond the exam 
room and the entire clinic floor space. These suggestions 
indicate while there is a general positive interest among 
medical professionals in responsive environments, there 
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are potentially other architectural robotic use cases that 
can better address the needs of outpatient medical staff. 
Additionally, scenarios demonstrated here are examples 
of explicit interaction between users and environments, 
where changes in layout are activated by button presses. 
New use cases in outpatient clinics and implicit 
interaction mechanisms for changing environment 
layouts will be developed and presented in future 
publications. 

5 Conclusion 
Responsive environments and architectural robotics 

have a potential to address the need for greater flexibility 
in medical facility spaces, especially in outpatient and 
ambulatory care settings. Our preliminary study showed 
a positive interest among medical professionals for the 
applicability of responsive environments and 
architectural robotics in medical settings. Their feedback 
provided specific concerns and suggestions, which 
prompt us to investigate other potential use cases in clinic 
spaces in future studies, beyond the two scenarios 
presented here. 
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Abstract -
The majority of fatalities and traumatic injuries in heavy 

industries involve mobile plant and vehicles, often result-
ing from a lapse of attention or communication. Existing 
approaches to hazard identification i nclude t he u se o f hu-
man spotters, passive reversing cameras, non-differentiating 
proximity sensors and tag based systems. These approaches 
either suffer from problems of worker attention or require 
the use of additional devices on all workers and obstacles. 
Whilst computer vision detection systems have previously 
been deployed in structured applications such as manufac-
turing and on-road vehicles, there does not yet exist a robust 
and portable solution for use in unstructured environments 
like construction that effectively communicates risks to rel-
evant workers. To address these limitations, our solution, 
the Toolbox Spotter (TBS), acts to improve worker safety 
and reduce preventable incidents by employing an embed-
ded robotic perception and distributed HMI alert system to 
augment both detection and communication of hazards in 
safety critical environments. In this paper we outline the 
TBS safety system and evaluate it’s performance based on 
data from real world implementations, demonstrating the 
suitability of the Toolbox Spotter for applications in heavy 
industries.

Keywords -
Workplace Health and Safety; Hazard Detection; Com-

puter Vision; Human Machine Interface (HMI)

1 Introduction
In 2018 there were 99 fatalities in the heavy industries 

of Transportation, Agriculture, and Construction alone in 
Australia, accounting for 69% of all workplace fatalities 
across all industries [1]. The vast majority of these (71%) 
were directly related to vehicle collisions and impacts with 
other moving machinery.

ToolBox Spotter (TBS) is an embedded robotic percep-
tion and distributed alert system for use in heavy indus-
tries that works to supplement existing safety procedures 
in these critical environments. It addresses both the de-
tection of hazards that may result in a collision or injury,

Figure 1. The Toolbox Spotter (TBS) hazard aware-
ness system in use on heavy machinery at a con-
struction site. The sensor node (highlighted in blue)
is alerting the operator to the presence of the two
people standing in the vehicle’s blind spot.

as well as the effective communication of these hazards
to vehicle operators and nearby pedestrians. The TBS is
a modular system consisting of local sensor nodes, a cen-
tral processing node (CPN), and distributed alert devices.
This forms an intelligent detection system and alert net-
work for use on vehicles, mobile plant and machinery, and
on infrastructure as a safety control measure.
Existing approaches to safety include the use of a hi-

erarchy of controls which aim to eliminate and mitigate
risks where possible through the use of standard policies
such as task isolation and the use of personal protective
equipment (PPE). Whilst these procedures can be effec-
tive when correctly employed, it is not always practical to
completely remove a risk during normal operations. Ad-
ditionally, worker distractions and lapses of attention can
greatly reduce the effectiveness of these approaches. Re-
cently, proximity based collision detection devices com-
bined with wearable RFID tags have been used in safety
systems in construction [2]. However, these systems can-
not always differentiate between objects when RFID tags
are not worn and crucially rely on human behaviour and
supervision to ensure this.
In this work we describe our solution to the problem
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of safety around moving vehicles and plant in heavy in-
dustries, the ToolBox Spotter. Section 3.1 provides an
overview of the components of the TBS system.
We also evaluate our proposed system in Section 5 on

three diverse datasets of real world video clips, chosen to
reflect current implementations of the TBSon construction
sites. We outline the performance of the system as well as
addressing usage of the system with consideration of its
application as a human in the loop safety system.

2 Background
2.1 Safety in Heavy Industries

A comprehensive study of occupational safety in the
construction industry [3] detailed that the primary condi-
tions influencing safety performance in a workplace were
not just the organisational procedures and policies in place,
but the individual attitudes towards safety, including per-
sonal engagement, the taking of responsibility, and priori-
tisation of safety. Whilst the proper use of control pro-
cedures are critical in the elimination of avoidable risks,
there will always be situations in which a degree of inher-
ent risk is unavoidable. In these cases there is a clear need
for safety controls that are not dependent on individual
behaviours, such as the use of PPE.

Previous approaches to reducing vehicle collisions in
heavy industry havemade use of proximity sensors, includ-
ing RADAR and ultrasonic based systems [4, 5]. These
devices have less capability of differentiating between dif-
ferent types of objects, and so have been used alongside
body tags, using RFID or magnetic fields [2]. Whilst
these systems can work effectively to reduce the risk of
collisions they again depend on individual behaviours, re-
quiring each worker to wear the tag as additional PPE.
These signals are also significantly impacted by conduc-
tive materials and can be obstructed by nearby vehicles
and human bodies [6].

2.2 Computer Vision based Safety Systems

The use of computer vision object detection in safety
systems is well established in areas including automotives
and manufacturing, where these systems are integrated
into the vehicles or fixed infrastructure [7, 8]. Similar sys-
tems have also seen recent application in mining vehicles,
where they are used for both personnel and vehicle detec-
tion in less structured environments [9]. These systems
have been shown to effectively detect hazards in heavy
industries, but are generally used within a completely au-
tomated process, rather than forming a human in the loop
system that communicates these hazards to relevant work-
ers. Additionally, these safety systems are often built in
to the hardware in which they are used, minimising their

capability to be retro-fitted to existing vehicles and infras-
tructure or be used in a portable manner. Other appli-
cations include the use of computer vision technologies
for safety management, in which the detection of work-
ers’ locations, activities and behaviours from surveillance
cameras is used to inform management strategies for mit-
igation of future risks [10]. Whilst these approaches can
help decrease incidents over a longer time period, they do
not communicate immediate hazards to vehicle operators
or workers.
Human in the loop safety systems require a thorough

understanding of the interaction between humans and au-
tomation [11]. The system’s behaviour should be intuitive
to the human and not cause extra cognitive load. An exam-
ple of intuitive behaviour is to only alert an operator of the
presence of a distant person when the person is approach-
ing the operator, not when the person is moving away. This
example only holds for distant objects, as all close objects
should result in an alert to the operator. Behaviour of a
human operator will be influenced to be more positive and
safe in a well-designed human in the loop safety system.
Our TBS system can communicate with human opera-

tors via haptic, visual, and audio alerts. Additionally, a
halo-light can be placed on top of a vehicle to alert people
approaching the vehicle to the detection of their presence.
This acts to enhance ‘positive communications’, a proce-
dure where a person walking behind or alongside a con-
struction vehicle must establish that the operator is aware
of their presence.

3 System Details
3.1 Overview

The TBS is composed of a network of connected de-
vices, including a single Central Processing Node (CPN),
multiple camera sensing nodes, and a Human Machine
Interface (HMI) consisting of distributed AlertWear alert
devices and a user interface (UI) tablet device. Each sens-
ing node passes 2D images to the CPN where the Alert
Pipeline, outlined in Figure 2, is used to determine when
to send an alert to the distributed AlertWear devices. The
behaviour of the Alert Pipeline is configurable by the op-
erator using the UI device, allowing the setting of which
types of hazards to be alerted to, including people, light
vehicles, heavy vehicles, and demarcations such as traffic
cones and bollards. Additionally, the operator is able to
configure exclusion zones within each sensing node’s field
of view, in order to define alerts to a region of interest.

3.2 Alert Pipeline

The main components of the alert pipeline are outlined
in Figure 2. Input images are first preprocessed, including
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Figure 2. Network architecture of the TBS system, illustrating communication between sensing nodes, central
processing node (CPN), UI device, and distributed AlertWear devices. Alert Pipeline is detailed in Section 3.2

Figure 3. The physical TBS system, showing the
Central Processing Node (CPN) (a), Alertbands (b),
Sensing Nodes (c) and additional AlertWear devices
(d) including the Alertbeacon (top right), halo-light
(bottom right) and expansion node (left) which al-
lows connection to external devices.

a check of image quality used to advise operators if the
quality is outside operating conditions via the UI device.
Object detection in the camera frame is performed us-

ing convolutional neural networks (CNNs) [12, 13, 14],
which have been pretrained as per Section 3.3. In order to
minimise duplicates and false detections, improve detec-
tion localisation accuracy, smooth alerts, and to determine
the final confidence of each detection, the output is further
processed before alerts are communicated to the opera-
tor. Objects are tracked between frames and if an object’s
confidence exceeds the user defined threshold, an alert is
issued to each connected AlertWear device. Tracked ob-
jects are finally filtered based on selected class types in the
UI, and by region of interest, if an exclusion zone is being
used (see Section 3.4).

3.3 Application Specific Training

We make use of a proprietary dataset of 15870 labelled
construction specific scenes to fine-tune our models after
pre-training on publicly available datasets, e.g. [15]. To
evaluate detection performance, the dataset is split ran-

domly into a train and a test set. Dataset balance and la-
belling quality is critical to the trainedmodel performance.
Data augmentation is performed during training, allowing
the model to generalise better to new unseen data. When
our system is implemented in new environments, images
from the new environment are added to the train and test
dataset. Semi-automatic human-in-the-loop labelling is
performed using the existing model to provide labels.

3.4 HMI

AlertWear
The purpose of the AlertWear system is to communicate
detected hazards and risks to all relevant workers in a clear
and non-intrusive manner. This system involves a wireless
mesh network (IEEE 802.15.4 std) of devices which can
expand to accommodate user selected devices.
The main means of communication is an Alertband,

worn by workers which vibrates to communicate various
alerts. This interface was chosen based on initial pilot
studies conducted of the system on a major construction
company’s operational sites, in which users deemed vi-
sual and audible warnings either too distracting or not
noticeable enough, leading to the misuse and non-use of
the system. From these studies it was found that a two
second pulsed vibration was the most effective means of
communicating an alert. The AlertWear system also sup-
ports visual and audible warnings through the use of the
halo-light, which can be mounted on vehicle to illuminate
exclusion areas, and the Alertbeacon which can provide
area wide alerts, as shown in Figure 3.
Operator Interface

AUI app has been developed to allow configuration of each
device, including checking sensor field of view, selection
of detection classes, setting of any exclusion zone and the
changing of Alert Pipeline settings. Alert Pipeline settings
are input by using sliders which allow configuration of the
detection and tracking thresholds. Changing these values
will alter the false positive and false negative rate.
In this work we have tested three different alert modes

based on different configurations of these sliders: (1) De-
fault; (2) Reactive; and (3) Certain, where Reactive aims
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Figure 4. Real world use cases of the TBS are shown in the top row, with the location of sensing nodes highlighted
in red and camera views as inset if available. The bottom row is a top down illustration of the setup, showing the
location of sensing nodes, AlertWear, and objects, as well as the field of view of each sensing node in blue, and
people as orange ellipses . Example (a) demonstrates a single sensing node on a manufacturing line covering
a blind spot of the mobile machinery from the operator’s viewpoint. (b) shows two nodes and an Alertbeacon
installed on infrastructure at intersection alerting oncoming traffic to the presence of hazards around a blind
corner. (c) shows two nodes covering a rail vehicle’s blind spots.

to minimise alert delay, Certainminimises false positives,
andDefault aims to strike a balance between the two other
modes. This UI also allows the setting of user defined ex-
clusion zone, which can be used to limit alerts to detections
that intersect with an area of interest in the camera frame.
An example of an exclusion zone is shown in Figure 5 (c).

4 Empirical Evaluation
Evaluation of the overall TBS system has been con-

ducted in order to determine performance across a variety
of real world scenarios and visual variations. This eval-
uation has been done specifically with the class type of
people, rather than other hazards and vehicles in the im-
ages for the sake of clarity and to to provide an indicative
example of performance on the highest priority class.

4.1 Datasets

The TBS is currently implemented across a number of
real world heavy industry sites, including construction,
mining, agriculture and manufacturing. Within these im-
plementations the TBS is being used on vehicle, on infras-
tructure or buildings, and within manufacturing lines.

Figure 4 provides examples from each implementation,

showing both the system in use and a top down diagram
of installation. The datasets used in this work have been
chosen to reflect these real world use-cases, and include:

1. Vehicle: On vehicles in an off-road environment
2. Indoor: On mobile machinery for indoor use.
3. Infra: On infrastructure in a road environment

The Vehicle dataset contains a total of 17 clips, Indoor
dataset 10 clips, and Infra dataset 7 clips. Each clip con-
tains approximately 20 seconds of video. Example images
from each dataset are shown in Figure 5. These clips cover
the following range of visual variations, encountered dur-
ing real world implementations of the TBS:

• Overexposure and glare
• Varying target obstruction
• Image degradation (blur and dust)
• Varying target distance
• Varying clutter in image

Additionally, a second subset of clips has been created
for supplementary testing, which we refer to as ‘Outlier
Clips’. This subset was compiled based on a subjective
measure of how difficult it was for a human labeller to ini-
tially identify the person in the clip and includes examples
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Figure 5. Example TBS viewpoint images from each of the test datasets as outlined in Section 4.1, illustrating the
visual variance tested. (a) is mounted on a vehicle in an outdoor environment, (b) on moving machinery indoors,
and (c) on stationary infrastructure on road. Example (c) illustrates how a user defined exclusion zone (shown
in red) is displayed in the UI, as described in Section 3.4.

that the average user would not be expected to see within
a reasonable length of time.
These examples are a result of:
• The sensing node being set up without a clear view
of the area of interest

• The person of interest being very heavily occluded or
located very far from the sensor

• The person of interest appearing in an unexpected
area of the frame

• Extreme visual aberrations including glare or usage
at night

Testing on the ‘Outlier Clips’ subset is detailed further
in Section 6. Figure 7 provides two typical examples of
images from this data subset.

4.2 Metrics

Performance of the TBS system has been measured on
the following metrics for all datasets:

• Precision - True positives over all detections
• Recall - True positives over ground truth occurrences
• Alert % - Proportion of people resulting in an alert
• Alert Delay - Time from first appearance to initial
alert for each person

Precision and recall have both been calculated on a
frame-wise basis. Alert % is calculated based on the num-
ber of completely missed alerts. For instance, a clip con-
taining a single person walking through the scene would
score 100% if an alert was sent whilst the person was in
frame, or 0% otherwise. Alert Delay is calculated based
on the time between a person entering the frame and the an
alert being sent. Testing has been repeated for each of the
three detection modes outlined in Section 3.4 determined
by the system configurable parameters, including: (1) De-
fault; (2) Reactive; and (3) Certain. Testing has then been
repeated 5 times for each dataset.

4.3 Implementation

During testing each recorded dataset has been played by
an external host computer over an ethernet network. This
has been done using the ROS framework, duplicating the
logged video over two separate streams to replicate usage
of two sensing nodes. The output of the TBS has then
been taken prior to the TBS CPN passing the alerts to
the AlertWear wireless comms module. Alerts were then
streamed back to the host using the same network.
Measured round trip network latency between host com-

puter and TBS (83.0ms) has been deducted from all alert
delay calculations and replaced with the measured real
world sensing latency of the used cameras (67.0ms). Ad-
ditionally, the time taken to send an alert over the Aler-
tWear network has not been included in measures of alert
delay. As this network uses IEEE 802.15.4 standard, we
instead refer to previous testing which has shown a round-
trip latency of 18ms for a ‘single hop’ less than 100m line
of sight and 100ms for 4 hops. [16].

5 Results
BothDefaultmode and Reactivemode were able to cor-

rectly detect all people present in each clip, whilst Certain
mode achieved an average accuracy of only 96.67%. The
Reactive mode was also able to increase recall compared
to Default, meaning that more frames containing a person
were correctly identified as such. However this came at
a cost to precision, meaning that false positives grew sig-
nificantly. Conversely, Certain mode was able to increase
precision at a cost to recall.
Figure 6 illustrates the distribution of delays for each

tested mode across all datasets. Both Default and Reac-
tive modes achieve significantly less delay than Certain
mode, with peaks of 200ms compared to 1000ms. This
equates to over 50% of all alerts occurring with a delay of
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Figure 6. Delays for each tested mode across all
datasets. Delay refers to time between an object
becoming present in the camera frame until the time
at which an alert is passed to the TBS AlertWear.
Combined result for all datasets is shown on top.

less than 600ms for Default and Reactive, and 1000ms for
Certain. This delayed response is due to the increased re-
quirement that Certainmode has with regards to detection
confidence. An alert will only be sent when the system has
gained increased confidence in the likelihood that there is

Dataset Mode
Default Reactive Certain

Precision

Vehicle 0.845 0.826 0.891
Infra. 0.751 0.547 0.863

Indoor 0.925 0.868 0.955
AVG 0.841 0.747 0.903

Recall

Vehicle 0.771 0.961 0.660
Infra. 0.829 0.849 0.726

Indoor 0.872 0.925 0.796
AVG 0.824 0.912 0.727

Alert
%

Vehicle 100.00% 100.00% 93.33%
Infra. 100.00% 100.00% 96.67%

Indoor 100.00% 100.00% 100.00%
AVG 100.00% 100.00% 96.67%

Table 1. Performance of TBS on all datasets. Alert
% refers to the number of correctly alerted people
per clip. Both the Default and Reactive mode are
able to correctly detect all occurrences. Certain
mode significantly increases precision, resulting in
fewer false positive alerts, at a cost of Alert %. Con-
sideration of the cost of false alarms versus missed
alerts is required in real world usage.

a person present. Whilst this does lead to slower reaction
times, it also greatly reduces the number of unnecessary
alerts, as reflected by the increased precision in Certain
mode. It should be noted that the Infra dataset yielded a
large number of delayed alerts for all modes. As the Infra
dataset is significantly smaller than either the Vehicle or
Indoor datasets (see Section 4.1), it is likely that some sig-
nificantly harder clips have a greater detrimental influence
on the resulting metrics. This can also be seen to a lesser
extent in the Vehicle and Infra datasets in which minor
second peaks occurs.

5.1 Difficult Scenarios and Failure Cases

Performance on the ‘Outlier Clips’ set (described in
Section 4.1) is shown in Table 2 and Figure 8. As ex-
pected, the performance is significantly lower than that on
the three main datasets, however the system still detects
the majority of occurrences in Default and Reactive, with
the majority of these alerts having a delay of <1s. This
performance would still be beneficial when used to aug-
ment existing safety measures, especially considering the
difficulty that a human has in perceiving a detection in
these examples. Additionally, these results highlight the
importance of correct installation, as situations where the
camera’s field of view does not line up well with the actual
area of interest can result in similar cases to Figure 7.

6 Discussion
The TBS was able to successfully detect and alert the

user to the presence of all people in the test dataset in
both Default and Reactive modes. However, there is a
clear trade off between alert delay and frequency of false
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Figure 7. Example frames from videos in ‘Outlier
Clips’ set with the person highlighted in each frame.
Both (a) and (b) are the frame selected by a human
labeller as being the easiest frame in each respective
clip to identify the person.

positives that must take into account the actual usage of
the system in the real world. The TBS is a human in the
loop safety system that does not operate in isolation, but
instead augments the existing perception of workers with
regards to their ability to detect hazards in their working
environment. Human reaction time to a visual stimulus
in perfect conditions has been shown to be between 200-
250ms [17, 18]. This time grows significantly in the pres-
ence of distractions, with the addition of just two coloured
images alongside the target image of a stop sign increasing
reaction time to over 550ms [19]. In the presence of tasks
requiring significant mental focus, such as those carried
out in all heavy industries, workers can even experience
inattentional blindness, resulting in the complete missing
of hazards altogether [20]. The Alert Delays reported in
this work are comparable to those of a human applying
their entire focus on the task of detecting a hazard with-
out any distractions. The results from this work are taken
from real world use cases in which the system is currently
being applied, and involve cluttered and distracting envi-
ronments in which human reaction time has been shown
to greatly deteriorate. The TBS can achieve these results
whilst not suffering from fatigue of lapses of attention.
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Figure 8. Delays when testing on the ‘Outlier Clips’
data subset, displaying noisier alerts as expected.

Outlier Clips Mode
Default Reactive Certain

Precision 0.915 0.771 0.884
Recall 0.463 0.482 0.378
Alert % 53.3% 53.3% 46.7%

Table 2. Performance of TBS on ‘Outlier clips’ (de-
tailed in Section 4.1) which have been chosen by
a human labeller as being difficult to identify any
person in the video.

An understanding of how the system is used is required
when considering the importance of each metric reported
in this work. Recall, a measure of how many frames were
correctly classified for each person, is not as important in
pratice as the metrics of alert % and delay due to how
the alerts are interpreted by a human user. As each alert
sent across the AlertWear network results in a two second
window of notification, as described in Section 3.4, any
incorrect classifications during this time are filtered out
and not noticed by the user.
The results of this work additionally highlight how dif-

ferent modes are appropriate for different use cases. De-
fault and Reactive both suit safety critical situations where
delayed response to hazards is the crucial factor, while
Certain would be more useful for less time pertinent uses,
such as security or site access control in which false pos-
itives would want to be minimised. Whilst a number of
alerts were missed in the ‘Outlier Clip’ set, these examples
were based on videos in which a human labeller operating
in perfect conditions struggled to identify the hazard, and
so would likely have also been missed by a worker.

7 Conclusion
We have evaluated the performance of the TBS system

for the detection of people in safety critical environments,
validating its use as a tool for improving situational aware-
ness in heavy industries. Evaluating the TBS system as
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‘fit for purpose’ cannot be achieved by simply compar-
ing Detection % on the test datasets to a given acceptable
threshold. Instead, as the system is intended to augment
a human’s perception in real world use, it should be eval-
uated based on it’s ability to improve this perception. It
is clear when we compare the performance of TBS to
human workers operating in similarly demanding environ-
ments, as discussed in Section 6, that the TBS provides a
significant benefit with regards to the detection and com-
munication of hazards in safety critical environments, and
is able to do so without being subject to issues of fatigue
and attention.
With the benchmark set in this paper, future work in

testing the complete TBS will involve evaluation of addi-
tional detection classes and validation of additional sens-
ing nodes, and will be conducted on a larger and more
diverse dataset.
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Abstract – 
This paper introduces a navigation algorithm of 

mobile indoor unmanned ground vehicle (UGV). The 
navigation methodology with AR markers is presented 
and demonstrated in detail. In the navigation algorithm, 
the mobile indoor UGV can make 2D or 3D map inside 
the structure. From the driving test, it has seen that the 
navigation algorithm with AR marker is essential to 
control the attitude of the UGV and drive autonomously. 
The proposed navigation algorithm is very important to 
drive UGV autonomously inside building. 

Lastly, for investigating the capability of 
Simultaneous Localization and Mapping (SLAM) data, 
the 2D and 3D maps are evaluated by comparing to 
traditional survey and structure from motion (SfM). In 
conducting the map, slowing the speed of UGV affects 
the 2D map negatively, while it has positive impact in 3D 
mapping. Using visual SLAM with LiDAR makes 3D 
map very easily and rapidly as compared to SfM.  

From these results, the proposed navigation algorithm 
and manufactured prototype UGV with the mapping 
device for 2D and 3D are useful for studying the inside 
buildings even in the developing countries. 

Keywords – 
SLAM; Visual SLAM; LiDAR; UGV; AR Marker 

1 Introduction 
Many research topical issues, about technologies in 

specific, which related to construction industry have only 
been discussed to some extent in the context of 
industrialized nations. Usually it is considered that these 
technologies do not matter the developing countries. This 
research paper addresses some of the issues about 
construction technologies from the perspective of 
developing countries in basic and industrialized countries 
as well. It starts with some construction and maintenance 
problems which usually seen as a concern of only 
developing countries, but also relevant to industrialized 

nations. It then proceeds to discuss the navigation of 
unmanned ground vehicle (UGV) and data collection for 
making 2D and 3D.  

Construction problems can be discussed according to 
the existing situations. In general consideration some 
construction problems can be  financial problems, lack of 
skilled man power, construction time delay, project 
management problems, human resource problems, 
technological problems etc. 

The use of technologies has been limited only to the 
manufacturing industry. Recently the interest of using 
these technologies in construction industry growing. But 
this interest is limited to big companies which can afford 
these technology easily in any cost. Since construction 
industry is labor-intensive by nature, it is profitable to use 
technologies like robots [1]-[12]. 

Similar to the construction problems, there are also 
common maintenance problems of buildings. Some of 
these problems include: Lack of proper management, 
financial problems, lack of engineers or specialists, lack 
of human resource, lack of technologies etc. These 
problems can be defined in the same manner of 
construction problems. Many kinds of building 
maintenance has been discussed by researchers. This 
paper is more related to making 2D and 3D for 
maintenance which consists of elementary tasks (data 
collection, inspection, surveying, etc.) that needs brief 
training. So, these tasks can be held by ordinary people 
in the support of some technologies. Especially historical 
structures may not have proper design plan and it needs 
to collect data for preparing 2D or 3D plan. 

In an effort to address the need for surveying and data 
collection, this paper introduces a navigation algorithm 
of mobile indoor UGV. The navigation methodology 
with AR markers is also presented and demonstrated. 
With the navigation algorithm, the mobile indoor UGV 
can make 2D or 3D map inside the structure. Lastly, for 
investigating the capability of SLAM data, the 2D and 
3D maps will be evaluated by comparing to traditional 
survey and structure from motion (SfM). 
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2 Devices for 2D and 3D Mapping 
In this research, two types of the mapping device sets 

shown in Figure 1 are used. Each mapping device set 
consists of three elements: light detection and ranging 
(LiDAR), IMU and the depth camera. LiDAR is used for 
measuring the scale of the structure component and 
making the map. The IMU device provides the 3-axis 
accelerations, roll, pith, yaw and 3D orientations form the 
3-axis accelerometer, gyro and magnetometer. To use
these information, the ROS package estimates the 3D
pose of the depth camera and the LiDAR. The mapping
device with Slamtec mapper shown in Figure 1(a) utilizes
IMU inside Slamtec Mapper [13], [14]. Using URG-
04LX shown in Figure 1(b) employs 9DOF Razor IMU.
The depth camera is used to obtain 3D information,
which are image, distance and point could data. Both
devices employ the RealSense Depth Camera D435i.
Properties of D435i is shown in Table 1. LiDARs used in
this research are Hokuyo URG-04LX UG01 and Slamtec
mapper. The characteristics of LiDARs are shown in
Table 2.

For making 2D map, Simultaneous Localization and 
Mapping (SLAM) algorithm is utilized. Many kinds of 
SLAM algorithms are developed by many robotics 
researchers. Many of these SLAM algorithms need the 
wheel odometry information, which means the velocity 
of wheel, the motor speed and so on. Inside of the 
building, there are various friction and load conditions on 
the floor surface. So, it is difficult to implement the wheel 
odometry information to the SLAM algorithm. Based on 
this fact, SLAM algorithms which do not require wheel 
odometry information to conduct map are used in this 
research paper. For mapping device with Slamtec mapper 
shown in Figure 1 (a), the 2D SLAM algorithm produced 
by Slamtec is employed. SLAM algorithm of Slamtec 
mapper uses IMU information inside the device and not 
need the wheel odometry. For the other device with 
URG-04LX, the Hector slam [15], [16] is used with the 
9DoF Razor IMU. For conducting map by using Hector 
slam, the Odometry information is not necessary. 

To conduct 3D map of the point cloud data, Rtabmap 
[17]-[19], which is one of the visual SLAM, is employed 
for both devices. To make the point cloud data, Rtabmap 
uses the 3D pose information of the depth camera 
calculated by 2D SLAM using Slamtec mapper or URG-
04LX. For estimating the accuracy and the usefulness, 
SfM using Agisoft Metashape is also used. For SfM, the 
photographs are taken with Cannon camera. Its properties 
are shown in Table 3. 

3 Results of 2D and 3D Mapping 
To measure and determine the scale and layout of the 

structural components and openings, demonstration for 

(a) With Slamtec Mapper (b) With URG-04LX
Figure 1. Mapping Devices 

Table 1. Properties of Depth Camera 

Left/Right Imager Type Wide 

Depth FOV HD 
(degrees) 

H:87±3 / V:58±1 / 
D:95±3 

Depth FOV VGA 
(degrees) 

H:75±3 / V:62±1 / 
D:89±3 

IR Projector Wide 

IR Projector FOV H:90 /V:63 / D:99 

Color Camera FOV H:69±1 / V:42±1 / 
D:77±3 

IMU 6DoF 

Table 2. Characteristics of LiDARs 

Slamtec 
Mapper 

URG-04LX-
UG01 

Distance Range 20m 4m 

Smaple Rate 7k Hz 10Hz 

Resolution 5cm 1mm 

IMU 9DoF - 

Max Mapping 
Area 

300m×300m - 

Re-localization 
Accuracy 

< 0.02m - 

Table. 3 

Image quality Image size in 
pixel 

ISO sensitivity 

NEF(RAW) 
JPGE normal 

6000x4000 100 
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(a) Slamtec Mapper

(b) Hcetor SLAM with IMU

Figure 2. 2D Mapping made by SLAM 

2D and 3D mapping were carried out within the buildings 
of Ashikaga University. The mappings were performed 
in passer-free environments.  

Firstly, 2D maps utilized SLAM are evaluated by 
comparing to traditional survey results for investigating 
the accuracy of the 2D mapping. The compared results 
for Slamtec mapper is shown in Figure 2 (a) and Hector 
SLAM with URG-04LX and IMU is shown Figure 2(b). 
Figure 3 shows the result of Slamtec mapper with 
different moving speeds. From Figure 3 it is clear that the 

(a) Slow speed

(b) Suitable Speed
Figure 3. Slamtec Mapper with different speed 

Slamtec mapper with slow speed can not specify the 
location and shape of columns. Throughout the 
experiment results, the accuracy of 2D mapping depends 
on moving speed of mapping device. Slow speeds are not 
good for creating 2D map, but 3D mapping needs slow 
speed. And the length of the corridor is difficult to 
measure, because the corridor generally has few features. 
From Figure 2, Slamtec mapper can estimate the length 
of corridor and gives more accuracy on  2D mapping 
compared with Hector SLAM. The length using Slamtec 
mapper is about 0.96 times of actual, and using Hector 
SLAM is about 1.51 times. 

Next, 3D mappings utilized by Rtabmap, which is one 
of the visual SLAM, are evaluated. The 3D results of 
Rtabmap are shown in Figure 4. And Figure 5 shows the 
projection maps of Rtabmap. In Figure 5, the projection 
maps using Hector SLAM and using the depth camera 
only estimated the length of corridor in lateral direction 
longer than actual length. The estimated length using 
Slamtec mapper is almost same as actual length. From 
these facts, 3D mapping using SLAM data are more 
accurate compared with the result using the depth camera 
only. And scale of 3D mappings using Slamtec mapper 
creates more accurate than using Hector SLAM. From 
these results, the pose information of UGV from 2D 
SLAM is important in making 3D mappings. Comparing 
to SfM, Rtabmap makes it easy to create an entire 3D 
layout inside building. But, SfM can provide more 
detailed 3D mapping. 

From these results, SLAM and visual SLAM with 
mapping devices easily makes 2D and 3D mapping 
compared with traditional methodologies. 

4 Navigation Algorithm 
Inside the building, the navigation algorithm can not 

use the GPS signal. Even it is difficult to use the 
navigation tool of SLAM as  the layout of the building is 
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(a) RealSense Depth Camera D435i only

(b) D435i with Slamtec mapper

(c) D435i with Hector SLAM
Figure 4. 3D Mapping conducted by Rtabmap 

(a) RealSense Depth Camera D435i only

(b) D435i with Slamtec mapper

(c) D435i with Hector SLAM
Figure 5. Projection Mapping of Rtabmap 
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Figure 6. Result of SfM 

changing frequently. Hence, it can be understood that 
developing navigation algorithm without the use GPS 
and the navigation tool of the SLAM is needed [20]-[23]. 
This paper propose the navigation algorithm that utilizes 
AR markers on the floor. AR markers are used for two 
purposes. One is attitude control of UGV and the other is 
command to the robot, which are “turn” and “stop”. The 
used AR markers are shown in Figure 7. The schematic 
figure of navigation algorithm with AR markers is shown 
in Figure 8. In this proposed navigation algorithm, the 
size of x axis coordinate and angle of AR marker in the 
image are important for attitude control and command. 
The size of AR marker in the image is measured by using 
Eq.(1).  

𝐿 = 0.5 × (𝑥2 − 𝑥1 + 𝑥3 − 𝑥4) (1) 

in which (𝑥1, 𝑦1)  = coordinates of upper left corner;
(𝑥2, 𝑦2)  = coordinates of upper right corner; (𝑥3, 𝑦3)  =
coordinates of lower right corner; (𝑥4, 𝑦4) = coordinates
of lower left corner. And the x axis coordinate, 𝑥𝑀, and
angle, 𝑦𝑑𝑖𝑓, of AR maker is detected from Eq.(2).

𝑥𝑀 = 0.25 × (𝑥1 + 𝑥2 + 𝑥3 + 𝑥4) (2)

𝑦𝑑𝑖𝑓 = 0.5 × (𝑦1 + 𝑦4) − 0.5 × (𝑦2 + 𝑦3) (3)

The need of controlling the attitude of the UGV is to 
keep AR marker at the middle of the camera view and 
parallel to the X-axis.  The concept of the attitude control 
of UGV is shown schematically in Figure 9 and 10. When 
Eq.(4) is satisfied,UGV will firstly move in horizontal 
direction to satisfy Eq.(5). Eq.(4) indicates the range of 
the control. 

𝐿 > 𝛾 (4) 

|𝑥𝑐 − 𝑥𝑀| ≤ 𝛼 (5) 

in which 𝑥𝑐  = center X-axis coordinate in the image;
𝛾=threshold value of AR marker size; 𝛼 = threshold 
value. If 𝑥𝑐 − 𝑥𝑀 is the positive value, UGV moves to

(a) Stop (b) Turn (c) Right

(d) Left                (e) Forward
Figure 7. AR Marker

Figure 8. Navigation Algorithm using AR Marker 

Figure 9. Schematic Figure for Attitude Control 
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Figure 10. Attitude Control Utilizing AR Marker 

the right direction. If 𝑥𝑐 − 𝑥𝑀 is the negative value, UGV 
moves to the left direction. Next, when Eq.(4) is satisfied, 
UGV will rotates so as to satisfy Eq. (6). 

|𝑦𝑑𝑖𝑓| < 𝛽 (6) 

in which β  = threshold value. If 𝑦𝑑𝑖𝑓  is the negative
value, UGV turns to counter clockwise. If 𝑦𝑑𝑖𝑓   is the
positive value, UGV turns to clockwise. 

For command control, four different AR markers are 
used for ordering “Stop”, “Right Turn”, “Left Turn” and 
“Turning with 180 degrees”. In this control, UGV is 
commanded when Eq.(4) is satisfied. 

To investigate the capability of the proposed 
navigation algorithm, AR maker detecting tests are 
conducted. In Figure 11, UGV detects the AR marker and 
controls the attitude of UGV. After the attitude control, 
UGV is ordered to move “Forward”. In Figure 12, AR 
maker commands UGV to turn the “Right”. 

5 Prototype of  UGV for Mapping 
From the results of Section 2 and 3, two prototypes 

of the small UGV with SLAM function is manufactured 
for measuring and determining the scale and layout of 
the inside building components. Manufactured UGVs are 
shown in Figure 13. The main components of the 
prototype UGVs are: UP board, Arduino board, the 
mecanum wheels, Intel Realsense camera D435i, which 
is depth camera and LCDpanel. UGV shown in Figure 
13(a) employs the Slamtec Mapper as LiDAR and IMU 
device. In Figure 13(b), URG-04LX is used as LiDAR 
while as 9DOF Razor IMU is used for measuring the 
pose of the UGV. The UP board with the Intel x86 
processor has the higher performance of the calculation 
than the Raspberry pi, which is one of the famous small 
Linux computers. The UP board is installed “ROS”, that 
is useful robot OS. On the “ROS”, two kinds of program 

(a) Turning in attitude control

(b) Forward moving
Figure 11. Detecting AR Marker in Attitude Control 

(a) Out of Range

(b) Right Turn
Figure 12. Command Control 

are running. The first one is the proposed navigation 
algorithm to detect and follow AR markers. The second 
one is 2D and 3D SLAM algorithm for measuring the 
scale of the structure components. Arduino board 
controls the motors of UGV depending on the control 
signal from the UP board. For moving in any direction, 
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(a) With Slamtec Mapper     (b) With URG-04LX

Figure 13. Two Prototypes of UGV for Mapping

the UGV uses the mecanum wheel. Although, mecanum 
wheel is better to adjust the attitude of the UGV easily 
for setting the measured location. The total cost of the  
UGV components  is about $2,500, which can be 
reasonable for developing countries to afford. 

6 Conclusion 
To measure and determine the scale and layout of the 

inside buildings, this paper introduces a navigation 
algorithm of UGV and manufactures the prototypes UGV 
for 2D and 3D mapping.  

Firstly, to evaluate the accuracy and usefulness of the 
2D and 3D mapping conducted by two type of the 
mapping device, the 2D and 3D mapping results of the 
mapping devices are compared with traditional surveying 
and SfM. In conducting the maps, the speed of UGV has 
significant influence in making 2D and 3D maps. 
Slamtec mapper can estimate the length of corridor and 
create more accurate 2D and 3D maps as compared with 
Hector SLAM. Using Rtabmap with LiDAR is easy way 
to make 3D map as compared to SfM method. 

Secondly, the navigation algorithm utilizing AR 
markers is proposed. From the demonstration tests, AR 
markers in the navigation algorithm are used to control 
the attitude of the UGV and drive autonomously. The 
proposed navigation algorithm is very useful to drive the 
UGV autonomously inside the buildings. 

Finally, the prototype of UGVs with two kinds of 
mapping devices are manufactured for measuring and 
determining the scale and layout of the inside buildings. 
The approximate cost of the UGV components is around 
$2,500, which is reasonable cost for developing countries 

From the discussion of the research results, it can be 
conclude that the proposed navigation algorithm and 
manufactured UGV prototype with the mapping device 
can be used for studying inside buildings in the 
developing countries as well. 
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Abstract –  

Collisions between workers and operating 
vehicles are the leading source of fatal incidents in 
the construction industry. One of the most prevalent 
factors causing contact hazards is the decline in 
construction workers’ auditory situational 
awareness due to the hearing loss and the 
complicated nature of construction noises. Thus, a 
computational technique that can augment the 
audible sense of a worker can significantly improve 
safety performance. Since construction machines 
often generate distinct sound patterns while 
operating at the construction sites, audio signal 
processing could be an innovative solution to achieve 
the goal. Unfortunately, the current body of 
knowledge regarding automated surveillance in 
construction still lacks such advanced methods. This 
paper presents a newly developed auditory 
surveillance framework using convolutional neural 
networks (CNNs) that can detect collision hazards by 
processing acoustic signals in construction sites. The 
study specifically has two primary contributions: (1) 
a new labeled dataset of normal and abnormal sound 
events relating to collision hazards in the 
construction site, and (2) a novel audio-based 
machine learning model for automated detection of 
collision hazards. The model was trained with 
different network architectures, and its performance 
was evaluated using various measures, including 
accuracy, recall, precision, and combined F-measure. 
The research is expected to help increase the 
auditory situational awareness of construction 
workers and consequently enhance construction 
safety. 

 
Keywords – 

Machine Learning; Sound Surveillance; Hazard 
Detection; Construction Safety 

1 Introduction 
According to the Occupational Safety and Health 

Administration (OSHA), the annual fatality rate in the 
construction industry in the United States is relatively 
high compared to that in other industrial sectors [1]. 
Most of these fatalities occurred when workers being 
struck by a construction vehicle. This is because the 
nature of construction sites often includes potential 
hazards during the situation that construction workers 
and heavy mobile equipment are in proximity [2]. The 
critical factor leading to collision hazard was reported as 
the decline in auditory situational awareness of 
construction workers due to the hearing loss [3] and the 
complicated nature of construction noises [4]. Therefore, 
a novel audio-based technique that can augment the 
audible sense of a worker needs to be developed to 
improve safety performance. 

The use of advanced computational techniques in 
auditory signal processing for hazard detection is 
motivated by strong acoustic emissions coming from 
hazardous situations. Hence, it is possible to extract 
much useful information from sounds at job sites. For 
example, construction machines often produce unique 
sound patterns while performing certain activities [5], 
[6]. Moreover, the detection of acoustic events is further 
complicated by the heterogeneous sound types of 
construction equipment operations generated from 
diverse working environments [7], [8]. In this case, the 
detection tends to fall under the categorization of 
construction equipment-related activities. Therefore, 
abnormal acoustic events that can cause collision 
hazards are classified as mobile equipment, and normal 
acoustic events are identified as stationary equipment. 
This is especially the case when one of the most 
common causes of construction accidents was “struck 
by moving vehicles” [9]. Thus, such auditory 
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surveillance of potential accidents would significantly 
improve construction safety.  

However, sound sensing in the construction field for 
safety has received little attention from the academic 
community in the past decade. A majority number of 
related studies were only focused on tracking various 
activities of construction equipment to reduce operating 
costs and the identification of working and operation 
activities [5], [6], [10], [11]. To address these existing 
issues, we propose a novel audio-based machine 
learning model for automated detection of collision 
hazards at construction sites. The study specifically has 
two primary contributions: (1) a new labeled dataset of 
normal and abnormal sound events relating to collision 
hazards in the construction site, and (2) a CNN model 
for automated detection of collision hazards. 

The remainder of this paper is organized as follows: 
Section 2 surveys recent related work on the 
applications of auditor surveillance, and the use of CNN 
for the detection of abnormal events; Section 3 
describes the novel audio-based machine learning model 
for automated detection of collision hazards; Section 4 
describes the setup of an experiment in which we 
compare the performance of CNN across various 
datasets; Section 5 discusses the results of this 
experiment; and, finally, Section 6 summarizes the 
paper and proposes directions for future work. 

2 Related Work 
Auditory surveillance technologies in the 

construction industry help support the construction 
industry’s safety performance since lack of excellent 
visibility was the principle factor leading to fatalities [1]. 
However, there is still a lack of such research in the 
field. Most of the sound-based surveillance technologies 
were only focused on monitoring construction work 
activities and equipment operations. For instance, a 
hybrid system for recognizing multiple construction 
equipment activities was proposed [11], and a 
supervised machine learning-based sound identification 
algorithm was implemented to enhance construction site 
activity monitoring and performance evaluation [12]. A 
few studies attempted to develop new approaches for 
conducting an audio-based event detection system for 
safety, but some limitations still existed. Experimental 
trials were designed to deploy sensing technology to 
provide alerts to proximity detection when heavy 
construction equipment and workers are in close 
proximity [2]. Nonetheless, the devices were installed 
on construction equipment only, not equipped on 
construction workers. Another approach using a 
machine learning algorithm can categorize sound events 
and make construction workers aware of possible safety 
risks and hazards [7]. Still, the sound data relating to 

collision hazard was only collected from a particular 
worksite. Such an approach is restrained because the 
sounds emitted by the equipment from various 
construction sites may differ. To address the gap, there 
is a need to investigate the surveillance approach to 
detect collision hazards from the perspective of 
construction workers using the sound collected from 
multiple construction sites. 

Auditory surveillance has been extensively applied 
for the detection of abnormal events in various contexts 
and achieved promising results even in environments 
with complicated noises. For instance, some researchers 
developed a technique for detecting shouting events in a 
real-life railway environment [13]. Additionally, efforts 
have been made focusing on the detection of crimes in 
elevators [14], and the detection of human emotions 
based on verbal sounds during hazardous situations in 
public spaces [15], [16]. Other researchers also 
implemented signal processing for the surveillance of 
healthcare facilities, including a system for medical 
telesurvey [17], and a framework that detects older 
adults’ falls [18]. 

Previous machine learning approaches to recognize 
and classify the auditory events typically used 
conventional machine learning models such as Gaussian 
Mixture Models (GMM) [19], [20],  Hidden Markov 
Models (HMM) [12], [21], [22], and Support Vector 
Machine [11], [18], [23]. However, those techniques 
have been proved to underperform deep learning 
methods, such as Deep Neural Networks (DNN), in a 
variety of tasks for sound classification [24]-[26]. 
Recently, several studies have used a more complex 
architecture of DNN, such as Convolutional Neural 
Networks (CNN), for audio classification [27]–[30]. In 
sound processing, CNN can learn filters that are shifted 
in both time and frequency so that it can cover 
numerous input fields [29]. It was also found that the 
performance of CNN networks for signal classification 
is highly regulated by the optimum number of 
convolutional layers [28], [30]. CNN models can also be 
trained with a back-propagation mechanism that 
consists of two processes, including the pattern creation 
process and the testing process [31]. Motivated by these 
recent impressive performances in auditory surveillance, 
we applied CNN to the detection of hazard collisions in 
raw audio. 

3 Novel Audio-Based Machine Learning 
Model for Automated Detection of 
Collision Hazards  

Hereby, we present an innovative framework using 
supervised deep learning for sound detection associated 
with the recognition of mobile equipment. This 
framework is based on processing audio signals 
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generated at construction jobsites. The overall process, 
including three main steps, is illustrated in Figure 1. 
First, audio files are collected and labelled as abnormal 
and normal types. Then, acoustic features are extracted 
using the Fast Fourier Transform (FFT) function. Those 
features are the input of the CNN model, which is 
trained on the labelled data to detect acoustic events. 

 
Figure 1. Overall flowchart for automated detection of 

collision hazards 

3.1 Labelled Data 
Given the goal of creating an audio event detection 

of collision hazards, we need to define the set of events 
the system should recognize. Thus, the sound sources 
originated from construction equipment-related 
activities need to be classified as a set of classes. This 
set of classes will allow us to collect labelled data for 
training and evaluation. Since the occurrence of 
abnormal sounds is an essential indicator of dangerous 
situations requiring quick safety responses, collected 
sound events are labelled into normal and abnormal 
types. 

3.2 Feature Extraction 
This step aims to extract the acoustic features in both 

time and frequency domains from audio signals by 
using different extraction functions. In this work, the 
most commonly used Mel-Frequency Cepstral 
Coefficients (MFCCs) are extracted by the FFT. They 

are mainly used to depict the spectral envelope in a 
significant number of audio processing applications. 
Through feature extraction, the components of the 
sound signals that are good for identifying the sound 
contents are recognized. In other words, the feature 
extraction process transforms the raw signals into 
feature vectors in which specific properties of audio 
signals are emphasized.  

To obtain MFCCs from a discrete audio signal, the 
audio signal undergoes a pre-emphasis process, where 
the extraction function FFT is employed to convert the 
signal to the frequency domain. Then, the spectrum of 
the frequency domain is fed into mel-filter banks. Each 
filter has a center frequency called the filter bank 
energies. This compression operation makes the 
acoustic features match more closely to what humans 
hear. In the following step, the Discrete Cosine 
Transform (DCT) is applied to filter bank energies. The 
output coefficients of DCT are called Mel Frequency 
Cepstral Coefficients (MFCCs). It is worth noting that 
only 13 MFCC coefficients are extracted in our work, as 
recommended in several studies in sound classification 
[32]–[34]. This is because the higher MFCC coefficients 
represent fast changes in the filter bank energies, and it 
turns out that these fast changes actually degrade sound 
classification performance. The MFCCs extracted from 
the sound signal are stored as an array of values. The 
vertical axis represents the number of MFCCs 
calculated in order and the horizontal axis represents the 
number of frames available. 

3.3 Convolutional Neural Network 
After the feature extraction is completed, the CNN 

model is developed for sound detection with the array of 
the MFCC values as the input. The deep CNN 
architecture proposed in this study is comprised of four 
convolutional layers, as depicted in Figure 2, followed 
by a max-pooling layer, a dropout layer, a flatten layer, 
and two fully connected layers to get the output. The 
activation function used for convolutional layers and 
dense layers is the Rectified Linear Unit, which is most 
commonly used in deep learning models. The function 
returns zero if it receives any negative input, but for any 
positive value, it returns the same amount back. The 
Softmax activation function is applied to the output 
layer. The output is a prediction of which class an audio 
belongs to. 
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Figure 2. Detailed architecture of the convolutional neural network 

The prediction is achieved through several steps in 
training the neural network. The first step is convolution, 
which is a process of taking a small matrix of numbers, 
called filter, then passing it over our input and transform 
it based on the values from the filter. Subsequent feature 
map values throughout convolution layers are calculated. 
The following steps are achieved through Max-pooling 
and Dropout layers. While the Max-pooling layer 
selects a maximum value from each region and put it in 
the corresponding place in the output, Dropout works by 
randomly setting the outgoing values to 0 at each update 
of the training phase to prevent overfitting. Then the 
shape of the data is changed from a two-dimensional 
matrix to a one-column vector, which is the correct 
format for dense layers to interpret in the last step. Each 
dense layer consists of neurons represented by nodes. 
Each node of the previous layer is connected to all 
nodes of the next layer. This connection is defined as a 
scalar value called weights. The model adjusts its 
weights by a training process called backpropagation. 
The backpropagation process can be separated into four 
distinct steps: the feedforward pass, the loss function, 
the backward pass, and the weight update. At first, the 
weights are randomized, and the feedforward pass is 
implemented. Then, the backpropagation is processed 
with a loss function. In this work, a loss function is 
represented as categorical cross-entropy, which is a 
great measure to distinguish two discrete probability 
distributions. To achieve the correct prediction, the 
amount of loss needs to be reduced. Therefore, the 
model finds out which weights most directly contributed 
to the network’s loss and adjusts the weights so that the 
loss decreases. Finally, all the weights are taken and 
updated. 

4 Experimental Setup 

4.1 Datasets 
Since the videos on YouTube, which is the most 

popular video sharing website, have become a treasure 
of data, the audio files of the dataset prepared for this 
research were extracted from this abundant source. To 
extract high-quality sounds from the videos, the authors 
avoid noisy backgrounds by using only videos that 
enable a broad view of recordings to ensure that no 
other irrelevant sound sources affect the sound quality. 
The audio files were then converted into wav format at 
44.1 kHz sampling rate, 16-bit depth, and mono channel. 
An extensive set of acoustic signals in the construction 
site were finalized, as shown in Table 1. This dataset 
consists of two classes: the abnormal class includes 
sound excerpts from nine mobile equipment, and the 
normal class includes sound excerpts from seven 
stationary equipment. The original audio files extracted 
from YouTube videos were segmented into smaller 
frames with an equal length of 3 seconds and 2/3 
overlapping. The total duration in seconds of audio files 
in each subset of the abnormal class, the normal class is 
summarized in Table 1. At this stage, the total number 
of the whole dataset is 3,629 audio files. 

Table 1. Number of original examples in each subset of 
data  
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Type Total 

duration (s) 
Excavator 522 Pneumatic 

tamper 
459 

   
 nput
 ayer
    

 onvolution 
 ayers
  e   

 a   
pooling 
 ayer

 ropout 
 ayer
  .  

 latten 
 ayer

 ense 
 ayers
  e   

 utput
 ayer
  oft 
ma  
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m
al
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m

al

1  
channels
    filter

   
channels
    filter

   
channels
    filter

1 8 
channels
    filter

1 8 
channels
    filter

1 8 
channels
    filter
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Bulldozer 387 Concrete 
pumper 

180 

Grader 1185 Pile driver 174 
Front end 

loader 
558 Pneumatic 

breaker 
312 

Forklift 123 Steel 
welding 

1533 

Compactor 
roller 

855 Hammer 291 

Scraper 2712 Saw 807 
Water truck 147   

Crane 642   

 
The audio files were artificially mixed with 

background audio from two backgrounds, the wind 
noise, and the street noise. The mixture has the purpose 
of evaluating the CNN model performance to see if the 
model is more difficult to detect in one environment 
than the other. A noisy training dataset was created to 
enable the model the ability to detect acoustic events 
among noisy background. Specifically, the audio files 
were mi e d at different “signal-to-noise” ratios     s  
(-15dB, -5dB, 5dB, 15dB). As a result, two different 
datasets with wind-noise background and street-noise 
background were created. Each dataset has a total 
number of 14,516 samples. 

4.2 Model Training 
The authors trained the CNN model on each dataset. 

64% of the samples in each dataset were used for 
training, and the remaining 16% and 20% of the 
samples were used for validation and testing, 
respectively. With each dataset, the training procedure 
was stopped after 15 epochs when the good 
performance was achieved on the validation set. Various 
measures, specifically accuracy, recall, precision, and 
F1-score, are used to evaluate the sound detection 
performance. Accuracy is the number of correct 
predictions divided by the total number of predictions. 
While precision quantifies the number of positive class 
predictions that actually belong to the positive class, 
recall quantifies the number of positive class predictions 
made out of all positive examples in the dataset. F1-
score is the weighted average of Precision and Recall. 
Therefore, this score takes both false positives and false 
negatives into account. 

5 Results 
The system correctly classified almost all audio files. 

The performance of the proposed CNN model on the 
two datasets is shown in Table 2. We found that the 
CNN model performed good predictions on both 
datasets, with “wind” and “street” backgrounds. Besides, 

the results show that the ability of the model to detect 
collision hazards is affected by different acoustic 
environments. As can be seen that the accuracy of the 
model slightly varies across the different acoustic 
scenarios, with 98.  %  and 97. 9%  in the “wind” and 
“street” scenarios, respectively. This concludes that the 
model detects the abnormal sounds relating to collision 
hazards better in the wind-noisy background with no 
missed “abnormal” detection  the precision of “normal” 
detection = 1.00).  

Table 2. Measures for the performance of the proposed 
CNN model on each dataset  

Dataset Wind background Street background 

Class Ab-
normal 

Norm
al 

Ab-
normal Normal 

Precision 0.98 1.00 0.97 0.99 
Recall 1.00 0.96 1.00 0.93 

F1-score 0.99 0.98 0.98 0.96 
Accuracy 98.52% 97.49% 

6 Conclusion and Future Work 
In this paper, the authors applied a machine learning 

technique for automated detection of collision hazards. 
The presented framework was tested using multiple 
audio files collected from YouTube videos, and the 
results are profound. As the first stage of this research 
project, we found that the proposed CNN model trained 
on two datasets accurately recognizes sound patterns of 
sounds from mobile equipment. 

The limitation of this research is that the model was 
not developed to work on more sorts of background 
noises provided that a construction site is considered as 
noisy workplace. Besides, the system could not capture 
the localization of mobile equipment provided that a 
mobile vehicle moving toward a worker is a risk and a 
mobile vehicle moving away the worker is considered 
as safety. As the plan for future research, the authors 
intend to develop a model that can operate across 
different noise backgrounds, such as rain and ocean 
wave sounds or the noise from people talking, and 
consider the factor of localizing the sound source. This 
work is a great start to build more realistic models that 
can work on detecting collision hazards under the 
complicated nature of construction noises. 
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Abstract -
Building assets surveys are cost and time demanding and

the majority of current methods still rely on manual proce-
dures. New technologies could be used to support this task.
The exploitation of Artificial Intelligence (AI) for the auto-
matic interpretation of data is spreading throughout various
application fields. However, a challenge with AI is the very
large number of training images required for robustly detect
and classify each object class.
This paper details the procedure and parameters used for the
training of a custom YOLO neural network for the recogni-
tion of fire emergency assets.
The minimum number of pictures for obtaining good recog-
nition performances and the image augmentation process
have been investigated. In the end, it was found that fire
extinguishers and emergency signs are reasonably detected
and their position inside the pictures accurately evaluated.
The use case proposed in this paper for the use of custom
YOLO is the retrieval of as-is information for existing build-
ings. The trained neural networks are part of a system that
makes use of Augmented Reality devices for capturing pic-
tures and for visualizing the results directly on site.

Keywords -
YOLO; Neural Network; Asset inventory

1 Introduction

Facility Management (FM) is the most costly phase of
the building lifecycle, accounting for up to 80/90% of total
costs [1]. For this reason, improving efficiency of FM pro-
cesses can lead to significant savings. To establish an asset
management system, component inventory has first to be
conducted [2][3]. But, this process still relies on man-
ual procedures that make it time-consuming, expensive
and prone to errors and omissions. Construction industry
is increasingly moving through digitization, consequently
is growing the awareness about the value of integration
of new technologies such as AI, in process automation.
Component inventory is an area that could certainly bene-

fit from this. The automatic acquisition of geometric and
semantic data of built assets has been pursued, principally
through point cloud collecting technologies, photogram-
metry and image processing. But computer vision, espe-
cially object detection using artificial intelligence (AI) has
seen limited exploitation in that field, despite being ag-
gressively pursued in others engineering fields: from au-
tonomous driving to automated fruit picking. AI systems,
and more specifically Deep Learning frameworks, gener-
ally require large datasets for training [4][5]. A challenge
about this is that it is never obvious what the minimum
number of pictures is for developing a well-performing
neural network. You Only Look Once (YOLO) networks
[6][7][8] are state-of-the-art real-time object detection and
classification systems, demonstrating to be fast and accu-
rate. The aim of this research is to investigate and detail
the training process for customized YOLO Convolutional
Neural Networks (CNNs).
This first development of a customizedNN is part of an on-
site application project which allows to automate surveys
using mixed reality. NNs are exploited for automation of
object detection while localization is performed by means
of sensors and algorithms embedded in the augmented re-
ality device. On site collected data can be immediately
verified through the use MR device that shows informa-
tion overlapped to real world and the possibility of adding
semantic data directly on site avoiding long post processes
phases.

2 Scientific Background
There is an increasing need to have structured and

semantically enriched "as-is" 3D digital models of build-
ings in order to handle, more efficiently, maintenance,
restoration, conservation or modification. Especially, as
far as existing buildings are concerned, it is necessary to
develop an efficient approach to generate a semantically
enriched digital model. Various digital tools for building
capture and auditing are available, such as 2D/3D
geometrical drawings, tachometry, laser scanning or
photogrammetry, but they need increased modelling and
planning efforts of skilful personnel. Approaches that
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process point clouds are beginning to appear for the
semi-automatic identification of objects [3][9].
There are also systems like the one by [10] that exploit
images rather than point clouds. However, these methods
consist of complex processing operations that not only
require long processing time and therefore high costs, but
they are also pursued not on site with major difficulties
in comparing collected data and real conditions. This
leads to an error prone process and difficulties in the
interpretation of gathered data.
Machine learning techniques have been widely applied
in a variety of areas such as pattern recognition, natural
language processing and computational learning [11].
Particularly, the field of image recognition, and object
detection especially, has seen an increase in development
in the recent years. In the automotive industry, for
example, the use of deep learning algorithms has allowed
self-driving cars to recognize lanes and obstacles without
the need for more expensive and complex tools [12].
Object detection is a problem of importance in computer
vision. Similarly to image classification tasks, deeper
networks have shown better performance in detection.
At present, the accuracy of these techniques is excellent.
Hence, they are used in many, diverse applications, touch-
ing all engineering fields [13]. [14] studied an application
of machine learning for the construction industry to
categorize images of building designs. [15] proposed
a similar approach towards the recognition of 3D BIM
environments. [16] used NN for the automatic recognition
of house spaces. Some interesting applications of ML
regard diagnostic issues such as in [17] where semantic
segmentation networks are used to recognize wall cracks
on both stone and plastered walls. [18] proposed a system
for the automatic detection of formworks in construction
site images acquired with a Unmanned Aerial Vehicle
(UAV).
Despite their huge potential NNs have not been wholly
exploited in the AECO sector, partly due to the challenge
of developing specific domain labelled datasets. In this
paper the use of YOLO CNN for is considered along
with the creation of a dataset for fire protection system
components. In particular, an investigation is reported on
the sufficient number of images for YOLO customization.
Two objects classes have been implemented: fire extin-
guishers and emergency signs. This research work starts
from the retrieval of specific images for the creation of
multiple datasets with different number of pictures, then
the setup of the whole training system has been specified.
Finally, the trainings results are exposed and commented.

3 Methods
3.1 Training environment settings

In order to train the network, it is necessary to have a
training environment. Since this project involves the use
of YOLO neural network it has been decided to use the
training platform advised by the developer of the network
itself: Darknet-19 [13]. Darknet is an open source neural
network framework written in C and CUDA. It supports
CPU and GPU computation [8]. In order to install Dark-
net it is necessary to set the proper environment. The
following ones are all the necessary requirements [7][19]:

• Windows or Linux;
• CMake >= 3.8 for modern CUDA support;
• CUDA;
• OpenCV >= 2.4;
• cuDNN >= 7.0;
• GPU with CC >= 3.0;
• on Linux GCC or Clang, on Windows MSVC
2015/2017/2019.

The development system is Visual Studio installed with
its default options. The dependencies are CUDA, cuDNN
and OpenCV. Starting from CUDA, the version installed
is the 9.1. This installation requires also the installation
of the NVIDIA Graphics Drivers if not yet on the pc.
The second installation to be done is cuDNN version 7.0.
Finally, it follows the installation of OpenCV 3.4.0. After
having done all these installations, Darknet needs to be
compiled with the following procedure:

1. Start Microsoft Visual Studio
2. Open the darknet.sln
3. set x64 and Release
4. Include cudnn.lib in your Visual Studio project
5. Build > Build darknet.

At this moment the darknet.exe is generated inside the
folder. Finally, darknet needs to be prepared for using
OpenCV, CUDA and cuDNN. The bin file has to be placed
in the same folder of darknet.exe. Bin and include folders
have to be inserted also in CUDA folder if they are not
already there. Finally, a new Windows variable cudnn has
to be created.

3.2 Dataset creation

The dataset to train the network to recognize a specific
object must have specific features. Shape of the object,
lighting conditions and varying viewpoints are aspects to
take into consideration when gathering the images. Ac-
cording to the COCO dataset approach, choosing images
with the object in context improves the recognition of it
in real scenarios [20]. The presence of multiple objects in
the same pictures is another parameter that improves the
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performance of the network. For this reason, pictures with
the objects in their common context have been preferred
in this research.
The network capability of recognizing the object at first
sight and with a high level of confidence depends, among
other factors, upon the quantity of pictures in the dataset,
although a minimum number is not suggested in the liter-
ature.
Collecting original images is always a time consuming
task. Pictures can be gathered using various methods,
including:

1. crowdsourcing;
2. web scraping.

Generally speaking, crowdsourcing regards all the possi-
ble processes to obtain information or input into a par-
ticular task or project by enlisting the services of a large
number of people, either paid or unpaid, typically via
the Internet. Unlike datasets shot in controlled environ-
ments crowdsourcing brings in diversity which is essen-
tial for generalization [21]. In this case, the task was not
conducted using internet sources, but was spread among
people in the department and acquaintances outside the
university. In the case of web scraping three popular sites
have been exploited: 1. Google; 2. Flickr (already used
in other research like [22]); 3. Instagram. In this research,
the three sources were exploited. Using keywords, images
were manually searched and downloaded from Flickr and
Instagram. For Google, a python script has been used for
web scraping images through keywords as well [23]. To
further increase the size of the dataset at low cost, a com-
mon technique consists in the usage of both original pic-
tures, from real buildings in this case, and graphically re-
edited photos; a process called Data Augmentation. Data
augmentation introduces additional variety during train-
ing, producing robustness in the model to various inputs.
The percentage of original images and modified images
has been studied in order to obtain a trained network with
good performances [24]. In this work the augmentation
involves the modification of pictures with the help of a
custom MatLab script, to automatically modify the pho-
tos, choosingwhat transformationsmust be performed, the
starting dataset and the number of images to be created.
The custom script applies the following transformations:
resize, shifting, additive noise, rotate, zoom, crop. The
creation of the dataset involves also labelling all the im-
ages. Creating the label involves both the design of the
bounding box around the object to recognize and attaching
the correct label to it. This operation is performed in this
thesis using VoTT, a tool that supports the manual drawing
of the bounding box [25]. This tool gives the possibility
to choose the right output format according to the kind of
network chosen. The output for the YOLO network is a
.txt file, with the coordinates of the boxes and the label

attached to them. The final task to complete the dataset is
the definition of the training and testing sets of images. We
allocate 80% of the images to training, and 20% to testing.
Anyway in this study the same testing dataset has been
used so as to can better compare the data. Specifications
about the testing process can be find in Section 5.

3.3 Training process settings

After having created the dataset there are some files to
set before starting the training: the .cfg file of the network
chosen; the .data file; the .names file; the .weights file. The
parameters to customize in the cfg file are: batch = 64, this
means we will be using 64 images for every training step;
subdivision = 8, the batch will be divided by 8 to decrease
GPU VRAM requirements. If one has a powerful GPU
with loads of VRAM, this number can be decreased, or
batch could be increased. The other parameters to change
are classes = 1, the number of categories wewant to detect;
filters = (classes + 5)*5 [19][26].
The .data contains all the paths to the other necessary
files for the training process. The .names file is the file
that contains the name of the tag inside the images of the
dataset.
The weights have to been chosen according to the network
that onewants to train. Choosing theweight filemeans that
the network used is a pre-trained network with a general
dataset (CoCo, PascalVoc or others). It would be possible
also not to choose any weights file and in that case the
network will be trained from scratch and it will not profit
from transfer learning, which is valuable particularly for
low level feature learning.
The output of the training process is:

• the chart with the Mean Average Precision (mAP)
progress and the Aerage loss progress;

• the log file with all the operations executed to train
the network. It contains the report of all the epoch,
with the avg and mAP values;

• the backup folder which contains the weights of the
trained network saved at predefined stages.

The question “when the average loss is low enough?”
does not find its answer in existing literature. As a rule of
thumb, according to what is stated in other customizing
network processes, when the first decimal digit reaches 0
it is low enough (e.g. 0.02).

3.4 Validation metrics

To compute the mAP, the Precision and Recall are
required. Precision is the ratio of correctly predicted
positive observations to the total predicted positive
observations. Recall is the ratio of correctly predicted
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positive observations to all the observations in actual
class. (Equation 2) [27][28][29][30][22].

Precision = TP/(TP + FP) (1)

Recall = TP/(TP + FN) (2)

Figure 1. From left to right: emergency sign door,
emergency sign man, emergency sign.

True Positives (TP) and False Positives (FP) are the
number of objects correctly and incorrectly predicted,
respectively, as the object of interest. Similarly, True
Negatives (TN) and False Negatives (FN) are the number
of objects correctly and incorrectly recognized as back-
ground. Because the precision and recall rates cannot
be reported for scenes without any actual positives, the
images taken into consideration contain at least one
instance of the objects of interest [28].
For each class, a Precision/Recall curve is obtained by
varying the threshold parameter from 0 to 1. The average
precision is defined as the area under the curve. The mAP
is computed by averaging the AP value for all classes.
This process is applied to obtain the AP for each class
[24]. Besides the calculation of Precision and Recall
also the F1 parameter has been measured. This metrics
is frequently used in pattern recognition performance
assessment [30]. F1-measure is a measure that combines
Precision and Recall, using a sort of weighted average
(Equation 3).

F1 = 2 ∗ ((Precision ∗ Recall)/(Precision + Recall))
(3)

4 YOLO trainings
Training a customized neural network starts from the

creation of the dataset which has been achieved through
the method explain in 3.2. In this research two objects
have been introduced into the datasets: fire extinguisher
and emergency signal. Among the pictures referring to
emergency signals there was a distinction between differ-
ent types 1: Emergency sign; Emergency sign door and
Emergency sign man. In 1 the original pictures have been
reported.

The network chosen for the training sessions has
been the tiny YOLOv2. This choice depends upon
the further uses of the customized network, which has
to be compatible with other components. The chosen
network came from a training with CoCo dataset and thus
pre-trained weights have been used. In 2 all the training
sessions for fire extinguisher category have been detailed.
In this table, TRAINING 2 uses the same dataset as
TRAINING 1 but a network that is not pre-trained. 3
reports the list of all the training session for emergency
signs.
Finally, a training (TRAINING 17) with a combined
dataset has been done using 500 original pictures of fire
extinguishers and 581 images of emergency signs. In this
case, the mAP = 71,98%.

5 Testing the networks
The testing process of all the trainings has been pursued

through the calculation of the metrics exposed in 3.4.
This process has been done using the same test dataset,
composed by 100 original pictures, so as to make the
tests comparable. 2 shows the output of the tests and the
evaluation about the result for the calculation of precision
and recall. The third column shows the confidence score
for every single object detected marked by its bounding
box. At test time YOLO defines the confidence score as
P(object) * (intersection/union) between the predicted
box and the ground truth which provides class-specific
confidence scores for each box. These The confidence
score threshold for the testing process has been set equal
to 60%.
Since the trainings produced a new weights file every
1000 iterations for every test it has been selected the
weights closer to the number of iteration that had obtained
the higher mAP. The test has been performed for the most
relevant networks as shown in 4.
On the other hand, Figure 4 displays the values of
precision, recall and F1 in a graph. Following these
calculations it is possible to express some observations:

• it can be seen that all the F1 values are acceptable
since they are higher than 80%;

• a high percentage of image augmentation deeply
worsen the performances of the network, as can be
seen in TRAINING 13;

• moderate percentage of image augmentation are still
acceptable as suggested by TRAINING 15.

Moreover, from these tests it is evident that the higher the
number of pictures the better the performances is not true,
with or without augmentation.
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Table 1. Dataset composed by original images.
Object Dataset Number and origin of images

FIRE EXTINGUISHERS Dataset 1 175 from Polytechnic University of Marche and Flickr
Dataset 2 118 original images from University of Edinburgh
Dataset 3 286 images from Google
Dataset 4 127 images from Google
Dataset 5 270 images from Google
Dataset 6 24 images from Instagram

EMERGENCY SIGNS Dataset 7 45 images from Polytechnic University of Marche
Dataset 8 536 images from Google

Table 2. Fire extinguishers training sessions.
Training Dataset mAP
TRAINING 1 1000 original pictures using all fire extinguisher images 89%
TRAINING 2 1000 original picture using all fire extinguisher images 90,80%
TRAINING 3 100 original pictures taken from Dataset 1 89,11%
TRAINING 4 200 original pictures taken from Dataset 1, 6 and 2 92,86%
TRAINING 5 300 original pictures taken from Dataset 1, 6 and 2 98,91%
TRAINING 6 400 original pictures taken from Dataset 1, 6, 2 and 3 99,30%
TRAINING 7 500 original pictures taken from Dataset 1, 6, 2 and 3 73,43%
TRAINING 8 600 original pictures taken from Dataset 1, 6, 2 and 3 82,73%
TRAINING 9 700 original pictures taken from Dataset 1, 6, 2, 3 and 4 82,73%
TRAINING 10 800 original pictures taken from Dataset 1, 6, 2, 3, 4 and

5 76,68%

TRAINING 11 900 original pictures taken from Dataset 1, 6, 2, 3, 4 and
5 78,13%

TRAINING 12 175 original pictures from Dataset 1 and 175 pictures
coming from augmentation 94,95%

TRAINING 13 4000 pictures, only 175 original 16,43%

Table 3. Emergency signs training sessions.
Training Dataset mAP
TRAINING 14 1373 pictures, 539 original and 834 from re-edited photos 86,40%
TRAINING 15 581 original photos 80,98%.
TRAINING 16 310 original photos, 155original and 155 from augmen-

tation 84,46%.

Table 4. Training testing results.
Training Precision Recall F1
TRAINING 1 97,83% 97,83% 97,83%
TRAINING 2 97,08% 96,03% 96,55%
TRAINING 3 89,51% 98,56% 93,81%
TRAINING 6 97,08% 96,03% 96,55%
TRAINING 7 97,09% 96,39% 96,74%
TRAINING 14 86,57% 93,98% 90,12%
TRAINING 15 84,80% 91,77% 88,15%
TRAINING 16 81,97% 89,29% 85,47%
TRAINING 17 83,19% 89,31% 86,14%

With the aim of testing the network in real world condi-
tions it has been performed a test inside the Polytechnic
University of Marche premises. The customized network
was the one able to detect fire extinguishers only. The
chosen building is a three-floor construction and the fire
extinguisher were 32, 15 at the ground floor, 11 at the first
floor and 6 at the basement floor. Performances with real
and unfortunate light condition have been test in this case,
especially using the Hololens for taking the pictures while
in the aforementioned tests the pictures had been taken
with phone camera. This real world test has been done

with an embedded system composed by the Hololens for
taking the pictures, a raspberry and a neural compute stick
to run the network locally. In this case the network has
been always able to recognize the object although with
different level of confidence. Less than 10% of the object
have obtained a value of level of confidence lower than
60%. In 9 cases the recognition did not worked at the first
attempt. This was due not to light condition but to the
chosen point of view. When the white label usually on top
of fire extinguisher was not visible the network struggled
in recognize the object at the first attempt.
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Figure 2. Testing sheet reporting the obtained bounding box, true positive, false positive, false negative and
calculating performance indexes.

6 Conclusion
In this paper a study about the creation of a customized

YOLO CNN for fire safety system object recognition has
been proposed. Details about the training processes and
indications on the right number of images for good perfor-
mances have been provided. The results show that there
is not a minimum number for all the purposes and cat-
egories. Furthermore, this research tried to investigate
the role of augmentation for creating datasets that pro-
vide good trainings which result in good performances. A
deeper analysis can be carry out exploring different pro-
portion between original and re-edited pictures.
This application of CNN represents a part of an automated
method for system components inventory exploiting AI
and augmented reality so as to perform data collection and
interpretation directly on site.
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Abstract –  

Nowadays, we can relatively easily create 3D 
models of earthwork construction sites by taking 
many pictures from multiple viewpoints using 
Unmanned Aerial Vehicles (UAV) and by applying 
Structure from Motion (SfM) technique to the 
pictures. However, since many construction 
machines are moving at the construction site, they 
become noise or disturb the model when generating 
a 3D model. Thus, it is necessary to take measures 
such as removing the noise, i.e., construction 
machinery after surveying, stopping construction 
work during the survey, or surveying on weekends 
when all machines are parked at proper places, 
which can result in reduced efficiency and 
productivity. On the other hand, object detection 
technology using deep learning is making great 
progress. Therefore, this research proposes an 
efficient and accurate UAV photogrammetry system 
that generates high-precision 3D models by detecting 
and removing construction machinery from UAV 
aerial images in advance. First, the object detection 
method by deep learning is used to detect the 
construction machinery. Next, the parts of the 
construction machines are removed from the images, 
and the removed parts are completed by image 
interpolation or compensation. Finally, a 3D model is 
created using SfM. We developed a system based on 
the proposed methodology and applied it to an actual 
earthwork construction site. The result showed that 
accuracy and efficiency have been enhanced by using 
this system. 

 
Keywords – 

Photogrammetry; Unmanned Aerial Vehicle; 
Structure from Motion, Deep Learning, Object 
Detection 

1 Introduction 
It has become easy to take multi-viewpoint images 

thanks to the Unmanned Aerial Vehicle (UAV) 
technology. In addition, photogrammetry technology 
that combines aerial images taken by UAV and the 
Structure from Motion (SfM) that generates a 3D model 
from multi-viewpoint images was developed. These 
technologies have been used in various fields, such as 
forest management, situational assessment at the time of 
disasters and construction field. Application to progress 
management and soil volume management using 3D 
models is expected to contribute greatly to productivity 
improvement. However, many construction machines 
are working at the construction site. When 
photogrammetry is performed by UAV and a 3D model 
is generated in such a situation, the working 
construction machine causes errors and noise. Therefore, 
it is necessary to take measures such as surveying with 
construction work stopped, surveying during weekends, 
or removing noise manually after surveying, resulting in 
low efficiency. Also, surveying with UAV takes several 
hours, so it is difficult to do it frequently. 

On the other hand, object detection technology using 
deep learning is making great progress. While various 
high-accuracy methods have been proposed, many 
studies have been conducted to apply the detection 
results to various systems. 

In this study, the object detection method using deep 
learning is adapted to the construction site by fine 
tuning, and the construction machinery is automatically 
detected, removed, and complemented from UAV aerial 
images in advance. As a result, we propose a system 
that can generate 3D models with high accuracy even 
under construction work. Also, verify the detection 
accuracy of construction machinery. 

2 Literature Review 

2.1 Research on Utilization of 3D Modeling of 
Construction Sites 

Many methods using 3D models for construction site 
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management and surveying have been proposed. In 
recent years, with the spread of SfM technology, it has 
become possible to easily generate a 3D model by 
taking a large number of pictures with a digital camera. 
The use of 3D models is expected to improve 
productivity at construction sites. 

Omari et al. [1] proposed an efficient method to 
generate a 3D model of a construction site by 
combining a 3D laser scanning and photogrammetry. In 
surveying using a laser scanner, it is necessary to 
measure at many points. Efficient surveying was made 
possible by reducing the number of surveying points 
and making up for the lack of scanning by using 
photogrammetry. The proposed method succeeded in 
reducing 75% of the time required for surveying the 
construction site. 

Gore et al. [2] proposed a photo-based 3D modeling 
method for space planning to improve construction site 
safety and productivity. With the conventional visual 
inspection and space planning method that relies on 2D 
drawings, the construction site is usually very 
complicated and difficult to capture, therefore we 
proposed a method for generating 3D models from 
multi-view photographs. 

Yamaguchi et al. [3] proposed a system for efficient 
photogrammetry using UAV. The system automatically 
detects and removes construction machinery from UAV 
aerial images, and generates a highly accurate 3D model 
using SfM. An object detection method based on the 
features in the image was used to detect construction 
machinery. Detection was performed for each 
construction machinery using the Joint-HOG feature 
value generated by Real AdaBoost in two steps from the 
HOG feature value, which is a co-occurrence table of 
the feature value histograms of the gradient direction of 
the brightness of the local region. Construction 
machinery was classified into six classes: backhoe, 
wheel roller, heavy dump, hydraulic breaker, bulldozer, 
dump truck, and learning was conducted, accuracy was 
verified, the average detection rate by object class was 
54.5%, which was low. 

2.2 Object Detection Method 
In recent years, various high-precision object 

detection methods have been proposed and are expected 
to be used in a wide range of fields such as application 
to automatic driving technology of automobiles. Many 
object detection methods using classifiers based on 
convolutional neural networks such as SSD [4] and 
YOLO [5] have been proposed, and each has high 
detection accuracy. The feature of SSD is that it is 
designed to be able to detect multi-scale from various 
output layers. However, at the stage of prediction at the 
low layer, there is a disadvantage that the accuracy is 
lowered because the feature quantity obtained in the 

subsequent layers cannot be captured. YOLO is a fast 
object detection algorithm. Since the object can be 
detected by looking at the entire image, the possibility 
of misrecognizing the background as an object has 
decreased, but it is difficult to detect when many small 
objects are included. 

In the construction field, to improve productivity, 
attempts are being made to detect construction 
machinery using these evolving object detection 
algorithms and to develop systems that utilize the 
detection results. 

Yabuki et al. [6] proposed a system for improving 
the efficiency of managing many photos taken at 
construction sites and disaster areas. The system detects 
various construction machines, workers, and signboards 
in photographs and automatically classifies them into 
folders. By using SSD for object detection and transfer 
learning, we obtained high accuracy from a few learning 
data sets. 

Kim et al. [7] detected objects of construction 
machinery from photos to improve the accuracy of the 
vision-based construction site monitoring method to 
capture the situation at the construction site in real-time. 
R-FCN was used as the construction machinery 
detection method, and high accuracy was obtained from 
a few data sets by performing transfer learning. 

While object detection based on deep learning from 
UAV aerial images has also been attempted. Matija et al. 
detected an airplane from UAV aerial images using the 
object detection method YOLO of a convolutional 
neural network. The detection accuracy is 97.5%, and 
the object detection method based on deep learning is 
useful for detecting objects from aerial images. 

In this paper, an object detection method based on a 
convolutional neural network is used for construction 
machinery detection from UAV aerial images, aiming to 
enable more accurate detection and removal than when 
using Joint-HOG. 

3 Proposed System 

3.1 Overview of the Proposed System 
The flow of the system proposed in this study is 

shown in Fig. 1. First, UAV is used to photograph the 
construction site under construction work. Next, 
construction machinery is detected from all photos. 
Next, the detected construction machinery part is 
masked and image complementation is performed. 
Finally, the goal is to create a highly accurate 3D model 
efficiently by creating a 3D model using SfM. 

3.2 Detection of Construction Machinery 
In this paper, You Only Look Once v3 (YOLOv3) 
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[8], which is an object detection method based on a 
convolutional neural network, is used to detect 
construction machinery. YOLOv3 has high precision 
and detecting small objects in images with high 
accuracy. In addition, YOLOv3 uses Feature Pyramid 
Network (FPN) to cope with the detection of different 
scales and aims to improve accuracy by capturing more 
features. For example, SSD does not use FPN, and the 
feature obtained in subsequent layers cannot be used in 
lower layers, but YOLOv3 overcomes this problem. 

Figure 1. The Flow of the Proposed System 

From the study of Matija et al. that YOLO is useful 
for detecting objects from UAV aerial images, it is 
expected that high detection accuracy can be obtained 
even in the detection of construction machinery by 
using YOLOv3, which was developed from YOLO. 
Also, because photogrammetry using UAV aerial 
photography is performed from a high altitude, the 
construction machinery that is the detection targets of 
this study often appear small. Therefore, YOLOv3, 
which is good at detecting small objects and has high 
detection accuracy, is considered an appropriate 
detection method. 

In YOLOv3, learned models of general objects such 
as people and dogs are released. In this study, detection 
is performed by creating and fine-tuning construction 
machinery data set using the publicly learned model. 

3.3 Detecting Object Types and Creating a 
Dataset 

In this paper, 6 types of construction machinery are 
detected. We defined six classes: backhoe, bulldozer, 
road roller, dump truck, mixer truck, and car (Fig. 2). 
The class of ‘car’ was defined as passenger cars or light 
trucks moving in the construction site. By visual 
identification from UAV aerial images, 6 types of 
construction machinery were classified as shown in 
Table 1. 

Based on the classification, a dataset was created 

from the UAV aerial images. There were 2,182 images 
included in a training dataset and 219 images included 
in a test dataset. 

(a) backhoe
(b) bulldozer

(c) road roller (d) concrete mixer truck

(e) dump truck (f) car

Figure 2. Examples of construction machinery to 
be detected (a) backhoe (b) bulldozer (c) road 
roller (d) concrete mixer truck (e) dump truck (f) 
car 

Table 1. The numbers of classified objects 

Object class Number of objects 
backhoe 213 
bulldozer 19 
road roller 24 
dump truck 185 
mixer truck 18 

car 350 
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3.4 Fine Tuning of YOLOv3 
YOLOv3 was fine-tuned using the data-set 

described in Section 3.3. By using this result, the 
construction machinery is detected from the aerial 
image from UAV. 

4 Validation 

4.1 Detection accuracy verification method 
An index called mean Average Precision (mAP) was 

used for verification. The mAP is an average value for 
the entire class, calculated from Average Precision (AP), 
which calculates the precision for each defined class. 
When evaluating using mAP, it is necessary to obtain 
Intersection over Union (IoU). IoU is the index that 
shows how accurately an object is detected. It can be 
calculated that the common part of the ground truth and 
the prediction area divided by the area of sum (Fig. 3)． 

𝐼𝐼𝐼𝐼𝐼𝐼 =
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝐵𝐵𝑝𝑝 ∩ 𝐵𝐵𝑔𝑔𝑔𝑔)
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝐵𝐵𝑝𝑝 ∪ 𝐵𝐵𝑔𝑔𝑔𝑔)

(1) 

where 
Bp: Predicted bounding box 
Bgt: Ground truth bounding box 

In order to calculate the mAP, the relationship 
between the ground truth area and the prediction area is 
important. These two relationships can be divided into 
four types True Positive (TP), True Negative (TN), 
False Positive (FP), and False Negative (FN) (Fig. 3). 
TP indicates a state in which an object existing in the 
image is correctly detected. FP indicates a state in which 
an object that does not exist in the image is detected 
(false detection). TN recognizes that the object does not 
exist and indicates a state in which it does not actually 
exist. FN indicates a state in which an object actually 
exists in the image but is not detected. 

In this paper, when IoU ≧ 0.5, it is defined as TP, 
and AP and mAP are calculated. First, the precision AP 
for each class is calculated. Then, mAP which is the 
average value of the whole is calculated. 

AP= 𝑇𝑇𝑇𝑇/(𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇) (2) 

𝑚𝑚𝑚𝑚𝑚𝑚 =
1
𝑀𝑀
� 𝐴𝐴𝐴𝐴

𝑀𝑀

𝑖𝑖=1
 

(3) 

where 
M：The number of classes 

Figure 3. Image of IoU and the relationship 
between ground truth area and prediction area 

4.2 Verification of Construction Machinery 
Detection Accuracy by YOLOv3 

The accuracy of fine tuning was verified using mAP. 
The test data set created. Which is described in Section 
3.3 was used for verification (Table. 2). 

The mAP was 92.20%. For the five classes of the 
backhoe, bulldozer, road roller, dump truck, and car, 
high accuracy of over 90% was obtained, but for 
concrete mixer truck, the accuracy was relatively low at 
71.43%. The road roller with the same number of 
objects in the data set has a detection rate of 100%. 
Therefore, the cause of the decrease in accuracy is 
considered to be due to the characteristics of the image. 
Many images included the road roller has a clear hue 
difference from the background and are considered easy 
to detect. On the other hand, compared to the road roller 
image, many of the concrete mixer trucks are not clearly 
different in hue from the surroundings, which may have 
led to a decrease in the detection rate. Fig. 4 shows 
examples of test data sets including concrete mixer 
truck and road roller. Fig. 5 shows examples of 
construction machinery detection based on the obtained 
learning results 

The test data set is images that are not used for 
learning of YOLOv3, but it can be confirmed that 
construction machinery has been detected. In addition, 
even if the construction machinery in the image is small 
because of UAV aerial images, they can be detected. 

Table 2. YOLOv3 construction machinery detection 
accuracy 

Object class Number of 
objects 

Average 
Precision (%) 

backhoe 187 98.40 
bulldozer 16 92.73 
road roller 22 100.0 
dump truck 180 97.12 
mixer truck 21 71.43 

car 299 93.51 
mAP 92.20 
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(a) Road roller

(b) Concrete mixer truck

Figure 4. Examples of test datasets 

Figure 5. Example of construction machinery 
detection by YOLOv3 

5 Conclusion 
In order to perform photogrammetry with UAV, it is 

necessary to stop construction work or to remove noise 
manually after creating a 3D model. We proposed a 
system for efficient UAV photogrammetry by detecting 
construction machinery by deep learning method and 
removing them that causes noise. 

For the detection of construction machinery from 
UAV aerial images, YOLOv3, which is an object 
detection method based on convolutional neural 
networks, is used. 2182 training data sets are created for 
the construction machinery to be removed and 
performed detection and accuracy evaluation using 219 
test data sets. As a result, it was found that the detection 
of construction machinery with a high accuracy of 92.2% 
compared with previous studies. Since the construction 
machines shown in the UAV aerial images handled in 
this study are often small, the usefulness of using 
YOLOv3, which is good at detecting small scales, were 

confirmed. On the other hand, the detection rate of 
mixer truck was relatively low among the classes we 
tried to detect in this paper. This is thought to be due to 
the characteristics of the images used for training. 
Increasing the detection rate is expected by adding 
various mixer track images to the training data set. 

As future work, the construction machinery part 
detected by YOLOv3 should be masked and 
complemented, and a 3D model should be generated by 
SfM, aiming at completion of a system that enables 
high-precision UAV photogrammetry even under 
construction work. We will examine an image 
completion method suitable for this study and verify the 
accuracy of noise removal after generating the 3D 
model. Further, the robustness of the system against 
environmental changes of sites should be evaluated. 
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Abstract – 

Workers in a construction site may be exposed 

various hazards and risks and may work with 

excessive demands beyond their physical abilities. It 

is important for construction companies to sustain a 

workforce in the work environment that does not 

sacrifice worker safety and health and maintains the 

required productivity. The purpose of this study was 

to develop a method for real-time estimation of the 

workload risk of individual workers at a 

construction site. Based on previous studies, we 

developed a workload model that includes 

behavioral information and physical characteristics 

of workers in addition to heart rate reserve (%HRR). 

Recent wearable devices have sufficient performance 

for measuring biological and physical load data 

without interfering from their work. In this case 

study, heart rate and physical activity were 

measured using smart wear equipped with a 

biosensor, an acceleration sensor and IoT system 

developed in our research. Using a logistic regression 

analysis as the statistical methods and SPSS as the 

analysis tool, we analyzed the risk caused by the 

workload. As a result, it became clear that the 

physical activity and the heart rate will be the 

important parameters for estimating workload risk 

in construction works. However, worker age and 

body mass index (BMI) did not have a significant 

effect on estimating workload risk. In the 

construction site, types of works and skills of 

workers will change according to the progress of the 

project. In order to ensure a stable workforce and 

productivity, it is necessary for construction industry 

to manage workers’ health and safety. In conclusion 

of this paper, we propose that the real-time 

monitoring of heart rate and physical activity during 

construction work can be used for human resource 

management (HRM). With the development of this 

study, it will be possible to determine how the 

workers’ workload affects productivity. It is believed 

that this research will be useful as an element of the 

integrated management technology of the entire 

construction site using ICT tools. 

Keywords – 

Workload estimation; Heart rate reserve; Wet 

bulb globe temperature; Construction hazards; 

Worker safety 

1 Introduction 

The construction industry serves as the base for 

several other industries in every country  and 

contributes significantly to the national economy. In 

order to maintain the industry’s productivity, it is 

essential to ensure the safety and health of its workers 

[1,2]. Characterized by poor working environments, 

such as poor scaffolding, aerial work platforms, high 

humidity at high temperatures, and a worksite adjacent 

to heavy construction equipment, construction sites 

often contribute toward increasing the physical 

workload of construction workers [3,4]. A high-

temperature or highly humid work environment and 

long-term physical workload expose workers to chronic 

fatigue, injury, illness, and health risk, and thereby 

reduce a site’s productivity [5]. 

This study uses heart rate to understand the impact 

of the physical load of a job as well as that of the 

personal and environmental factors [6,7]. Since it is 

difficult to identify the important factors affecting 

workers’ health in every situation, an analysis based on 

workers’ heart rate can be useful for understanding their 

work capacity. As an indicator, the heart rate reserve 

(%HRR) has been reported to be a major predictor for 

estimating an individual’s workload capacity [8,9]. This 

method assumes resting HR resting (i.e., minimum HR 
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during resting) as a level with no physical load, and 

calculates a percentage of the difference between 

working and resting HRs among HR reserve (i.e., HR 

reserve indicates the difference between HR max and 

HR resting) [8-10]. Considering the health risks of 

workers, workers with more than 40% HRR should not 

undertake any heavy workload exceeding 30 minutes 

[9,10]. In this study, workers with more than 40% HRR 

were considered to be at health risk. Although %HRR is 

a useful determination method, most studies often 

identify HRR based on certain activities such as walking, 

jogging, or treadmill. Given the frequent inflow and 

outflow of workers at construction sites, it often 

becomes difficult to use specific activities to measure 

the HR max and HR resting for each worker precisely. 

Hence, it is difficult to use %HRR as an indicator of 

workload at construction sites. 

It uses a model composed of workers’ movement 

acceleration, age, body mass index, and the wet bulb 

globe temperature (WBGT), which take into account 

temperature, humidity, and radiant heat. By using the 

model, the impact of workload risk is estimated through 

the worker's %HRR. In order to formulate strategies to 

manage workers and improve their productivity, it is 

important to determine the impact of workload on their 

health using simple and accurate methods. 

2 Materials and Methods 

2.1. Measurement system 

In order to evaluate the type of work environment, 

the study measured the air temperature, relative 

humidity, and WBGT; HRR and acceleration (ACC) 

detected from the respiratory rate (R-R) interval in ECG 

were measured in order to determine the workload. 

We measured the heart rate and the physical activity 

of workers on the basis of the ECG signals captured 

using the smart clothing worn by  construction 

workers, as shown in Figure 1., a is heart rate and 

acceleration sampling sensor (WHS-2), b is smart 

clothing (COCOMI) and  c is  Data acquisition device 

(CC2650). 

The smart clothing is an underwear-type shirt 

integrated with biometric information sensor (detection 

of heart rate) [11-13] and a 3-axis acceleration sensor. 

Since the smart clothing is made of stretchable fabric, 

stretchable ECG electrodes were integrated with the 

hardware for measuring the heart rate [14]. The heart 

rate was detected by detecting the R-R intervals in the 

ECG signals. HRRs during load and rest were obtained 

by converting the detected R-R intervals. We attached a 

small heartbeat sensor device (WHS-2) to the smart 

clothing; we monitored the heart rate and the amount of 

physical activity by taking the 3-axis acceleration 

showing the spacing between the R-R waves of and the 

physical activity the subjects [15]. Using a Bluetooth 

low energy device, the heart rate and 3-axis acceleration 

data were sent to the data acquisition device used by the 

workers (Texas Instruments, Inc. CS2650). 

Subsequently, data from the data acquisition device 

were transmitted to and stored on the server installed on 

network using the established wireless access point 

(data transfer device) in the work area. 

Based on the data provided by workers on their 

height, weight, and age, we calculated their BMI; the 

WBGT was calculated based on their labor time. In 

order to grasp the temperature and the relative humidity 

of the work environment, the WBGT was measured at 

5-minute intervals. 

 

Figure 1. Picture of measurement equipment. 

2.2. Measurement method 

Table 1 shows the measurement parameters and 

techniques used in this study. The participants were 

expected to be aware of their body measurements as 

they worked in construction companies that conducted 

these measurements on a regular basis. We asked 

questions related to age, height, and body weight of the 

subject and, subsequently, used the responses to 

determine the BMI. As per a study [16] on an East 

Asian cohort, people with a BMI between 22.6 and 27.5 

had the lowest death risk, whereas people in a higher 

BMI range were at a higher risk of deaths from cancer, 

cardiovascular diseases, and other causes. The BMI was 

added to this study's explanatory variables to examine 

worker health risk. 

Heart rate during work (HR working) was determined 

by the average value of the heart rate measured every 5 

minutes for each worker. Thus, the heart rate during 

work denotes the average of the data collected every 5 
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minutes; this data has been corrected by deleting null 

data or outliers [17,18]. An accurate measurement of the 

HR max is not suitable for construction workers who are 

often in flux. Therefore, the HR max was predicted using 

the equation of Tanaka [19]. In order to confirm the 

stability of the heart rate at rest time, the subject’s heart 

rate at rest time was measured more than thrice at 5-

minute intervals; the lowest average heart rate was used 

to determine the HR resting. 

Table 1. Measurement parameters. 

Measurement parameters [unit] 

BMI = weight / (height)2  [kg/m2] 

HR working = average heart rate in 5 minutes during 

working hours [bpm] 

HR resting = average heart rate in 5 minutes during the 

rest hours [bpm] 

HR max = 208 - 0.7 × age [bpm] 

%��� = �� �	
��
� � �� 
����
�
�� ���.� �� 
����
� × 100 [%] 

��� [��] = 

 !�"# − �"#%&'( + !�*# − �*#%&'( + !�+# − �+#%&'( 

By using the 3-axis acceleration sensor for 

continuous monitoring, the physical activity level of the 

subject was evaluated to get ACC [20] of the three axes 

(the longitudinal axis: X, the lateral axis: Y, and the 

vertical axis: Z); the resulting ACC, which is physical 

activity, was calculated by an average value generated 

during the 5-minute intervals. The intensity level of the 

physical activity is shown to be a predictor of good 

health [21]. The 3-axis acceleration method observed 

the strength of each worker’s overall movement during 

the working hours. Unlike office workers, construction 

workers can provide a more detailed operating data than 

those derived from the measured parameters; this data 

may include data on their capacity to lift load up the 

stairs. In other words, the method captures the intensity 

of the workers’ movement between the work activities 

(for example, walking, standing, and crouching) 

performed during the working hours. 

2.3. Participants 

The data were collected at the water injection pump 

construction sites of a construction company in the 

following dates of the year 2018: May 25th, June 29th, 

and November 16th (Kumagai Gumi Co., Ltd.). The 

participants were tasked with the dismantling of the 

steel scaffolding. Specifically, eight steeplejack workers 

performed repetitive tasks (of those involved in the 

demolition) and four assistant workers carried out 

indirect work such as equipment installation. These 12 

participants were notified of their selection as subjects 

in the experiment. 

2.5. Data collection 

Table 2 shows the dates of data collection, ages of 

the subjects, work tasks, and body measurements each 

subject. The data were measured from 8:30 am to 5:00 

pm, and the data were collected during the entire period 

or at any of the 5-minute interval in the time zone of 

half of the period of the working day. All the subjects 

were men; they were asked about their age, job title, and 

the provision of information about their body and 

weight. Since the cardiopulmonary function aims to 

eliminate the unhealthy subjects from the measurement, 

the subjects were also asked about the presence or 

absence of the history of cardiovascular disease and 

their current health condition (for example, whether 

they suffer from chronic cardiovascular disease). 

Among the 13 workers who expressed a desire to 

participate, 1 subject with arrhythmia did not participate 

in the experiment. Except for the preparation time for 

data collection, 5 minutes were given to each of the 882 

datasets collected from 12 subjects. 

When measuring the subject, we checked for the 

Hawthorne effect [22]. In this experiment, we did not 

monitor the activity of the subject; we waited a little 

farther from the work area and recorded and 

photographed the work with the help of two cameras 

installed in the work area. In general, manual laborers 

performing high-load work have their own health 

concerns; they also focus on the physical workload 

resulting from their daily operations. Hence, before 

starting the measurements, we instructed the subjects 

not to depart from the usual work patterns; they were 

also informed that the study did not intend to measure 

their productivity but their physical workload. 

Table 2. The Collected Data on the Subjects. 

ID# 
Age 

(years) 

Main job 

task 

Height 

(cm) 

Weight 

(kg) 

S1 20 Scaffolder 159.0 57.0 

S2 39 Scaffolder 179.0 74.0 

S3 32 Scaffolder 177.0 93.0 

S4 25 Scaffolder 182.0 82.0 

S5 41 Scaffolder 176.0 70.0 

S6 40 Scaffolder 176.0 75.0 

S7 36 Scaffolder 170.0 68.0 

S8 22 Scaffolder 165.0 55.0 

L1 43 Worker 168.0 70.0 

L2 50 Worker 174.5 87.5 

L3 27 Worker 170.5 62.5 

L4 59 Worker 169.0 76.0 
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2.6. Model development and statistical analysis 

The independent variables comprised subjects’ ages, 

BMI, the amount of physical activity during labor, and 

the WBGT in the field environment. The binomial 

logistic regression was used to analyze the health risks 

determined by the level of %HRR. Logistic regression 

assessed the value of new medical treatments. It is one 

of the regression analysis methods evaluating the factors 

affecting a problem surrounded by controversies [23]. 

Logistic regression modeling is not limited to the study 

of physiological medicine, but it is also used in biology, 

engineering, ecology, health policy, linguistics, and 

business and finance [24]. Regression analysis has 

become an integral element of data analysis for 

describing the relationship between the independent 

variables and one or more of the explanatory variables. 

A prediction model considering the parameters of 

these independent variables improves the accuracy of 

risk detection; in this study, we observe a strong 

correlation between risk factors. Therefore, it is 

necessary to consider the possibility of multicollinearity 

while conducting the statistical analysis. When 

developing the statistical model, the Pearson's 

correlation coefficient and variance inflation factors 

(VIF) were calculated for determining the physical 

activity ACC, AGE, and BMI of the subjects and 

WBGT in the work environment. 

Table 3. Correlation matrix for workers’ risk. 
 

ACC BMI AGE WB

GT 

VIF 

ACC 1.00    1.17 

BMI 0.02 1.00   1.48 

AGE 0.33*** 0.42*** 1.00  1.43 

WBGT -0.07* 0.39*** 0.05* 1.00 1.20 

Table 3 shows the results obtained with respect to 

the correlation coefficient and the VIF between 

independent variables. A p-value less than 0.05 

(typically ≤ 0.05) is statistically significant, *** 

indicates p ≤ 0.001 and * indicates p ≤ 0.05. A weak 

negative correlation coefficient (-0.33) was observed 

between physical activity ACC and the AGE of the 

subjects, while there was no correlation against the BMI 

and WBGT. The BMI of the subjects was slightly 

positively correlated (0.42) with the AGE and weakly 

correlated with the WBGT (-0.39). Furthermore, it was 

observed that the AGE of subjects was hardly correlated 

with the WBGT. The VIF serves as a reference for 

checking multicollinearity; the values of all the 

independent variables were the extent of the value 1-2, 

indicating a low likelihood of multicollinearity [25]. 

3. Results 

3.1 The relationship between ACC and %HRR 

Figure 2 shows the results of the %HRR for the 

ACC measured in each subject. The relationship 

between the ACC and the %HRR is shown in linear 

approximation; Table 5 describes the correlation 

coefficient r L1-L4 of L1-L4 and the correlation 

coefficient r S1-S8 of S1-S8. In all the subjects, 

the %HRR increased according to the increase in the 

ACC, and the correlation coefficient r of the ACC and 

the %HRR was at about 0.7–0.9. When compared to 

assistant workers, the higher heart trend of the scaffold 

workers shows their exposure to a high physical 

workload. During the break time, the workers’ ACC 

and %HRR were relatively low and their physical 

activity and heart rate at rest time were stable. 

Figure 2 also shows that, despite an increase in ACC 

from S5 to S8, the %HRR tends to be relatively large. 

S1 recorded the highest ACC among all subjects 

because S1 not only placed the dismantled steel 

materials under the scaffold stairs but also carried them 

to the collection location. It is presumed that there was 

an increase in the transportation task between the 

unloading location of the scaffold stairs and the 

collection location, which led to an increase in 

both %HRR and ACC. S1 is the youngest among the 

subjects; as HR max increased by the calculation based on 

age, there is a possibility that even same HR working is no 

longer conspicuous when compared to the other subjects. 

Conversely, although relatively high-age assistant 

members, such as L3, had a relatively low ACC without 

a big movement behavior, S1’s %HRR was seen to be 

higher than the other assistant workers. This can be 

attributed to the fact that HR max obtained for L1’s age is 

lower than that for the other subjects. 

 

Figure 2. Relationship between ACC and %HRR 

(Scaffolder S1-S8, Assistant worker L1-L4). r S1-S8 denotes 

the correlation coefficient of the relationship between 

ACC and %HRR for S1-S8, and r L1-L4 is the correlation 

coefficient of the relationship between ACC and %HRR 

for L1-L4. 
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3.2. Logistic regression model 

Logistic regression analysis was performed using the 

statistically significant (p <0.05) independent variables 

in Table 4. The logistic model formula used in this 

study is shown below. 

 Workers’ health risk ( ≥%40 HRR: 1, <%40 HRR: 0 )  

= f（ACC、AGE、BMI、WBGT） 

where the objective variable is 1 for the worker's 

health risk (≥40% HRR), and it is 0 for no health risk 

(<40%HRR).  

The independent variables are physical activity ACC, 

AGE of subjects, BMI calculated from height and 

weight, and WBGT in the work environment. Using the 

HR max and HR resting of each subject and calculating 

their %HRR, the independent variable was estimated by 

whether HRR ≥40%. 

Table 4 shows the estimation results of the model on 

the health risks of workers examined in this study. In 

the Model 1, ACC, AGE, BMI, and WBGT were 

independent variables. By p-value, the ACC, AGE, and 

WBGT of the subjects of the work environment were 

statistically significant, but the BMI of workers was not 

significant. Wald χ2 shows the contribution of each 

variable to the model, and it indicates that the larger the 

value, the higher is its importance [26]. In the Model 1, 

compared to AGE and WBGT, the contribution of the 

ACC was relatively high. To determine the influence of 

the dependent variable, we use the odds ratio in the 

logistic regression. It is indicated that independent 

variable increases due to an increase in the odds when 

OR>1; hence, the odds ratio can be a measure of a 

likelihood of a decline in independent variable with an 

increase in the odds when OR <1 [23,24,27]. 

Table 4. Estimation by logistic regression model. 

Model Variables Coeff. p-value 
95% CI 

for Odds 

 

Model 

1 

Constant 

ACC 

AGE 

BMI 

WBGT 

-25.6 

 0.041 

 0.074 

-0.035 

 0.705 

< 0.001 

< 0.001 

< 0.001 

0.548 

< 0.001 

– 

1.04 – 1.05 

1.04 – 1.12 

0.86 – 1.08 

1.67 – 2.44 

 

Model 

 2 

Constant 

ACC 

AGE 

WBGT 

-28.1 

0.041 

0.066 

0.742 

< 0.001 

< 0.001 

< 0.001 

< 0.001 

– 

1.04 – 1.05 

1.04 – 1.10 

1.82 – 2.43 

     When the odds ratio is larger than 1, while the lower 

limit of the confidence interval (CI) is not less than 1, 

the ACC, AGE of workers, and WBGT in the work 

environment are independent variables. However, the 

BMI of workers is the independent variable whose odds 

ratio is less than 1—the lower limit does not exceed 1. 

By the results, without BMI, the Model 2 examined a 

model based on independent variables ACC, AGE, and 

WBGT. It is indicated the statistical significance of the 

three independent variables; AGE, ACC, and WBGT 

may be high to show the health risks of workers, which 

is important for the Model. Furthermore, according to 

the odds ratio, the influence of the WBGT on the health 

of workers was the largest. 

Concerning the estimation results of the model, 

Table 5-1 shows predicted results by model and Table 

5-2 show the suitability index of the model due to its 

goodness of fit (GoF). The positive discrimination rate 

by the estimation of Model 1 was 88.9%; the positive 

discrimination rate by the estimation of Model 2, except 

the BMI that did not have statistically significant results, 

increased to 89.2%. Three indicators were determined to 

test the significance of the model by GoF. Akaike's 

information criteria (AIC) = -2logL + 2k were defined, 

and AIC were considered as indicative of the model fit 

[28,29]. Here, k denotes the number of parameters in the 

model; the first term model represents the true goodness 

of AIC, and the second term represents the penalty due 

to an increase in the variable. The values of the AIC are 

small. According to the obtained AIC, the adaptation of 

Model 2 was slightly better than the Model 1. The Cox-

Snell R2 corresponds to determining coefficients of a 

linear regression analysis R2, referred to as pseudo-R2. 

The fit of the model becomes better as the Cox-Snell R2 

becomes larger; the Cox-Snell R2s of Model 1 and 

Model 2 are 0.4-0.5, while the fit of the independent 

variable for the dependent variable was not very high 

[30,31]. However, when Nagelkerke R2 approaches 

from 0.5 to 1, the fit becomes higher [32-34]. The fit of 

the independent variable for the dependent variable of 

Model 1 is 0.590 and the one of Model 2 is 0.589. Both 

of them were high. Both the fit of Model 1 and Model 2 

were good by these results. 

Table 5-1. Estimation of subjects’ physical load. 

Model 

(independent 

variables) 

 

 

Predicted 

 Risk       Percentage 

Observed 0          1 (%) 

Model 1 Risk    0  487     53 90.2 

(ACC, AGE, 

BMI, WBGT) 

        1  

Overall 

45   297 86.8 

88.9 

Model 2 

(ACC, AGE, 

WBGT) 

 Risk   0  

        1  

Overall 

486     54 

41   301 

90.0 

88.0 

89.2 
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Table 5-2. GoF of Estimation. 

Model 

(independent 

variables) 

GoF 

AIC 
Cox-Snell 

R2 

Nagelkerke 

 R2 

Model 1 

(ACC, AGE, 

BMI, WBGT) 

57.5 0.435 0.590 

Model 2 

(ACC, AGE, 

WBGT) 

59.5 0.434 0.589 

4. Discussion 

This study shows that a continuous measurement of 

the physical load of construction workers can change 

work conditions and increase an understanding of their 

health conditions. It measures the load fluctuation of the 

workers by using data collected from the smart clothing; 

this fluctuation corresponds to workers’ age, the 

temperature of the working environment, and working 

conditions (e.g. foreman and the real workers and the 

difference between the assistants and the scaffold 

workers). In line with the results of previous studies, 

this study shows that the physical demands differs in 

case of each worker; hence, results seen in previous 

studies on wearable devices (wristband-type devices) 

correspond [4,34] to this study. 

Based on the work patterns (dismantling, 

transportation task, and the percentage of work activities, 

including preparation work), the physical demands of 

the workers vary even in the same construction site. In 

order to understand the health risks of workers, there is 

a need for continuously measuring a work in progress. 

When measuring the subjects, we observed that the 

physical demands should not be sustained for a longtime. 

Concerning the workplace and physical demands, 

specific guidelines were created. (i.e., the work 

activities that increase the %HRR beyond 40% should 

be limited to 30-60 minutes [10].) Based on these 

guidelines, as shown in the subjects S5 and S7 (Table 5 

and Figure 2), there were several workers with more 

than 40%HRR who continued to work throughout the 

day. Therefore, in order to reduce the high physical 

demands of these workers, some intervention must be 

implemented. This study provides insights on the 

appropriate interventions required for managing 

excessive physical requirements. 

Most studies determine %HRR based on typical 

activity patterns and experimental environments, and 

there are very few cases that consider an actual 

construction site. Concerning the application of methods 

for determining %HRR of construction workers, it is 

difficult to measure HR max and HR resting [35] in 

advance for workers, and it is likely that %HRR will 

interfere with actual use as the indicators. 

The important finding of this study is that it proved 

its hypothesis on the impact of physical workload on 

the %HRR of workers, by using the covariates in 

logistic regression. The relationship among these 

covariates influence the heart rate of workers [36]. 

WBGT has the largest odds ratio among all the 

covariates and the impact on workers' %HRR was 

significant [16]. To the best of our knowledge, this is 

the first study to report how the physical activity, 

workers’ age, and WBGT could be used to determine 

workers’physical workload without calculating 

their %HRR. Concerning ≥40%HRR, the accuracy rate 

is about 89.2%, based on the estimation of the 

judgement model of the health risks of workers. Thus, 

in an environment where HR max and HR resting 

cannot be measured, it was indicated that the health risk 

could be judged by %HRR. 

We have several limitations in our study. First, the 

sampled Japanese construction company had only 12 

workers in total. Due to this limited number of subjects, 

the dataset used the average of the physical activity and 

heart rate collected at 5-minute intervals. We recognized 

that the observation period is sufficient for analyzing 

workers because previous studies have used data on 

heart rate and physical activity collected at about 30-

minute and 5-minute intervals, respectively [8-10,18,37]. 

However, since the measured values are averaged, rapid 

changes in the worker's condition could not be observed. 

Second, some physical activity and heart rate data were 

missing, which might have led to measurement errors. 

However, almost the same results were obtained even 

when these outliers were included in the analyses (data 

not shown in table). These outliers may slightly affect 

the heart rate mean or standard variance. To avoid these 

technical errors, there is a need to monitor more 

accurately the heart rate and physical activity. Third, the 

study used a self-reporting method that could result in 

differences between workers’ information on their 

height and weight. Future research should seek to 

include observable data to better understand the 

potential impacts of the physical workload on workers. 

Finally, this study provides an insight into the degree of 

contribution of the physical activity and other variables 

for estimating workload. Workers’ health is very fragile, 

and it is affected by their physical workload, mental 

state, and lifestyle. Hence, it is necessary to carry out 

further study in this regard. Further studies in other 

working conditions are required to accumulate more 

evidence and assure the accuracy of the models. 

5. Conclusions 
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In this study, the heart rate and physical activity, the 

age, BMI, and WBGT of the working environment were 

measured for workers of a Japanese construction 

company. Given the high workforce mobility in the 

construction industry, this study developed a new 

judgement model of workers’ health risks as an 

alternative to %HRR. By using workers’ physical 

activity, age, BMI, and WBGT of the work environment 

as independent variables, it can be easily observed the 

physical load of worker without preparation such as HR 

max and HR resting. It measured the heart rate and 

physical activity of construction workers by using a 

smart clothing equipped with biological and 

acceleration sensors. By logistic regression analysis, the 

risk to health by physical workload was analyzed. The 

results showed that physical activity, age and WBGT 

are important parameters of workload estimation. 

However, BMI of workers was not statistically 

significant, and hence it did not have a significant 

impact on the estimation of the health risks posed by the 

workload. 

This study aimed to develop a method to facilitate a 

practical estimation of the workload risk of individual 

workers at a construction site in real-time. The use of a 

lightweight wearable device in this study has important 

theoretical implications in that it presents a real-time 

monitoring mechanism for examining workers’ health 

condition. This monitoring mechanism is very easy, 

without special preparation. It can also be adopted by 

firms to minimize the workers' health damage. 

In managing the health and safety of workers, it is 

useful to assess workers’ workload and health state 

quantitatively. Although there are several studies on 

workforce management [38-40], few studies focus on 

using workers' individual heart rate, physical activity, 

and body measurements. Further research on the use of 

these attributes can improve the identification of the 

health risks of workers quantitatively and promote the 

productivity of workers at construction sites. 
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Abstract – 
With the development of the construction 

industry, many problems such as human safety are 
remaining unsolved.  The construction holds the 
worst safety record compared to other industrial 
sectors, approximately 88% of accidents are related 
to workers’ safety.  The high complexity of the 
construction site compare to the ordinary living 
environment is also a major factor that cannot 
effectively protect the safety of workers.  In this 
paper, an integrated sensor network method is 
proposed for the safety management of construction 
workers.  The main signals collected in this paper 
are visual signals and electronic signals. The 
compatibility issues caused by cooperation between 
different types of signals will also be discussed in this 
paper.  At the same time, a multi-signal automatic 
correction method is used to improve the accuracy 
and efficiency of our proposed method. 

Keywords – 
sensor fusion; motion recognition; safety 

management; IMU; depth camera. 

1 Introduction 
“Smart City” concept is widely known by people 

around the world for many years, the main purpose of it 
is using information technology to help to improve city 
service.  Currently, Smart City is applied in 
transportation, citizen management, urban resource 
allocation and so on, they all perform well compare to 
traditional methods.  Along with the rising of Smart 
City, the concept of “Smart Construction” is also 
proposed recently, many well applied methods from 
other fields are poured into construction area.  But due 
to the differences in management mode and 
implementation, those methods perform not so well.  
There is a lot of room for development of Smart 
Construction.  

Speaking of which, construction industry field still 
holds a worst record in safety compare to others.  In 
Japan, death number in construction accidents is twice 

that of Germany and 3 times that of UK from data since 
2003 to 2005 [1], and haven’t improve well during the 
last 20 years [2].  Comparing to other developed 
countries, accident monitoring efficiency is the main 
reason that workers cannot be found and rescue in time. 

The main causes of workers’ injuries and deaths are 
heat stroke, hitting by heavy objects, felling from a 
height and so on.  Some of the injuries are caused by 
accident, some of them happened because of the 
unsupervised unsafe acts of workers’ own due to cost, 
time pressure and other reasons.  Normal monitoring 
system such as web camera requires manual operation, 
it is inefficient because of human neglect, obstacle and 
other factors.  A more efficient and accurate safety 
management and monitoring method is needed. 

Camera-based monitoring method is widely used 
and researched around the world, it has a lot of benefits, 
such as low cost, easy to be assembled, and so on.  Yet 
more disadvantages are unavoidable, such as unable to 
solve occlusion problem, low accuracy in weak light or 
dark environment.  Other methods concentrate on 
changing RGB frame to RGB-D frame by adding depth 
into the picture, such as Kinect and Realsense.  RGB-D 
is more accurate to detect human and object comparing 
to RGB’s pixel crop, it also works well even in weak 
light environment.  However, due to the limit of 
working distance, reflective surfaces and relative 
surface angles, depth maps in RGB-D frame always 
contain significant holes and serve noise, as shown in 
Figure 1, these errors limit the practical usage of RGB-
D frame in real applications, thus depth maps 
restoration in hole filling and noise removing becomes a 
necessary step in depth-camera-based monitoring 
system. 

Monitoring method based on Inertial Measurement 
Unit (IMU) sensors is also a hot topic in recent years, 
because of its undoubtable benefits compare to other 
methods such as visual camera.  IMU sensors are 
nonintrusive, lightweight and portable measuring 
devices, they can overcome the sensor viewpoint and 
occlusion issues, once they were attached on subject, the 
activities can be detected in a non-hindering manner [4], 
[5], [6].  After pre-processing of the motion for activity 
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Figure 1. Depth map (top) and infrared frame 

recognition, discriminative features are then derived 
from time and/or frequency domain representation of 
the motion signals [7] and used for activity 
classification [8].  Although there are a lot of benefits of 
IMU sensors, there are also some disadvantages, first, it 
is not intuitive, not easy for manual recheck, second, 
model complexity is hard to control especially when 
precise motion capture is needed.  

In order to fix injuries problems in construction field, 
we propose a safety management method based on 
multiple sensor network.  This method aims at using 
data of workers from different kinds of sensors to detect 
human motion and movement more accurately, sensors 
such as depth camera and IMU sensor will be used, and 
by cooperating them to decrease the error rate and 
improve efficiency in accident alert and injury rescue. 

The main contributions of this paper are as below: 

1. Improve the accuracy of multi-type sensor fusion 
based motion recognition in specific motions in 
construction site environment; 

2. Multi-type sensor fusion based motion recognition 
correction method. 

The remaining sections are organized as follows. 
Related works are reviewed in Section 2, including 
camera-based, depth camera-based and IMUs-based 
methods. The proposed methodology is introduced in 
Section 3, visual sensor-based human recognition, IMU 
s-based human recognition and sensor fusion method 
will be introduced.  The simulation and experiment 
details and hardware parameters will be introduced in 
Section 4. The conclusion is drawn in Section 5. 

2 Related works 

2.1 Camera-based human modeling  
Commercial camera-based human detection method 

requires subjects wear markers and depend on multiple 
calibrated cameras mounted in the environment. [9], it is 

inconvenient, to overcome these constraints, other 
researchers focus on developing marker-less approaches 
from multiple cameras, yet some of these methods 
require offline processing to achieve high quality results 
[10], [11].  But some other real-time approaches have 
been proposed [12], these approaches typically fit a 
skeletal model to image data.  Other approaches to real-
time performance include combining discriminative and 
generative approaches [13].  However, multi-view 
approaches assume stationary and well calibrated 
cameras, therefore they are not suitable in mobile 
scenarios. 

2.2 Depth camera-based depth map 
restoration and human modeling  

As for regular camera, RGB-based depth prediction 
normally uses large body of literature, training 
exclusively using ground truth metric depth, 
[14,15,16,17,18].  As for depth camera, many methods 
have been proposed for restoring depth maps by Kinect, 
these methods can be classified into two types: filtering-
based and reconstruction-based.  Filtering-based 
methods use different filters to restore captured depth 
maps.  Lai et al. [19] applied a median filter in RGB 
space to fill holes in depth map recursively, however 
this method will blur sharp edges obviously.  To 
preserve sharp edges, Camprani et al. [20] applied a 
joint bilateral filter in depth map iteratively.  Matyunin 
et al. [21] considered using temporal information to 
restore depth map, but this method occurs delay because 
it uses multiple consecutive frames to restore target 
depth map.  Reconstruction-based methods use image 
inpainting techniques to fix missing values in depth 
maps.  Telea [22] proposed FMM (Fast Marching 
Method) for image inpainting.  Miao et al. [23] 
proposed a texture-assisted method in which the texture 
edge information is extracted for assisting depth 
restoration.  These methods can remove noise and fill 
small holes in depth maps, however when it comes to 
large holes exist in depth map, such as holes in Figure 1, 
the results are unsatisfactory. 

About human modeling, Anguelov et al. [24] 
introduced SCAPE, a data-driven method for building a 
human 3D model than spans variation in both shape and 
pose.  It shows that given a high-resolution range image 
from a single view, the SCAPE model can be used to 
observe data.  Based on SCAPE parameterized model, 
Weiss et al. [25] combined multiple views of person and 
several low-resolution scans to obtain an accurate 
human 3D model.  Liao et al. [26] introduced prior of 
human body pose and shape, then proposed a human 3D 
modeling method based on a monocular depth camera. 
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2.3 IMUs-based human modeling  
Roetenberg et al. [27] used 17 IMUs equipped with 

3D accelerometers, gyroscopes and magnetometers, 
fused together using a Kalman Filter.  Assuming the 
measurement are noise-free and contain no drift, the 17 
IMU orientations completely define the full pose of the 
subject (using standard skeletal models).  However, 17 
IMUs are very intrusive for the subject, long setup times 
are required, errors such as placing a sensor on the 
wrong limb are common, which makes it difficult to 
reproduce.  Marcard et al. [28] compute accurate 3D 
poses using only 6 IMUs.  They take a generative 
approach and place synthetic IMUs on Skinned Multi-
Person Linear Model (SMPL) body model [29]. They 
solve for the sequence of SMPL poses that match the 
observed sequence of real measurements by optimizing 
over the entire sequence.  But this method relies on 
computationally expensive offline optimization, which 
is also hard to reproduce.  Therefore, a smaller number 
of IMU sensors and less computation complexity is the 
key of future IMUs-based human modeling and motion 
detection. 

3 Methodology 
In this paper, we propose an integrated sensor 

network method for safety management of construction 
workers.  This method mainly uses depth camera, IMU 
sensor, and environment sensor to collect data from 
workers and construct human model to analyze human 
motion, gesture and some physical index such as 
temperature and air pressure.  This method concentrates 
on multiple sensor cooperation, by using different kinds 
of sensor to decrease the errors caused by sensor defects, 
to increase the accuracy of detecting and improve 
efficiency. 

3.1 Depth camera-based human recognition  
Yin et al. [3] proposed a two-stage stacked hourglass 

network based on Varol et al. [30] to get high-quality 
result of human depth prediction.  Instead of using RGB 
image directly, this method uses RGB image and human 
part-segmentation together to predict human depth.  It 
consists of convolution layer, part-segmentation module, 
and depth prediction module.  First, RGB image input 
goes through the convolution layer and turns into heat 
maps, then enter the part-segmentation module, after 
then, heat maps turn into human part-segmentation 
results, these heat maps are summed as the input of the 
following depth prediction module with previous layers 
features, finally human depth prediction results are 
outputted. 

Algorithm 1 GradientFMM 
1. Procedure GradientFMM (depthmap)  

2.     Known ← all pixels with known values in 
depthmap  

3.     Unknown ← all unknown pixels adjacent to 
Known in depthmap 

4.     insert all pixels in Unknown into min-heap 
5.     while Unknown not empty do 
6.         p ← root of min-heap 
7.         calculate p's value using depth value equation 
8.         add p to Known 
9.         remove p from Unknown 
10.         perform down heap 
11.         for each neighbor q of A do 
12.             if q not in Known and Unknown then 
13.                 add q to Unknown 
14.                 perform up heap 
15.            end if 
16.         end for 
17.     end while 
18.     return Known 
19. end procedure 
 

The algorithm above is called GradientFMM [3], it 
propagates depth from known pixels to unknown pixels.  
After the process, every pixel in depth map in the 
unknown region has a depth value.  In order to mark 
useful pixels in depth maps to predict possible human 
skeleton, we use GradientFMM as our pre-treatment 
method in human depth prediction. 

The resolution of collected image from depth camera 
is 848x480 and 30 frames per second.  In our method, 
firstly we apply GradientFMM algorithm to analyze 
each frame and get data of human depth maps, next, we 
consider frame platform and depth direction as a 3D 
coordinate, and collect all coordinate data of each pixel 
inside depth map.  At the same time, well-trained image 
processing algorithm will be used to identify skeleton 
based on depth map, in this research, we use OpenPose 
or Intel skeleton tracking SDK.  After human skeleton is 
detected, the 3D coordinate changes of specific parts of 
human (head, hand, foot) and required parts (arm, waist) 
will be recorded, and compare with collected database, 
to find out the best match and output.  Frames with 
skeleton will be used as input for further image 
processing to improve accuracy of skeleton mapping. 

3.2 IMUs-based human recognition 
This part introduces IMUs-based human motion 

detection, IMUs can measure triaxial (3D) accelerations 
and triaxial angular velocities.  It is also easy to obtain 
information directly without numerous restrictions.   

In our proposal, we mainly consider the motion 
capture while workers are working, so the upper body 
will be observation focus.  3 IMU sensors will be used 
to detect movement changes, two will be attached on 
outer arms, another one will be attached on front waist.  
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Not only can IMU sensors collect movement data, but 
also, they are able to collect workers’ surrounding 
environmental factors such as temperature, height, air 
pressure and so on, by doing data exchange with 
environment sensors, to ensure that workers are in 
proper working environment. 

IMU motion recognition is based on Dehzangi et al. 
[31], this paper introduced a human activity recognition 
method in normal environment, the activities they 
considered are walking, walking upstairs, walking 
downstairs, sitting, standing and sleeping.  In our 
proposal, due to the difference of subjects, new motions 
are added: uplift (one or two arms up), pick up heavy 
object (the swing amplitude of both arms is reduced and 
stiff), hold up heavy object (the arms are partially 
angled and stiff), arms raised (arms at right angles to 
body), regular cyclical movement (arms turn the 
roulette), bend over (lean forward or backward).  

The framework of IMU-based human activity 
recognition system is: first, collecting relevant data 
through users; then, in the learning phase, relevant 
features are extracted from the time-series raw data.  
Model complexity is reduced by applying Feature 
selection/ Dimension reduction technique.  Recognition 
model is created from the dataset of selected features.  
Then, in the testing phase, this model is used to evaluate 
raw signal and create an activity label.  Finally, raw data 
will be outputted as labeled motion. 

IMU sensors attached in 3 parts will continuously 
record data, and using motion recognition method to 
analyze amplitude changes.  At the same time, when 
there is a dramatic change during the process, the 
differences between triaxial accelerations and angular 
velocities before and after the change will be counted 
and recorded as change graphs.  Finally, the differences 
will be compared with motion database and find out the 
best match. 

3.3 Multi-type sensor fusion and analysis 
Normally, visual signal and IMU electronic signal 

are quite different, it is hard to make a comparison 
between them.  In our proposal, both visual camera-
based method and IMU sensor-based method can 
perform results individually, but when it comes to some 
special occasion such as partly occlusion, using only 
one kind of signal will cause high error and effect the 
whole system.   

In this research, we try to cooperate two kinds of 
signal, by educe the advantages and disadvantages of 
them to further improve accuracy of this method.  We 
consider the whole area as a huge 3D coordinate system, 
as shown in Figure 3, depth camera is placed on one 
side of the system, IMU sensors are also calibrated 
before loading to make sure they are consistent at time 0.   

 
Figure 2. Depth camera and IMU sensors 

As introduced in previous sections, when record starts, 
both camera and IMU sides will generate constant 3D 
coordinate changes.  As for depth camera side, the 
variation and value of specific point can get from the 
coordinate made by depth map and frame platform.  As 
for IMU sensor side, during the movement, three axes 
will change in different accelerations, based on the 
origin set at time 0, the path changes and distance can 
be calculated by double integral: 

𝑆!⃗ = ∫(∫(𝑎!⃗ )dt)dt  (1) 

where 𝑆!⃗  represent directional distance, 𝑎!⃗  represent 
average acceleration during time period 𝑡. 

Although the unit, distance and size are quite 
different between depth map coordinate and IMU sensor 
coordinate, we can describe the change amplitude curve 
between specified coordinate points (in this case, points 
of two arms and waist), by considering the weight of 
each kind of sensor, we can get a more accurate result to 
make comparison with database, and gaining a higher 
reliability on human motion recognition. 

The equation of final degree of change is: 

∆𝑃 = (∆𝑃!/𝑃!" ∙ 𝛼 + ∆𝑃#/𝑃#" ∙ 𝛽)/2  (2) 

where ∆𝑃! is the change of motion from visual side, ∆𝑃# 
is the change of motion from IMU sensor side, 𝑃!" and 
𝑃#" are the initial states of the current time segment, 𝛼 
and 𝛽 are weight coefficients for visual and IMU sides. 

The directional distance of each axes in each sensor 
can be calculated by Equation (1), and the degree of 
change in each sensor can be evaluated by Equation (2). 
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4 Experiment 
This section makes experiment to validate the 

feasibility of our proposal.  It includes the following 
aspects: 
(1) Using depth camera to detect human skeleton and 

motion based on our visual recognition method, and 
record the 3D coordinates of depth maps; 

(2) Using attached IMU sensors to detect human upper 
body skeleton and motion based on our applied 
motion recognition method, and record the 
coordinate differences of each sensor; 

(3) Using our multi-type signal fusion correction 
method based on weight to generate coordinate 
differences from each frame and frequency. And 
output final accuracy. 

In order to get the depth maps of subjects, an Intel 
Realsense D435i camera is settled, and shooting from 
one side of our experiment area.  The picture of camera 
is shown in Figure 2, it can achieve a smooth video 
streaming with 848x480 resolution and 30 frames per 
second.  Possible detecting range is from 0.3 m to 16 m. 

In order to get the 3D motion data of subjects, 3 
Witmotion IMU sensors are attached on subjects’ two 
outer arms, and front waist.  The arm sensor model is 
BWT901CL, the detectable parameters are acceleration, 
angle, velocity, magnitude, temperature.  The waist 
sensor model is WTAHRS2, the detectable parameters 
include above and air pressure, height, which can make 
sure the surrounding environment of workers is stable 
and comfortable.   

The experiment area is settled as Figure 3, depth 
camera is placed in front of the whole area, IMU 
sensors are attached on worker’s outer arms and front 
waist, the worker will continue making different 
gestures in front of the depth camera. 

Before the beginning of experiment, the database of 
actions to be tested which also is the control group will 
be prepared.  In this experiment, several motions will be 
considered, including normal motions such as stand, sit, 
and sleep (lie down), other specific motions in 
construction site such as uplift, pick up heavy object, 
hold up heavy object, arms raised, regular cyclical 
movement and bend over will also be included.  

The experiment process will be introduced as 
follows: 

First, experiment subject (worker) will be attached 
with sensors, and stand in the proper position inside 
experiment area; 

Next, experiment subject will make corresponding 
actions in order, there will be a break between each two 
motions; 

Then, depth camera-based method will generate 
depth map, all pixels’ coordinate information will be 
recorded, human skeleton will be generated based on 
image processing, human parts will be labeled and  

 
Figure 3. experiment area layout 

corresponding to pixels, the coordinate amplitude of 
these parts will be recorded as well; 

Next, IMUs-based method will collect data changes 
from 3 sensors, during the process, a low pass filter will 
be settled to eliminate redundant noise; 

Then, the acceleration changes of each sensors will 
be used to calculate path changes by double integral; 

Next, the changes of points of three human parts 
from visual side and IMUs side will be calculated 
separately to obtain degree of change within a certain 
period of time; 

Then, degree of change from visual and IMUs side 
will be used to calculate the weight average, the result 
will be compared with database to find the best match; 

Meanwhile, origin degree of change from visual and 
IMUs side will be compared with database separately; 

Finally, the similarity from visual side, IMUs side 
and sensor fusion side will be compared, to prove if the 
sensor fusion method shows the best result. 

As for the degree of change for IMUs, we set 
experimental steps as follows: 

1. Calibration procedure: remove the output offset 
component of the acceleration sensor because of 
the presence of static acceleration (gravity).  The 
method is to average the acceleration when there is 
no motion in accelerometer. (the more samples we 
collect, the more accurate the calibration result 
will be) 

2. Low pass filtering: eliminate signal noise in 
accelerometers (both mechanical and electronic), 
to decrease the error while integrating the signal. 

3. Mechanical filtering: when in a stationary state, 
small errors in acceleration will be treated as 
constant speeds, it indicates a continuous 
movement and unstable position, which will affect 
the actual motion detection.  A mechanical 
filtering window will help to distinguish the small 
errors. 

4. Positioning: the acceleration of each time period is 
known, we use double integral to obtain distance 
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information.  The first integral gains speed and the 
second gains position. 

In our simulation, we suppose 9 motions have their 
own perfect degree of change, includes vector changes 
from left arm, right arm and front waist:  

𝑀! = &	
𝐿!!!!!⃗
𝑅!!!!!⃗
𝑊𝑛!!!!!⃗

	' , 𝑛	 ∈ [1,9] (3) 

𝐿𝑛!!!⃗ = +∆𝑥!" , ∆𝑦!
" , ∆𝑧!"- (4) 

𝑅𝑛!!!!⃗ = (∆𝑥!# , ∆𝑦!
# , ∆𝑧!#) (5) 

𝑊!!!!!!⃗ = (∆𝑥!$ , ∆𝑦!
$ , ∆𝑧!$) (6) 

where 𝐿=⃗ ,	𝑅=⃗ ,	𝑊===⃗  represent the change of motion from left 
arm, right arm and front waist. 

Generated data are divided into 2 groups, on visual 
side, the vector changes will be found by pixels and 
depth, on IMUs side, through the acceleration of three 
axes and time, Equation (1) will be used to obtain the 
distance in all directions, thereby obtaining the vector 
change.  Then, assign a weighting coefficient to vision 
and IMU part through standard normal distribution, next, 
we will use Equation (2) to calculate the integrated 
vector change:  

𝐹 = [	
(𝐿!/𝐿!" ∙ 𝛼 + 𝐿#/𝐿#" ∙ 𝛽)/2	
(𝑅!/𝑅!" ∙ 𝛼 + 𝑅#/𝑅#" ∙ 𝛽)/2	
(𝑊!/𝑊!" ∙ 𝛼 +𝑊#/𝑊#

" ∙ 𝛽)/2	
	]  

 
(7) 

where 𝐿! is the left arm vector change on visual side, 𝐿# 
is the left arm vector change on IMU side.  𝐹 will be 
compared with 𝑀1  to 𝑀9  in Equation (3) to find out 
the best match. 

100 pairs of sample data for each motion are 
generated based on our database by adding random 
interferences and white noise, to simulate deviations 
caused by the effects of real data collection.  Weight 
coefficients obey standard normal distribution.  By 
comparing our modified data with real motion data, the 
result of accuracy is shown on Figure 4.  We can see 
that some similar motions such as standing and pick up 
heavy object, hold up heavy object and arm raised, 
sometimes are indistinguishable, this may become a 
more serious problem in real world sampling.  Our 
simulation on 900 pairs of motion samples in total 
shows that averagely the accuracy of motion recognition 
by multi-type sensor fusion is about 97%, although the 
number of samples is not large, but this result shows 
that multi-type sensor fusion is possible to improve the 
accuracy of specific motion recognition in construction 
site condition.  In real world experiment, due to other 
unexpected interferences and noises, the result may  

 
Figure 4. simulation result. 

change a bit, but due to the large number of samples, we 
expect the result to be as good as our simulation result. 

5 Conclusion 
In this paper, a new method is proposed for motion 

recognition and safety management of construction 
workers by using integrated sensor network, in order to 
effectively ensure the safety of workers in complex 
environment of construction site.  We improve the 
motion recognition with depth maps, we also proposed 
several new motions that are usually shown in 
construction site and generate the database of each new 
motions’ degree of change in relative 3D coordinate 
system.  We proved that using multi-type sensor fusion 
to recognize human motion is possible, and our 
simulation shows that the accuracy is quite high 
compare to some related works.   

We also noticed several problems during our 
research, such as distinction of similar motions.  In the 
future, we will consider to add more special motions to 
expand recognition range, we will also improve the 
accuracy of skeleton interest point movement to 
decrease detection error from similar motions.  IMUs-
based motion recognition method is considered to be 
improved as well, meanwhile, a remote VR-based 
motion recognition system is included in our 
consideration. 

References 
[1] ACCESS, Comparison of Japan with other 

developed countries, Online: 
http://www.kasetsuanzen.or.jp/industrial_accident/
compare.html, Accessed: 08/06/2020. 

[2] JCOSHA, Occurrence of labor disaster in 
construction, Online: 
https://www.kensaibou.or.jp/safe_tech/statistics/oc
cupational_accidents.html,  Accessed: 08/06/2020. 

[3] J. F. Yin, et al., Depth Maps Restoration for 
Human Using RealSense. IEEE Access, Vol. 7, 
pages 112544-112553, 2019.  

[4] O. C. Ann, et al., Human activity recognition: A 

862



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

review, IEEE International Conference on Control 
System, Computing and Engineering (ICCSCE 
2014), pages 389–393, Batu Ferringhi, Malaysia, 
Nov. 2014. 

[5] O. Dehzangi, et al., “IMU-based gait recognition 
using convolutional neural networks and multi-
sensor fusion, Sensors, vol. 17, no. 12, page 2735, 
2017. 

[6] A. Cismas, et al., Crash detection using imu 
sensors, 21st International Conference on Control 
Systems and Computer Science (CSCS), pages 
672–676, Bucharest, Romania, May 2017. 

[7] S. J. Preece, et al., A comparison of feature 
extraction methods for the classification of 
dynamic activities from accelerometer data, IEEE 
Transactions on Biomedical Engineering, vol. 56, 
no. 3, pages 871–879, March 2009. 

[8] S. J. Preece, et al., Activity identification using 
body mounted sensors a review of classification 
techniques, Physiological Measurement, vol. 30, 
no. 4, page R1, 2009.  

[9] N. Sarafianos, et al., 3d human pose estimation: A 
review of the literature and analysis of covariates. 
Computer Vision and Image Understanding, 152, 
pages 1–20, 2016. 

[10] L. Ballan, et al., Motion capture of hands in action 
using discriminative salient points. Computer 
Vision–ECCV 2012, pages 640–653, 2012. 

[11] Y. H. Huang, et al., Towards Accurate Markerless 
Human Shape and Pose Estimation over Time. 
International Conference on 3D Vision (3DV), 
pages 421–430, 2017. 

[12] H. Rhodin, et al., A versatile scene model with 
differentiable visibility applied to generative pose 
estimation. In Proceedings of the IEEE 
International Conference on Computer Vision, 
pages 765–773,2015. 

[13] A. Aguia, et al., MARCOnI-ConvNet-Based 
MARker-Less Motion Capture in Outdoor and 
Indoor Scenes. IEEE transactions on pattern 
analysis and machine intelligence 39, 3, pages 
501–514, 2017. 

[14] D. Eigen, et al., Predicting depth, surface normal 
and semantic labels with a common multi-scale 
convolutional architecture, In Proc. IEEE Int. Conf. 
Comput. Vis., pages 2650-2658, Dec. 2015. 

[15] B. Li, et al., Depth and surface normal estimation 
from monocular images using regression on deep 
features and hierarchical CRFs, in Proc. IEEE 
Conf. Comput. Vis. Pattern Recognit., Jun. 2015, 
pages 1119-1127. 

[16] F. Liu, et al., Deep convolutional neural fields for 
depth estimation from a single image, in Proc. 
IEEE Conf. Comput. Vis. Pattern Recognit., pages 
5162-5170, Jun. 2015. 

[17] Z. Zhang, et al., Monocular object instance 
segmentation and depth ordering with CNNs, 
arXiv:1505.03159, Dec. 2015.  

[18] X. Zhou, et al., Towards 3D human pose 
estimation in the wild: A weakly-supervised 
approach, In Proc. IEEE Int. Conf. Comput. Vis., 
pages 398-407, Oct. 2017.  

[19] K. Lai, et al., A large-scale hierarchical multiview 
RGB-D object dataset, In Proc. IEEE Int. Conf. 
Robot. Automat., pages 1817-1824, May 2011. 

[20] M. Camplani, et al., Efficient spatio-temporal hole 
filling strategy for Kinect depth maps, Proc. SPIE, 
vol. 8290, Art. no. 82900E, Jan. 2012. 

[21] S. Matyunin, et al., Temporal filtering for depth 
maps generated by Kinect depth camera, In Proc. 
3DTV Conf., True Vis.-Capture, Transmiss. 
Display 3D Video, May 2011, pages 1-4. 

[22] A. Telea, An image inpainting technique based on 
the fast marching method, J. Graph. Tools, vol. 9, 
no. 1, pages 23-34, 2004. 

[23] D. Miao, et al., Texture-assisted Kinect depth 
inpainting, In Proc. IEEE Int. Symp. Circuits Syst., 
pages 604-607, May 2012. 

[24] D. Anguelov, et al., SCAPE: Shape completion 
and animation of people, ACM Trans. Graph., vol. 
24, no. 3, pages 408-416, Jul. 2005. 

[25] A. Weiss, et al., Home 3D body scans from noisy 
image and range data, in Proc. Int. Conf. Comput. 
Vis., pages 1951-1958, Nov. 2011. 

[26] L. Liao, et al., Individual 3D model estimation for 
realtime human motion capture, in Proc. Int. Conf. 
Virtual Reality Vis., pages 235-240, Oct. 2017. 

[27] D. Roetenberg, et al., Moven: Full 6dof human 
motion tracking using miniature inertial sensors. 
Xsen Technologies, December 2007. 

[28] T. Marcard, et al., Sparse inertial poser: Automatic 
3D human pose estimation from sparse IMUs. In 
Computer Graphics Forum, Vol. 36. Wiley Online 
Library, pages 349–360, 2017. 

[29] M. Loper, et al., SMPL: A skinned multi-person 
linear model. ACM Transactions on Graphics 
(TOG) Vol.34, no.6, page 248, 2015. 

[30] G. Varol, et al., Learning from synthetic humans, 
In Proc. IEEE Conf. Comput. Vis. Pattern 
Recognit., pages 109-117, Jul. 2017. 

[31] O. Dehzangi, et al., “IMU-Based Robust Human 
Activity Recognition using Feature Analysis, 
Extraction, and Reduction”, ICPR 2018, pages 
1402-1408, Beijing, China, 2018. 

863



37th International Symposium on Automation and Robotics in Construction (ISARC 2020)

Data-Driven Worker Detection from Load-View Crane Camera
Tanittha Sutjaritvorakul, Axel Vierling and Karsten Berns

Department of Computer Science, Technische Universität Kaiserslautern, Germany
E-mail: {tanittha,vierling,berns}@cs.uni-kl.de

Abstract -
Cranes as an essential part of the construction machinery, 

are one of the prominent sources of fatalities in the con-
struction sites. The camera assistant system can contribute 
significantly to the safety of the crane operation particularly 
in blind lifts tasks, where the operator highly relies on the 
load-view camera. In this paper, we address the worker de-
tection from an off-the-shelf load-view crane camera using 
a data-driven approach. Due to the difficulties in collect-
ing data, we generate five training datasets via a simulation 
platform to build up the synthetic samples to improve the 
state-of-the-art detector. Despite the fact that only the simu-
lation data is used as training datasets, the trained network 
demonstrates the average precision of up to 66.84% in two 
real-world scenarios.

Keywords -
Construction safety; Crane simulation; Worker detection; 

Visibility assistance

1 Introduction
The number of crane accidents caused by visibility re-

mains high. The load-view crane camera is essentially 
used to widen the operator’s field of v iew. However, it is 
hard for operators to keep observing hazards from merely
a seven-inch monitor with no semantic information such as 
the position of the worker with respect to the crane or load. 
This work presents an analysis of a data-driven worker de-
tection from a load-view camera using solely synthetic 
data in the learning procedure. The large volume of syn-
thetic data is created by the simulation platform.
According to visibility-related fatalities, struck-by acci-

dents contribute to 87.7% of all construction equipment 
accidents [8]. Cranes, which are the main machines in the 
construction, carry out the major activities in the building
construction industry. Falling loads or struck-by loads are
the most common and most dangerous crane-related haz-
ards. The workers can be struck or hit by any moving load
while they are working in close proximity to the crane. 
The poor visibility or blindspot causes the operator has
difficulties to identify any personnel or objects in the work 
zone. Unlike in the street environment, the construction
site is complex and unstructured. Workers and machines
work side by side. The operator simultaneously monitors 
many things e.g., load radius, workers-on-foot, and spot-
ter. Automated localizing workers or objects surrounding
the load allows operators to understand the situation, and
make decisions and actions accordingly.

Figure 1. Crane load-view camera circled in red.

Not all sensor types are suitable to monitor objects from
the load. Numerous crane safety assistance methods are
presented in previous studies. The proximity warning
is prevalent. Many sensor-based technologies have been
adopted for construction safety assistance. These sensors
can be installed on the site, workers or machines them-
selves to recognize objects. To increase spatial awareness
of the operator, the load sway monitor can be observed
using IMU or a camera [4, 5]. Similarly, hook motion
tracking can measure the working radius in order to avoid
collision [28, 12, 17]. Wearable devices such as blue-
tooth, RFID, and ultra-wideband (UWB) tag on safety
helmet which provides the position can be irritating and
privacy-intrusive to the workers [25, 29]. The operator
mainly depends on the load-view camera during lifting
tasks. It allows the operator to inspect the distance be-
tween the load and obstruction without occlusion among
other objects. The view provides the top perspective from
the camera mounted at the boom head pointing down to
the ground. Information from any sensors installed on-site
or on the cabin itself can be insufficient for the operator
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Figure 2. Comparison of real (left) and virtual (right) view at the experimental site in Trier, Germany.

during lifting materials over or into the building. The op-
erator is unable to directly observe any adjacent objects
due to the obstruction.
Detecting workers from the load-view is challenging.

There is a lack of research on this topic. Traditional
worker detection methods are based on simple features
like helmet and color of high visibility vest [18, 26, 24].
In fact, most workers do not regularly wear protective
clothes. The average of 87 percent of construction work-
ers is reported as Personal Protective Equipment (PPE)
noncompliance [20]. Thus using PPE information, the
high-visibility color of helmet or vest, as a feature to de-
tect workers may not be adequate. In general, it is very
hard for a human to notice the small-sized workers from
the top view, see Figure 3(f) which explains the high fatal-
ity rate in crane operation and necessitates the application
of load-view worker detection. The construction area is
cluttered and dynamically changing over time.

With the outstanding results, the construction do-
main also employs the data-hungry learning methods into
worker recognition. The following studies of detecting
workers from load-view camera or similar use deep learn-
ing approaches. Yang et al. [34] use Mask R-CNN to de-
tect workers from a tower crane and identify if the workers
are in the safety distance. Hu et al. [9] use YOLOv3 to
detect non-complaint worker without a helmet. Vierling
et al. [30] propose an automatic zoom load-view cam-
era based on the working zone and load occlusion. The
authors train the convolutional neural network with the
load-view image and current zoom level, then result the
optimal zoom level for the operator.

There is an intensive shortage of training data in the
construction domain. The performance of deep learning
methods is highly dependent on the existence of ample
training samples. The self-driving car datasets publicly
exist in great amount [11]. However, these datasets are not
applicable to load-view object detection due to the frontal

viewpoint. In addition, Unmanned Aerial Vehicle (UAV)
datasets [23, 33, 1] could not be used as an alternative
because of an uncluttered and static background, unlike
the construction area. The pose or activity of the worker
and the pedestrian are not identical, which can lead to
different image features.
Data collection is crucial. Gathering data consists of

two main steps, namely data recording, and annotation.
Recording data from a car is relatively straightforward as
opposed to a huge construction machine. The sensors
can be easily mounted and adjusted. The driver does not
require any additional specific skills. Image annotation
techniques can bemanual, semi-automatic, and automatic.
Manual annotating data is tedious. The annotator required
the knowledge to fulfill the task e.g., occlusion constraints,
object representation, and boundary [2]. For a very large
scale dataset, there exist crowd-sourcing platforms, such
as Amazon Mechanical Turk (MTurk), to gather image
annotation possible. Regardless of the verified annotated
data, Zhang et al. [35] show the localization errors of
original annotation in Caltech dataset.
Besides the benefits of using simulation as a construc-

tion robot test platform or vocational training, simulation
also helps to augment data while reducing localization er-
ror and time from the manual labeling. Vierling et al. [31]
develop the automated data generation tool in a game en-
gine. Soltani et al. [27] propose automated annotation
using synthetic images of construction resources is able to
reduce the annotating time while improving the detection
accuracy. The synthetic data can be used as an addi-
tional option to generate the training samples. Several
studies [19, 32] demonstrate the synthetic data, which is
generated from a game engine, can be used in a real-life
scenario. With the rendering capability, the game engines
like Unreal Engine1 can generate the photorealistic en-
vironment and human characters. The virtual characters

1A game engine developed by Epic Games (www.unrealengine.com)
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should behave naturally. Jan et al. [7] modelled and vali-
dated the usage of virtual characters in Unreal Engine for
pedestrian-vehicle interaction system for an autonomous
vehicle.
This paper aims to detect workers from a load-view

crane camera using a data-driven detection approach.
Worker detector can semantically provide information
about what is happening nearby the load for the opera-
tors. With promising performance of DNN, RetinaNet ar-
chitecture [14] is selected as a worker detector for our
experiment. In order to cope with the absence of data,
we generated the synthetic training data from virtual en-
vironment which is similar to the real experimental site.
Special attention is given to construct the worker appear-
ance, clothing and movements.

2 Methodology
Our approach consists of two main parts, data collec-

tion, and worker detection. First, the data collection de-
scribes how we gather the dataset from the real scenario
and simulated platform. The second part explains the
choice of detection algorithm and training strategy. The
test crane used in this work is a telescopic crane (Liebherr
LTM1130) while the testing took place in Trier, Germany.
The standard crane load-view camera (Motec MC5200) is
used in detecting workers. It is mounted at the boom end
via pendulum bracket, looking downward, see Figure 1.
The hardware used in detection experiments is NVIDIA
GeForce GTX 1060, 3GB GDDR5.

2.1 Data Collection

All collected data is listed in Table 1. The sequence
name with a prefix of R is collected from the real mobile
crane at the experimental site while the one with prefix
UT is data generated by Unreal Engine. Examples of the
data can be found in Figure 3. In a real-world scenario, the
data is taken from the crane using 3-7 participants in the
scene. The estimated distance of the camera to the ground
(Dcam) is 25-35 meters, which refers to a 6- to 8-floor
building. The crane performs basic lifting task—hoisting,
extending, retracting boom, etc. In sequence R2, the test
load is a wooden pallet. The annotation is done by hand
which took about 14-20 seconds per frame.
For the synthetic data, we use a simulation system that

developed in [32, 6]. The platform exploits the game
engine features which allow us to create alike environ-
ment as the experimental site, see Figure 2. It provides
large, diverse data with accurate annotation in an instant.
The datasets contain workers, with and without PPE on di-
verse appearances and activities e.g., talking on the phone,
standing upright, driving in the truck, carrying, pushing
the wheelbarrow, or working with the device. Similar

(a) UT0 (b) UT1

(c) UT2 (d) UT4

(e) R1 (f) R2

Figure 3. Sample datasets for worker detection.

to the real world, construction machines, equipment, and
material are present. Within the same scenario, differ-
ent weather conditions can be rendered. The load-view
camera setup is installed in the same manner as the real
hardware. We generated 5 virtual image sequences, UT0-
UT4 under daylight conditions. The sequence number of
the synthetic data defines the level of boom arm exten-
sion e.g., UT0 means no boom extension and UT4 means
the crane extends the boom up to 4th section. The main
boom angle to the ground of all synthetic sequences is
60 degrees. In each sequence, the images are randomly
captured while the turret is rotating from 0 to 360 degrees.

2.2 Worker Detection

Choosing network architecture is a difficult task because
of speed–accuracy trade-offs [10]. With the great achieve-
ment of the deep neural network (DNN), it has beenwidely
used and takes over the traditional image recognitionmeth-
ods. Regarding the requirement of visibility assistance,
the operator should be alarmed about any surrounding
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Figure 4. Comparison of the top view perspective between load-view camera (left) and drone camera (right).
The identity of each object in both images is defined by the same number tag in the scenario. Number 1 is a rock
border next to the fence. Number 2 is two green emergency vests hanging on the fence. Number 3 is two road
manholes. Number 4-5 are cars.

Table 1. Dataset Summary.

Seq name Frames Resolution Dcam(m)
Average

object instances
per frame

Total
object instances

UT0 120 1600x1200 12 2 283
UT1 300 1600x1200 19 3 753
UT2 303 1600x1200 26 5 1636
UT3 501 1600x1200 33 9 4463
UT4 1110 1600x1200 39 8 8448
R1 713 720x480 25 3 2139
R2 400 720x480 35 7 2795

workers-on-foot in order to be aware of the hazards in
(near) real-time.
Object detectors based on the DNN can be mainly cat-

egorized into two groups, two-stage detector, and single-
stage detector. Two-stage detectors, such as all R-CNN
model series [22], are mainly based on regional proposal
network (RPN). In the first stage, the model proposes
a set of sparse regions of interest by RPN or selective
search. The candidates are later classified in the second
stage. The accuracy of these models results relatively
high but is typically slower. On the other hand, one-
stage detectors, SSD [16], YOLO family models [21], and
RetinaNet [14], propose the candidates from the input im-
age directly without region proposal step. This leads to
simpler and faster model architecture while lessening the
performance slightly.

In this paper, we select the object detector based on
RetinaNet for our experiments. It is introduced to handle
objects in different scales and accurately localize dense
objects. The focal loss in RetinaNet tackles an extreme im-
balance between backgroundwhich contains no object and
foreground which has objects of interest. In other words,

there are a very large number of negative samples and only
a few positive samples. Therefore, RetinaNet works well
in detecting small targets and high density such as the view
from the UAV or load-view crane camera. The backbone
network of RetinaNet is the featurized image pyramids
which allow detecting object in multiscale [13].
To create the synthetic data closely resembling the tar-

get dataset (i.e., R1 and R2), the synthetic data are pre-
processed by image filtering. We notice that the target
images have more motion blur than the training samples
because they tend to come from the swingmovement of the
camera, the vibration of the machine, or video interlace.
For this reason, the motion blur is added to the synthetic
data. In practice, the averaging filter with the kernel size
of 10x10 applies to all simulated data in order to blur the
images. The original synthetic datasets are denoted as
UT0-UT4 and the blurred datasets are denoted UT0-UT4.
The ResNet-50 model is used as a backbone network.

We initialize our weights from a pre-trained checkpoint of
the COCO dataset [15]. All synthetic data, UT0-UT4 are
combined and randomly shuffled into training and valida-
tion sets. The train set and the validation set consist of
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Figure 5. Precision-Recall curves of the experi-
ments. AP in Table 2 can be achieved by the ap-
proximation of area under PR curve.

10907 and 4675 objects respectively. The test set with
4934 objects are from R1 and R2. The network is trained
until the optimal point with a learning rate of 1e − 7. The
sizes of anchors are set to {32, 64, 128, 256, 512} and the
strides to {8, 16, 32, 64, 128}.

3 Results and Analysis
We conducted two main trials. In the first trial (BL), we

trained the network with the blurred images (UT0-UT4)
and for the second trial (nBL) the non-blurred images,
UT0-UT4, are used for training. In each trial, we validate
the network with two test sets, R1 and R2. Our detection
evaluation metric is adopted from PASCAL Challenge [3]
with Intersection over Union (IoU) threshold of 0.5.

IoU =
Bp ∩ Bgt

Bp ∪ Bgt
(1)

Bp is predicted bounding box and Bgt is ground truth
bounding box. Average Precision (AP) is widely used
in measuring the accuracy among object detectors. The
metric is based on the precision-recall (PR) curve. Figure 6
presents several predicted frames from both test sets. APs
of the trials are listed in Table 2. The AP is obtained by
the approximation of areas under PR curve.
First, we evaluate the networks, which are trained with

blurred and non-blurred images on the test sequence R1.
Both of them, BL − R1 and nBL − R1, yield nearly the
same results (AP≈78%). The workers in the sequence
most often can be recognized by both networks. Despite
the low-light condition, theworkerswerewearing the high-
visibility color vest and hard helmet which can be visible

Table 2. Results of AP on each dataset.

Trial Testseq name
AP@0.5
(%)

Average
inference time
(ms per frame)

BL − All R1,R2 66.84 -
BL − R1 R1 78.10 150.0
BL − R2 R2 50.10 152.7

nBL − All R1,R2 53.13 -
nBL − R1 R1 78.20 155.6
nBL − R2 R2 38.26 151.7

to the networks. Afterward, we assessed the second test
sequenceR2 for the trial BL−R2 and nBL−R2. The detec-
tor trained with blurred images, BL−R2, shows a positive
outcome. As a result, the overall AP of the network is
higher when trained with the blurred datasets (UT0-UT4),
compared to the non-blurred ones (UT0-UT4), check the
AP values for trial BL−All and nBL−All in Table 2. The
difference in the average predicting times among trails is
minor.

In fact, R2 is a difficult sequence. It is recorded in
higher elevation and thus it is hard to recognize the worker.
Figure 4 shows the comparison of the same objects from
two different camera angles. Apparently, the white rocks
(number 1) and manholes (number 3) are almost identical
to the person wearing the safety helmet. The workers’
appearance form a similar color and shape view as of the
ground. For the green emergency vest, we notice that the
load-view camera is unable to reproduce the same color
as shown in the drone camera or being visible to the hu-
man eye. Instead, it displays as white pixels, see Figure 4.
This could be caused by the variant brightness, low image
resolution, etc. In addition to the issue of the traditional
detectors using only PPE color features mentioned in Sec-
tion 1, color inaccuracy shown in the load-view camera
can worsen these detectors because those color feature
ranges are normally predefined. These negative samples
can likely lure the human to misjudge as well as the detec-
tor.

Furthermore, we had prior experience in training the
load-view worker detector with UAV data whose detail is
not included in this work. The data are initially expected
to be used as an alternative to augment the training dataset
for load-view worker detection. However, the prediction
results were unsatisfactory. Evidently, the workers in the
drone camera in Figure 4 can be seen fully while only
the heads and shoulders of the workers in the load-view
camera are visible. Consequently, using artificial data to
train a DNN model is beneficial. The model acquires
the image features and is able to yield good performance
without seeing none of the real-world data.
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Figure 6. Predicted results of trial BL on the test sequence R1 in the first row (frame 30, 219, 632) and R2 in the
second row (frame 40, 297, 348). The blue bounding box is the detected target with confidence score label while
the green box is groundtruth.

4 Conclusion

In this paper, we demonstrate the worker detector from
a load-view camera using RetinaNet. This one-stage de-
tector is able to localize and classify small-sized objects in
dense areas. Two test image sequences are collected from
the real crane. Regarding data shortage and complexity in
data collection, we created the five image sequences from
different altitudes by the simulated platform in Unreal En-
gine. The platform allows us to generate plenty of data in
an accurate and fast manner. The datasets are synthesized
with the motion blur and later fed into the learning proce-
dure. There are two networks trained for evaluation. The
first network is trained with preprocessed images and the
second is trained with the primitive images. Finally, the
detector ran on the two test sequences were taken from the
real crane. Blurred virtual data appears to make data more
realistic to the learning algorithm.

For future study, worker tracking and activity recogni-
tion could be added to reduce misinterpretation between
non-object and object. Different synthesized techniques
can possibly experiment on the images for training, such
as video interlace and synthetic image refiner. Using syn-
thetic data still requires more effort to study because the
synthetic data sometimes looks realistic to a person but it
can appear to be unrealistic to the learning algorithms.

In conclusion, the worker detector can be used as ad-

ditional information for risk assessment for each worker.
Visualization of workers nearby in 2D or 3D with respect
to the crane including the risk level of each worker can
be useful for the situational awareness of the operators.
This can provide support to the crane operators to identify
hazards during operation.
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Abstract – 

Spotting indications of unsafe human behaviour, a 
leading cause of an accident, is critical in providing a 
safe workspace. Among factors affecting human 
behaviour, stress and overload are the most 
significant ones, where limited knowledge exists on 
their underlying causes. Tracing physiological signs 
caused by stress and overload might be a feasible 
approach in detecting a specific neurological status 
leading to unsafe human behaviours, such as 
disobeying safety rules, standards, and instructions. 
In this paper, we present a deep learning technique to 
recognize distinctive neurological status by assessing 
physiological signals such as temperature and heart 
rate. An open database of non-EEG physiological 
signals was used to train and test the model. The 
database includes electrodermal activity, 
temperature, acceleration, heart rate, and arterial 
oxygen level signals of 20 healthy subjects through 
relaxation, physical, emotional and cognitive 
activities. A robust automated pattern recognition 
method, using deep learning, was used to predict and 
identify stress and overload. The experimental results 
indicate that the model can detect neurological status 
with higher accuracy than the traditional 
classification-based methods. 

 
Keywords – 

Deep Learning; Pattern Recognition; Stress; 
Overload; Safety  

1 Introduction 
Despite the ongoing safety studies and policy 

recommendations in construction, the extent of injuries is 
still significant. Based on the Canada Work Injury, 
Disease, and Fatality Statistics from Association of 
Workers’ Compensation Boards of Canada 
(AWCBC/ACATC 2018)[1], each year, around 200 
people die in construction sites. There are about 28000 
time-loss injuries in construction-related accidents. The 
number of Canada’s fatalities in 2018 shows that the 

construction industry has the highest number of fatalities 
among all sectors and accounts for almost 20 percent of 
the reported fatalities. So, improving safety and 
discovering the leading causes of accidents are still 
considered significant contributions to the construction 
industry. 

In Eskandar et al. 2019 [2], three major categories of 
social, physiological, and cognitive human factors that 
influence the safe behaviour in construction were studied 
to guide future research around improving safety in 
construction. From a physiological perspective, stress 
and overload presented to have a high-level association 
with unsafe behaviour among construction workers, 
which motivated many researchers to detect stress in the 
work setting. 

Stress can be described as the response of the body to 
the pressures on the human nervous system [3], which 
have been measured through subjective tests and 
questionnaires to collect individual responses [4], [5]  .
Moreover, stress can be measured through variations in 
human physiological features such as heartbeats, body 
temperature, and respiration [6]–[8]. With the advances 
in wearable biosensors and real-time data collection, 
many researchers focused on the physiological effects of 
stress on the human body to build a stress detection 
model. Several supervised learning algorithms were 
employed to detect stress and overload by detecting 
patterns of stored physiological signals during 
experiments.  

Below, we first look at the stress and overload of 
construction workers and relevant physiological 
information that could guide their identification. Then a 
deep supervised learning model is proposed to classify 
different stress-inducing neurological states by 
processing physiological signals. 

2 Stress and Overload 
Stress (including physical and psychological) is among 
the contributing factors that lead to unsafe behaviour [9], 
[10]. Examples of stress factors in construction setting 
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were presented as (1) physical stressors like noise, 
vibration, lighting, boredom, fatigue, cold or heat, and (2) 
social psychological stressors like fear, uncertainty, 
anxiety, mental overload, and time pressure [10]–[13]. 
Overload as an essential stressor that affects human 
behaviour was selected to focus on due to the nature of 
manual work in a construction environment that causes 
workers to exceed their capacity of handling the job.  
 
Tracking symptoms of stress and high mental overload 
with multiple physiological features give us insight into 
a human’s neurological state. Most physiological 
measurements come from a network of sensors in which 
become easier to collect in an unobtrusive real-time 
manner. Currently, the human body’s vital signs can 
simply be recorded through wearable biosensors and 
health gadgets (e.g., smartwatch, earbuds, headset). 
Many researchers used sensors to measure specific 
physiological conditions to study factors that affect 
individual neurological statuses such as stress [14], sleep 
deprivation [15], fatigue [16], and social aspects [17].  
 
Among different measuring methods that could reflect 
stress and mental overload, Electroencephalogram (EEG) 
sensors have been commonly applied in many studies 
[18]–[20]. EEG is a valuable source in identifying brain 
activities to measure electrical activities of the brain by 
electrodes positioned on the scalp, and they capture 
neurons in the brain by electric potentials. However, 
there are limitations in applications during physical 
activities as these signals are sensitive to face and body 
movements (e.g. eye blinks), which makes them 
impractical for application in construction safety [20]–
[22]. Considering the EEG limitations, viable biosensors 
that could detect and reflect the stress in construction 
were presented in [14] as; Photoplethysmography (PPG), 
Electrodermal Activity (EDA), and peripheral skin 
temperature (ST), that are sensitive to extrinsic and 
intrinsic artifacts which require extensive filtering. 
In addition to the feasibility of data collection in 
construction, data should reflect the sign of stress and 
overload. In an open-source database from a Birjandtalab 
et al. [23], that was conducted on subjects while 
confronted by stress and overload; seven different non-
EEG physiological signals were collected during the 
experiment. In the current study, the above-noted 
database (Non-EEG dataset) was used as a source of 
information to study and train a stress and overload 
detection model. This database provides us with useful 
insights over the physiological features of individuals 
while confronted with overload and stress. This paper is 
distinct from previous studies by focusing on the 
physiological impact of mental stress and protecting the 
model against biases other than the ultimate goal, such as; 
not including 3-axis acceleration, which leads the model 
to movement recognition. 

3 Non-EEG dataset 
A non-EEG physiological signal from [23] includes 

acceleration (Ax, Ay, Az), electrodermal activity (EDA), 
temperature, heart rate, and arterial oxygen level (SpO2) 
signals of 20 healthy subjects during relaxation, physical, 
emotional and cognitive activities. This dataset includes 
individual responses while facing different stress-
inducing activities. The experimental procedure includes: 
(1) Five minutes of relaxation, (2) Physical stress by 
walking on a treadmill at 1 mile/hr. For two minutes and 
jogging at 3 miles/hr for two minutes, (3) Relaxation, (4) 
Cognitive stress by counting backwards by sevens from 
4285, and then performing Stroop test while alerted by a 
buzzer, (5) Relaxation, (6) Emotional stress by watching 
clips from a horror movie, (7) Relaxation. 

Figure 4 displays a time-series for the Subject1 during 
the experiment collected by wrist-worn biosensors. The 
data file was in the WFDB (WaveForm DataBase) format, 
which can be read using its associated software package 
[24]. Records were labelled through “.atr” annotations 
file format (i.e. red stars on the ax signal), which indicate 
a change in the activity of a human subject (i.e., moving 
from one step to another in the experiment steps). 

The data files contain two records per person; one is 
recorded 3D acceleration, temperature, and 
electrodermal activity (EDA) with a frequency equal to 
eight (Figure 1). Another measurement technology 
recorded heart rate (HR) and arterial oxygen level (SpO2) 
with a frequency of one reading per second (Figure 2) 
[23].  

 
Figure 1. Acceleration (Ax, Ay, Ax), Temperature, 
and EDA recorded time-series for Subject1. 
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Figure 2. SpO2 and Heart rate recorded time-series 
for Subject1 

3.1 Preprocessing 
3.1.1 Aligning 

Before analyzing and preprocessing the recorded data, 
we need to align data of different frequencies from 
different devices. There are two strategies for resampling 
and aligning: (1) Upsampling the lower frequency by 
repeating or interpolating data between reading samples, 
(2) Downsampling the higher frequency data by 
replacing extra readings with mean or median. The 
following graph (Figure 3) shows the difference between 
Downsampling (with median) and original reading for an 
accelerometer-x signal. Whether we need to maintain a 
precision of the higher frequency or not, we can align 
data of different frequencies. Downsampling signals 
might result in loss of data, and upsampling the lower 
frequency reading was chosen to align readings from two 
separate measuring devices (Figure 4). 

 
Figure 3. Accelerometer-x down sampled (with 
median) side-by-side to the original high-frequency 

3.1.2 Feature scaling 

As it is visible in Figure 4, recorded signals are from 
different range and amounts. So it is essential to scale all 
data and perform feature scaling before any processing. 
Mainly, in classification problems, the majority of 
algorithms perform based on the distances, scaling the 
features before processing is necessary. 

  
Figure 4. Aligned signals using the upsampling 
method (with interpolation) for SpO2 and Heart rate  

3.1.3 Feature selection 

In the preprocessing stage, it is essential to study 
correlations between different features. In Figure 5, the 
Pearson r correlations coefficient matrix has been shown 
to measure the degree of the relationship between linearly 
related variables to indicate whether two variables are 
strongly dependent or independent as a part of 
preprocessing. Based on the Pearson correlation 
coefficient and Cohen’s standard, there is a significant 
association between acceleration signals (Ax, Ay, and 
Az). However, temperature and electrodermal activities 
(EDA) are independent. 

 
Figure 5. Correlation matrix calculated using the 
Pearson method 
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Processing the correlation between features and 
eliminating those attributes that are unrelated enables a 
robust feature selection. Feature selection is a critical part 
of any machine learning pipeline, which leads to the 
accuracy in the models. Also, having perfectly correlated 
features increase a chance that the model performance 
obstructed by Multicollinearity (i.e. when one part can 
linearly be predicted from the others with a high degree 
of accuracy, in this case, Ay and Az are negatively 
correlated). High accuracy cannot be achieved without 
applying different methods of feature selection, such as 
Pearson or Spearman correlation matrix, Chi-squared, or 
Recursive feature elimination. Here, based on the 
Pearson correlation, features that are highly correlated 
decrease the performance of the model. 

 In the current research, in addition to the highly 
correlated features, it is required to remove three signals 
of accelerators. Acceleration in different directions is 
beneficial for activity and movement detection, not the 
stress and mental overload, which is the focus of this 
study. Especially in a construction setting due to the 
physically demanding nature of work, eliminating data 
regarding movement and activities protects the model to 
biases, and it focuses on the ultimate goal of stress and 
mental overload detection. 

Since the recorded signals are continuous reading 
over time, slices of data during a window of time were 
selected as a separate entry to the model. The optimal 
window size was detected by calculating the accuracy of 
the model for different window sizes. Moreover, in 
classification models, it is essential to have balanced 
classes for training a model. So, a similar number of 
windows representing each class were selected as the 
input to the model. 

 

3.1.4 Feature extraction 

After the feature selection stage, a feature extraction 
tool is needed to provide the training stage with more 
information regarding data distribution. For this matter, a 
convolutional neural network (CNN) layer was added at 
the beginning of the model pipeline.  

4 Model 
For time-series pattern recognition and classifying 

different neurological statuses (i.e., relaxation, physical, 
emotional and cognitive stress), long short-term memory 
(LSTM) algorithm was selected for training purposes. 
Long short-term memory (LSTM) is a form of recurrent 
neural network (RNN) in the field of deep learning. 
LSTM has feedback connections in addition to the 
standard feedforward processing. These features enable 
LSTM to process entire sequences of data and make it 
accessible in time series data. At the beginning of the 
model pipeline, convolutional neural network CNN 

extracts features from signals, and it prepares input for 
the pattern recognition stage, which was conducted 
through sequential LSTM layers. Three different LSTM 
layers were added to the model to give more depth into 
the calculation, which provides a model with a better 
chance of prediction.  Then, two fully connected layers at 
the final stage of training prepared the processed data for 
classification. Different classifiers can be applied to the 
final stage, namely: Bayes classifier, Hidden Markov 
Models, Random Forest Classifier, and Ensemble 
algorithm classifier (meta-algorithms that combine 
several methods into one model to decrease bias and 
variance and improve predictions).  Adam classifier was 
chosen for the proposed model as the best fit. 

There are multiple hyperparameters (e.g., number of 
units in each layer, number of dense layers, type of 
classifier, and number of epochs) in the proposed model, 
which requires a hyperparameter tuning for selecting the 
best match for the model. By defining a search area and 
training a model for several combinations, the best 
combination was chosen for training a model. For 
instance, by applying different window sizes, a window 
of 20 continuous reading of the signal was selected as an 
optimum number for the proposed model.  

For training and testing processes, twenty percent of 
data were kept unseen for testing and from remaining 
samples, twenty percent was allocated to the cross-
validation for backward propagation.  

Figure 6 depicts the categorical accuracy and 
validation loss during the training session.  

 

 
 

 
Figure 6. Training and validation accuracy and loss  
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Figure 7 presents the proposed model classification 
results that achieved an overall 85 percent accuracy for 
the test data set. Based on the f1-score (i.e. is a balanced 
amount of precision and recall) in the following report, 
we can conclude that the trained model is robust toward 
detecting physical stress and has more limitations in 
cognitive stress detection.  

 
Figure 7. Model classification report 

In Figure 8, the confusion matrix for four different 
classes represents the actual classes in vertical and 
predicted classes in a horizontal direction.  

 
Figure 8. Confusion matrix 

5 Results discussion and conclusions 
In this research, efforts were taken to detect stress and 

mental overload, not only by employing deep learning 
techniques but by knowing the inputs of the model and 
removing preconceptions of the experimental study. The 
presented trained model in this study achieved 85 percent 
accuracy over unseen samples, which is a distinct 
improvement compared to using traditional methods of 
manual feature extraction (e.g., calculating the median, 
range, and standard deviation over the time series), 
combined with classifier algorithms. 

Based on the confusion matrix, the trained model has 
difficulty recalling the Relax state, which needs more 
improvement in the data-gathering stage for future 
studies. Inputs to the proposed model were heart rates, 

temperatures, electrodermal activities, and arterial 
oxygen levels of subjects during an experiment, in which 
Ax, Ay, and Az accelerations were removed to enable the 
model to detect mental overload and stress instead of 
activities and movement detection. In addition to the 
importance of input to the model, the level of personal 
capacity while confronted with stressors has to be 
considered as individuals have different capacities under 
pressure.  

Furthermore, for detecting stress and overload, 
multiple sub-classes should be considered to represent 
different levels of neurological status. For this matter, the 
severity of the neurological state uncovers, and only the 
higher level of stress in each category is considered 
hazardous. 
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Abstract –  

Accurate information on workers' behavior is 
important for safety and productivity management 
on construction sites. In recent years, some methods 
for estimating construction workers’ behavior using 
sensing data have been proposed to collect the data 
based on scientific evidence. Due to the limitations of 
previously proposed methods that usually relied on 
expensive devices such as motion capture systems, the 
huge amount of investment on the system installation 
and human resource costs are required. This paper 
proposes a method for estimating workers’ posture 
with Long Short-Term Memory (LSTM) by using 
terminals that have already been introduced to 
construction sites, taking into consideration the 
operational cost and issues in the previous studies. 
Moreover, we also propose and evaluate a data 
augmentation method for utilizing limited training 
data sets. The experiment results for a reinforcing bar 
worker indicated that the proposed method could 
estimate not only the forward-leaning and squatting 
postures with 79% or more F-measure but also the 
number of rebar binding points by the acceleration 
data. Besides, we confirmed that the data 
augmentation method improved the accuracy of 
posture estimation by 5%. 
 
Keywords – 

Construction worker; Sensing data analysis; 
Machine Learning; Behavior estimation 

1 Introduction 
While the number of labor accidents at construction 

sites in Japan is decreasing, the number of serious 
accidents continues to be higher than in other industries 
[1]. Therefore, it is necessary to take improvement 
measures in consideration of both the organization and 
the technology through a meeting among construction-
related people. Moreover, as construction demand is 
expected to be stabilized in recent years, there is a 
concern that the labor force will be insufficient due to a 
decrease in the number of young employees and the 

aging of skilled technicians. Thus, regarding labor 
productivity as well, it is necessary to formulate efficient 
construction plans by saving labor costs while also 
considering the safety of workers [2]. 

In recent years, for managing construction plans that 
consider safety and efficiency at construction sites, the 
introduction of construction support systems that have 
the function of visualizing the situation of workers and 
equipment on the site from past accumulated data has 
been promoted [3]. At such time, it is important to collect 
the condition data of the workers by using informative 
equipment such as sensors and cameras and convert them 
into information that is practical for site management 
such as the behavior history of the workers.  

Video data acquired by RGB cameras and sensing 
data from wearable terminals are used to gather behavior 
data of construction workers. In this study, we employ a 
method using sensing data that enables data acquisition 
in consideration of the obstructions on the site and 
personal privacy and estimates the workers’ behavior [4]. 
Also, it has been reported that supervised learning can be 
used for behavioral estimation based on individual 
characteristics.[5]. By applying these methods to workers 
at construction sites, the estimation of tools used by 
workers [6] and the work estimation of reinforcing bar 
workers [7] have been performed. Furthermore, 
smartphones with built-in inertial sensors or motion 
capture systems that attached multiple inertial sensors to 
the joints of the workers were also proposed to estimate 
their behavior [8]. However, these equipment costs are 
not easily achievable and besides, it is also essential to 
prepare the human resources for security and 
maintenance of these devices. Therefore, it is necessary 
to consider constraints such as project size and budget 
when applying it to the field. 

In this study, thus, we propose a construction worker 
behavior estimation system that considers the limitations 
when introducing it to a construction site by using 
monitoring devices that have already been used at the 
construction sites. Our method considers constraints such 
as sampling frequency when collecting data by adopting 
a model corresponding to time series data as a behavior 
estimation algorithm. Besides, we propose a data 
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augmentation method because it is labor-intensive and 
costly in order to prepare a high amount of training data 
for the behavior estimation model. Finally, we verify the 
posture estimation accuracy of the proposed system by 
conducting a verification experiment using the sensing 
data of the workers acquired at the actual construction 
site. 

2  Literature review 
Human behavior estimation technology has gained 

attention in recent years such as in medicine and 
engineering scopes [9]. Data collection for human 
behavior estimation can be separated into two types: a 
vision-based method, in which video devices are used to 
collect data from a target person at a distance, and a 
sensor-based method, which utilizes a device with a 
built-in sensor directly attached to the target person. In 
this section, we summarize the applications of each 
method that have been implemented on construction sites. 

2.1 Vision-based methods 
Video data is used in various fields because it is easy 

for humans to intuitively understand and obtain useful 
information from the images by looking at them directly 
[10]. In recent years, due to cost reduction, downsizing, 
and high resolution of video equipment, it has been 
introduced to the construction sites as well, and research 
on data collection of worker status and construction 
machines’ positions have been conducted [11]. In 
particular, recent research has been carried out to apply 
computer vision technology using deep learning. Some 
of the studies were to automatically identify which task a 
worker is engaged in [12] and to verify the appropriate 
utilization of safety devices such as safety belts [13]. In 
those studies [12-13], the practitioners use cameras to 
track the workers. However, hiring extra staff to work on 
these tasks increases the cost of the project.  A fixed-point 
camera-based method [14] has also been proposed. 
However, on the construction sites where workers and 
equipment are densely packed, the target workers may be 
hidden behind the equipment and the data cannot be 
continuously collected. 

In recent years, a method using a depth camera for 
behavior estimation[15] has also been reported. Depth 
information makes it possible to correctly reproduce the 
human posture that occurs in the real space. However, the 
depth camera cannot accurately obtain depth information 
of distant objects and may face some difficulties when 
some objects are exposed to sunlight.   

2.2 Sensor-based methods 
The sensor-based method is proposed to eliminate the 

weaknesses of behavior estimation using video data. The 

posture and motion can be estimated by attaching a 
terminal with built-in inertial or biometric sensors to the 
human body and performing the calculation on the 
sensing data. This method can compensate for the 
shortcomings of vision-based method because it can 
continuously collect data without being affected by 
surrounding obstacles, light sources, and sight distance 
[4]. Also, sensor-based method can collect data in 
consideration of the privacy of the subject [4]. Behavior 
estimation using sensing data has been applied in a 
variety of fields, as the recent spread of micro-electro-
mechanical-systems (MEMS) technology made it 
possible to easily develop behavior estimation systems 
[9]. In the construction sector, a motion capture system 
using multiple inertial sensors attached to human body to 
prevent Work-Related Musculoskeletal Disorders 
(WRMDs) was proposed at a construction site, and 
verification experiments have shown the effectiveness of 
the warning function [8]. However, the motion capture 
systems are hardly affordable and attaching many sensors 
to the human body is intrusive. With respect to 
productivity management, smartphone-based methods 
have been proposed to estimate tools handled by workers 
[6] and work estimation for rebar workers [7]. It is cost-
effective to use personal smartphones for data collection 
which are ubiquitous these days. Nevertheless, the recent 
diversification of smartphone models and specifications 
leads to an increase in the burden for system 
administrators. Thus low-cost, nonintrusive and uniform 
equipment is suitable for installation to construction sites. 

2.3 Objective of this research 
Considering the constraint for installing the 

equipment as shown through the literature review, we 
adopt the monitoring devices for the workers that have 
already been installed to construction sites. The devices 
meet the requirements of low-cost, nonintrusive and 
uniform. Then, we propose a system for estimating 
workers’ posture using a machine learning-based 
estimation algorithm and a data augmentation method 
corresponding to the sensing devices. 

3 Proposed method 

3.1 Overview of the proposed method 
In this study, we propose a behavior estimation 

method for construction workers that uses a helmet-
mounted terminal, which has already been installed on 
actual construction sites. Figure 1 shows an overview of 
the proposed system. The terminal with a built-in 
composite sensor provides sensing data including 
acceleration and positional information obtained by 
positioning system every second. These data are stored in 
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the terminal's memory. The stored data are transferred to 
the database in the laptop by connecting the terminals to 
the equipment installed at the site. Then, we construct a 
system to estimate the postural state of construction 
workers from the stored sensing data by utilizing a neural 
network model that is trained using past behavior data of 
workers. 

 
Figure 1. Overview of the proposed system 

3.2 Data Acquisition by terminals 
We use the "Construction Site Operation Monitoring 

System [16]" developed by Hitachi, Ltd. as a terminal for 
acquiring sensing data. The positional information is 
provided by Beacon or Global Positioning System (GPS) 
and sensing data, including triaxial acceleration, 
barometric pressure, and temperature are stored in the 
terminal's internal memory every second. The stored data 
are transferred to a server PC by connecting to the cradle 
installed on the site at the end of workday. The collected 
data are used to confirm the walking path of each worker 
verifying whether or not there are dangerous movements 
through the aforementioned system. 

The monitoring system has functions such as detection 
of approaching the dangerous area and falling, and 
calculation of worker's posture based on the triaxial 
acceleration values obtained every second, but it does not 
have a function to estimate worker's behavior considering 
the change of worker's condition over time. Therefore, it 
is not possible to use the results obtained from the 
estimation of worker's behavior for productivity analysis 
or safety management measures. 

3.3 Behavior estimation using sensing data 
3.3.1 Data processing flow 

Focusing on the fact that the workers’ behavior 
estimation function is not implemented in the monitoring 
system, the proposed system employs a posture 
estimation method based on acceleration data and its 
time-series. Figure 2 shows the flow of the behavior 

estimation process in the proposed system. After the 
processing starts, input data for estimation are read from 
workers lists and sensing data registered in the database. 
In the preprocessing phase, acceleration data are 
extracted and formatted to suit the input of estimation 
model. Then the posture state of the target worker is 
estimated and processed as the posture data of the worker 
at that time by inputting the extracted data into the 
estimation model inside the system. 

 
Figure 2. Data processing flow in the proposed 
system 

3.3.2 Reading data and prerprocessing 
The structure of the dataset used in this method for 

posture estimation and training of the estimation model 
is shown in equation (1). After reading sensing data from 
the database module, the time-series data is converted to 
the right side of the matrix in the equation (1) . We 
assume that the worker's condition at time 𝑡  is 
determined from the worker's condition before time 𝑡 and 
the acceleration values around time 𝑡. Then, we define 
the dataset as a mapping between the posture label 𝑃𝑡 at 
time 𝑡 and the acceleration values around time 𝑡. 

     𝑃𝑡 ↔

[
 
 
 
 
𝑥𝑡−𝑛

⋮
𝑦𝑡−𝑛

⋮
𝑧𝑡−𝑛

⋮
𝑥𝑡 𝑦𝑡 𝑧𝑡

⋮
𝑥𝑡+𝑛

⋮
𝑦𝑡+𝑛

⋮
𝑧𝑡+𝑛]

 
 
 
 

 (1) 

where 
𝑃𝑡: Posture label at time 𝑡 

𝑥𝑡 , 𝑦𝑡 , 𝑧𝑡: Acceleration value of each axis at time 𝑡 
2𝑛 + 1: Time window width 

3.3.3 Posture estimation with LSTM 

In the posture estimation phase, a feature and 
classification algorithm should be selected in 
consideration of the terminals used for sensing and the 
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behavior characteristics of individuals [4]. We 
implement a neural network model that automatically 
extracts and learns features from the input training data 
to perform posture estimation for various occupations 
and individual differences in this study. We also use 
Long Short-Term Memory (LSTM), which has been 
reported to have a high performance in predicting time 
series data among neural network models [17]. The 
structure of the LSTM employed in the system is shown 
in Figure 3. LSTM is a kind of recurrent neural network, 
which replaces the hidden layer in the recurrent neural 
network (RNN) with a module called LSTM blocks. 
LSTM addresses the gradient vanishing problem, where 
the value of the hidden layer is decayed and lost, which 
is inherited by the next time layer by adopting the LSTM 
block. It is known that LSTM performs better than RNN 
for the problem of predicting time series data with long-
term dependency [18]. 

 
Figure 3. The structure of LSTM network for 
behavior estimation 

3.3.4 Data augmentation 

The data labeling should be done referring to data 
other than sensing data, such as video data, as shown in 
Figure 4, in creating datasets for behavior estimation. In 
the labeling of time-series behavior data, video data are 
commonly used to label behavior conditions [19]. On the 
other hand, this method is costly and labor-intensive, and 
inadvertent mislabeling may occur. In order to eliminate 
these tasks, previous works sharing human behavior data 
focusing on basic actions in daily life have been done 
[20]. Nevertheless, studies providing behavior data on 
specific workers such as construction workers have yet 
not been made. Therefore, we implement a data 
augmentation method for sensing data and propose a 
method to utilize limited data collected in the field as 
training data. 

The conceptual diagram of the data augmentation 
proposed in this study is shown in Figure 5. While most 
of the studies on action recognition using inertial sensors 

use a sampling frequency of 25 Hz or higher, the 
terminals used in the proposed system have a low 
sampling frequency of 1 Hz. Taking this condition into 
consideration, the proposed method restores the 
acceleration waveform using the interpolation formula 
for the data discretized by sensing. After that, the number 
of data sets is artificially increased by cutting out data 
from the interpolated acceleration waveform at equal 
intervals. By using this method, it is possible to add 
diversity to the training data while maintaining the 
correspondence between time-series information and 
posture labels, which can be used to generate models with 
high generalization performance. Indeed, our low-
frequency sampling system and this method are 
inappropriate for instantaneous motion classification 
problems such as gesture recognition. However, we 
adopt this method because of the postures targeted in this 
study record more stable data in the long term than 
gestures. 

 
Figure 4. Conceptual diagram of data labeling 

 
Figure 5. Conceptual diagram of data 
augmentation for sensing data 

4 Verification of the proposed system 
We evaluated the accuracy of posture estimation, 

verified the effectiveness of data augmentation, and 
estimated the number of binding points of rebar using 
acceleration data for a rebar worker at an actual 
construction site. 
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4.1 Experiment 
4.1.1 Target work setting and data collection 

A reinforcing bar worker (male, in his 50s, 37 years 
of experience) who works on binding rebars of floor slabs 
was asked to wear a terminal and recorded the working 
state together with the sensing by the terminal. In the 
work of binding the reinforcing bars of the floor slab, 
because the transition from the standing state to the 
forward-leaning posture and the squatting posture 
occurred repeatedly, the burden on the lumbar region of 
the worker was large, which caused a disorder of the 
musculoskeletal system. Because our system can be used 
for planning preventive measures against 
musculoskeletal disorders by quantifying and estimating 
the posture state. This criterion was also utilized for 
verification.  

The rebar binding work is a typical repetitive work of 
moving to the rebar binding point, preparing a binding 
wire at a hand, transitioning to the forward-leaning or 
squatting posture, binding rebar, and moving to the next 
binding point. Figure 6 shows the flow of the work for 
binding the reinforcing bars of the floor slab. Unevenness 
and excessive reduction in repetitive work times are 
important information for ensuring an appropriate 
working environment for workers.  

In this experiment, forward-leaning and squatting 
postures for a long time would be counted as rebar 
binding. The relationship between the posture and the 
rebar binding work of the floor slab is defined as shown 
in Figure 7. The number of rebar binding points is 
estimated based on that. Subsequently, by counting the 
number of binding points visually based on the actual 
video data and comparing the estimation results with the 
actual number, we consider the possibility of applying 
the proposed system to estimate the number of binding 
points of the reinforcing bars. 

4.1.2 Datasets preparation 

After acquiring the terminal record, the correct 
posture labels (hereinafter called ground truth label) were 
extracted from the video in every second. Then, the 
sensing data and correct labels were associated with each 
other to create data sets. Typically, the time window 
width is set to have a 50% overlap with respect to the 
sampling frequency [6], but in this experiment, given the 
low sampling frequency, we set it to 5 seconds with an 
80% overlap. Then, the acceleration data for 5 seconds 
before and after was associated with the posture label 𝑃𝑡 
at time 𝑡 . Three types of postures, standing, leaning-
forward, and squatting, were extracted as the static state 
from “The Nagamachi Work Posture Classification [21]”, 
which defines postures from the ergonomics point of 
view based on the magnitude of the load applied to the 
lumbar region of the human body in each work posture. 

For dynamic states, we set two categories: transitioning 
of posture states such as forward-leaning posture from 
standing posture and walking. Table 1 summarizes the 
aforementioned posture categories and their definitions 
in this experiment. 

 
Figure 6. The workflow for binding the 
reinforcing bars of the floor slab 

 
Figure 7. The flow of the estimation for the 
number of rebar binding points 
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Table 1. Posture classification of workers in the 
verification experiment 

State Posture Definition 

Static  
state 

Standing Upright posture with 
knees extended 

Forward-
leaning 

Posture with the waist 
bent by 30° or more  
with knees extended 

Squatting Sitting on the 
heels posture 

Dynamic 
state 

Transitioning State during  
changing posture  

Walking State of advancing  
step by step 

4.1.3 Estimation of accuracy indicators 

After the data sets were created, they were divided 
into training data and test data. The estimation model was 
trained based on the training data, and the estimation 
accuracy was calculated based on the test data. Table 2 
shows the breakdown of these data in the verification 
experiments. We allocated the correct labels and 
estimation results to the confusion matrix shown in Table 
3 and calculated the precision, recall, F-measure, and 
accuracy from Equation (2) to Equation (5) to evaluate 
the accuracy of the posture estimation.  

Table 2. The breakdown of datasets used for accuracy 
verification 

Posture Training data Test data 
Standing 160 16 

Forward-leaning 607 40 
Squatting 502 46 

Transitioning 344 53 
Walking 106 6 

Total 1719 161 

Table 3. Confusion matrix in two-class classification 

 Estimation result 

Positive Negative 

G
ro

un
d 

tru
th

 Positive True Positive 
(TP) 

False Negative 
(FN) 

Negative False Positive 
(FP) 

True Negative 
(TN) 

 

 

     𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

   

     𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

   

     𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

   

     𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (5) 

4.2 Results 
4.2.1 Evaluation of data augmentation 

Table 4 shows the estimation results with the data 
augmentation ratio as a comparison when generating the 
estimation model. For the data augmentation ratio, 1x 
(without data augmentation), 2x, 4x, and 8x values were 
used, while linear interpolation was also implemented 
with the waveforms for the augmentation. The results in 
Table 4 indicated that the F-measures in each posture, 
increased and decreased as the ratio of the data 
augmentation was increased, while the accuracy tended 
to increase as the ratio was increased. It was confirmed 
that forward-leaning and squatting postures could be 
estimated with the F-measure of 79% or higher for all 
data augmentation ratios.  

Table 4. The estimation accuracy at each data 
augmentation ratio 

 Posture Data augmentation ratio 
1x 2x 4x 8x 

F-
m

ea
su

re
 Standing 0.73 0.60 0.62 0.60 

Forward-leaning 0.82 0.88 0.85 0.87 
Squatting 0.80 0.79 0.82 0.83 

Transitioning 0.41 0.51 0.60 0.65 
Walking 0.40 0.14 0.33 0.22 

Accuracy 0.68 0.70 0.73 0.73 

4.2.2 Evaluation in time-series 

Figure 8 shows a time-series evaluation of the ground 
truth labels and the estimation results at the data 
augmentation ratio of 8x, which recorded the highest 
accuracy in the estimation results as shown in Table 4. It 
was confirmed that the accuracy increased when the same 
posture continued for a long time. On the other hand, the 
accuracy tended to be lower if the posture changed 
frequently in a short period. 
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Figure 8. Time series evaluation of posture 
estimation 

4.2.3 Evaluation of rebar binding points 
estimation 

Table 5 shows the results of the estimation of the 
rebar binding points based on the results of the estimation 
flow of the binding points shown in Figure 7. The results 
of the posture estimation are shown in Figure 8. The 
condition that the rebar is bound while the forward-
leaning or squatting posture was continued for more than 
5 seconds was set. The number of binding points, the total 
time required for rebar binding, and the time spent on 
binding each point were also calculated. 

Table 5. Evaluation of rebar binding points estimation 

Input data for 
estimation 

Posture 
estimation 

Ground 
truth posture 

The number of 
binding points 6 8 

Total binding 
time (sec) 72.0 83.0 

Binding time per 
point (sec) 12.0 10.4 

4.3 Discussions 
The results in Table 4 show that the proposed system 

can estimate the worker's posture correctly up to 73% 
accuracy based on the triaxial acceleration. The accuracy 
of the proposed system was increased from 68% to 73% 
by using the data augmentation method. It was also 
confirmed that the F-measure of 79% or more was able 
to be achieved for the forward-leaning and squatting 
postures. Their accuracies are higher than the other 
gestures in every data augmentation ratio. This is because 
the LSTM network learned the change in direction of the 
gravitational acceleration caused by the tilt of the 
worker’s head as effective feature for posture estimation. 
In the posture classification based on the influence on the 
musculoskeletal system [21], forward-leaning and 
squatting postures are set as the level of 5th and 6th out 

of 10th respectively. Therefore, calculating the 
cumulative frequency of these levels enable 
improvement of working environment using quantitative 
indicators. For further improvement of accuracy, we need 
to use positional information that was not used in this 
experiment and add small devices that consider 
intrusiveness of wearing. According to the results shown 
in Table 5, the number of rebar binding points were 
estimated, and six of the eight points were correctly 
estimated from the posture estimation results. By 
comparing these estimated results with the quantities of 
components extracted from product models such as 
Building Information Modeling (BIM), site stakeholders 
will be able to understand the progress quantitatively. 

5 Conclusions 
This paper proposed a system for estimating workers' 

posture using a helmet-mounted terminal, which is 
already in use at a construction site to collect worker's 
behavior data. From the results of posture estimation 
using triaxial acceleration data acquired at the terminal, 
it was confirmed that five different postures could be 
estimated with an accuracy of up to 73% by using LSTM 
and the data augmentation method. In particular, the 
system was able to detect forward-leaning and squatting 
postures with high accuracy, which indicates the system 
can be used to improve the ergonomic work environment, 
such as quantifying the load on the body, by calculating 
the cumulative time of those postures. It was also 
confirmed that the results of the posture estimation can 
be used to predict the number of rebar binding points. 

Future work includes collecting data to expand the 
range of jobs and postures to be estimated and improving 
the accuracy of posture estimation by linking with other 
types of sensing data such as positional information. We 
also aim to develop a management system that links 
behavior estimation with geometric and attribute 
information of the BIM model. 
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Abstract -
Fatal accidents occur at construction sites. Incidents in-

volving dangerous situations but not reaching the category 
of fatal accidents also take place. When an incident occurs, 
workers typically generate an on-site physiological reaction. 
In this paper, an automatic detection system is proposed to 
automatically identify incidents by measuring biological sig-
nals related to emotions of on-site workers, such as heart rate 
and the masseter muscle. In the first stage of this study, some 
virtual reality (VR) video-based experiments were conducted 
with some wearable sensors to confirm whether the afore-
mentioned biological signals are suitable to detect incidents. 
While watching the VR videos, biological signals of the sub-
jects were measured using different wearable sensors. The 
experimental results corroborated that the proposed sensing 
method is suitable to detect construction-site incidents.

Keywords -
Construction site; Safety; Biological signals; Incident de-

tection

1 Introduction
According to a survey by the Ministry of Health, Labour 

and Welfare, there has been a slight increase in the number 
of occupational accidents in Japan. In particular, more fa-
tal workplace accidents occur in the construction industry 
than in other industries [1]. The reasons for this are the 
shortage of workers caused by the decline in the popula-
tion due to the low birth rate, and the aging of the on-site 
workers. Therefore, the need to establish a safer working 
environment is becoming urgent. To this end, we need to 
detect an “incident”, i.e., a situation in which there is a risk 
of an accident or other danger, and conduct an analysis of 
the cause of the problem.

There are two main methods for detecting incidents, as 
shown in Figure 1: detection from the external environ-
ment through devices such as a camera, and detection of 
hazards perceived by field workers. For the latter method, 
biological signals related to physiological responses are

Figure 1. Two main methods for detecting incidents.

often used to detect and register dangerous situations per-
ceived by the workers at the site. In this study, this method 
was used because we finally would visualize the hazards 
perceived by the field workers not only for incident de-
tection but also for removing the mental burden of the 
workers in the future.

Previous studies related to ours reported a construction-
site incident detection method based on the heart rate [2]. 
In this study, the subjects’ heart rate was measured us-
ing a chest-belt smartwatch, and incidents were detected 
using the measured heart-rate variability. There are also 
previous studies for traffic incidents, where the heart rate 
of drivers is used to detect incidents[3][4]. The heart 
rate varies according to the activity of sympathetic and 
parasympathetic nerves [5]. This is related to a person’s 
mental state. Remarkably, the sympathetic nervous sys-
tem is dominant during tension, resulting in a higher heart 
rate. In other words, the heart rate is higher when the 
user feels in danger. However, it is generally known that 
the heart rate increases not only during mental tension 
but also during exercise[6]. At construction sites, workers 
often carry heavy materials and perform other tasks that 
require strenuous exercises. Therefore, the problem of un-
certainty about whether an elevated heart rate is caused 
by exercise or worker ’s unsafety feelings is expected to 
occur.
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In this study, to solve the aforementioned problems, we
aimed to detect incidents at construction sites by using var-
ious biological signals related to physiological responses
in addition to heart rate. To achieve this, we created virtual
reality (VR) videos that simulated incidents that can occur
at construction sites. We also conducted experiments us-
ing the VR videos. Subjects were asked to watch the VR
videos while their physiological responses were measured
in terms of heart rate and electromyography (EMG) of the
masseter muscle. The detectability of construction-site
incidents using these biological signals was verified.

2 Proposed Method
2.1 Biological Signals Used

The final goal of this study was to detect situations where
workers feel in danger in the field through a wearable
sensor. The sensor measures their biological responses
and correlates them with the work content. To achieve
this, it is necessary to select the biological signals for
detecting the scene where a worker feels in danger. Typical
biological signals related to human emotions include the
heart rate and the masseter muscle.

The heart rate fluctuates according to sympathetic and
parasympathetic, i.e., autonomous, nervous activity [5].
This activity is related to the human psyche and is asso-
ciated with a higher heart rate owing to the dominance of
sympathetic nerves during tension. In other words, it is
believed that the heart rate increases when the worker is in
a tense state due to potential danger to himself.

Facial muscles, such as the masseter muscle, are known
to be related to human emotions [7]. Therefore, it is
possible to estimate workers’ emotions toward danger by
measuring the activity of the masseter muscle.

Overall, heart rate and EMG of the masseter mus-
cle can constitute physiological indicators to detect sit-
uations where a worker feels danger. In this study, we
used these indicators as candidates for the biological re-
sponse. We conducted indoor VR experiments to test
whether these candidate biological signals can be used to
detect construction-site incidents.

2.2 Detection Method

In this study, heart rate and EMG of the masseter muscle
were used as features, and a Gaussian naive Bayes classifier
was used to detect construction-site incidents, as shown in
Figure 2.

As in previous studies, we used the average heart rate h
at a given time t as a feature of heart rate [2]. Given that the
maximum amplitude is generally used for the evaluation
of EMG, the masseter EMG feature in our study was the
maximum amplitude f at a given time t. The feature vector
x used in this study is expressed as follows:

Figure 2. Outline of the proposed method.

x = (h, f )T. (1)

Using this x as inputs, a Gaussian naive Bayes classi-
fier, which is often employed to classify time series data
such as those generated in this study, was used to deter-
mine whether an incident occurs at a construction site or
not. A Gaussian naive Bayes classifier assumes the inde-
pendence of each feature and simultaneously estimates the
probability from each feature. The label with the high-
est probability constitutes the output. The classifier is
expressed according to the following formula:

ŷ = argmax[p(y |x)], (2)

= argmax[p(y)
D∏
d=1

p(xd |y)], (3)

where ŷ is the output label, p(y |x) is the posterior prob-
ability of correct label y given the input vector x, p(y)
is the prior probability of correct label y, p(xd |y) is the
likelihood, xd is the feature in the d-th dimension, and D
is the dimension of x.

To use the classifier, we need a unique parameter for
each probability distribution. The optimal value of the
eigen-parameters is found by maximum likelihood esti-
mation, with the feature matrix of the training data as X
and the corresponding correct label vector as y. The max-
imum likelihood function L(X,y) is expressed as follows:

L(X,y) =
N∏
n=1

p(yn)p(xn |yn), (4)

=

N∏
n=1

[p(yn)
D∏
d=1

p(xnd |yn)], (5)

where N is the number of training data, yn is the correct
label in the n-th training data, xn is the feature vector in
the n-th training data, and xnd is the feature in the d-th
dimension of the n-th data.
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A Gaussian naive Bayes classifier assumes that the like-
lihood p(x |y) follows a Gaussian distribution and finds
the optimal value of the intrinsic parameters such that the
likelihood function L(X,y) is maximized for each event.
The Gaussian distribution is represented by the following
equation:

p(x |y) = 1
√

2πσ2
exp(− x − µ

2σ2 ), (6)

where σ2 is the distribution of the feature x when the cor-
rect label is y and µ is the mean of the feature x when
the correct label is y. A Gaussian naive Bayes classi-
fier estimates the correct label from the input features by
computing the above equation.

In this study, the aforementioned methods were used to
classify whether incidents occur at a construction site.

3 VR Experience
3.1 Outline of Experience

In this study, we conducted experiments in which sub-
jects watched a simulated environment of a construction
site through VR videos and simultaneously obtained bi-
ological signals from a wearable sensor. Subjects sat in
a designated position in the laboratory, wore a wearable
sensor for biometric measurements, and watched a VR
video. To understand which scenes subjects felt as dan-
gerous, we gave them a controller and instructed them to
press the button on the controller when they felt a situation
as dangerous; we recorded the time when they pressed the
button. This experiment was conducted with the approval
of the Ethics Committee of the University of Tokyo.

3.2 VR videos

In the construction industry, personal injuries involv-
ing contact between workers and construction equipment
or machines such as automobiles are very common [8].
Therefore, in this study, we prepared VR videos of inci-
dent scenes where a subject and an excavator are likely to
come into contact. Specifically, we prepared the following
eight videos.

• Two types of incident scenes in which a hydraulic ex-
cavator moves backwards unaware of the presence
of a worker and almost comes into contact with
the worker, changing the stopping position (long-
distance backward and short-distance backward)

• Two types of incident scenes where a hydraulic ex-
cavator turns unaware of the presence of a worker
and the tip of the bucket almost comes into contact
with the worker at different distances (long-distance
turning and short-distance turning)

Figure 3. Example of VR image.

• One type of non-accident scene where a hydraulic
excavator waits at a long enough distance from a
worker (standby)

• One type of non-accident scene where a hydraulic
excavator turns in the opposite direction with respect
to a worker (non-accidental turning)

• One type of non-accident scene where a hydraulic
excavator moves forward and away from a worker
(forward)

• One type of non-accident scene where a hydraulic
excavator crosses at a long enough distance from a
worker (crossing)

In addition, we prepared videos so that the subject could
see papers near the subject’s hand, simulating that the
subject is working at a site while looking at papers such as
instructions. The subjects were instructed in advance to
look at the papers before them and to pay attention to the
construction machines in front of them, as if they were in a
construction site. An example of such prepared VR images
is shown in Figure 3. These VR images were filmed at
the Public Works Research Institute using Ricoh Theta V,
operated by Hitachi Construction Machinery ZAXIS120.

3.3 Devices

The wearable sensors used in this experiment are shown
in Figure 4. The S&ME DL-310 was used to measure the
heart rate, as shown in Figure 4a, and the S&M DL-140
was used to obtain the EMG, as shown in Figure 4b. The
S&ME’s DL-310 amplifies the R wave of the cardiac signal
detected by the sensor with a filter amplifier, and outputs
this pulse. EMG of the masseter muscle was measured
by the S&M’s DL-140 with electrodes attached to the
temporal area of the face. The biological signals acquired
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(a) S&ME DL-310 (b) S&ME DL-140

(c) S&ME DL-3100

Figure 4. Sensors employed in the experiments.

from these sensors were recorded in an S&ME data logger 
(DL-3100), as shown in Figure 4c. This S&ME DL-3100 
has a sampling frequency of 1000 Hz and 16-bit A/D 
conversion resolution and can store measurement data in 
its on-board memory.

Vive Cosmos was used to present the VR videos. This 
head-mounted display is also equipped with headphones; 
thus, subjects could hear the sound recorded at the time of 
filming and watch the video.

3.4 Biological Signals Processing

After applying a bandpass filter in the frequency range 
from 0.16 to 500 Hz to the cardiac telegraphic signal in 
the amplifier section, the biometric information was trans-
mitted to the receiver and recorded in the device. Simulta-
neously, a pulse waveform synchronized with the R wave 
was generated in the amplifier section and was recorded in 
the biometric device concurrently with the cardiac signal. 
Given that the synchronized pulse rises at the time position 
of the R wave, the R-R interval was calculated from the 
time position of the rise of the pulse, and the heart rate was 
calculated from the inverse of the pulse. The time at the 
midpoint between consecutive R waves was used to record 
the heart rate.

In this study, the root mean square (RMS) method was 
used, which is commonly used for analyzing an EMG of 
the masseter muscle. Considering the frequency range of 
EMGs in previous studies, a 5-Hz high-pass filter was used 
to process the EMGs [9]. Given that humans usually chew 
in a range from 0.1 seconds to several seconds when they 
chew, the frame length in this study was set to 100 ms and 
the interval between frames was set to 1 ms. Denoting 
the value of RMS at sample point n as S(n), we obtain the

(a) Heart-rate variability in subject A.

(b) EMG of the masseter muscle in subject A. 

Figure 5. Biological signals of subject A.

following equation:

S(n) =

√√√
1
N

N∑
i=0

f 2(n + i), (7)

where N is the frame length and f(n+i) is the signal of the
masseter muscle at sample point n+i.

3.5 Result

Three male students in their twenties were the subjects
of this study.

As an example of experimental results, the variations
of heart rate and EMG of the masseter muscle for subject
A while he was watching the short-distance turning VR
video are shown in Figure5. Figure5a shows the heart rate
of subject A. The horizontal axis represents the time of the
VR video and the vertical axis represents the heart rate.
Figure5b shows the variation of the EMG of the masseter
muscle for subject A. The horizontal axis shows the time
of the VR video and the vertical axis shows the amplitude
variation of the EMG of the masseter muscle. The area
in red in both Figure5a and Figure5b is the interval of the
incident. Figure5 shows that the heart rate ranged from 73
to 86 bpm during the incident, and there was only a slight
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difference from the time before the incident occurred. In
contrast, the amplitude of the EMG of the masseter muscle
reached up to 0.38 mV, which is approximately twice as
large as before the incident occurred. This suggests the
possibility of detecting incidents from the EMG of the
masseter muscle.

In this study, among the experimental data of 3 subjects
watching 8 VR videos, 3 subjects watching 4 VR videos
(short-distance backward, short-distance turning, standby,
and crossing) were used as training data, and 3 subjects
watching the remaining 4 videos (long-distance backward,
long-distance turning, forward, and no-accident turning)
were used as evaluation data. Correct labels were as-
signed for the experimental data as incidents at the time of
the simulated incident in the VR video and no incidents
otherwise.

The detection of construction-site incidents by the pro-
posed method was evaluated using accuracy and recall.
Accuracy was calculated by comparing the estimation re-
sults of the proposed method with the correct labels of the
test data and dividing the number of correct answers by
the total number of test data. Thus, it provides the per-
centage of correct estimation results. Recall is calculated
by dividing the number of test data correctly detected as
incidents by the proposed method by the number of test
data actually labeled as incidents. Thus, it indicates the
completeness of the incident detection. The equations for
accuracy A and recall R are as follows:

A =
DC

DT
, (8)

R =
DC

I

DT
I

, (9)

where DC is the total number of correct data, DT is the
total number of evaluated data, DC

I is the number of correct
Tdata detected as incidents, and DI is the number of data 

labeled as incidents.
The accuracy and recall of the proposed method are 

shown in Table 1. In addition, for comparison, the ac-
curacy and recall obtained by the method of estimating 
only the heart rate as a feature are also shown in Table 1. 
Accuracy was 0.48 for the proposed method and 0.87 for 
the heart-rate-only method. Therefore, the accuracy of the 
heart-rate-only method was higher. By contrast, recall was 
0.57 for the proposed method and 0 for the heart-rate-only

Table 1. Accuracy and recall of the proposed method and 
heart-rate-only method

Method Accuracy Recall
Proposed Method 0.48 0.57
Heart-Rate-Only 0.87 0

method. Therefore, the recall of the proposed method was
higher. The purpose of this study was to detect incidents,
and it is important to detect incidents comprehensively for
achieving a safe construction-site environment. Therefore,
it is desirable to have a method with high recall and accu-
racy. Given that the recall of the heart-rate-only method
is 0, it is assumed, according to such method, that no inci-
dents were detected at all. The proposed method is more
effective than the heart-rate-only method because the re-
call is higher and more comprehensive, even though the
accuracy of the proposed method is lower than that of the
heart-rate-only method. The reason why we could not de-
tect an incident using the heart-rate-only method in these
environments may be because heart rate responds after a
short period of time after an incident occurs. Generally,
the heart rate is known to respond about 10 to 20 seconds
after an incident occurs, but in the VR video used in these
experiments, the video ended within 10 seconds after the
incident occurred. It is thought that we could not detect
incidents using the heart-rate-only method. In the future,
we will consider creating a VR movie with more than 20
seconds left after an incident and using it for experiments.

4 Conclusion
In this study, a method for detecting construction-site

incidents through a Gaussian naive Bayesian classifier us-
ing heart rate and masseter EMG as features was devel-
oped. Indoor experiments in which subjects experienced
the simulated environment of a construction site through
VR videos were conducted to obtain biological signals.
The performance of the proposed method was evaluated
using the data obtained from the experiments. A compar-
ison between the proposed method and a heart-rate-only
method confirmed that the proposed method was more
effective in detecting incidents comprehensively. In the
future, we will aim to establish a method for detecting
incidents in which workers and construction machines are
close to come into contact with each other through verifi-
cation of experiments using VR videos.
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Abstract – 
Learning by doing creates a marked impact on a 

trainee's cognitive ability. Technologies such as 
Virtual Reality (VR), Augmented Reality (AR) etc. 
aid in developing platforms to enhance the learning 
experience of users. These technologies can be 
particularly effective in construction sites which are 
complex and contain hazards difficult to foresee. 
These technologies can enable the formulation of 
robust safety training procedures that will enhance 
awareness among workers about workplace risks 
and help to mitigate the same.  Currently, the 
customized development and expense in execution of 
these digital platforms are major deterrents in its 
practical deployment and optimum utilization. 

In this study, a framework is proposed for the 
design and development of a VR platform for safety 
training. The proposed framework classified as 
Decision-Making Accident Scenario (DMAS) - 
produces an information skeleton which is derived 
out of an assessment of potential accidental 
situations emerging out of a functioning construction 
site. This skeleton works as a design document to 
conceptualize the accident scenario as per the 
identified accidental situation. In each scenario, 
trainees need to analyze simulated situations, 
identify risks, and make informed decisions about 
the mitigation measures which create alternate 
outcomes. Immersive VR experience of the scenario 
is built with the help of a gaming engine Unity and 
Google VR SDK. Smartphone-based VR platform is 
suggested for user interaction as it is economical to 
deploy. A pilot study to evaluate this proposed 
framework was experimentally executed by 
developing cases related to an ongoing project and 
synthesizing the different scenarios and storylines 
into the VR platform. This was tested on three users, 
and preliminary findings empirically indicated that 
that safety training using the aforementioned digital 
platform was significantly more effective in creating 
better understanding of safety practices on-site. 

Keywords – 
Virtual Reality (VR);   Unity;   Decision Making 

Scenario; Construction Safety Training 

1 Introduction 
The advancements made in the field of construction 

have facilitated the implementation of more complex 
projects in the sector. However, the complexity of a 
construction project also resulted in making the 
workplace more prone to accidents and injuries. Despite 
the industry’s sustained efforts to train and educate its 
workforce about safety practices in the workplace, the 
construction industry continues to record the highest 
number of work-related accidents and injury. The USA 
Occupational Safety & Health Administration (OSHA), 
reports "out of every 5000 private-industry worker 
fatalities, 20% are in the construction industry, which 
means that one out of every five workers deaths is 
construction related" [1]. This data is based solely on 
officially reported injuries, and it is widely known that a 
majority of the workplace injuries go unreported [2]. 
Such statistics reveal how dangerous and potentially 
unsafe the construction industry is.  

From the perspective of project performance, any 
on-site accident or injury can cause substantial project 
delay and cost overrun [3]. To avoid such uncalled for 
circumstances, the industry follows various protocols, 
standards, and systems established by the concerned 
regulatory body of the respective government of the 
country. The industry also ensures that basic safety 
training is given to its workforce and generally employs 
conventional methods for the same which are based on 
videos, presentations, lectures, and apprenticeship 
programs [4]. Though this approach gives an insight to 
the construction practitioners about risk identification 
and mitigation measures, its effectiveness is limited as it 
does not prepare them for anticipating and appropriately 
addressing hazard scenarios [5]. 

Research has shown that Virtual Reality (VR) has 
the potential to serve as a training platform, especially 
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in applications that require visualization. It combines 
3D vision and sound; and allows active participation by 
evoking a sense of the presence of the user [6]. Based 
on the capabilities of VR, it is proposed to develop a 
detailed framework to identify and analyze experiences 
of various accidental situations of a construction site. A 
platform to implement the framework that enables 
interactive scenario-based safety training VR 
application for a smartphone is also proposed. It is 
expected that the immersive experience of accident 
scenarios derived from the analysis of the accidental 
situation will enhance the trainee's ability of risk 
identification and enable suitable precaution selection. 

This paper is organized into seven sections. The 
following section discusses the existing literature, 
related work and current gaps in VR based safety 
training. Sections 3 and 4, present the proposed solution: 
DMAS based VR training platform and the 
methodology to develop it.  A pilot study to develop and 
apply the prototype is presented in Section 5. Section 6 
shows the analysis of the results obtained after testing 
the prototype on users, and Section 7 presents the 
conclusions of the study along with the future work. 

2 Related work 
This section presents the methods of conventional 

safety training followed on-site and their limitations. It 
also discusses the existing VR based safety platforms 
along with potential and current limitations. 

2.1 Conventional Training Method 
Safety awareness gets imbibed in workers primarily 

through field experience and safety training exercise 
among others. The construction industry has well-
established systems for imparting safety training by 
using methods and platforms like videos, PowerPoint 
presentations, lectures, or safety toolbox meetings [4]. A 
survey was conducted on 121 construction practitioners 
who completed an OSHA 10-hours construction safety 
training course to check their perception about the 
efficacy of existing training programs [7]. The survey 
shows that most of the participants were dissatisfied 
with the way the training was given. Another study 
shows that trainees faced problems in being able to 
visualize construction tasks and activities. In a way, 
though the videos enabled visualization, the passive role 
of the trainee in the training procedure renders this 
method tedious and insufficiently engaging [8]. Thus, 
these conventional training platforms failed to give the 
desired results and time and again resurfaces and 
reinforces the need for a better and effective training 
program. The inclusion of digital advancements like VR 
in safety training, can go a long way in devising the 
potential solution to this problem. 

2.2 VR Based Construction Safety Training 
The use of VR in the training and education field is 

widespread. Its first implementation was to train the 
aircraft pilots by using a flight simulator. In recent years, 
VR has also become popular in the construction field. 
Many researchers have tried different ways of using VR 
for safety training purposes and found largely 
satisfactory results. 

The main advantage of VR lies in the fact that it 
enables visualization. One study tried to verify this 
aspect by comparing hazard recognition and risk 
perception skills of two sets of test subjects: one, who 
worked with photographs and documents and the other 
who visualized the situation using VR [9]. Results show 
clearly that the test subjects from the VR set were able 
to identify most hazards correctly.  

Another study tried to solve the visualization 
problem faced by the safety management team in risk 
identification [5]. In this, gaming technology was used 
to develop the Virtual Safety Assessment System 
(VSAS). This system simulated high-risk activities and 
asked complicated multiple-choice questions related to 
the activity, where the trainee had to think and observe 
before opting for any option. Such platforms managed 
to cover various aspects of general safety training. 
However, VR is not limited to just this. Researchers 
tried to train a group of students and workers about 
general safety training as well as task-specific safety 
training like safety in cast-in-situ concrete and stone 
cladding work [10]. Task-specific training simulation 
consisted of various accident scenarios that could arise 
because of the possible mistakes committed by the 
trainee while performing the assigned task. The results 
from the study suggests that the VR platform had a clear 
advantage in task-specific training, while no significant 
improvement was seen in the case of general safety 
training. It also verifies that VR training is indeed very 
effective as it required the trainees to maintain a high 
level of alertness and engagement for the entire period.  

A social/collaborative VR-based framework was 
developed to make the workers aware of the critical 
elements in a collaborative task on-site. Here the 
students were given an opportunity to learn about 
construction safety measures by doing experiments on 
3D virtual world space [8]. The prototype allowed the 
student to play an active role while collaborating with 
other students.  The results clearly indicate that it 
improved the students’ involvement, ability to 
collaborate with other students. 

Although research in the field of VR has grown 
rapidly in the last decade; most of the existing VR 
platforms for construction safety training still have 
certain limitations. Some of these are as follows: 
 Currently, existing VR platforms, while proving

useful, lack a well-defined framework and
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methodology, which tends to generalize the process 
of VR based construction safety training platform 
development. 

 Most VR simulations teach about risk identification
but seldom provide scenarios on how to mitigate
the risk.

 The cost associated with any VR based safety
training platform is very high as a result of which
deployment across construction sites gets limited.

3 Proposed DMAS Based VR Training 
Platform 

Based on the above limitations, a Decision-Making 
Accident Scenario (DMAS) based VR android 
application platform was proposed which was 
economical and didn't require high-end VR devices. 
This platform was prompted by a requirement to focus 
on improving trainee's ability of risk identification as 
well as identifying suitable mitigation techniques. It 
would consist of various accident scenarios, which 
would be the modified replica of identified accidental 
situations in a real construction site. 

The trainee would be introduced to these scenarios 
in a virtual environment. Based on observations and 
assessment, the trainee would need to identify the 
correct risks associated with the scenarios and try to 
mitigate those risks by suggesting appropriate 
precautions. After making those decisions, the trainee 
would need to verify the safety of that scenario's 
location by testing it. Identifying risks correctly and 
suggesting corresponding precautions accurately would 
be the parameters for evaluation. While testing, it might 
result in an incident/accident, if the trainee make errors 
in taking all necessary and correct precautions. These 
simulated accident outcomes would create a significant 
and much needed impact on the trainees in raising 

awareness about how a wrong judgment on site could 
lead to severe danger. 

4 Methodology 
To develop a DMAS based VR training platform, a 

detailed methodology, as shown in Figure 1, was 
designed and developed.  The first step was to develop a 
detailed Risk Identification Framework (RIF) having the 
same structure as shown in the first part of Figure 1. 
This framework was used to classify general types of 
accidents that could occur on-site into standard 
categories (A), along with its root causes (R) and 
precautions (P) to mitigate it. For developing the RIF, 
safety manuals and accident case studies were referred. 

After RIF preparation, the second step was to assess 
the specifics of the site and identify where training is 
required.  The site visit was intended to identify and 
analyze various Accidental Situations (As), which might 
lead to an accident in case of negligence.  The Possible 
Accidents (PA) in those situations were classified as per 
pre-classified accident categories (A), as shown in the 
second part of Figure 1.  
The third step was to form a DMAS information 
skeleton. This skeleton was a design document that 
conceptualized the VR visualization of DMAS. As 
sketched out in the third part of Figure 1, there were two 
variables: what accidents should be framed and what 
corresponding precautions should be suggested for that 
Framed Accident (FA). The analysis of the accidental 
situation (As), as shown in the second part of Figure 1, 
would become the base for deciding the first variable as 
well as a storyboard (S) and surrounding environment in 
VR world space. The list of both the correct and 
incorrect precautions (CP/IP) for the other variable 
could be derived from RIF, as shown in Figure 1. 

Figure 1. Framework for development of DMAS based VR safety training platform
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In the fourth step, the DMAS information skeleton 
had specified a list of required assets (3D models, etc.). 
Later, these 3D models were developed with the help of 
modeling software. Then these all developed models 
were brought together on a single platform to create VR 
experience of DMAS where the trainee could 
experience the outcome of the Framed Accidents (FA). 

5 Pilot Study 

5.1 Risk Identification Framework (RIF) 
This pilot study was executed in the sequence 

described in the Figure 1. This RIF was based on 
OSHA's four instructor guides (Construction focus four) 
for construction safety training [11]–[14]. The RIF 
output is depicted in Table 1. 

The first column classified all possible types of 
accidents which could occur in any construction site 
into five general accidents categories (A) (fall from 
height, struck-by, caught-in or between, electrocution 

and scaffold collapse) along with its minimum basic 
requirements to occur. 

The second column had root cause analysis (R) for 
each accident category with the possible reasons which 
might cause that particular accident. The third column 
had a set of common suitable precautions (P) suggested 
and recommended by OSHA, which could eliminate the 
cause as well as the risk. This given RIF in Table 1 is 
limited to including only those accident categories 
which were identified on-site and further used in VR 
simulation development. Shaded cells in Table 1 
highlight the used elements of RIF. 

5.2 RIF Based Site Assessment 
The site selected for assessment was a commercial 

office building project. The project consisted of multiple 
towers which were in different stages of construction. 
Activities like wall cladding installation and concreting 
on the top floors were in progress.  RIF was used to 
identify hypothetical accidental situations based on 
ongoing work. 

Table 1. Risk Identification Framework (RIF) 

Accidents category (A) Root Causes (R) Precaution (P) 

Fall from height 
(Location's elevation 

higher than 6fts) 

Unprotected roof edges, roof, 
scaffolds, and floor openings, 

and leading edges, etc. 

Provide guardrail systems 
Provide safety net 
Wear Personal Fall Arrest Systems (harness or lanyard) 

Improper scaffold construction Check for proper access, full planking, and guard railing. 

Unsafe portable ladders 
Check for stable footing and the proper angle. 
Choose the correct ladder in good condition for the task 
Check for surrounding hazards,  

Electrocution 
(Location has any 

electrical equipment or 
power lines under or 

above it) 

Contact with overhead power 
lines (in case of Cranes, other 

high reaching equipment, Mobile 
heavy equipment, Ladders, and 

Material storage) 

Maintain a safe distance from overhead power lines 
De-energize the Utility company and visibly grounded the 
power lines or installed insulated sleeves on power lines 
Check for Flagged warning lines installed to mark 
horizontal and vertical power line clearance distances 

Contact with underground power 
lines (in case of excavation) 

Check for the markings from underground line location 
service before digging 
Hand dig within three feet of cable location. 
Use ground-fault circuit interrupters (GFCI) 

Contact with energized sources 
(live parts, damaged or bare 
wires, defective equipment) 

Use gloves and appropriate footwear 

Improper use of extension and 
flexible cords 

Inspect portable tools and extension cords 
Use power tools and equipment as designed 

Scaffold collapse 
(Location has scaffold) 

Improper construction Check for safety tag (Scaffold Identification Tag) 
Use of parts manufactured in 

different organizations Use same manufactured part from one organization 

Instability 

Check for unsupported overall height to length of the 
shortest side of the base 
Check for the firmness of soil under the scaffold 
Check for weather conditions (Wind & Rain) 
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               Figure 2. Accidental situation (As) 

Even though four hypothetical accidental situations 
were identified, this paper focuses on the observation, 
illustration, and analysis of one of such accidental 
situations. The situation formulated is based on a new 
scaffold that was erected for the installation of the 
formwork, as shown by red arrows in Figure 2. 
However, the scaffold installation was incomplete and 
didn't have a suitable platform to work. Also, it wasn't 
verified by the safety engineer and hence had a red 
safety tag. Table 2 depicts the performed analysis of 
Accidental Situation (As) based on RIF. Furthermore, 
these observations and analysis of Accidental Situation 
(As) were utilized for creating Accident Scenario (AS). 

Table 2. Analysis of Accidental Situation (As) 

Possible 
Accident (PA) 

Possible Worker's Negligence 

Fall from Height Workers could perform a task on 
that platform without any fall 
protection. 

Scaffold collapse Worker could perform a task on 
the improperly erected scaffold. 

5.3 DMAS Information Skeleton 
The Accident Scenario (AS) was a modified VR 

replica of the identified Accidental Situation (As). The 
analysis of the identified accident situation resulted in 
two possible accident types. Since there are many cases 
of electrocution while working on the scaffold platform, 
this accident type was also included in the skeleton.  A 
list of correct and incorrect precautions was also 
prepared for each framed accident with the help of RIF. 
This was mapped into a detailed storyboard. The 
prepared DMAS information skeleton for this scenario 
is shown in Table 3. 

5.4 DMAS Based VR Application 
Development 

Figure 3 shows the followed system architecture and 
its information flow for VR application development. 
As shown in Figure 3, the first step for developing a VR 
application representing DMAS was to create all 
required 3D models, shown in Table 3. 

 Figure 3. System architecture and technical integration 

Autodesk Revit was used for creating models such 
as under-construction building, transmission tower etc. 
However, models like a safety net, harness etc., required 
more flexibility in modeling their shapes. Since Revit 
was not a non-uniform rational B-spline (NURBS) 
modeler, which generally helped in manipulating 3D 
curves and surfaces of any object, it couldn't be used for 
creating these models. For these models, Autodesk 
Maya (a NURBS modeling software) was used. After 
creation, these models were exported into .fbx format 

  Figure 4. Visual representation MainScene of DMAS 

As shown in the second step of Figure 3, these 3D 
models were imported into Unity where it was 
navigable. In the Unity environment, all models were 
located as on-site, so that the overall view of the 
GameScene (MainScene - Figure 4) could present the 
prepared Accident Scenario (AS). Animation and user-
controlled movement of the character were added to 
make the static GameScene functional. The dynamics of 
these models were customized, and conditions were 
levied on the models, by adding scripts created in Visual 
Studio using C#. Multiple outcomes for the framed 
accidents (fall from height, Electrocution, Scaffold 
Collapse), were also developed in a similar way in 
various GameScenes. Physics engine, visual effects in 
the form of Particle System Prefab, and audio effect in 
the form 3D sound were added to augment the reality 
quotient of these Outcome GameScenes. The options of 
correct/incorrect risks and precautions, were empanelled 
in the form of buttons inside User Interface (UI). 

The MainScene was then interlinked with the 
Outcome GameScene, so that the trainee could be 
directed to the respective Outcome GameScene based 
on his responses in MainScene. The Plain visual output 
of the MainScene was converted in stereo screen format 
by using Unity Package - Google VR SDK. It was 
decided to use a smartphone-based VR platform as this 
is economical to deploy. Android SDK was utilized to 
process the Unity output for a smartphone-compatible 
application in .apk format. 
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Table 3. DMAS Information Skeleton of the accident scenario 

Description A scaffold having a platform higher than 24 feet will be erected. It will be having red safety 
identification tags with some unprotected platform openings without any fall protection 
system. A power cable from the transmission tower will be going just above the scaffold 
platform in proximity to the workplace. 

Storyboard (S) A workforce is going to start work on the newly erected steel scaffold platform. Its tasks 
include welding and reinforcement fixing. Look carefully and identify the possible 
accidents and suggest suitable precautions. 

Framed Accident (FA) Correct Precaution (CP) Incorrect Precaution (IP) 3D Model Required 
Fall from Height Provide edge protection 

Provide safety net 
Cover scaffold's opening 
Wear harness 

Do nothing 
Clean the area 
Wear safety shoes 
Wear eyeglasses 
Wear safety gloves 
Deny to work 

Wooden plank to cover scaffold 
openings 
Edge protection 
Safety nets 
Harness 
Under-construction building  

Scaffold Collapse Check for safety- 
identification tag 
Call the supervisor 

Wear harness 
Wear safety gloves 
Work and walk slowly 

Scaffold with openings 
Safety tags 

Electrocution De-energize the cable 
Wear safety gloves 
Wear safety shoes 

Wear eyeglasses 
Clean the area 

Transmission tower 
Power cables 
Safety Gloves 
Safety Shoes 

As shown in the third part of Figure 3, the visual 
output and audio output of the application were received 
by Google Cardboard and headphones, respectively, and 
a gaming pad was used to give user input for controlling 
the character's movement in 3D world space. 

5.5 System Evaluation 
Feedback from users was obtained on the basis of 

their experience of using the platform in order to enable 
an evaluation of the application. For the evaluation, the 
user was first introduced in the form of an avatar at a 
predefined location in virtual space.  Within this space, 
the user explored the site with the aid of navigation 
options and made informed decisions regarding 
potential hazards and ways to mitigate it as per options 
available in UI. The scenario got modified depending on 
the user response. Figure 5 showed how users could 
mitigate fall from height risk by selecting the options 
such as provide edge protection, provide safety net, and 
provide cover for scaffold openings in UI of the 
MainScene. 

After the user had taken all the precautions to secure 
the situation, he/she was asked to verify the efficacy of 
the selected precautions. If all correct precautions were 
taken for the identified potential risks, then work should 
progress as planned, with minimal chances of any 
untoward incident occurring in the virtual space.  
However, if the user happened to miss one or more of 
the recommended precautions for a risk in hand, then 
the user would have faced the accident outcome linked 
to the missed precautions. The VR accident experience- 

 
of typical framed accident (scaffold collapse) is shown 
in Figure 6. 

Figure 5. Modification of scenario as per the options 
selected by the trainee 

The scenario presented to the three users had a total 
of 3 correct, 2 incorrect risk situations, and 9 correct and 
11 incorrect precautions. The user responses to the 
scenario experience is recorded in the four outcomes: 

 Number of correct risks identified
 Number of incorrect risks identified
 Number of correct precautions taken
 Number of incorrect precautions taken

This prototype application was evaluated based on
feedback collected from three students of the civil 
engineering department. Each of these students had 
already worked in a construction site before and had 
taken a course on construction safety thereby having an 
introductory understanding of the safety practices to be 
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adhered to on-site. 

Figure 6. VR experience of scaffold collapse accident 

6 Results & Discussions 
The results of the training test and the feedback 

survey are presented in Table 4 and Table 5. 

Table 4. User response records of training test 

User 
no 

Risk Identified Precautions Taken 
Correct Incorrect Correct Incorrect 

1 2 of 3 0 of 2 4 of 9 1 of 11 
2 2 of 3 1 of 2 3 of 9 4 of 11 
3 3 of 3 0 of 2 6 of 9 4 of 11 

Observations of Table 4 show that only user 3 was 
able to identify all risks. User 1 and 2 were not able to 
identify all the risks, specifically electrocution. The 
conversation after the training test revealed that these 
users neglected the electrical hazard near the scaffold as 
they were not anticipating this. This confirms that 
though VR could definitely help in visualization it 
doesn't necessarily improve risk identification ability, as 
this ability requires site experience as well. 

Table 4 also shows that there were many events 
where even after identifying the correct risks, users had 
failed to identify the appropriate precautions 
recommended for the same. An analysis of two similar 
events post their occurrence are discussed further. User 
1 and 2 failed to take two precautions from the list of 
recommended precautions to mitigate fall from height 
as listed in Table 3. They missed covering the scaffold 
openings because they thought wearing the harness and 
providing edge protection with safety net would be 
sufficient to ensure safety. In the event of electrocution, 
two potential sources of this risk were framed. The first 
one was emanated from the power cable coming from 
the transmission tower, the second from the welding 
task assigned to the trainee as per the storyboard of the 
scenario. User 3 verified the effectiveness of the 
selected precaution just after de-energizing the power 
cable, but he forgot to wear safety shoes and gloves 
which were essential for the welding task. 

In the risk scenario of scaffold collapse wearing 
harness was one of the incorrect precautions chosen by 
the users. Similarly, for fall from height - safety shoes 
and gloves were incorrectly identified as a precaution. 
Committing such mistakes however made the user 
reflect on his knowledge gaps and raised awareness 
about chances of negligent behavior in such situations. 

The feedback survey in Table 5 evinces that DMAS 
based VR training significantly enhanced responsible 
behavior and improved decision-making ability of the 
user. This is largely because the simulation of the vivid 
accident scenario gave the user an opportunity to 
experience the accidents and hence take cognizance of 
negligent behavior that causes the same in a graphically 
visual form.  Besides this, the experientiality of these 
virtual scenarios helped to create a deep and long-
lasting impression on the user, thereby enhancing their 
decision-making ability in the face of such situations at 
the site in future. 

Further, the survey evinces that the VR training 
boosted the user's confidence and significantly enhanced 
their safety knowledge and awareness.  This can be 
attributed to the real-time scenario that the platform was 
capable of simulating, which was crucial to reinforcing 
the importance of applying the correct precaution and 
gave the user a chance to witness and realize 
immediately why his selection of precautions were 
incapable of  mitigating the risk completely. Thus, this 
platform helped to identify and bridge the gaps in the 
user’s knowledge thus enabling him to make more 
informed and confident decisions. 

The main limitation of the smart-based VR platform 
was its unpleasant experience as the user felt VR 
sickness during the test. Despite this limitation, all users 
agreed that this training would go a long way in helping 
them to avoid accidents on site and strongly 
recommended the importance of such training in the 
future also. 

7 Conclusion and Future Work 
It was found that of all the steps in the proposed 

methodology, RIF preparation was the most crucial and 
time-consuming step. The high level of detail involved 
in developing RIF enhances its efficacy to identify a 
sizeable range of accidental situations on-site and also 
ensures that a high quality of training is maintained. The 
RIF used in this study is limited to general safety 
training, but it can be extended to develop site-specific 
or task-specific training. 

Site assessment or analyzing the identified 
accidental situation is also another vital step. The 
analysis of the accidental situation should be done 
rigorously, and all possible outcomes need to be 
identified and taken into account as it formulates the 
scope of DMAS information skeleton. 
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Table 5. Feedback of the users 

Questions User 1 User 2 User 3 Avg 
To what extent this training affected your knowledge about safety? 8 9 9 8.7 
To what extent will you remember what you've learned a year from now? 9 7 9 8.3 
To what extent will training affect your behavior on a construction site?  9 8 9 8.7 
To what extent was learning a pleasant experience?  4 3 1 2.7 
To what extent, this training improved your confidence in identifying 
risks on the construction site? 

9 9 10 9.3 

To what extent, this training improved your decision-making ability? 10 8 10 9.3 
Will the training help you avoid accidents on the site? Yes Yes Yes * 
Do you want to have similar training in the future?  Yes Yes Yes * 

The skeleton of this study is based on only one 
accidental situation, but it can be expanded and made 
more informative by merging various accidental 
situations of multiple sites thus opening up significant 
scope for a wider range of training. 

The study concludes that the proposed framework 
made the development process of VR application-based 
training platform more intuitive, perspicuous, and 
pragmatic. Moreover, unlike the existing literature on 
the safety training using VR, the proposed framework 
isn’t limited to this presented scenario, but the same can 
be further utilized to develop various other scenarios 
covering all broader aspects of general safety training. 

Furthermore, the final product architecture and the 
prototype VR platform performed well in terms of 
giving a virtual experience of accidents, identifying 
gaps in existing knowledge, teaching the immediate 
applicability and thereby reinforcing the significance of 
the precautions recommended, and enhancing the 
confidence of users.  However, extended usage may 
cause VR sickness, and this may be addressed by 
sophisticated technological improvements. 

The DMAS based VR training platform is presently 
limited to general safety training.  This study could be 
extended to encompass and develop a safety training 
module for task-specific and site-specific training as 
well. Further, these DMAS related to task-specific 
training can be prepared for multi-user environments 
also.  Such environments will enable the participants to 
play collaborative roles on site and bring the virtual 
experience even closer to the real scenarios. 
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Abstract – 
Researches on the combined platform of 

unmanned vehicles, especially aerial, and artificial 
intelligence can be executed on hobbyists’ level with a 
low budget along with inside multi-billion-dollars 
technological laboratories. This flexibility has allowed 
UAV to attract financial potentials and even to 
migrate them from another technological field. 
Nowadays, UAVs are used in many industrial fields 
such as photogrammetry, cinematography, 
monitoring, cloud seeding. In this paper, we present 
our work on using UAV to generate a 3D model for a 
construction site. The purpose of the 3D model is to 
analyze day-by-day the development and progress on-
site, to reconfirm the construction planning, discover 
opportunities and eliminate potential risks. 

Keywords – 
Construction site; Unmanned   Aerial   Vehicle; 

Artificial intelligence; 3D model 

1 Introduction 
There are different methodologies to generate 3D 

models. Mostly are based on Odometry and 
Photogrammetry algorithms [1-6]. The latter consists of 
obtaining information on a certain object by using 
recorded videos or pictures. The sources of the visual 
information vary depending on the purpose of the 3D 
model. For instance, it is possible to superimpose LIDAR 
scanning data [7-13] on infra-red and thermal pictures to 
detect cracks on the building and identify which 
construction material (type) has been exposed to damage. 
The value of photographic interpretation is well-founded 
in other medical and technical fields such as the 
Roentgen Stereo Photogrammetry. The application of 
this method in the construction field is called a computer 
stereo vision. It allows comparing information about a 
scene from two vantage points, for instance, obtained by 
satellite scanning and actual UAV recording.  

The advantage of such an approach is to extract 3D 
information by examining the relative positions of the 
objects in two different panels. Often this method is used 
to assess a shore suffered previously by a damaging 
cyclone [6]. The hidden risk of micro motion 
displacement can only be identified many years later. 
Using the Stereo Photogrammetry on a frequent basis 
will allow the identification of such risks and mitigate 
them prior to their occurrence.  

On the other hand, the inconvenience of using such a 
method is the embedded high cost and a huge amount of 
data to be stored and processed. Researchers in 
photogrammetry field are proposing a different solution 
for data compaction, however, most frequently the same 
is leading to decrease pictures quality, hence the 
generated model, or introducing additional processing 
noise due to combination of multiple algorithms and 
working desks.  

For a construction field with a limited budget, the 
generation of a 3D photogrammetric model using UAV 
is cost-effective and serves the purpose of monitoring, 
activity planning, and progress control. In this paper, we 
present our work in generating a rendered 3D model 
based on orthomosaic and mesh model. 

2 Mathematical foundation 
In space, the unmanned aerial vehicle has six degrees 

of freedom, and its motion is described by six differential 
equations of motion (Euler equations). The solution of 
these equations in the general case would make it 
possible to determine the nature of the spatial motion of 
the UAV at any moment of time, and, in particular, 
defining the operator’s influence on the controls, and 
would also make it possible to judge the stability of this 
flight. 

However, the direct solution of these equations 
presents certain difficulties even when using modern 
computing machines. If we use a straight-line steady 
flight without sliding for the initial flight mode and 
consider the deviations of the motion parameters from the 
initial values to be sufficiently small, then due to the 
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symmetry of the UAV, the system of six equations of 
motion can be divided into two independent systems of 
equations that describe the motion of the UAV with an 
unknown degree of accuracy longitudinally and laterally.  

It should be noted that for the photogrammetry task, 
the mathematical model will have three different 
referential axis systems (fig. 1): The Fixed-Earth system, 
the UAV or body-axis system, and the Camera system.  
 

 
Figure 1. Representation of different systems for photogrammetry task 

 
It is possible to establish mathematical equations for 

the transition between camera reference system and  
body-axis system. This is done using the following 
equations:         

𝑋п =
𝑥

П𝑥
. cos (arctan (

𝐻𝐵

𝐻г

)) ; 

𝑌п =
𝑦

П𝑦
. sin (arctan (

𝐻𝐵

𝐻г

)), 
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𝐻𝐵

𝐻г
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(2) 

Where, 𝑋п  and 𝑌п −  are the pixel coordinates 
corresponding to linear motion, 𝑥 and 𝑦 − are the Earth-
Fixed axis coordinates; П𝑥  and П𝑦 −  are the scale 
coefficients, 𝜌𝑥  and 𝜌𝑦 −  are the pixel coordinates 
representing the rotational motion (roll and pitch angles); 
𝐻г and 𝐻В − are the horizontal and vertical distance to 
Earth-axis coordinate in 2D mode. 

3   Application of Photogrammetry 
 

The following initial data were taken into 
consideration prior to launching the photogrammetry task.  
The construction plot is 416 Km2, the average ground 
sampling distance or the distance between two 
consecutive pixel centers measured on the ground is 3.39 
cm. The bigger the value of the image Ground Sampling 
Distance (GSD), the lower the spatial resolution of the 
image and the less visible details. The GSD is related to 
the flight height: the higher the altitude of the flight, the 
bigger the GSD value. The median of key points per 
image or the key points that are characteristic and can be 
detected on the images are 38981 key points per image. 
In total 1542 images were taken.  

Based on equations (1) and (2), it could be retrieved 
that 1536 out of 1542 pictures could be processed 
considering the 60-degree angle introduced to install the 
camera on the UAV-axis. As such 0.94% relative 
difference between initial and optimized internal camera 
parameters can be computed (fig. 2).  
 

 
Figure 2. Offset results 
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Fig. 2 (A) shows the offset between initial (blue dots) 

and computed (green dots) image positions as well as the 
offset between the Ground Control Points (GCPs) initial 
positions (blue crosses) and their computed positions 
(green crosses) in the top-view (XY plane), front-view 
(XZ plane), and side-view (YZ plane). Red dots indicate 
disabled or uncalibrated images. Dark green ellipses 
indicate the absolute position uncertainty of the bundle 
block adjustment result. (B) shows the number of 
overlapping images computed for each pixel of the 
orthomosaic. Red and yellow areas indicate low overlap 
for which poor results may be generated. Green areas 
indicate an overlap of over 5 images for every pixel. 
Good quality results will be generated as long as the 
number of key point matches is also sufficient for these 
areas.  

Fig. 3 shows the computed image positions with links 
between matched images. The darkness of the links 
indicates the number of matched 2D key points between 
the images. Bright links indicate weak links and 

 
 

Figure 3. Links between matched images 
 
require manual tie points or more images. The absolute 
geolocation variance shows the following: 
 

Table 1. Absolute Geolocation Variance 
 

Min Error [m] Max Error [m] Geolocation Error  
x [%] 

Geolocation Error  
y [%] 

Geolocation Error 
z [%] 

-15 -12 0 0 0 
-12 -9 0 0 0 
-9 -6 0 0 0 
-6 -3 0 0 0 
-3 0 0.39 0 1.24 
0 3 47.79 54.62 50.26 
3 6 51.17 44.79 46.94 
6 9 0.65 0.59 1.56 
9 12 0 0 0 
12 15 0 0 0 
15 - 0 0 0 
Mean [m]  0 0 0 
Sigma [m]  1.2513 1.2472 1.324 
RMS Error [m]  1.2513 1.2472 1.324 

 
Where, Sigma is The standard deviation of the error in 
each direction (X,Y,Z) and RMS is the Root Mean 
Square error in each direction (X,Y,Z). 

As the geolocation error is the difference between the 
initial and computed image positions, it should be stated 
that the image geolocation errors do not correspond to the 
accuracy of the observed 3D points. Min Error and Max 
Error represent geolocation error intervals between -1.5 
and 1.5 times the maximum accuracy of all the images. 
Columns X, Y, Z show the percentage of images with 
geolocation errors within the predefined error intervals. 

 

Table 2.  Geolocation RMS Error 
Geological Orientational Variance RMS [degree] 
Omega (roll) 2.006 
Phi (Pitch) 1.901 
Kappa (Yaw) 4.575 

The geological orientational variance can be 
computed to define the Root Mean Square (RMS) in 
terms of degrees for the roll, pitch and yaw angles. 
Geolocation RMS error of the orientation angles 
identifies the difference between the initial and computed 
image orientation angles. 
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Figure 4. Orthomosaic Model of Construction Plot 

 
4    Conlusion 
 

The translating results from 2D orthomosaic to 3D 
Mesh shows several results. Firstly, as the proposed 
capturing angle is 60 degree and it is not assisted with 

any other capturing devices such as NADIR, the 
calibration of the images will be limited to the rendering 
algorithm. The first step is to produce mesh points 
obtained in Fig. 2 and Fig. 3 respectively. The result is 
shown in Fig. 5 along with the mesh textures.  

 
 

Figure 5. 3D Mesh and Texturing  
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The latter will be used to skin the mesh geometries, so 
the façades of the orthomosaic will reflect the actual 

status of the construction site. Lastly, the 3D model is 
rendered and illustrated in fig. 6. 
 

 
 

Figure 6. Rendered 3D model  
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Abstract –
To inspect Road Tunnels every five-years is 

obliged in Japan, because for managing base the 

LCC (Life cycle cost). However, there are serious 

issues that not enough of engineer and budget to 

maintenance, so new technology for growing inspect 

efficiency is desired. 

 To solve these issues, we developed Tunnel full 

section inspection system within Crack measurement 

unit, Hammering unit and Protective frame. Our 

target tunnel of this system was one-lane on one side 

road tunnel, so especially protective Frame was 

designed for this kind of section. On the other hand, 

it needs to huge modify the frame to apply for 

another shaped section tunnel for example two-lane 

on one side road or train tunnel. 

 Therefore to expand application these inspection 

system, we developed the tunnel inspection system to 

apply varied tunnel section with mounted on aerial 

work vehicle. In this paper, we report the result of 

field application at two different shaped section 

tunnel with this system. 

Keywords – 

Inspection; Tunnel; Field application 

1 Introduction 

In Japan, many infrastructure face ageing issue. 

Especially half of road tunnels will over 50 age in 2033. 

Now in Japan, road tunnel must be inspected every five- 

years based on the road laws, because for managing 

base the LCC (Life cycle cost) [1]. However, there are 

serious issues that there are not enough of engineer and 

budget to maintenance, so new technology for growing 

inspect efficiency is desired. 

From these background, we developed Tunnel full 

section inspection system (hereinafter, referred to as 

Full-Section-System) within Crack measurement unit, 

Hammering unit and Protective frame as in Figure 1 [2] 

[3]. Our target tunnel of Full-Section-System, especially 

the shape and size of Protective frame was designed for 

one-lane on one side road tunnel, because this size of 

road tunnels are major type at country areas in Japan.  

Full-Section-System has advantages as follows. 

 Protective frame secured space through which the

vehicle can pass.

 To inspect full section of tunnel at one time.

 To avoid accident with falling concrete piece or

another material under inspection by Protective

frame.

On the other hand, Full-Section-System was 

designed for one-lane on one side road tunnel, therefore 

it needs huge modify to apply another shaped section 

tunnel for example two-lane on one side road. Add 

another thing, component parts of Full-Section-System 

are huge, so high transport cost and long preparing time 

at inspection site are taken. 

Figure 1. Full-Section-System 

Figure 2. Half-Section-System 
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We thought these are the weak points of expansion 

of application. So to apply this system to many shaped 

section tunnel, we started to develop another type of 

frame as second generation system. The concept of 

development for second generation are as follows. 

 To design flexible rail that easy to adjust for many

section types of tunnel.

 Decrease component parts for easy to transport.

 Reduce preparation time at inspection site.

 To increase mobility, use truck based vehicle,

instead of Protective frame.

The Gen2 of tunnel inspection system (hereinafter, 

referred to as Half-Section-System) as in Figure 2. 

2 Outline of System 

Functions of Half-Section-System are as follows, 

specifications of Half-Section-System are as in Table 1. 

2.1 Flexible Rail 

 A number of curved rail are connected, top of rail is 

flexible and rail angle can be adjust by jack mechanism 

to fit tunnel shape as in Figure 3. Flexible rail and base 

frame need be compatible to stiffness and lightweight, 

so there were designed with FEM analysis as Figure 4. 

2.2 Transferring Mechanism 

Inspection devices are mounted on the tram, and the 

tram can move up and down by winch as in Figure 5. 

The caster of tram rolls on inner of lip channel steel, 

transferring condition is smooth, silent and stable. 

2.3 Inspection Device 

Crack measurement unit and Hammering unit are 

mounted on the tram as in Figure 5. We can obtain 

information of cracks and efflorescence by Crack 

measurement unit, and we can obtain information of 

spalling concrete by Hammering unit, these information 

are detected automatically. 

2.4 Base Vehicle 

The frame of Half-Section-System mounts on base 

vehicle with boom and roller type outrigger, it can be 

easy to set and adjust inspection device to tunnel surface 

and can drive without storing the outrigger and boom. 

Figure 4. FEM analysis for Rail and Base Frame 

Table 1. Specifications of Half-Section-System 

Item Specification 

Rail Length 10.2m *1 

Applicable Tunnel Inner 

Radius 
R3.5~6.5m *1 

Weight 
Total 800kg *2

Device 50kg *3 

Inspection Speed 9.0m2/min *4 

Inspection Width 600mm/scan 

Resolution of Crack Width 0.2mm 

Width of Hammering Interval 150mm *5 

*1 Rail length and radius are adjustable if needed.

*2 Frame, inspection devices, control board are included,

without aerial work vehicle. 

*3 Transportable device weight by Tram.

*4 Set up time is excluded.

*5 Hammering interval can be adjustable.

Figure 3. Function of Flexible Rail 

Figure 5. Mechanism of Inspection Device 

Transfer 
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3 Outline of Inspection 

We applied Half-Section-System to two types of 

tunnels. Type A is wide section for road tunnel, Type B 

is tall section for train tunnel. To compare the inspection 

results, conventional methods inspection by engineer 

was conducted at same time. Both of them were 

inspected as completion inspection. These tunnel’s 

specifications are as in Figure 6, 7 and Table 2, 3. 

 

 

 

Figure 6. [Type A] Inspect area and Appearance 

 

 

Figure 7. [Type B] Inspect area and Appearance 

Table 2. Specifications of Tunnel [Type A] 

Item Specification 

Length 397m 

Section H6.9m×W11.0m 

Application Road 

Construction Method NATM 

Condition New construction 

Road condition Non pavement surface 

Inspect area 

by Half-Section-System 

All of Surface except 

under the Spring Line 

*1 

*1 Under the Spring Line area was inspected by 

another methods. 

Table 3. Specifications of Tunnel [Type B] 

Item Specification 

Length 1,450m 

Section H8.4m×W9.5m 

Application Train 

Construction Method NATM 

Condition New construction 

Road condition Pavement surface 

Inspect area 

by Half-Section-System 

Around the Joint of 

Lining Concrete *1 

*1 the other area was inspected by another methods. 

4 Results of Field Application 

We inspected two types of Tunnel by Half-Section-

System, and we evaluated the results about flexibility, 

mobility, inspection results comparison between system 

and engineer and work efficiency (Field work, office 

work) as follows. 

4.1 Flexibility and Mobility 

One of concept of Half-Section-System is general 

versatility, so we designed the frame and flexible rail 

could be mounted on base vehicle. Then we could 

inspect two different types of tunnel by one type rail 

with adjustable mechanism. 

Frame, rail and control box of Half-Section-System 

are compact, so we could transport and assemble by one 

truck with crane. And another thing, lower section of 

rails are foldable without crane or another heavy 

machine. Half-Section-System was able to fold rail and 

U-turn in the tunnel, so we confirmed that Half-Section-

System has high mobility. System transport, assemble 

and foldable rail are as Figure 8. Results from field 

applications, we make evaluation that flexibility, 

stiffness and mobility of Half-Section-System is 

generally well. 
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Figure 8. System Transport, Assemble and 

Foldable Rail of Half-Section-System 

4.2 Inspection Results Comparison 

We made an inspection results report inspected by 

Half-Section-System example of tunnel type A as 

Figure 9. There was no defect, so we reported as no 

cracks and no defected area. 

Tunnel type B, there were few defects, so we 

compared results by Half-Section-System and by 

conventional methods (visual inspection and hammering 

by inspection engineer) as Figure 10. 

For comparison, inspection result by Full-Section-

System in 2018y is shown as Figure 11. This inspected 

tunnel is different from type A and type B. 

By the comparison, cracks and spalling concrete 

were detected at same area in both inspection. In report 

of Half-Section-System, three cracks were detected. It 

was assumed that crack Ⅰ and Ⅱ were connected at out of 

inspect area and were same as crack A by conventional 

methods. We assumed that maximum width of crack A 

was out of inspect area of Half-Section-System, this was 

the reason that width had difference in between crack Ⅰ, 

Ⅱ and A, we thought. 

It was assumed that spalling concrete Ⅳ  and 

spalling concrete B were the same. However the 

detected length of both were difference (Ⅳ: 0.6m, B: 

2.8m). In this case, the detection of spalling concrete 

was judged by hammering inspect. However, 

hammering point of Half-Section-System was 

approx.65mm near the edge of joint. So, if the spalling 

concrete was located on less 65mm area from edge of 

joint, it had possibility to be undetected by Half-

Section-System. We thought this is the reason detected 

area of Half-Section-System was shorter than detected 

by inspector. 

We assumed that crack 3 and spalling concrete C 

were same defect, though both of them were detected 

another category. In fact, this defect had step and ditch 

near the joint, so Crack measurement unit could find 

this spalling concrete as crack. However, Hammering 

unit could not detect this defect, because spalling 

concrete was too near to the joint to hammering.  

There are some difference in inspected results 

between system and engineer, however accuracy of 

inspection results by Half-Section-System are enough to 

judge the soundness of tunnel. 

 

 

Figure 9. [Type A] Example of Inspection report 

 

 

Figure 10. [Type B] Comparison results between 

by Half-Section-System and by Inspection 

Engineer 
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Figure 11. Example results by Full-Section-

System in 2018y 

From comparison results between Half-Section-

System and Full-Section-System, the minimum detected 

crack width are 0.2mm, so we assume the preciseness of 

inspection are almost equal between two types of 

systems. 

4.3 Work efficiency (Field work) 

We evaluated work efficiency of field work by 

comparison with estimate and actual work time as Table 

4. In table 5, we compared about assemble/disassemble 

time with Full-section-system and Half-section-system, 

and compared about inspection time with conventional 

methods at type B tunnel and Half-section-system.  

Especially “Reduce preparation time” was one of the 

target of Half-Section-System. Working time of 

assemble and disassemble were shorter than Full-

section-system, it means almost satisfied with our target, 

however actual inspection time were longer than 

conventional methods. 

So we analyzed inspection time of Half-section-

system about two types of tunnel as Figure 12. In this 

chart, “Inspection” means inspection time only. 

“Drive/Positioning” includes time to drive the vehicle 

and to position to prepare to inspect next line. 

“Adjust/Preparing” includes preparation before start 

working, warming up the system, maintenance the 

system and daily cleanup. “Fixing” includes repair the 

system or replace to spare parts if trouble. 

“Drive/Positioning” time of Type B is longer than 

type A, because total drive distance of type B is longer 

than type A. However, we think “Drive/Positioning” 

time is too long, Type A is almost 15% of total 

inspection time and Type B is over 40%, and this 

process has room for improvement. 

“ Fixing” time of type B took long, because 

hammering unit had a breakdown about inner 

connection trouble of control unit in large part. So it is 

necessary to improve reliability about these trouble. 

Table 4. Detail of work time (Half-section-system) 

Item 
Working hours (Hrs.) 

Estimate Actual 

Type 

A 

Assemble 4.0 5.8 

Inspection (Total) 56.0 99.1 

 

Inspection - 48.0 

Drive/Positioning - 13.8 

Adjust/Preparing - 31.8 

Fixing - 5.5 

Disassemble 4.0 3.5 

Type 

B 

Assemble 4.0 4.0 

Inspection(Total) 80.0 120.9 

 

Inspection - 20.9 

Drive/Positioning - 51.7 

Adjust/Preparing - 19.4 

Fixing - 28.9 

Disassemble 4.0 3.0 

Table 5. Working time comparison 

For comparison 
Working hours 

(Hrs.) 

Assemble  

Full-section-system in 2018y 7.6 

Half-section-system [Type B] 4.0 (-47%) 

Inspection  

Conventional methods [Type B] 96.0 *1 

Half-section-system [Type B] 120.9 (+26%) 

Disassemble  

Full-section-system in 2018y 4.8 

Half-section-system [type B] 3.0 (-38%) 

*1 3teams × 4days (8Hrs/day) 

 

 
Figure 12. Breakdown of Inspection Time 
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There are some points need to improve to reduce 

“Drive/Positioning” time, especially positioning process, 

as follows and Figure 13. 

 Add the target by laser marker line, to help 

positioning at tunnel lining wall. 

 Add angle-meter to notice tilt of rail to operator in 

control monitor by value. 

 Add distance value to inspected data measured by 

road measure, to help to prepare inspection report 

by automatically. 

 

 

Figure 13. Improvement Plan for Reducing Work 

Time 

4.4 Work efficiency (Office work) 

We obtained defect information, cracks by Crack 

inspection device and peel at surface layer by 

Hammering inspection device, by Half-Section-System 

automatically. However the office work for preparing 

inspection report is almost manually, so there is few 

merit for office work at this time. 

We think that automation of inspection report 

creation is essential for social implementation. So we 

will plan to prepare inspection report automatically. 

5 Conclusion 

In this paper, we evaluated Half-Section-System at 

two types of tunnel and concluded as follows. 

 

 

 Working time of assemble/disassemble at field 

was approx. 40% shorter than Full-section-system 

of it. 

 Confirmed general versatility, flexibility and 

mobility of Half-Section-System. 

 Obtained inspection results enough to judge the 

soundness of tunnel, and preciseness of inspection 

is almost equal as Full-Section-System. 

 Working time of inspection was approx. 26% 

longer than conventional methods (inspect by 

engineer). So especially positioning process needs 

to improve to reduce work time at field. 

 Automation of inspection report creation is 

essential for social implementation. 

In the future, we will develop work efficiency at 

field and at office. 

On field work, our plan is to add sensor and target to 

frame, our target time of positioning process is half than 

current process. By this improvement, the working time 

of Half-section-system will be shorter than conventional 

methods. 

On office work, our plan is to make software, our 

target is automatic process of making inspection report. 

That means, first input to software the data inspected by 

device, then picture and defect data are arranged 

automatically by software, finally inspector analyses 

and determines the soundness of tunnel by arranged data. 

Our goal from these improvement is, total inspection 

cost of Half-section-system will be competitive than 

standard cost of conventional methods, so Half-section-

system will solve the tunnel inspection issues that not 

enough of engineer and budget of inspection. 

 

This result is part of accomplishment supported by 

Council for Science, Technology and innovation, 

“Cross-ministerial Strategic Innovation Promotion 

program (SIP), Infrastructure maintenance Renovation, 

and Management" in 2014-2018. (Funding agency: 

NEDO) 
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Abstract – Construction industry is going through a
paradigm shift where remote data collection 
approaches are replacing manual processes that are 
presently being followed in construction related 
activities. Unmanned Aerial Vehicles (UAV) are 
being engaged in various construction 
applications, like real-time supervision, progress 
evaluation, surveys, mapping, safety evaluations etc.  
The paper discusses some of the typical challenges 
related to operations, data acquisition, and post-
processing of data collected using UAV when 
used in civil engineering applications. Issues 
related to obstructions, reflection, illuminations, 
lighting condition, blurred image data, inaccuracies 
in georeferenced image data etc. are discussed and 
possible solutions suggested based on a field study. A 
DJI Phantom 4 Pro V2.0 was used in data 
collection and the solutions for various issues 
identified from literature were evaluated and 
discussed based on collected field data. Feasible 
solutions for the above mentioned problems are also 
discussed and presented.  

Keywords – Image Recordings; Recording Challenges;
Construction Site Monitoring; Photogrammetry;
UAV data processing challenges 

1 Introduction 
Over the last decade, use of Unmanned Arial 

Vehicles (UAV) in civilian activities have increased 
rapidly which ranges from infrastructure development to 
surveillance, goods delivery, agricultural, mining and 
many more [1]. Infrastructure development sector has 
started using UAVs in construction related activities like 
progress monitoring, surveying, aerial photography and 
surveillance, visual inspections, safety inspections, 
quantity take-off and estimation, defect and damage 
detection etc. [2]. Visual monitoring using camera 
equipped UAV is being used in earthwork measurement, 
damage assessment on structure, archeological site 
survey, safety planning and monitoring in high rise 
building construction, pavement distress detection, 
bridge inspections etc. [3, 4, 5, 6, 7, 8]. Utility of UAV 
data is not limited to construction monitoring at large, but 
can be extended for use in ortho-mapping, model 
development (digital elevation model, digital surface 

model),  augmented reality models, 3D plans for structure, 
mesh model etc., using point cloud data generated from 
digital images [9, 10]. Use of UAV based 
photogrammetric data has now become the preferred 
option for civil engineers due to the diverse utility, 
accuracy, cost effectiveness and pace of data collection 
when compared to manual survey options used earlier. 
Efforts to adopt new and innovative technologies often 
encounter issues related to implementation, processing 
and data extraction which needs to be identified and 
solved in order to inculcate these approaches in 
construction activities. The objective of this study is to 
enumerate operational, data collection and post 
processing challenges while working with UAV data and 
to identify and evaluate feasible solutions from literature 
using field data.   

2 Methodology 
Challenges while working with UAV can broadly be 
classified into three categories (Figure 1). Section 3 of 
the paper addresses operational challenges which 
primarily include challenges in flight planning, like 
trajectory planning for cost minimization,  avoiding data 
redundancy, occlusions, etc. [4]. Trajectory decisions 
often depend on the chosen flying height and required 
image overlay, details of which are included in section 3. 
Section 4 discusses the data collection issues related to 
occlusion, reflection, shadows etc. Issues encountered 
while working with blind spots, poor lighting conditions, 
similarity in object texture etc. during image processing 
is also discussed. Post-processing issues like blurred 
image, coordinate errors etc. are discussed briefly in 
section 5 of this paper.   

3 Operational Issues 
Flight planning for data collection involves trajectory 
planning, selection of data collection mode (manual or 
auto), deciding coverage area, selecting required image 
overlap etc., while accounting for logistical issues like, 
flight time, clearances, climatic issues etc. Trajectory is 
the path followed in data collection which often is the 
shortest route that can capture all required details along 
the project location. Selection of trajectory is often based 
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Figure 1. Classification of Challenges on working 
with UAV [4][5]. 

on optimizing coverage with minimal occlusions at the 
site. Even though trajectory is meant to cover maximum 
feature points of components falling in field of view 
(FOV) of UAV, pertinent details sometimes gets 
occluded as observed in schematic diagram (Figure 2). 
Semsch et al. (2009) in their study using multiple UAVs 
tried to identify the shortest trajectory that covers 
maximum feature points. After determining the starting 
points of UAVs, a surveillance algorithm which runs 
independently was used without any further coordination 
between the two trajectories. The occlusion-aware 
control mechanism developed during the study can be 
effective in trajectory planning for UAV-based data 
collection [11]. 

`

Figure 2. Graphical representation of occlusion in 
the FOV. 

Parameters like shortest trajectory, battery constraints 
are also variables that need to be considered during 
trajectory planning which are often equipment specific 
due to variations in pay load capacity, flying time etc. 
Factors like lighting conditions, speed and shutter timing, 
and relative location of light source etc. need to be 
accounted for before actual data collection. Logistics 
issues like obtaining flying clearances, permissions based 
on the size and weight of different UAVs, etc. often 
varies across countries, details of which are explained 

and compared by Shrivastava et al. (2019). 
Information/details required while seeking permission 
for aerial survey from concerned authorities are also 
addressed by the authors [1].  

4 Data Collection Issues 
Issue related to data collection is discussed below with 
probable solutions. 

4.1 Occlusions: Clutter, Auxiliary 
equipment’s 

Construction sites are often congested and cluttered 
with equipments which can lead to occlusions while 
collecting data remotely. Occlusions can be of two types 
(a) static occlusions and (b) dynamic occlusion [12, 13].
Static occlusions include missing data points due to
stationary objects like formwork, scaffolding etc.
whereas missing data points due to movement of workers,
moving construction equipment’s etc. can be considered
as dynamic occlusions as illustrated in figure 2 and 3 [6]
[7].

Construction sites are dynamic in nature which can 
lead to poor registration of dataset during progressive 
data collection. Given in Figure 3, is an issue related to 
dynamic occlusion while capturing data for foundation 
work at a construction site.  While calculating quantity of 
earthwork from day 1 and day 2, occlusion due to 
auxiliary equipment in captured data set can lead to errors 
in estimated quantities. The data is also difficult to 
register with previously collected data set. 

Figure 3. Example of dynamic occlusion 

Images presented in Figure 4 explains issues related 
to dynamic occlusion in data collected for construction 
monitoring at site. Some of the ground control points 
(GCPs) is covered with construction materials, while few 
are occluded by clutters. Randomness, prompted by ease 
of construction, in positioning and arrangement of 
materials at construction site can lead to dynamic 
occlusions and difficulties in registration. Manual data 
processing techniques can address these errors to certain 
extent by eliminating identical objects with variable data 
sets from captured images or by registering only common 
points in both the data sets. However, issues may arise 
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especially while using automated or unsupervised data 
processing algorithms.   

Figure 4. (a) Marked GCP at construction site and 
(b) GCP occluded due to site activities.

Solution: Researchers presented different solutions to 
address dynamic occlusions ranging from 2D image 
processing to 3D photogrammetric techniques. The data 
collected for generating meshes and point cloud may 
have disturbances due to similarity in colors of objects at 
site, say, scaffoldings vs other structural components. Xu 
et al. [8] presented a solution for eliminating similar 
issues using fast point feature histogram (FPFH) and 
random forest classification  algorithms.  Point cloud data 
were classified with linear fitting algorithm and by using 
the signature of histograms of orientations (SHOT) 
algorithm to detect the shape to make the results more 
accurate. Golparvar-Fard et al. used an alternate 
approach where instead of the fixed camera location, 
photographs were captured in a random/unordered 
manner from nearby locations to avoid occlusion. Using 
structure from motion (SfM) technique thereafter helps 
removing small occlusion automatically, and the 
generated point clouds will not require any post-
processing [9].  

Tuttas et al. (2014) used construction logics and 
precedence charts, which assume completion of severely 
occluded construction elements based on the completion 
of dependent elements [10]. Another option in addressing 
dynamic occlusion is through point picking method 

where the selected points can be easily recognized and 
registered when executed manually. The approach works 
around locating common points in different images and 
use them as tie point for creating dense point cloud. 
Photogrammetric software’s that can automate point 
picking approach are also available which saves time and 
can register more feature points. This method is further 
modified by Kim et al. (2013) using machine learning 
(ML) approach for comparing as-built vs. as-planned
data sets. They used supervised learning Lalonde feature
(which is a 3-dimensional vector that can be used to
detect linearity, surface uniformity, and scatter of a 3D
data set) and extracted structural components out from
the data set. The assessment is based on the extracting
data set of structural components only and neglecting
feature points related to an auxiliary equipment causing
occlusion [11].

Since construction sites and too complex and 
dynamic to handle, researchers have attempted many pre-
processing and post-processing strategies to overcome 
clutter and dynamic occlusions while processing 
captured data. A simplified approach followed during 
data collection is to alter the time of data collection, 
subject to construction schedule, so that dynamic 
occlusion such as moving personnel and equipment can 
be avoided [6]. Another approach is to consider dynamic 
occlusion as a static if they are stationary in multiple data 
sets. A good example would be a welding machinery for 
steel construction held in one location for many days 
while working personal uses it for nearby locations. 
Approaches mentioned below to remove static occlusions 
can be applicable in this case.    

Static occlusion on the other hand can be solved 
by adopting proper flight planning techniques and 
recording strategy. Trial and error approach are also 
being followed in many cases, where trial trajectories are 
used to identify areas where potential static occlusions 
may affect the registration. Trajectories are then modified 
to cover maximum details pertaining to objects relevant 
for assessment. A simulation study by Semsch et al. 
(2009) shows possibilities of managing occlusion, by 
testing trajectory even before flying. A good example 
would be AgentFly UAV simulation testbed which can 
be used to model a real world to create a framework for 
flight planning and collision avoidance [4].  Figure 5 
shows a similar issue related to static occlusion in field 
which was overcome by using multiple trajectories.   

Another approach in reducing registration 
inaccuracies is to ensure a large overlap between two data 
set, which helps increases the number of feature points. 
The feature point are higher in figure 6(b) as the number 
of occlusions reduced by changing the trajectory of the 
UAV [5].  

GCP 

GCP Occluded 

a 

b 
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Figure 5. (a) Occlusion due to structural 
component, (b) occlusion avoided using different 
UAV trajectory. 

Figure 6. showing (a) missing cloud points due to 
occlusion (b) missing point filled up using images 
from modified trajectory. 

4.2 Issues related to camera positioning 
Aerial photographs captured using UAV can either be 

vertical or oblique.  A vertical photograph can be taken 
by keeping the camera’s optical axis in a direction 
perpendicular to the ground surface, whereas in oblique 
photography the camera’s optical axis carries a 
depression angle (angle at which the optical axis is 
depressed below the imaginary horizontal line drawn 
along the camera axis) between 0o and 45o [12] [13]. 
Figure 7 shows a schematic representation for vertical 
and oblique photography.  

Figure 7. Representation of vertical and oblique 
coverage.Solutions: Vertical photography is beneficial 
in creating ortho-images that can be superimposed on 
the digital plan of structure for comparison. Oblique 
image is useful in capturing facades of structure. For 

vertical photography, the scale always remains a 
constant whereas oblique photography can have a 

variable coverage depending on the inclination angle of 
camera. If GPS or RTK option is available in UAV, 
images can be geotagged which eliminates scaling 

issues in oblique images. Rao et. al. (2018) observed 3D 
model reconstructed from oblique photography to be 

more precise and less noisy when compared to models 
based on vertical photogrammetry [14]. Table 1: 

Comparison between points generated by oblique and 
vertical images.  

Parameters Vertical 
images 

Oblique 
images 

No. of images 4 4 
Processing time 49 sec 60Sec 
Accuracy Medium Medium 
No. of points 1531286 1648910 

Table 1. above shows details of parameters used in 
capturing images using a stationary UAV to develop 
point cloud showing differences in data set generated due 
to camera positioning. Point cloud data shown in figure 8 
was generated using oblique and vertical images captured 
using a DJI Phantom 4 Pro V2.0 with 3-axis (pitch, roll, 
yaw) gimbal flying at a height of 30 m.

Captured using different trajectory 

Static Occlusion 
a 

a 

b 

Missing points 
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Figure 8. 3D point cloud model of the vertical and 
oblique images.3D point cloud model shown in Figure 8 
suggest models developed using oblique images to have 
more coverage and feature points. The number of data 
points generated were also high in case of oblique 
images as shown in table 1. The results are in 
agreement with observations by previous researchers 
where the angle between ground and the camera 
was found to significantly affects the density of point 
cloud generated [21, 22]. Aicardi et al. (2016) and 
Chen et al. (2017) recommend using an inclination 
angle of 0o to 30o for obtaining dense data clouds as 
the points density start decreasing for angles above 30o.  

4.3 Illumination, Reflections & Shadows 
Processing reflections and shadows in photographic 

images poses another challenge while working with these 
datasets. Illumination and reflections may arise due to 
light scattering, textural properties of materials, or 
differences in site conditions. These can affect the final 
data at the time of processing, due to pixel value changes 
on similar objects leading to inaccurate point cloud 
generation. Shadows generated due to location of light 
source can also influence the accuracy of final data set. 

Solutions: There are no literature available, to the 
best of our knowledge, towards addressing issues related 
to reflections and shadows in captured images.  Since 
reflections are primarily dependent on the position of 
light source, use of SfM approach can be a feasible option 
to address this issue (figure 9 [a, b]). Selection of vertical 

image capturing option instead of oblique photography 
can also be effective in certain cases. However, the final 
solution is very much site dependent and the choice has 
to be made on a case by case manner.  

However, Partama et al. (2018) suggested an alternate 
post processing approach to eliminate reflections and 
shadows, where videography was chosen over 
photographs, and ideal frames were extracted for 
processing.  Since the UAV was moving continuously, 
the frames obtained from the video had different extrinsic 
properties where pixel values of objects at a given 
location keep changing in extracted frames. The 
discrepancy was adjusted using a temporal minimum 
filter algorithm to extract data points with smaller RGB 
pixel values, thereby eliminating  the effect of  reflection 
leading to an increase in RGB value [15].  

Figure 9. (a) reflection due to water (b) reflection 
avoided by trajectory modification 

Since there are limited options available to address 
the issue related to shadows, two simplified approaches 
are generally followed during data capturing where 
trajectory modifications or camera positioning are altered 
to minimize the effect of shadows on the data set. A 
comparison of images collected using trajectory 
modification approach is included in figure 9 [a,b]. Even 
though selective post-processing strategies are being 
used to eliminate the effect of shadows, the process is 
time consuming and computationally heavy [16]. In 
summary, since the efficacy of strategies adopted to 
address reflection, shadows and illuminations can vary 
depending on site conditions, suggesting a unique 
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solution to address the problem may not be possible. 

4.4 Lightening condition: 
Difference in lighting condition can arise locally due to 
weather conditions or due to local features restricting 
light availability. Wierzbicki et al. (2015) observed a 25 
percent reduction in point cloud density on using data 
from ortho-images collected during poor weather 
conditions [17].  

Figure 10. (a) Multiple shadows due to structural 
elements (b) Shadows due to adjacent structures 

Since lighting issues can affect quality of the 
collected data, a common approach followed is to 
increase ISO values of photographs.  This approach may 
not be feasible for UAVs as the proportionate increase in 
image capturing time can result in noise generation or 
motion blur due to stability issues in UAVs. Differences 
in lighting condition can also result in over/under 
exposure of images from FOV resulting in quality issues 
on point clouds generated.   

Solutions: Even though artificial lightning can be a 
solution, the idea may not be feasible for all locations and 
often not cost effective (Perfetti et al., 2017). Efficacy of 
vehicle mounted lighting will also depend on 
power/battery/payload constraints of the UAV used. 
Improving quality using artificial lighting can have range 
limitations, as it can give a better quality image of 
elements in the foreground as against a noisy image for 
background elements. Other option is to increase ISO 
sensitivity and slowing down the shutter speed. ISO 
sensitivity represent the camera’s ability of capturing 

light. The captured light is then converted into electrical 
signals, and by amplifying the signals the ISO sensitivity 
can be increased. Even though ISO changes allow us to 
capture images with many feature points, a reduced 
shutter speed slow down the data collection process (due 
to the additional time taken by cameras to adjust to the 
changes). Increase ISO can also lead to noise, grains, and 
blur which also get amplified with the signals. Method of 
changing ISO may not always be beneficial while 
aligning images for processing as the available feature 
points vary significantly with luminosity factor due to 
differences in captured pixel properties [18]. Use of High 
Dynamic Range (HDR) techniques can result in motion 
blur due to the longer exposure time required for 
capturing images. Hence the option may work reasonably 
only in cases were vehicle movements can be controlled 
manually.   

4.5 Textural data 
Properties of pixels in raster image captured from 

UAVs is dependent on texture of the object. Processing 
images of objects with quasi-uniform color, say concrete, 
is often challenging as distinctive feature point are hard 
to obtain.  Hence feature points are often identified along 
edges and corner of the element which has different pixel 
values from the rest of the surface. The mesh generation 
and reconstruction from these data are often less accurate 
due to decrease in point cloud density.    

Figure 11. 3D point cloud model of the under-
construction foundation work. 

Solutions: During field experiments, the authors 
came across issues due to reduced point density while 
performing dense reconstruction of objects with poor 
texture properties.  Textural issues were also found to be 
dependent on lighting conditions as the quality of images 
reduces with deterioration in lighting as observed in point 
cloud data given in figure 11.   

4.6 Blind Spots 
Accessibility issues can create problems during data 

collection. Data collection on open construction sites like 
pavements are easier in comparison with data collection 
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on complex residential structure due to accessibility 
issues. The field of view (FOV) for UAV is limited and 
typically lies between 70o to 95o [19]. The coverage of an 
area also depends on the inclination angle of camera used 
during data collection. Figure 12 shows an example of a 
blind spot encountered by the author during field study.   

Figure 12. Blind spot encountered during the field 
experiment. 

Solutions Perfetti et al. (2017) suggested the use of wide 
angle lenses such as fisheye to enhance the FOV during 
data accusation [18].  However, the level of details 
achievable using this approach is often less than what is 
required for generating a dense point cloud. Use of 
vertical camera positioning instead of oblique 
positioning may help getting more feature points than by 
using a wide-angle lens.  

5 Post-processing issues 

5.1 Blurred Images 
Since UAVs fly at a height of more than 30m to 

capture images, the captured data is often affected by 
wind, vibration and stability issues of UAV. In Blurred 
images, pixels get distorted; the RGB values and vectors 
of the image changes, which can all affect the quality of 
point cloud generated.  

Solutions: Haar algorithm (HAAR), intentional 
blurring pixel difference algorithm (IBD), SIEDS 
(saturation image edge difference standard-deviation) are 
some of the available techniques to detect and remove 
blur from the images. Nobert et al. (2011) evaluated the 
effectiveness of SIEDS algorithm on two data sets 
collected using UAV and found the algorithm to be 
reliable in detecting blurred images  [20][21].   

5.2 Coordinate errors 
Modern UAVs often have on board GPS that can create 
geotagged images and thereby generate geo tagged cloud 
points. However, problems can arise due to differences in 
latitude or longitude data for a given location in the 

dataset collected during multiple runs as the GPS may 
link with different set of satellites during individual runs. 

Solutions: Use of real-time kinematics (RTK) in 
post-processing of data or use of local coordinate system 
instead of the global coordinate system can help 
overcome this issue [20].     

6 Conclusion 
Construction sites pose several challenges during 
collection and photogrammetric processing of images 
collected using UAVs. Use of occlusion-aware control 
mechanism developed by Semsch E. et al. (2009) may be 
an effective option for flight planning operations. Issues 
related to static and dynamic occlusions during data 
collection can be addressed in part by changing trajectory 
and angle of capturing data or by using machine learning 
approaches during post processing to remove irrelevant 
data points. Cloud density was observed to be higher 
when oblique images were used in point cloud generation 
when compared to vertical images. Even though density 
of point cloud may be compromised, mesh generation 
and reconstruction using edge and corner based feature 
points appears to be the only available option to segregate 
objects with similar textural properties. Discrepancies 
arising from differences in GPS coordinates may be 
addressed either by using RTK or a local coordinates 
system.   
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Abstract – 
In 2014, a regular inspection of public 

infrastructure facilities (bridges, etc.) once every five 
years be-came a legal system. Of the approximately 
730,000 bridges nationwide, 530,000 are small-scale 
bridges with a bridge length of 2-15m. These bridges 
are often not easily accessible by inspection engineers. 
Therefore, in this study, for the purpose of studying 
inspection methods as an alternative to visual 
inspection for small-scale bridges, development of 
inspection robots, examination of efficient methods 
for creating 3D CAD data, inspection using 3D models. 
We examined the results from four viewpoints, the 
management system of results and the extraction of 
damaged parts from photographs by AI. As a result 
of the research, we conducted demonstration 
experiments several times, arranged the scope of 
technology application according to the usage scene, 
and clarified the definition of functional requirements. 
This can be expected to contribute to the development 
of more efficient inspection, improvement of 
productivity, safety, etc. in future small-scale bridges, 
as a material for development for actual operation. 

Keywords – 
Bridge Inspection; Structure from Motion; 3D 

Damage Figure; AI Damage Detection 

1 Introduction 
In 2014, the Japanese Ministry of Land, Infrastructure, 

Transport and Tourism (MLIT) put in place regulations 
requiring periodic inspections of public infrastructure 
facilities (e.g., bridges) once every 5years [1]. This meant 

that municipally managed bridges that were not 
previously subject to regular inspections, were inspected 
all at once. Many of these bridges are relatively small and 
difficult to inspect. Provisions were often made for sites 
that could not be approached without risk to inspectors, 
such as use of various inspection equipment or 
adjustments of inspection timing, but even this was 
insufficient for some sites, resulting in “inspection 
impossible” categorization. 

There are about 730,000 bridges in Japan, of which 
around 530,000 are small structures measuring 2–15 m in 
length. Many such small bridges are not easily accessible 
to inspectors, making visual inspections according to the 
designated procedure impossible. In 2019, the MLIT 
revised the inspection procedures, allowing them to be 
based primarily on close-up visual inspections, and 
permitting the use of new technologies for 
complementing or replacing close-up visual inspections 
by inspectors [2]. These revisions allowed conditional 
use of drones or robots for inspecting conditions at sites 
that are otherwise difficult to approach. Further, there are 
plans to develop guidelines on the use of new 
technologies, which requires the development of efficient 
inspection technologies and investigation into their scope 
of application. 

2 Objectives and Methodologies 
In this study, we conducted proof-of-concept 

experiments targeting various issues and risks for small 
bridges with the aim of investigating the scope of 
application of technologies according to usage scenarios, 
clarifying functional requirement definitions, and 
providing material for developments toward actual 
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operations. 
We develop a robot for use in place of human visual 

inspections at sites that cannot be entered, or where entry 
is possible, but space is insufficient for inspections. Such 
a robot would likely be effective for application to 
various civil engineering structures, but in this study, we 
focus on its application to small bridges. 

The implementation plan and focus of this study are 
as follows. To investigate and extract various issues and 
the scope of application, we conducted proof-of-concept 
experiments such as robot operation tests, data 
acquisition via mounted equipment, and post-processing 
tasks using the acquired data, and provided comments 
regarding their implementation. 

2.1 Development of an inspection robot 
Concerns surrounding safety, labor shortages in the 

construction industry due to low birthrates and the aging 
population, and a shortage of engineers in local 
governments have prompted active research and 
development of inspection robots for the purpose of more 
economical inspections. The MLIT has published 
materials on inspection support technologies [3], but 
most are related to the use of drones and target relatively 
large bridges. In this study, we developed a robot capable 
of entering beneath bride girders in place of a human. 

2.1.1 Conditions 

Based on our knowledge accumulated over 20 years 
of experience in bridge inspections and surveying tasks, 
we set the primary specifications for the robot as follows. 
A height of 70 cm is sufficient to allow human inspectors 
to enter the space beneath bridge girders but make it 
difficult to look up at the girders (slabs) that are the target 
of inspections. Figure 1 shows the state of inspection 
tasks for a bridge of the same scale as the bridges targeted 
in this study. 

 The robot must be capable of entering and exiting a 
70 cm space beneath bridge girders. 

 It must be possible to mount cameras or other 
devices capable of recording damage. 

 The robot must be capable of traversing over small 
rocks, mud, and other surface irregularities of up to 
several centimeters in size. 

2.1.2 Implementation plan and focus 

In developing the robot, we first selected usage 
scenarios for various issues such as expected operational 
environments, communication environments, and robot 
operations under low visibility situations. We next 
investigated what equipment should be installed. In 
proof-of-concept experiments, we first verified factors 
such as the operational performance of the robot, wireless 
communication quality between it and its controller, and 

the mounting position of the mounted devices, and then 
we varied and investigated types of mounted devices, 
their mounting positions, and settings for data acquisition 
methods. Figure 2 shows the robot developed in this 
study, and Table 1 lists its primary specifications. 

 
Figure 1. Status of inspection work on small 
bridges 

 
Figure 2. Developed robot and 3D CAD 

Table 1. Primary specifications of the robot developed 
in this study 

Specification Value 

Size Width: 498mm/Depth: 592mm 
/Height: 375mm 

Weight 4.0kg 
Transmitter device Futaba 14SG 
Receiving device COOLTECH R7008HV 
Tire 140mm Off-road tires 
Athletic 
performance 4WS 

2.2 Efficient method for 3D model data 
creation 

The MLIT has been carrying out common 
information model (CIM) tasks since 2012 and has 
confirmed information sharing and safety improvement 
effects among stakeholders using three-dimensional (3D) 
models during infrastructure design and at construction 
sites. Based on the CIM model creation specifications, 
Yamaoka et al. [4] , [5] verified usage methods in 
maintenance management using precise CIMs created at 
the design stage. Further, Shimizu et al. [6] developed a 
system for managing photographs taken during 
inspections in a 3D model. They also proposed a method 
for constructing 3D models by parametric modeling, and 
this method is highly effective for newly creating 3D 
models of existing bridges that are undergoing 
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maintenance and for which models do not exist. However, 
humans or drones generally take photographs in these 
cases, and there are no examples of creating 3D models 
from photographs taken beneath the girders of small 
bridges using an autonomous robot. 

In this study, we therefore investigated methods by 
which data obtained from a robot entering the space 
beneath bridge girders can be easily and efficiently 
applied to creation of 3D model data. In bridge 
inspections as well, there are increasing opportunities for 
converting 2D image data into 3D point group data 
through “structure from motion” (SfM) processing, 
allowing creation of 3D model data. Specifically, a fixed 
laser scanner is used to interpolate complex forms that 
could not otherwise be acquired. These are conditions 
like those of the small bridges targeted in this study. 

2.2.1 Conditions 

Bridges are built in various forms, but we limit our 
focus to girder bridges with reinforced concrete slabs and 
box culvert bridges, which account for the majority of 
small bridges. 

2.2.2 Implementation policy and focus 

As an initial point of interest, it is important to acquire 
still images with sufficient overlap for performing SfM 
processing. We performed proof-of-concept experiments 
to investigate how such images can be acquired not by 
humans, but by robots. Specifically, we established photo 
acquisition methods (for still images and video), photo 
resolutions, overlap ratios, distances to the target 
structure, view angles, and the presence or absence of 
feature points, and evaluated accuracy for point cloud 
data generated through SfM processing under various 
environments. 

For our second point of interest, we created 3D 
modeling data from the generated point cloud data. 
Currently, computer-aided design (CAD) engineers must 
select (click) arbitrary points among point cloud data to 
create line segments and surfaces based on their 
experience and knowledge of bridge construction and 
combine these to create 3D model data. This is a 
bottleneck because the process requires huge amounts of 
time and labor. We therefore investigated methods for 
performing this task more efficiently and with less effort. 

2.3 Inspection results management using 3D 
models 

We constructed a prototype support system for 3D 
damage map creation as a management method for 
accurate and reliable sharing of structural lifecycle 
information among facility managers, inspectors, and 
repair workers, and investigated its necessary functional 
requirements. As the development environment, we used 
Unity [7], an integrated game development environment 

by Unity Technologies that can handle 3D models. 
Table 2 shows the performance requirements. It is 

important to confirm the system’s use as a platform that 
allows information sharing between stakeholders in 
different positions. 

Table 2. System function Lists 

No Function 
1 Bridge Specific Data Registration 

2 Specifications Data of bridge 
Registration/Browse/Editing 

3 Data Search 
4 View and Operation of 3D model of bridge 

5 Damage Data of bridge 
Registration/Browse/Editing 

6 

Narrowed-down display of damage 
information 
(Part of Member/Damage Kind/Damage Rank 
level) 

2.4 Application of AI to detection of damage 
in photographs 

We investigated conditions for application and 
operation of artificial intelligence (machine learning) to 
extract training data for automatically discovering 
damage from among the huge amounts of image data 
acquired by robots that are unable to distinguish between 
soundness and abnormalities.  

Inspectors apply machine learning using as training 
data photographs of damage taken as in conventional 
inspection methods from near the structure, thereby 
creating a discriminator. This discriminator is used to 
identify damage in photographs taken by the robot and 
consider the results. 

3 Implementation 

3.1 Development of the inspection robot 
3.1.1 Mounted equipment 

Primary mounted equipment consists of a camera for 
robot operations, a camera for photographing damage 
(we compared two models, a Panasonic GH5S and a 
GoPro Hero7), and LiDAR (Velodyne VLP-16 Hi-Res) 
for position tracking. 

3.1.2 Robot dimensions, maneuverability, and 
operability 

Table 1 shows robot data, such as its dimensional 
specifications. The requirements call for an ability to 
enter beneath a bridge girder of height 70 cm and to 
acquire images of its underside, so as to ensure a constant 
view angle; the design is for a 15 cm distance from the 
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tire contact surface to the baseplate on which the 
equipment is mounted. We must also consider possible 
obstacles to the robot’s undercarriage as it advances 
beneath small bridges, such as sediment (mud and sand), 
gravel, pebbles, dead leaves, and vegetation. Therefore, 
to improve its operability and obstacle avoidance 
performance, we adopted four-wheel steering (4WS), a 
steering method that allows independent setting of 
steering angles for each wheel of the robot. Further, we 
set the tire diameters to 140 mm to allow operation in 
small amounts of water. We attempted use of continuous 
track propulsion in preliminary experiments but leaves 
and twigs frequently became caught in the treads, 
immobilizing the wheels, so we adopted tires instead. For 
the battery, we used a small, lightweight, high-power 
lithium polymer battery, and allocated sufficient space in 
the robot’s middle for mounting a battery with capacity 
for 1 hour of continuous operation. In terms of image 
transmission between the operator and the robot that has 
entered a narrow space, we confirmed that transmissions 
were not interrupted from beneath the target bridges with 
which we conducted our experiments. We further 
confirmed that image transmissions were uninterrupted 
during gradual movement of the operator’s position 
about 20 m upstream and downstream from the center of 
the road surface and beneath the bridge. We did not 
conduct tests from farther distances because 20 m was 
considered sufficient for the small bridges targeted in this 
study. 

3.1.3 Proof-of-concept experiment I 

We performed this experiment with a bridge of length 
2.0 m, width 4.5 m, and 80 cm clearance beneath girders. 
We confirmed positioning of onboard devices, the quality 
of SfM processing results using acquired images, and the 
possibility of position tracking by the LiDAR. Tables 3 
and 4 list parameters investigated in each proof-of-
concept experiment. 

When investigating parameters related to SfM 
processing, we used two camera models to confirm 
differences in camera image quality and view angle. We 
also confirmed differences arising due to turning the high 
dynamic range (HDR) setting on or off in each 
installation direction and when using or not using wide-
angle mode. To investigate whether substitution of the 
equipment used for normal inspections as a photocontrol 
point improves the results of SfM processing, we also 
used the presence or absence of photocontrol points as a 
parameter. 

When setting LiDAR-related parameters, to verify 
any differences due to the incident angle of the laser on 
the structure and the reference object, we investigated 
three horizontal installation angles, using the presence or 
absence of a reference object as a parameter. 

Table 5 shows primary specifications for the bridge 

used in this proof-of-concept experiment, and Figure 3 
shows a photograph of the proof-of-concept experiment 
being carried out. Figure 4 shows the installation angles. 
Figure 5 shows conditions for camera installation 
directions.

Figure 3. Demonstration work status 

Figure 4. LiDAR installation angle 

Figure 5. Camera installation directions 

Figure 6. SfM processing results 

Panoramic view (bridge1/ bridge2/ bridge3) 

Side view (bridge1/ bridge2/ bridge3) 

Material installation status  
(aluminium staff/ white line/ eslon tape) 

Horizontal direction   Vertical direction 

SLR camera at Bridge1    Action camera at Bridge1 
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The results of this experiment showed that when 
performing position tracking using the LiDAR, the 
bridge form was not reproduced in any case where the 
reference object was not installed on a side face of the 
bridge. Also, form replication tended to improve when 
the LiDAR was installed horizontally. This is likely 
because the ability of a laser to capture the installed 
reference well is more effective for shape reproduction 
than for capturing the bottom surface of slabs. 

However, installing plates for use as reference objects 
during inspections would be labor intensive and time-
consuming, making inspections highly inefficient. 
Further, wind could blow plates over, which is a potential 
task hazard. 

We next confirmed generation of 3D forms through 
SfM processing using robot-acquired image data. Figure 
6 shows the results of SfM processing using image data 
for the same bridge as acquired by a single-lens reflex 
(SLR) camera and an action camera. The SLR camera 
could partially capture forms before entering beneath 
girders but capturing structures beneath the girders was 
nearly impossible. In contrast, the action camera could 
capture the entire form, including beneath girders. Due to 
this difference, there were many omissions in point cloud 
data created using the SLR camera. One effect likely 
influencing this is the difference in brightness when 
entering the dark environment beneath the bridge 
compared with the bright environment outside. Figure 7 
compares still images captured by the SLR and action 
cameras. The action camera automatically and 
immediately changes brightness settings when entering 
beneath the girder, allowing capture of clear images 
while operating there. It is of course possible to change 
brightness settings for an SLR camera, but considering 
operability during inspections, the ease-of-use of an 
action camera likely makes it better suited to inspection 
tasks. Such cameras are also superior in terms of their 
small size and low weight. 

Table 3. Study parameters (SfM) 

Value Note 

Camera 
Type 

Single-Lens Reflex 
(SLR) camera 
Action camera 

Installation 
direction Vertical / Horizontal 

Shooting 
method Still Image / Video 

Shooting 
interval  
3 Cases 

Control 
point With or Without 

Eslon tape 
paste on Deck 
slab bottom 

Camera 
Settings 

Wide angle mode: 
On / Off 
HDR mode: On / Off 

Figure 7. Comparison of still images from single-
lens reflex cameras and action cameras 

Table 4. Study parameters (LiDAR) 

Value Note 
Installation 
direction Horizontal/15°/45° 

Reference object 
(Board) With or Without change 

distance 
Reference object 
(White Line) With or Without 

Reference object 
Shape/Size 

Aluminium 
staff/board/man 

change 
distance 

Table 5. Bridge Specification 

No Length Width 
Height of 
under the 

girder  
Structure type 

1 2.0 m 4.5 m 85 cm RC Deck Slab 
bridge 

2 2.2 m 4.0 m 70 cm RC Deck Slab 
bridge 

3 13.0 m 1.8 m 85 cm 
(Inner) 

Concrete Box 
Girder bridge 

3.1.4 Proof-of-concept experiment II 

Based on the results of proof-of-concept experiment I 
that concerned LiDAR-based position tracking, in proof-
of-concept experiment II we verified whether equipment 
used in conventional inspection tasks or inspectors 
themselves could substitute for the reference object. To 
confirm any influences of surface shape or size of the 

SLR camera      Action camera 
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reference object, we investigated cases where an 
aluminum staff and an inspector were used as reference 
objects. Figure 8 shows a photograph of the installed 
reference object. 

In proof-of-concept experiment II, we set 
investigated parameters with a focus on photography 
conditions for the action camera, and we considered what 
effects these might have on the generation of 3D forms.  

To confirm the conditions inferred from the results of 
proof-of-concept experiment I, we set investigated 
parameters in consideration of improved operability, 
efficiency, and safety of inspections, confirmed whether 
similar trends were reproduced in experiments performed 
on two bridges of similar type, and investigated the 
validity of the inferred conditions. 

The results suggested that parameters minimizing 
defects in the 3D form were a fisheye lens mode, 
horizontal installation direction, and illumination turned 
on. No differences were seen between still images and 
video capture. Because video capture has improved on-
site operability, and clipping intervals can be adjusted for 
still image extraction in post-processing, video capture is 
likely most appropriate. 

Figure 8. Installed reference object 

3.2 Efficient methods for 3D model data 
creation 

In LiDAR-based form measurements beneath a 
bridge girder was possible to capture the form of bridge1 
and bridge2, but not bridge3. This was likely because it 
was impossible to maintain continuous recognition of the 
installed reference object. 

We constructed an algorithm for generating 3D model 
data from 3D point cloud data. Table 6 describes an 
overview of processing, investigation content, and 
processing content in each step. First, we prune the point 
cloud data to improve processing speed. We next perform 
clustering to estimate planar regions in the target object. 
The existence of point cloud data other than those 
belonging to the modeled bridge lowers modeling 
precision, so we remove such data and perform 3D 
labeling before processing for planar-surface fitting. 
When planar surfaces are formed, their intersections with 
other planes are taken as edges. We created an algorithm 
that creates a surface model from the vertices generated 
up to this point, and then a triangulated irregular network 

(TIN), finally converting data into a specified CAD 
format. 

Table 6. Process overview and examination/process 
details of each process 

No. Process Overview Investigation/Processing 
1 Point 

cloud 
data 
pruning 

Reduce 
point cloud 
data 
acquired 
by SfM 

Pruning processing is 
sped up by using an 
octree data structure. 

2 Normal 
vector 
clustering 

Group the 
resulting 
point cloud 
data for 
each 
generated 
plane  

Generate planes from 
points in a given space by 
the least squares method 
and perform clustering by 
the K-means method 
using the angle formed 
by the Z-axis and the 
normal vector for each 
plane. 

3 3D 
labeling 

Remove 
point cloud 
data not 
subject to 
modeling 

For all spaces in the 
space octree, merge 
connectable grids 
(labeling by distance), 
leaving only spaces 
containing point cloud 
data, and remove labels 
that do not correspond to 
some minimal volume. 

4 Planar 
fitting 

Generate 
fitted 
planes for 
each label 

Use the least squares 
method for fitting. Planes 
determine the outer 
region within the range 
including the projected 
points. 

5 Edge 
extraction 

Generate 
surface 
model 
vertices 

Search for intersections 
between a given plane 
and other planes; where 
intersections are found, 
update boundary as 
edges. 

6 Surface 
modeling 

Generate 
surface 
model 
from 
generated 
vertices 

Generate a TIN using 
Delaunay triangulation. 
Convert the TIN into a 
specified CAD format 
and output. 

To confirm the utility of the algorithm, we performed 
trials using highly accurate point cloud data as 
verification data and confirmed that the 3D model data 
were generated as expected. We used a ground-based 
laser scanner (Focus S350; FARO Technologies, Inc.) to 
generate ideal point cloud data for verification. Further, 
we performed SfM processing using image data acquired 
by the robot, performed verification using the generated 
data, and were thereby able to construct a model. By 
calculating root mean square values for planes in the 

Board Man Aluminium staff 
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generated 3D model data and the point cloud data, we 
confirmed that accuracy was within the LiDAR catalog 
value of ±0.030 m. This can be considered as sufficient 
accuracy for 3D model data applied to the maintenance 
management that is the objective of this study. 

No method for quantitatively evaluating SfM-
generated point cloud data has been established. 
Therefore, there is need for performing various 
verifications in the future to establish evaluation methods 
and confirm robustness in actual operations. 

3.3 3D model-based inspection results 
management system 

We constructed a prototype support system for 3D 
damage map creation to allow stakeholders to intuitively 
and accurately grasp and share locations and states of 
damage and identified and organized application ranges 
and issues for various parties. 

The Windows application maintains a database of 
bridge specification data, damage information, and 
damage site ID numbers. The Unity application displays 
3D model data on a screen. This system has functions for 
superimposing damage data on model data and for 
confirming and editing damage information. 

The system is designed to maintain minimal 
information on bridge specifications, assuming there are 
components such as a ledger system already managed by 
the local government. Similarly, for inspection 
information, we prepared a database table using a 
damage location identifier as its key to represent damage 
locations, assuming a connection with an existing system. 

Table 7 lists the main issues as indicated by persons 
responding to a survey that involved 200 visitors to an 
exhibition. Figure 9 shows the main screen of the 
constructed prototype system and the damage data input 
screen. In future work, we will develop a mechanism or 
device that allows efficient association of damage sites 
on the 3D model data.  

. Many small bridges in Japan have a low 
maintenance cost per bridge. Therefore, the current 
situation is that there is almost no cost to newly create 3D 
model data. How to efficiently create 3D model data is 
important. 

In this study, it was found that the structure and shape 
of a small bridge is simple, and it is difficult to 
understand the damage situation if a damage map is 
expressed by a 3D model. 

In such a case, the use of CAD data as 3D model data, 
rather than using CAD data with colored point cloud data 
or textures attached, improves the grasp of damage 
conditions. 

In future R&D, it is necessary to add a function that 
can read such data to the system. 

Figure 9. System screen and damage data 
registration/browse screen. 

Table 7. Main issues as indicated by persons 

Role of each 
persons Main issues 

Facility 
manager 

Support function to make an optimal 
maintenance plan. 
Interoperability with the existing 
road management system (ledger 
system). 

Bridge 
Inspectors 

Output function for inspection 
reports. 
Automatic registration of damage 
location. 

Repair 
workers 

Optimal repair method and 
construction planning support. 
Automatic calculation of 
construction quantity. 

3.4 AI application to identification of damage 
sites from photographs 

We investigated algorithms and prepared an 
environment for introduction of AI methods. For training 

data, we used photographs previously taken by the 
authors or other inspectors judged as indicating damage. 

For damage photograph labeling, we compared cases 
of labeling performed by inspectors and those by 
inexperienced persons provided with samples. 

The results of discrimination in robot-acquired 
images included misidentification of cracks, peeling, and 
rebar exposure, an overall lack of recognition of peeling, 
and differences in scopes of occurrence. The results thus 
included many misidentifications of locations, scopes, 
and types of damage to be extracted. However, we 
obtained knowledge about constructing a learning 
environment and learning data, which enabled 
identification of requirements for condition setting. The 
following are items we identified as being particularly 
important development policies: 
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 Ensure consistent labeling of training data and
prepare learning data that are high-quality
(annotated) as well as abundant. Document how
inspectors think for conversion from tacit to formal
knowledge and identify what should be learned and
how.

 Clarify relations between the required learning data
scale and classification performance for each target
damage class (e.g., damage type and degree) to be
identified.

 Develop and formulate tools, interfaces, and
operation processes that are linked with tasks so that 
learning data can be collected without placing
burdens on primary tasks.

 Manage training data not as individual image files
but matched with bridge specifications and other
related information.

4 Conclusion 
In this study, we summarized the requirements for 

robot development that can enter the girders of small 
bridges and acquire necessary and sufficient data for 
post-process work from the viewpoints of technological 
trends, development and maintenance costs, and 
versatility. 

We have developed a robot that enters and exits under 
the girder of a small bridge with a space below the girder 
height of 70 cm or less. In addition, we performed a 
comparative verification of the conditions and 
installation methods of the equipment mounted on the 
robot and proposed an efficient method for 3D model 
data. 

Regarding the 3D damage map creation support 
system, the system requirements and issues were 
organized from the perspective of the relevant parties 
(facility managers, inspection operators, repair work 
operators, etc.). In addition, it is also important to 
propose activities to replace the current 2D drawing 
management method with the proposed method. 

Regarding damage extraction by AI, the requirements 
for a series of maintenance up to the introduction of AI 
have been arranged. 

In the future, further verification in various bridge 
types and under girder environments will be required for 
actual operation. 
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Abstract – 

In recent years, deterioration of concrete structu-
res such as floating and delamination has occurred. 
These damages can lead to the falling of concrete 
pieces. It may cause damage to third parties such as 
vehicles or pedestrians passing under the bridge. 
Therefore, the concrete damages need to be detected 
and repaired early. 

Japanese highway companies conduct hamme-
ring tests on concrete structures once every five 
years to detect damages such as floating and flaking. 
However, the inspector must be near the bridge to 
perform the hammering sound inspection, which 
requires work at a high place and a lot of time and 
cost. Also, when using aerial work vehicles, traffic 
regulation under the bridge is required which may 
cause traffic congestion and accidents. 

Infrared thermography is a non-destructive 
inspection technique that detects areas of floating or 
delamination by imaging a unique temperature 
distribution on the concrete surface using an 
infrared camera. The inspection cost of infrared 
thermography is significantly lower than that of 
hammering test.  Since it is a long-distance non-
destructive inspection, work at heights and traffic 
restrictions are not required. However, it is difficult 
to ensure the accuracy of damage detection because 
the peculiar temperature distribution acquired by 
infrared thermography includes an abnormal 
temperature distribution caused by something other 
than damages. 

In this study, by using deep learning, we 
improved the accuracy of the unique temperature 
distribution imaged by infrared thermography and 
ensured detection accuracy that can be used 
practically. We also report on the construction of an 

automatic discrimination system that implements the 
deep learning discrimination algorithm on a cloud 
server.  

 
Keywords – 

Deep Learning;Infrared Thermography;Cloud 
Computing System 

1 Introduction 
Aging of concrete structures has been escalating 

recently, and there have been several reports of concrete 
piece falling accidents due to fractures of PC 
reinforcement rods and PC stranded wire in prestressed 
concrete, or corrosion of reinforcement steel rods. For 
instance, On April 3, 2009, the cover concrete with a 
length of 1 m, a width of 100 mm, a thickness of 260 
mm, and a weight of 6 kg fell due to the corrosion of the 
rebar installed in the drainage unit of Tooridani bridge 
in Shikokuchuo-city. If flaky concrete hits a passer-by, 
it can cause a secondary disaster, so such accidents 
should be prevented as much as possible. 

Several nondestructive inspection (NDI) techniques 
are available for the task [1][2]. In our project, we have 
decided to establish a detection technique of areas with 
floating and delamination based on the passive infrared 
thermography method, which would not limit the target 
bridges and should be able to inspect the target remotely 
and entirely. 

The infrared thermography method has already been 
applied in the detection of floating of building tiles, but 
currently, it has not been applied to the inspection of 
floating and delamination of the concrete structures that 
have been put to practical use[4][5]. That's because the 
detection rate is significantly lower than conventional 
hammering tests. To enhance the detection rate, we first 
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examined infrared cameras by comparing their 
performances. As a result, the most suitable type was a 
cooling type camera, which has a shorter measurement 
wavelength range. We also developed a method to 
analyze the acquired thermal images and detect 
damages thoroughly. Specifically, it enables the 
machine to detect damages through machine learning, 
which has learned both  anomalous forms in the areas of 
temperature alteration and the texture within the target 
areas. 

2 2 EQUIPMENT AND METHOD OF 
INSPECTION 

2.1 Equipment 
ASTM D 4788 (Standard Test Method for Detecting 

Delaminations in Bridge Decks Using Infrared Thermo-
graphy) requires the following conditions in thermal 
imaging [3]. 
1) Targets that are in constant contact with water, ice, or 
snow should not be applicable for shooting; they must 
be dried at least for 24 hours. 
2) The condition with over 25 km/h wind velocity 
should not be applicable for shooting. 
3) Thermal imaging at night should be taken in fine 
weather. 

It also requires specific weather criteria for shooting 
as shown in the following table. 

 
Table 1. The weather criteria for thermal imaging. 

The weather condition of two hours 
before the test start 

Determination 

Fair Possible 
Fair with occasional clouds Possible 
Cloudy with occasional fine weather Possible 
Cloudy with temporary fine weather Impossible 
Cloudy Impossible 
Rain Impossible 

 

It is also critical to select the right infrared camera to get 
accurate detection results. Some of the essential 
specifications for an infrared camera should be its pixel 
resolution, detecting element, measurement wavelength, 
noise equivalent temperature difference (NETD), or 
frame rates, in which NETD is the most important. 
Regarding NERD, the infrared camera candidates we 
evaluated for our investigation were roughly classified 
into two groups; 0.02℃-NETD and 0.06℃-NETD. To 
determine the selection criteria for the thermal camera, 
we need to confirm the temperature difference in the 
target floating/delamination areas. Considering the fact 

that the typical cover of the bridge's upper structure is 
40mm, it is essential to select the camera capable of 
detecting cracks and voids 40mm below the surface. We 
built some model structures to investigate thermal 
cameras' detection capability and weather conditions 
and selected one that could detect the cracks and the 
voids 40 mm below. 

2.1.1 Building Model Structures and Photograp-
hing Conditions 

We built cubic concrete model structures. Each 
model has a void with the size of 100mm x 100mm 
(t=10mm) in a different depth from the surface; 20mm, 
30mm, 40mm, and 60mm, respectively (Fig. 1). In order 
to avoid the influence of daytime sunshine, a model was 
installed in the shade under the bridge on the Takamatsu 
Expressway and photographed at night (23:00) under 
weather conditions with a daily difference of 10°C or 
more. 

 

 
Figure 1. Concrete model structures and locations of 
voids. 

2.1.2 Thermal Images of Each Infrared Camera 

We used three cameras with different measurement 
wavelength and NTED in photographing model 
structures. We set two cameras of different NTED in 
line and photographed model structures simultaneously. 
Photographing with the camera of the minimum thermal 
sensitivity below 0.06℃ could not detect the void. The 
thermal images of the camera with minimum thermal 
sensitivity of 0.025℃ or less succeeded in detecting the 
void up to the depth of 40mm. We also learned that 
even the camera with below 0.025℃ minimum thermal 
sensitivity could not detect the void in 60mm deep, due 
to signal-to-noise ratio (SNR) of the camera. The result 
suggests that the camera with minimum thermal 
sensitivity below 0.025℃ is applicable for inspection of 
the upper structure, but not for lower structures with 
much thicker covers. 
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(a) Thermal sensitivity below 0.06℃ 

 
(b) Thermal sensitivity below 0.025℃ 

Figure 2. Thermal images of concrete model structure 

2.2 Thermal Environment Suitable for Infra-
red Thermography Method 

The infrared thermography method requires the 
generation and the retention of heat flow inside the 
target object for several hours. Usually, Equation 1 
should calculate the required time for the operation. 
However, due to heat transmission from the area around 
the target, it takes longer than the time derived from 
Equation 1 before the surface temperature of the 
floating/delamination area changes. In our experiment, 
the temperature change appeared in the condition with 2℃ 
difference continuously for an hour between object and 
air temperatures. 

3

2

where
: Heat transmission depth (m)
: Heat conductivity (W/mk)

: Time of appearance (sec)
: Density (kg/m )

c: Specific heat (J/kg K)

td
c

d

t










         (1) 

3 3 EXAMINATION OF THERMAL 
IMAGE ANALYSIS METHOD 

3.1 Necessity and outline of the thermal ima-
ge analysis method 

Some of the problems with infrared thermography 
measurements are the risk of overlooking and false 
detection of floating and delaminations by inspection 

personnel. Therefore, we have built an automatic 
detection system for floating and delamination based on 
machine learning. 

However, the analysis requires preprocessing of the 
target images. Due to the different thickness of 
components in concrete structures, external influences 
such as solar radiation cause temperature differences in 
the components depending on the component thickness 
(Figure 3). 

Figure 4 is a model showing a unique temperature 
distribution under different thermal conditions, that is, 
detection in uniform temperature and detection with 
temperature gradient. If the temperature of the target 
structure is uniform, not only the amount of temperature 
change but also the size of the damage can be easily 
detected. However, in reality, the surface temperature of 
the target concrete structure has a significant 
temperature gradient due to the difference in component 
thickness, which makes it harder to detect damages than 
in stable temperature conditions. 

 
Figure 3. Thermal image example of RC hollow bridge 
with temperature difference 
 

 
Figure 4. Concept of thermal change in the damaged 
area 
 

In our study, to eliminate the influence of 
temperature gradient in concrete structures, we calculate 
the moving average of temperature distribution and 
subtract the target pixel temperature. It enables damage 
detection in concrete structures under the influence of 
temperature gradient; the detection result should be free 
from the temperature gradient in the target structures. 
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After the abovementioned preprocessing, we have 
constructed a system by machine learning to detect 
floating/delamination from thermal images. Machine 
learning requires training data, for which we collected 
through infrared thermography measurement, as well as 
the full-scale hammering tests on RC, steel and box-
girder bridges that has been in service for 5 to 38 years. 
As for the infrared thermography, we conducted the 
measurement at night on the day when the diurnal range 
exceeded 10°C. Detecting singular temperature 
distribution with infrared thermography does not always 
mean the detection of floating/delamination. For 
instance, there are several factors that affect the 
temperature distribution of the target, such as free limes 
piled up by rainwater infiltration and roughness of the 
target surface itself. The following Table 2 shows the 
list of factors that cause temperature irregularity. Each 
is described in the following sections. 
 

Table 2 Factors of temperature irregularity 
Floating area 

Delamination area 
Adhered slag 

Foreign substances 
Repair marks 

Free limes 
Color irregularity 

 

3.2 Factors of temperature irregularity 
3.2.1 Floating area 

The floating area, in this case, is an area where noise 
is generated in the hammering test, but the concrete 
surface is still intact. Comparing with the thermal image 
of the healthy area where a foreign object attached, the 
temperature distribution image on the floating area is 
not distinct. 

3.2.2 Delamination area 

The delaminating area, in this case, is an area where 
concrete flakes should fall when the hammering tests 
are conducted. Compared to the thermal image of the 
floating area, the image of this area distinctively shows 
a singular temperature distribution. 

3.2.3 Adhered slag 

The delaminating area, in this case, is an area where 
Slags remain on the joint form marks after the initial 
concrete placement turned to a thickness of 2-5 mm; 
thus, they are detected distinctively as thin linear 
singular temperature distributions that run along with 

the joint form marks by infrared thermography. 

3.2.4 Foreign substances 

If foreign materials such as wood chips are mixed in 
the concrete of the covered components, they are 
detected as temperature irregularities by infrared 
thermography. Because the mortar plastered on top 
conceals the wood chips, it is impossible to detect from 
the visual image whether the foreign materials are 
mixed in it. 

3.2.5 Repair marks 

The standard repair procedure of the floating/de-
lamination of concrete due to rebar corrosion is to 
remove that areas and fill the damaged sections with 
materials such as shrinkage-compensating mortar. If the 
thermal conductivity of the materials used for repair is 
different from that of concrete, they appear as singular 
temperature irregularities. 

3.2.6 Free limes 

Free limes adhering to the concrete surface appear as 
singular temperature irregularities in thermal detection. 
The difference in reflectance or thermal conductivity 
between free limes and healthy concrete surface or the 
existence of gaps in between free limes and concrete 
surface would be the cause of the detection. 

3.2.7 Color irregularity 

The color irregularity causes a singular temperature 
irregularity detection in the thermal image. 

3.3 Full-Scale Hammering Test Results Su-
mmary 

Figure 5 shows thermal images organized according 
to characteristics in detection shapes. We collated 
organized images with hammering test results to 
confirm significant characteristics in the shape of areas 
with singular temperature irregularity in the following 
five types; 1) delamination, 2) floating, 3) slag, 4) 
foreign substances, and 5) healthy area.  Table 3 shows 
each characteristic. If we can calculate the value 
expressing the shape of the temperature irregularity area 
(shape features), we determined that it is possible to 
classify using these five types of machine learning.  
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Figure 5. Relationship between hammering test results 
and image processing 

 

Table 3 Relationship between hammering test results 
and detection image shape characteristics 

Sounding 
result 

Unique temperature area 
shape characteristic note 

delamination The red area is off the 
center of the whole area 

Knock 
down 

Abnormal 
sound only 

The red area is at the 
center of the whole area floating 

foreign 
substances 

Square shape, high red 
occupancy 

False  
positive 

slag(t=2～
5mm) 

The occupancy rate of red 
is high and the shape is 
square, but the periphery 
is more complicated than 
foreign substances 

False 
positive 

healthy area
（Reflection） 

High yellow area 
occupancy 

False  
positive 

3.4 Discrimination Index Using Geometrical 
Features in Thermal Images 

In this study, we have examined the image filtering 
process that ternarizes the thermal images. Based on the 
emphasized index, we set the threshold values of 
ternarized red, yellow, and blue as follows; over 0.11 as 
red, over 0.08 and less than 0.11 as yellow, and over 
0.04 and less than 0.08 as blue, respectively. 

Considering the results in the previous section, the 
positional relationship between the red, yellow, and blue 
areas is important. If the red area appears near the center 

of the blue area, the detected image is probably a 
floating area with abnormal sound alone. On the other 
hand, if the red area appears at the location apart from 
the center of the blue area, the detected area could be a 
delamination area. Thus, the distance between the 
centers of each area should be calculated as a feature for 
the discrimination index. 

 
Figure 6. Concept of shape feature calculation of 
ternarized thermal images 

 
The Shapes of red, yellow, and blue areas are also 

significant. In the thermal images of false detection, if 
its edge is smooth, it could be a floating area. Therefore, 
we examined shape features of red, yellow, and blue 
areas. The number of pixels represents circumference 
and dimension of the area. Occupancy rate, degree of 
shape complexity, and circularity level of each shape 
are calculated by the following equaitons, where L is the 
circumference and S is the area. 

2

Occupation rate (O) =
( ) ( )

Degree of shape complexity (C) =

4Circularity level (CL) =

S
R height R width

L
S

A
L



    (2) 

In addition to the above values, we use the co-
occurrence matrix[6][7][8], which is an image texture 
analysis method that can quantify changes in image 
contrast. The co-occurrence matrix firstly derives the 
matrix that uses the P-value of the target contrast in a 
specific position δ = (r, θ) away from the point i should 
be the contrast j, Pδ = (i, j), as its element (hereinafter 
referred to as stochastic matrix) to calculate several 
features by the matrix as shown in Figure 7. Values of 
the stochastic matrix represent frequency to each sample 
image, but practically we normalized them so that all 
numbers should be 1. 
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Figure 7. Co-occurrence matrix sample 
 
We calculated following 14 features in total by the 

co-occurrence matrix mentioned above; Angular second 
moment, Contrast, Correlation, Sum of square variance, 
Inverse difference moment, Sum average, Sum variance, 
Sum entropy, Entropy, Difference variance, Difference 
entropy, Information measure of correlation 1, Infor-
mation measure of correlation 2, Maximal correlation 
coefficient. We also set the position value δ as r = 1, 2 
and the angle value θ as 0, 45, 90, 135, 180, 225, and 
270. As for the contrast, we set it in 32 levels of gray, 
and we generated the co-occurrence matrix. 

3.5 Deep neural network 
We used hammering test results as the training data 

for the deep neural network[9][10][11] developed in this 
study based on shape features obtained from analyzed 
images in the previous section. The shape features are 
ternarized areas, their positional relations, and those 
obtained by co-occurrence matrix. The data amount was 
2,353 cases (hammering test results from 2008 to 2010). 

In this study, a deep neural network with one input 
layer, six hidden layers, and one output layer was 
developed. The number of nodes in hidden layers are 
453, 500, 600, 400, 300, and 100. The drop-out layer is 
also sandwiched between these layers. In this paper, the 
number of layers of the hidden layer for high accuracy 
is investigated by grid search. It is probably not the 
optimum value, but it is almost the optimum value and 
there is no problem in practical use. 

4 RESULTS AND CONCLUSION 

4.1 Results 
Table 4 shows the accuracy of the deep neural net-

work model. The overall accuracy was 88.7 % 
(2,086/2,353). In addition, 800 data which were not 
used for the learning were prepared, and the analysis by 
this method was carried out. As a result, Over 97% of 
the hammering results are in the top two of the 

prediction results, which proves that this system is 
highly accurate. 

 
Table 4 Analysis results of training dataset 

 

4.2 Conclusion 
It has been confirmed that the temperature gradient 

generated in the structure is removed by the image 
filtering process of the thermal image taken by the 
infrared camera, and the damage detection rate is 
improved. In addition, the image filtering process 
should be sufficient to deal with the influence of 
temperature differences around bridge appendages. 

We also succeeded in building a deep neural 
network model that evaluates the presence and type of 
damage due to temperature changes. As inputs of deep 
neural network model, 14 feature quantities obtained 
from co-occurrence matrix, etc. were used. As a result, 
the accuracy of 88.7% was realized. Furthermore, the 
high accuracy was obtained even in the data set which 
was not used for the training. As a result of this study, 
floating/delamination can be remotely evaluated, which 
is considered to contribute to drastic improvement in 
efficiency of present inspection that depends on 
hammering sound. 

5 Automatic detect system using a cloud 
server 

5.1 Introduction of the system 
Statistical analysis software is required to perform 

the damage detection described above, but such 
software can only be used by a limited number of users. 
Therefore, we have built a cloud server that can 
automate the damage detection for many users, and are 
currently conducting trial operations as shown in Fig. 8. 
This system is based on the machine learning system 
described above and can automatically detect damages 
based on infrared measurement and hammering test 
result data. Figure 9 shows an example of the use of an 
automatic detect system using a cloud server. 
1. The thermal image (Figure 9(a)) is loaded into the 

analysis software “J-system” and ternarized areas, 
and their positional relations, and those obtained by 

sounding 
results

analysis results
Delamination Floating Slag Healthy 

area
Foreign 

substances total

Delamination 111 2 0 32 2 147

Floating 2 116 2 12 0 132

Slag 1 0 34 6 0 41

Healthy area 64 71 17 1,732 42 1926

Foreign substances 3 0 0 11 93 107

total 181 189 53 1793 137 2353
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co-occurrence matrix are automatically output. 
2. Upload the output to the cloud server. 
3. Users download the results of the damage detection 

by the cloud server (Figure 9b). 
The results of the infrared measurement are 

summarized in the above procedure. Figure 12c shows 
an example of delamination in a hammering test. This 
was the damage the proposed system determined to 
have a high probability of damage. 

 

 
Figure 8. Automatic detect system using a cloud server 

 

 
Figure 12. Example of Automatic detect Results from a 
Cloud Server 

Utilizing a highly accurate system that automatically 
detects damages from infrared measurement results, the 
individual differences of surveyors are eliminated. The 
more data this system has, the more accurate the system 
will be at determining damages. When users of J-system 
perform the infrared survey and use the cloud server, the 
survey data will be stored on the cloud server, and as a 
result, the accuracy of the automatic detect system will 
be improved. 

5.2 Introduction result 
The J-system has been evaluated as a "non-destruc-

tive inspection technology that can detect floating and 
delamination of concrete structures" by the Bridge Ma-
intenance Subcommittee of the Committee for Verifi-
cation of Robots for Next Generation Infrastructure. 

In addition, the J-system has been installed in the 
Shikoku branch of NEXCO West Japan since 2008 as a 
hammering sound screening system for periodic bridge 
inspections. It has also been used by NEXCO Central 
Japan, NEXCO East Japan, and Honshu-Shikoku Bridge 
Expressway, and has been introduced on a trial basis on 
bridges owned by the national government since fiscal 
2015. The total survey area that West Nippon Express-
way Engineering Shikoku Co., Ltd. received an order 
for is 2.55 million square meters (as of the end of 
FY2017). We will continue to develop a high-precision 
infrared measurement system so that it can be widely 
used for bridge inspection and surveys, including 
prevention of damage to third parties. 
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Abstract –  

In order to ensure the safety of construction 
workers during the construction process, supervision 
of violations of safety regulations and control of 
hazardous situations not recognized by the workers 
are continuously required. However, due to the 
dynamic nature of the construction site, the 
hazardous situation is always changing and there is a 
limit to managing all these risk situations in a manual 
manner by the supervisor. To address these 
limitations, various computer vision-based researches 
are being conducted that can automatically identify 
and manage risk factors. The aim of this study is to 
propose a system for detecting potential horizontal 
and vertical risks of moving or static objects around 
workers by measuring distance between objects using 
Stereo Vision. Proposed system consists of motion 
detection, object detection and distance measurement 
between objects using depth image from stereo 
camera. It synthesizes images from multiple cameras 
into one and uses motion-detection and object-
detection to identify the movement of objects in a 
vertical or horizontal position. Then, based on the 
depth information of the stereo camera, the distance 
is calculated to identify whether a worker is in the 
hazardous zone. The proposed system was 
implemented in the lab environment to verify the 
proposed functionality. The lab test results indicate 
that the proposed system can detect vertical and 
horizontal hazards. It is expected to contribute to the 
prevention of possible accidents by detecting and 
controlling the dangers around the workers in real 
time.  

 
Keywords – 

Construction Safety; Depth Measurement; 
Distance Calculation; Risk Area; Stereo Camera 

1 Introduction 
Despite various efforts to reduce the number of 

accidents and fatality in construction sites, construction 

Safety accidents are occurring continuously. Safety in 
construction remains a critical issue. Among various 
types of accidents, this study aims to focus on ways to 
manage risk situations that are not recognized by workers. 

Based on the KOSHA database, the accident cases 
that happened during 2016-2018 have reported 1345 
fatalities in construction. The reported three years of data 
have been analyzed to find the proximity and collision-
related accident cases. As a result, 222 cases are 
identified related to proximity risks, either horizontally 
or vertically, that account for 12% of the total fatalities 
that happened during that interval of time. 

For instance, the accident that happened during 
vertical simultaneous work is a case in which a worker 
hit by fallen rebar lifted by a crane, hitting by the fallen 
pipe from the upper floor while working near the window, 
and hitting by the falling temporary structure while 
working at the basement. The accident happened during 
horizontal simultaneous work is a collision happened 
with a moving car while cleaning up the site, falling into 
an opening during the site inspection. 

These fatal accidents may occur because the worker 
is not aware of the dangerous situation, but in some cases, 
the accident is caused by the worker ignoring the 
dangerous situation. The main purpose of this study is to 
propose a stereo-vision based system that can determine 
in real time whether a worker is exposed to a dangerous 
situation by measuring the distance between the worker 
and the risk factors. Through this, it is possible not only 
to control the dangerous situation, but also to identify 
how often workers are exposed to the danger at the site, 
and to provide information that can be reflected in future 
safety management plans. 

2 Related Work 

2.1 Sensor-based Proximity Risk Detection 
Systems 

The complex nature of the construction site and 
dynamic movements of construction entities tend to 
produce many struck-by hazards. To avoid collisions 
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between the objects, the proximity warning system (PWS) 
is widely used [1]. The PWS operates based on the spatial 
relationships between the interested entities, and their 
performance depends on the type of object's tracking 
technology, for instance: radio frequency (RF) sensing, 
ultrasonic, radar, global position system (GPS), and 
magnetic field [2]. To determine the proximity between 
the objects, the radiofrequency sensing technology emits 
the electromagnetic signals from a mounted device on 
objects [3]. This technology uses predefined rules to 
generate an alert based on signal strengths between the 
device and objects with the attached tags. Based on the 
power source in the tags, RF technology can be grouped 
into three classes:(1) active RF technology and (2) 
passive RF technology [4]. The active technology needs 
a power-source for long-range detection. For instance, a 
type of active RF technology, Ultra-Wideband (UWB) 
robustly transmits the signals using comparatively low 
power for tracking the objects, with the errors of 
centimeter-level [5]. However, passive RF technology 
requires a power source for the RF device in the shorter-
range detection. Passive tags are less expensive, powered 
by the radio waves from the reader, and have a range of 
up to 30 feet [4]. Since the RF-based PWS only requires 
signals strength adjustments and data processing step, 
thus, it can be easily implemented in the construction site 
[5]. However, RF technology requires additional work of 
putting tags on every interested object. Moreover, their 
signals could be interfered and disturbed by the multipath 
fading effect [1]. 

On the contrary, the Global Positioning System (GPS) 
is employed to recognize the absolute location of objects 
[3,6]. The GPS sensor identifies the latitudinal and 
longitudinal coordinates of the objects which required to 
be monitor. To detect the proximity risk of the entities, 
the heading direction and speed also need to be 
considered and extracted [1]. GPS can be used to cover 
large scale area; thus, many researchers have extensively 
studied this technology for the practical implementation 
in the large construction sites [2,7]. However, previous 
efforts revealed various limitations such as manual input 
from the supervisor to limit the access to a hazard zone 
by using risk zone information [8], and accuracies 
dependent cost ranges of the GPS sensors. Moreover, the 
additional significant limitation is the strength of the 
signals, which could be blocked by buildings or other 
objects.    

2.2 Vision-based Proximity Risk Detection 
Systems 

To detect the proximity risks in construction, 
previous studies have used object tracking techniques for 
monitoring the trajectories of the localized objects in a 
series of images [7,9,10]. The primary step for object 
tracking and action recognition includes the detection of 

objects. Once the entities of interest are successfully 
recognized, the location of the bounding boxes in a frame 
with respect to time could be traced by utilizing the object 
tracking algorithm [11]. The localization of objects takes 
place based on their pixel information, changes in 
brightness, intensity, and other local features. Detection 
of the sudden slope failure is possible based on the 
change in pixel intensity [12]. The extracted location 
information is then used to identify unsafe actions and 
conditions. 

Compared to sensor-based tracking techniques such 
as RFID tags, UWB, and GPS, Computer vision as a 
technique has the capability to identify multiple object’s 
information form construction worksites using images 
only, without human involvement or any additional 
devices for instance, tags or sensors. Furthermore, the 
camera can cover large area, thus, multiple objects can be 
simultaneously captured and easily tracked.  Location 
and detailed information such as types and velocity of the 
objects can also be acquired. However, the performance 
of the vision-based systems may vary under poor light 
conditions, snow, rain, or dusty storms.   

3 Proposed Methodology 
The purpose of this study is to propose a stereo 

vision-based risk detection system that can identify how 
close a worker is to vertical and horizontal hazards and 
determine whether they are dangerous. Figure 1. 
illustrates the operating process of the proposed system.  

The system consists of motion detection, object 
detection, and object depth and distance measurement 
technology using Stereo vision. This system is designed 
to use the stereo camera's depth calculation in a way that 
works only under certain conditions, so that it can be used 
in real time even on low computing resources. First, 
motion detection and object detection algorithms are 
applied to the stereo video information to determine the 
movement and presence of objects in the air and on the 
ground, and to check the possibility of a dangerous 
situation. After that, the distance between objects is 
measured based on the depth information of the stereo 
camera to determine whether the distance between 
objects located on the ground is a dangerous situation 
horizontally and whether an object located in the air 
poses a danger to objects on the ground. 

This system is applied Motion Detection technology 
that detects motion compared to the current frame and 
previous frames, YOLO V4 Object Detection algorithm 
that enables stable real-time detection, and the depth 
measurement technology of the object using INTEL 
RealSense Stereo Camera. This stereo camera measures 
the depth of a specific pixel value through operation 
using video taken from two or more different angles and 
additional infrared or RGB color image sensors. When 
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using a general camera, more computation is required at 
the same resolution, which increases the consumption of 
computing resources. Thus, the proposed method is 
designed to minimize depth calculation by utilizing the 
stereo camera (Intel RealSense) so that it can operate in 
real time even with low computing resources. For this 
purpose, motion detection and object detection are 
designed to operate sequentially in one video information, 
which identifies the movement and presence of objects in 
the air and on the ground, and identifies the possibility of 
dangerous situations. Then, after calculating the distance 
based on the depth information of the stereo camera, it is 
determined whether a specific object is in a dangerous 
situation. 

 
 

 
 

Figure 1. Overview of the proposed process 

 

4 Lab Test and Results 

4.1 Lab Test Process 
Lab test was conducted on two conditions for 

determining vertical and horizontal hazards (Figure 2). In 
the case of horizontal hazards, the distance between a 
worker working on the ground and a dump truck was 
measured, and in the case of vertical hazards, the distance 
between a worker working on the upper area and a 
worker working on the ground was measured. The risk 
level was set to be dangerous when the distance between 
vertically and horizontally located objects is within 2 m, 
caution when 2 to 4 m, and safe when 6 m or more. For 
the lab test, a 1/20 scale model was used.  

Depth estimation using stereo vision from two images 
(taken from two cameras separated by a baseline distance) 
involves three steps: First, establish correspondences 
between the two images. Then, calculate the relative 
displacements (called “disparity”) between the features 
in each image. Finally, determine the 3-d depth of the 
feature relative to the cameras, using knowledge of the 
camera geometry [13]. The typical stereo vision 
geometry for depth measurement is illustrated in Figure 
3. The stereo depth camera used in this study, RealSense 
435i, uses two infrared sensors to measure the depth 
value. 

The procedure for measuring the distance between 
two objects by utilizing the measured depth values is as 
follows. (1) The full width of the camera Field of View 
(FOV) at a specific distance from the camera to the object 
is applied at an absolute value. (2) The total horizontal 
length of the camera FOV is calculated from the position 
of the object in front of the objects to be measured in 
proportion to the previously applied value. (3) Obtain the 
depth value of the object in front through Object 
Detection (Set to X). (4) Set the difference between depth 
values between objects to Y. The distance R between 
objects is calculated by following equation [R^2 = X^2 + 
Y^2]. 

Start

Motion detection of 
objects in the air
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Object detection of 
objects on the ground
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FalseFalse
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Figure 3. The Stereo Vision Geometry for Depth Measurement 

[14] 

4.2 Lab Test Results 
Lab test was performed on the laptop system with 

specifications as follows; Intel Core i7 8700K, 16 GB 
RAM, GTX1080TI VGA, Intel RealSense435i, Ubuntu 
18.04, and Tensorflow 2.1.0. 

As shown in Figure 4, the horizontal risk level 
(danger, caution, and safe) was determined in real time 
according to the set risk area as the worker approaches 
the dump truck. 

 

 
Figure 4. Example of Real-time Horizontal Risk Checking 

As shown in Figure 5, motion detection determines 
the motion by comparing pixel changes between the 
current frame and a certain number of previous frames. 

 

 
Figure 5. Example case of a motion detection 

As described in the system process, when an object 
that moves at the top of the video frame is detected, the 
object detection algorithm is applied to determine the risk 
based on the distance between objects. In this test, the 
position of the lower worker was fixed and the upper 
worker was approached toward the lower worker. The 
difference between the X-axis value of the left pixel of 
the upper worker and the right pixel X-axis value of the 
lower worker was calculated as the horizontal distance. 

As shown in Figure 6, the vertical risk level (danger, 
caution, and safety) was determined in real time 
according to the set risk area as the upper worker 
approaches the lower worker. 

 

 
Figure 6. Example of Real-time Vertical Risk Checking  

Table 1 and 2 show the results of vertical and 
horizontal risk level measurement. Tests were performed 
by measuring the depth and distance values by placing 
objects on the basis of the risk level (10 cm, 20 cm, 30 
cm).  

In the horizontal hazard test, when the distance 
between the worker and the dump truck was placed at 
30cm, the measured distance was 31.6cm, with an error 
of 5.3%, but when placed at 10cm, the measured distance 

[Motion Detection Area]

[Object Detection Area]

Detected
Motion
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was 8.81cm, with a slightly larger error of 11.9%. The 
size of the 1/20 scale model used for the test was small, 
so close-up shots were taken, which caused the infrared 
sensors to be unstable. 

 
Table 1. Results of Horizontal Risk 

Actual 
Distance 

(Risk 
Level) 

Depth Measurement 
Distance 
between 
Objects 

Error 
Worker Dump 

truck 

10cm 
(Danger) 

30cm 25cm 8.81cm 11.9% 

20cm 
(Caution) 

40cm 25cm 18.5cm 7.5% 

30cm 
(Safe) 

55cm 25cm 31.6cm 5.3% 

In the horizontal hazard test, when the distance 
between the workers was placed at 30cm, the measured 
distance was 29.7cm, with an error of 1%, but when 
placed at 10cm, the measured distance was 9.8cm, with 
an error of 2%. In the case of vertical hazard 
determination, the error was relatively low because the 
distance was measured using the RGB image-based pixel 
information, not the infrared sensor-based depth 
measurement method. 

 
Table 2. Results of Vertical Risk 

Actual 
Distance 

(Risk 
Level) 

Depth Measurement 
Distance 
between 
Objects 

Error Worker 
(Lower 
Area) 

Worker 
(Upper 
Area) 

10cm 
(Danger) 

45cm 57.4cm 9.8cm 2% 

20cm 
(Caution) 

45cm 52.8cm 20.5cm 2.5% 

30cm 
(Safe) 

45cm 50cm 29.7cm 1% 

5 Conclusions 
This study proposed horizontal and vertical risks 

detecting system around workers by measuring distance 
between objects using stereo vision technology, with the 
goal of preventing accidents caused by unrecognized 
hazards such as material drop during lifting and collision 
with construction vehicle. In this paper, motion detection 
and object detection are designed to operate sequentially 
in one video information to minimize computing 
resources.  

The proposed system is tested in the lab environment. 
Test results showed that objects moving horizontally and 
vertically were detected in real time, and hazard levels 
were also determined in real time. However, the accuracy 
of the measured distance was low due to the size of the 
scale model utilized in the lap test and the narrow 
distance between the infrared lenses of the camera used. 

In the future research, in order to increase the 
accuracy and applicable range of distance measurement 
between objects, we intend to test the measurable 
distance and viewing angle by using various stereo depth 
cameras on the actual field. 
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Abstract  

Fire poses an enormous threat to human safety; 
many people get injured or die due to fire accidents 
each year. As permanent firefighting equipment 
usually available in a build building, they do not exist 
in many construction job sites, so they merely depend 
upon the portable firefighting equipment (PFE) to 
keep the fire damage limited and minimum. To 
ensure the proper functionality of the PFE in the case 
of fire, perfectly located and in-good order are the two 
vital factors for the PFE. According to standards 
specified by safety regulations, PFE inspection and 
maintenance are required to ensure the perfect 
location and good order of the PFE. Currently, the 
PFE inspection and maintenance includes the safety 
auditor from the government and safety manager 
from the concerned companies. Moreover, the PFE 
inspection and maintenance process depends on the 
paper-based manual reporting and recording system, 
which is time-consuming, cumbersome, and can be 
easily manipulated. To automate the process of PFE 
inspection and maintenance, this study will propose 
optical character recognition (OCR) and Blockchain-
based reporting and recording system. A mobile 
application is developed to validate the proof of 
concept. One of the artificial intelligence techniques, 
the optical character recognition (OCR) is adopted in 
the mobile application, which automatically converts 
the image tag or report of the PFE inspection and 
maintenance to the text. The text data is encrypted in 
a hash using encryption scheme SHA 256 of online 
service with open API, named as truetimestamp. The 
generated hash will signify the date inside of the file, 
which will be immutable and incorruptible. Moreover, 
the coordinates of the captured image will be 
extracted from the device to ensure the location of the 
PFE. It is expected that the proposed system will 
decrease the paperwork, reduce the burden of the 
safety manager, with increased efficiency and 
reliability of the PFE inspection records. The 
collected inspection record data could also be used to 
evaluate the safety performance of the concerned 
contractors. 

 
Keywords – 

Artificial Intelligence; Blockchain; Inspection 
Data Records: Portable Firefighting Equipment 

1 Introduction 
The construction industry includes many unhealthy 

activities that are perceived as the causes of workers 
discouragement, project progress delay, additional cost, 
low project productivity, damage to reputation, and 
ultimately human fatalities and injuries [1]. The inherited 
features of the construction industry itself have potential 
threats of accidents since its unique nature, open space, 
working at height, fire risks, exposure to severe weather, 
confined spaces, unskilled labor involvement, working 
with toxic and explosive materials, physical and 
psychologically vulnerable working conditions, and 
occasionally tight project duration with high productivity 
demand [2]. Academic researchers and industry 
professionals have been devoted vital attention to 
enhance construction safety for many decades. Despite 
much efforts, construction job sites are still known to be 
hazardous worksites with high accidents rate, thus, safety 
in construction remains a vital issue in many countries. 

Many people become seriously injured or die due to 
fire accidents each year [3]. Fire incidents came into 
existence after its discovery and are intimately 
proportional to the progress and development of human 
civilization [4]. World Health Organization (WHO) 
report for fire-induced burns revealed more than 300,000 
deaths annually. Unfortunately, annoying statistics are 
that 95 percent of these deaths are happening in low-
income and middle-income countries [3]. The report 
from the U.S Bureau of Labor Statistics in 2018 divulge 
the death of 66 construction workers each year due to 
fires and explosion [5]. The five years (2010-2014)  study 
by  National Fire Protection Association (NFPA) 
revealed $280 million in direct damage to the property 
annually in renovation or under construction residential 
projects (discounting one- and two-units projects) [6].  

The quantity of industrial and civil construction 
projects are swiftly growing due to socio-economic 
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development policies in many countries [7]. The growing 
challenges for fire safety with respect to economic 
progress have significantly supported the evolution of 
fire science and technology [4].  Initially, fire science and 
technology's primary intention was to save large factories, 
properties and evade sweeping fires conflagration [8]. 
Extensive research has been carried out in the domain of 
fire safety monitoring and early detection. Many studies 
have focused on the detection of smoke and heat by using 
various tools and techniques such as Dual infrared (IR/IR) 
spectral band flam detection, very early smoke detection 
apparatus (VESDA), linear infrared flammable gas 
detection, and fiber optic attached to distributed 
temperature sensing (DTS) [4,9,10]. Apart from fire 
safety monitoring and fire detection, several studies have 
also focused on fire safety and evacuation planning for 
existing as well as under-construction buildings and 
tunnels [11–14].  

Fire safety management is a significant issue for 
every business; however, it is notably vital in 
construction due to several reasons that engender grim 
fire risks frequently. Firstly, workers are exposed to 
combustible substances in many construction job sites, 
and the presence of wind around the unfinished buildings 
can immediately cause a fire. Secondly, as under-
construction sites do not possess permanent and adequate 
fire protection system, so, PFE or sometimes water tanks 
are the only preventive measures which they can adopt. 
With this regard, the Occupational Safety and Health 
Administration (OSHA) stipulates that a site-specific 
safety plan should include a fire protection plan for every 
construction project. Since many construction job sites 
depend on the PPE as a preventive measure, the vital 
factors which need to be considered are two: (1) perfect 
location of PFE, and (2) good working order of PFE [15]. 
The former is addressed in the previous study using a 
visual programming approach [16], while the latter is 
considered in this study. To ensure the maintenance of 
the fire extinguisher and overcome fraud or 
modifications in inspection records, this research work 
proposed an android app that uses optical character 
recognition (OCR) and blockchain technology for 
inspection data recording system PFE for maintaining the 
right order of the equipment. 

2 Current Issues in Recording Safety 
Inspection of PFE  

In the past, people typically have to depend on 
themselves or rely on their nearby vicinity for rescue 
operations in case of fire [17]. However, based on the 
necessities, new tools and techniques are developed over 
time. Many buildings, tunnels, or any other workplaces 
are currently using fire extinguishers (portable 
firefighting equipment). To maintain the PFE, frequent 

interval inspection and maintenance are required. In the 
past, the essential inspection information about these 
types of equipment was often dispersed between the 
stakeholders, which sometimes could lead to data loss 
[18]. Another significant issue is filling the documents or 
tags of PFE falsely with the same pen and the same 
pattern of dates [19]. To sort out the issue, a BIM-based 
approach has been introduced, which could store the 
necessary information about these devices such as device 
name, manufacturer name, maintenance staff, type, 
equipment warranty, last repair/inspection time, exterior 
features, and other specifications, as well as the location 
of fire-fighting equipment, equipment status [15]. 
However, to take the inspection data recording system to 
the next level, a much reliable and transparent system is 
inevitable to make the PFE in order and ultimately use it 
as a performance evaluation metric in the bidding process.  

3 Blockchain and optical character 
recognition technologies applications  

The rapid evolution in the internet of things (IoT), 
artificial intelligence (AI), and blockchain technologies 
have witnessed unprecedented contributions to the 
current world. This has resulted in many automated 
devices, time-saving, cost reduction, and a paradigm shift 
from the real world to the digitized world. Blockchain 
technology offers encrypted, distributed, and secure 
logging of digital transactions that could revolutionize 
many areas, mainly where transparency and privacy are 
essential [20]. As the name indicates, the blockchain can 
be regarded as a series of blocks (virtual cubes) in a 
vertical structure, aligned linearly, where each block 
contains a specific amount of data in the form of ciphers 
and codes [21]. Once the block's data is completed and 
validated, the said block is then permanently locked, 
which cannot be modified. This technology has the 
potential to address some problems that discourage the 
construction industry from using new technologies such 
as BIM, for instance, confidentiality, disintermediation, 
provenance tracking, non-repudiation, inter-
organizational recordkeeping, change tracing, and data 
ownership [20]. Considering optical character 
recognition (OCR) with blockchain, previous efforts 
depict extensive research on recognizing characters 
through optic vision. OCR intends to convert handwritten 
or typed texts in the image to encoded texts [22]. 
Compared to typed or printed texts, recognition of 
handwritten text is challenging. Generally, an 
individual's handwriting style varies from others; thus, 
handling these variations is vital in OCR [23]. The OCR 
techniques include image acquisition, pre-processing, 
segmentation, feature extraction, classification, and 
recognition [22–24]. Previous efforts witnessed of OCR 
and blockchain technologies in construction safety 
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inspection and record keeping. Therefore, the innovative 
and useful approach for the construction safety 
inspection data recording system pertaining to PFE is 
presented in this research work. 

4 System Development 
This study proposed an android app for the inspection 

data recording system pertaining to PFE. The research 
was initiated with the analysis of fire-related accidents in 
the construction industry. Since PFE was determined as 
a significant measure for the first quick response to the 
fire emergency in the construction job site, therefore, 
pivotal attention is inevitable to make sure the good 
location and good order of PFE. Traditional inspection of 
PFE and its manual recording process were studied. The 
roles responsible for the safety inspection data recording 
and conformance were identified. Optical Character 
Recognition (OCR) and Blockchain technology were 
adopted to develop the proposed approach. This android 
app was developed in android studio using Java and 
Extensible Markup Language (XML). Streaming API for 
XML (StaX), which is considered dominant to Simple 
API for XML (SAX) and Document Object Model 
(DOM), was used in Java 6.0 for parsing XML 
documents.  Java was used for backend business logic, 
while XML was used for the front end design. An 
objected-oriented language, Java, is user-friendly, which 
is platform-independent to operate; however, it is 
compiled in bytecode with the support of Dalvik Virtual 
Machine. To extract the ID of PFE and other relevant 
information from the tag, this system integrated the open-
source google OCR library, named as, Vision API that 
extracts and detects text from images. The Vision API 
executes feature detection on an image file through 
sending the contents as abase64 encoded text.  The 
database was designed in MySQL for storing the user's 
information and record saving. To make the server and 
Android App layers separate from each other, 
REpresentation State Transfer (REST) API was utilized 
to interact with the reside database and share information 
between them in JavaScript Object Notation (JSON). 
REST API was developed in PHP to make 
communication between the app and the server. An open-
source blockchain service TrueTimeStamp 
(truetimestamp.org), is used as a proof of existence for 
each transaction. When an image of PFE's tag is 
submitted, the complex mathematical formula converts 
the file into a string of numbers and characters. Two 
different submissions, even with a slight variance, would 
generate a different hash. The system then uploads that 
hash, not the image, to the TrueTimeStamp Service, 
where it is then stored in the database. The transaction 
can then be verified by going to the TrueTimestamp 
website and putting the same hash in the verify box. The 

confirmation of time and date when it was initially being 
updated can then be seen. Moreover, the network-based 
location service API from google was also integrated into 
the app, which determines the location based on Wi-Fi 
access point or cell tower available in the area. 

 

5 Process description of inspection data 
recording system for PFE 

In this study, an application for reliable and 
transparent recording of PFE's inspection is developed 
that runs on the Android device. The entire system can be 
delineated in Figure 1. The developed application process 
includes two major stages, such as OCR and blockchain 
time stamping, as portrayed in Figure 1. 

 
Figure 1. A use case diagram for the developed 
application 

Figure 2 explains the process for users to register and 
access the functions and database of the application. The 
associated stakeholders must be registered in the system 
before they need to use this application. In the OCR 
process, image taken by built-in camera of the 
smartphone will go across three phases, including 
localization (region of test is located), segmentation 
(extraction of each symbol), and recognition 
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(reconstruction of words and numbers using contextual 
information). Next, the system will extract the ID of the 
focused PFE and will match it with the corresponding 
input ID for submission to the database. Matching 
extracted ID and input ID will ensure the exact tag image 
of the given PFE, which will reduce false reporting.  The 
submission process would be smoothly done if both the 
IDs are identical, and a hash value would be allocated to 
the uploaded image using the Secure Hashing Algorithm 
(SHA-256). This hash value is a digital signature that 
provides cryptographic proof to avoid any modification 
or reproduction. As Figure 1 depicts, the uploaded image 
will be store in the database, and the generated hash value 
will be recorded on a server using truetimestamp service. 
All the associated stakeholders, particularly the safety 
auditor from the government agency can see the stored 
records and verify any transaction from the server. 

 
Figure 2. The sequence of users registration 

6 Case testing of developed application 
This section presents a case study for the Optical 

Character Recognition and Blockchain-based inspection 
data recording system pertaining to PFEs. This case study 
intended to validate the concept; therefore, the second-
floor corridor in the Department of architecture 
engineering building (208) was selected for the 
experiment (see Figure 3). 

 
Figure 3. Location of a case study for the 
developed application testing  

The app users consist of three major participants, such 
as a safety auditor from the government agency, a safety 
manager, and a safety inspector from the given company. 
Figure 4. explains the registered roles using the sign-up 
process for the developed app and database. Following 
the exhibited procedure in Figure 2., three emails have 
been registered against the corresponding roles (see 
Figure 4). A new project named "Construction 
Technology Innovation Lab (ConTIL)" is registered in 
the project list (see Figure 4-(b).) using the safety 
inspector account (see Figure 4-(a).). Tags after 
inspections were assigned to each PFEs, and images of 
those tags were captured and uploaded to the database 
with the ID of each PFE, as shown in Figure 4-(b). The 
embedded OCR technology in the app extracts the ID 
from the image and matches it with the manually entered 
ID. Next, the blockchain-based proof of existence service 
allocates a unique hash value (a digital signature) to each 
record and will store that on the server using the 
procedure discussed in the previous section. In our case, 
several images have been uploaded to the server, 
however, one of the tag's image is exemplified in Figure 
4-(b) and the hash value generated for this specific 
inspection can be seen in Figure-(c-2)., which is 
"b5f4687aff73ba6418d15ecb2f2eb3bc3a3ea90d358a0b
036d67f9e9105764b6". As depicted in Figure 5-c, the 
safety auditor from the government agency or safety 
officer from the company can remotely check and verify 
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the inspection done by a safety inspector through 
logging-in to their concerned accounts. The respective 
transaction of each PFE's inspection associated with the 
enlisted projects can be verified by clicking on the 
"VERIFY TIMESTAMP" button in their corresponding 

dashboards. For instance, in our case, the inspection done 
by xyz khan on dated 2020-06-14 at 13:09:05 is verified, 
and the results regarding the record are visualized in 
Figure 4-(c-3)., which shows that SHA-2 Fingerprint is 
found in the database", with the same hash, date and time. 
In addition to verifying the transaction, the location can 
also be traced using different maps such as kakao, Naver, 
or google. 

7 Conclusion 
In construction, numerous workers get injured or died 

due to fire accidents each year. To keep the fire damage 
limited and minimum, many construction sites solely 
depend on PFE due to the absence of permanent 
firefighting equipment during the construction stage. 
Therefore, appropriate inspection with an identified 

interval is inevitable to ensure the good order and 
location of PFE. Currently, the PFE inspection process 
depends on the paper-based manual reporting and 
recording system. So, during the government agency's 
scheduled visits of safety auditors, the manual and paper-

based records can be easily manipulated. To address this 
issue, this study has developed an android mobile app 
that utilizes OCR and Blockchain technology for 
reporting and recording data. The OCR intends to 
automatically detect the ID from the captured tag image 
and the blockchain assigns a digital signature to the 
image. 

A simple case study within the campus has been 
carried out to validate the concept that confirms the 
functionality of the developed app. It is anticipated that 
this app will enhance transparency, minimize the usage 
of paper, decrease the burden of the concerned 
stakeholders, and reduce the physical visits of safety 
auditor and safety manger, which is significantly required 
in the current situation of COVID-19 pandemic. 

 In the future, a comprehensive system will be 
designed to collect PFE inspection records and other 

Figure 4. Screen shots of the andriod application depicting data flow and functions 
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inspections or reported unsafe behavior data for the 
safety performance evaluation of the concerned 
contractors in the bidding process. 
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Abstract – 
We have developed a function to process the 

images of three monocular cameras mounted on a 
hydraulic excavator in real time, and to notify the 
user of any human-like images on the monitor and by 
sound. This function is composed of the following four 
functions. (1) Detection of the human head by random 
forest, (2) Normalization of the region of interest, 
(3)Evaluation of human presence based on luminance 
gradient features, and (4) Tracking based on the 
human and the excavator motion model. The 
algorithm is implemented in a FPGA unit, and the 3-
camera images are input into the FPGA unit and 
processed by time-division manner to achieve both 
high-speed processing and low-cost.

Keywords – 
Excavator; Image recognition; Human detection; 

Electronic Control Unit 

1 Introduction 
Hydraulic excavators are large, heavy, and fast-

moving, and they do not only run but also turn. Operators 
are required to check the surrounding area reliably and 
over a wide area in order to ensure safety at sites where 
workers and obstacles are mixed in. However, there are 
many blind spots in the rear and right side of the vehicle 
that are not directly visible to the operator, because the 
engine hood and counterweight block the view from the 
operator's cabin at the front left of the vehicle. Therefore, 
it is necessary to make it possible to check the 
surroundings with mirrors and cameras. We developed a 
function to process the images of three monocular 
cameras mounted on the hydraulic excavator in real time. 
After processing the images, the function notifies the 

operator of any human-like images with a monitor 
display and sound. An image of the function is shown in 
Figure 1. 

Figure 1. An example of the image recognition function. 

 The conventional function developed by us [1] [2] 
consists of three monocular cameras with wide angle, 
high sensitivity and wide dynamic range at the rear, right 
and left sides of the hydraulic excavator, which are 
combined in real time and displayed on a monitor in the 
operator's cabin. This function allows the operator to see 
270 degrees view behind the excavator at a glance while 
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sitting on the operator's seat. An example of the camera 
arrangement and a composite image is shown in Figure  
2. The pipeline processing using FPGA allows for the 
composite display of images without frame rate 
degradation. In 2011, this function was first sold as an 
option for hydraulic excavators and later it becomes 
standard equipment.

Figure 2. An example of a three-camera arrangement 
and image composition 

However, the timing of when operators check the 
monitor is different depending on the operators. For 
example, it is assumed that workers in the vicinity may 
approach the hydraulic excavator while you are 
concentrating on your work and taking your eyes off the 
monitor. We developed a function to recognize camera 
images and notify the operator of the presence of human-
like images with a monitor display and sound so that, the 
operator checks the area. The development’s goal was to 
achieve a low-cost system configuration with only a 
monocular camera and to process the composite image 
that covered the entire 270-degree rearward area. In this 
paper, we introduce the technical issues and solutions to 
realize these problems, as well as examples of actual 
operations. 

2 Targets and issues 
The development goals were set as follows. This 

chapter describes the technical challenges for achieving 
the goals. 

Target 1: Evaluation of the human presence using 
only monocular image recognition 

Target 2: Processing of camera images with three 
different directions at least 10 times per second. 

Target 3: Development compact and inexpensive in-
vehicle equipment 

2.1 Apparent change of a person in an image 
The apparent appearance of the person in the image 

changes in a variety of ways, such as the color contrast of 
the background and the clothing, clothing with different 
colors for the upper and lower body, personal belongings, 
position and orientation to the camera, and pose. In 
addition, since the camera is mounted on the top of the 
hydraulic excavator body, which is taller than the 
person's height, the ratio of the image of the head to the 
body changes when the person approaches the camera 
and when he or she moves away from the camera. An 
example of this image is shown in Fig. 3. Although we 
assumed that only pedestrians appear in the images in this 
development, it is still difficult to manually design an 
algorithm to quantify human-like appearance by 
assuming all kinds of apparent changes of pedestrians. 

Figure 3. Examples of changes in the appearance of a 
person on an image 

2.2 Distortion of the wide-angle camera image 
A wide-angle camera is used to capture the boundary 

between the rear camera and the side camera without any 
gaps, and it is installed at an angle downward to cover the 
entire distance from the very near to the far side of the 
excavator. As a result, the image of an object may be 
tilted at the left and right ends of the field of view, while 
the image of the excavator may be reflected at the lower 
end of the field of view. An example of the image is 
shown in Figure 4. When we set the region of interest to 
evaluate the human presence if there is a human in the 
area, a part of the attention region might be outside the 
image or covered by the excavator. This means that 
image information is missing. 
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Figure 4. The missing pixels at the edge of the field of 
view 

2.3 Faster and more stable image recognition 
processing cycle 

It is necessary to keep executing image recognition 
processing, which requires a large number of 
computations, at a stable time cycle; FPGA can be used 
for stable processing time, but low-cost FPGA is limited 
by resources such as multipliers and internal memory. 

2.4 Dense placement of the attention area 
Even if the area of image for the human detection is 

limited to reduce the computations, thousands of regions 
of attention are still needed for each camera to evaluate 
human presence. But if we evaluate the human presence 
for all of regions, it is too computationally intensive to 
achieve the target processing cycle. 

2.5 Reduction of substrate area 
If the FPGA or CPU that implements image synthesis 

and image recognition processing is mounted separately, 
the board area becomes larger and more expensive, and 
the external appearance of the device becomes larger and 
more difficult to install in the excavators. 

3 Evaluation of the human presence by 
Monocular Image Recognition 

We adopts an evaluation model based on machine 
learning technique for the technical issues from 2.1 to 2.2 
in this development. However, publicly available 
databases and evaluation image cropping methods [3] are 
not configured to address the issues described in 2.1 and 
2.2, especially when a person comes directly under the 
camera. 

In order to obtain the evaluation model for human 
presence in machine learning technique, a large number 
of supervised images are required. To collect the 

supervised images, we assumed a simulated environment 
where there is a hydraulic excavator equipping a laser 
sensor and a camera. The camera images were collected 
while the laser sensor measured the position of a person. 
Thousands of images were collected in the simulated 
environment, varying the background, weather, people's 
clothing, time of day, season. Then, based on the 
measurement results of the position of the person, a 
region of interest was set on the camera image, and the 
image was cropped and stored in the database. The 
position of the person in relation to the camera, the date 
and time of shooting, the background images and the 
weather, the region of interest outside the image range or 
the image of the car, and the original camera image were 
also stored in the database. 

We divided the database into two categories. 
Category one is for the data taken very close distance 
from the camera, and category two is for the data taken 
away from the camera. We randomly selected samples 
from the data of the two categories. The supervised 
images for human detection were obtained by excluding 
pixels of outside the image range from the sample images 
or removing sample images with a large proportion of 
pixels of the excavator. This is to prevent the learning of 
pixels outside of the image range or the image of an 
excavator body as a characteristic of human. It is also 
possible to generate and use separate training models for 
the vicinity of the camera and for other areas to 
accommodate differences in the way people are reflected. 
The non-personal images are randomly selected by 
setting an arbitrary region of interest in the image without 
a person. 

We tried to increase the number of combinations of 
clothing and backgrounds for supervised images, but 
there was a limitation. Therefore, as a preprocessing 
method for machine learning, we performed a feature 
vector transformation based on the distribution of the 
luminance gradient direction and normalized it for each 
84-segmented partial feature vector to make it less
susceptible to effects such as the contrast between
background and clothing and clothing with different
colors in the upper and lower body. Machine learning is
ensemble learning in which the normalized sub-feature
vectors are selected for a maximum of 99 logistic
regressions.

4 Image recognition processing and 
overall structure 

For the technical issues 1.3 to 1.4, we have adopted 
the overall structure shown in Figure 5. 

車体の像による遮蔽

画像範囲外

注目領域

画素情報の欠損

Area of 
interest

Missing pixels

Out of image area

Shielding area by excavator
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Figure 5. Overall structure of the image recognition 
process 

The region of interest is the rectangle that surrounds 
the person in the image. The position of rectangles are 
calculated in advance for each position of the person in 
relation to the camera. 

 The image recognition process is the FPGA module 
that inputs grayscale images extracted from the camera 
images and outputs information on the area of interest 
that is judged to be human-like. It includes the processing 
of area of interest screening, the area of interest cropping, 
and the human presence evaluation. 

In the screening of regions of interest process, all the 
region of interest in the field of view are input and the 
candidates are narrowed down by simple image 
recognition without trimming the area. In this case, we 
assume that there is a human-like image in the region of 
interest and transform the feature vectors of the region 
corresponding to the human head based on the luminance 
distribution. After that, we evaluate the image 
recognition with a machine learning model. The machine 
learning model is a lightweight random forest. 

The region of interest extraction process extracts the 
pixels in the region of interest narrowed down by the 
region of interest screening process and normalizes them 
to a partial image with a uniform size. 

The human presence evaluation process applies the 
human presence evaluation model described in Chapter 3 
to the partial image generated by the region of interest 
cropping process, and judges whether the image is 
humanness or not by comparing it with the threshold 
value. 

The tracking process obtains the location, time and 
camera ID of the region of interest that is determined to 
be humanness. The position of the region of interest is 
determined to be within the range of a human movement 
by comparing it with the results of the judgement made 
up to the previous time. This movable range is calculated 
from the relative speeds of the man and the excavator. If 
the judgment is positive, the positional information of the 
region of interest is output. This positional information is 
a rectangle that surrounds the object in the image and is 
fine-tuned to take into account the deformation of the 
edge of the field of view and the speed of movement. It 
can be done. In addition, as the person may move 
between cameras, a function to share location 

information between adjacent cameras is provided. The 
system is equipped with a function to select a person in 
the same field of view in order of near distance from the 
camera if more than one person is detected in the same 
field of view. When two or more persons are detected in 
the same field of view, a function to select them in the 
order of their distance from the camera is provided. This 
set of processes is a lightweight algorithm that applies a 
histogram filter [4] and does not affect the speed of 
overall image recognition cycle. 

5  System Configuration and Hardware 
In this development, the structure shown in Figure 6 

was adopted to solve the technical problem of 2.5. The 
outline specifications of the configuration are shown in 
Table 1. 

Figure 6. Overall configuration using a programmable 
SoC 

Table 1. System specifications

In-vehicle unit Specification 
Image Signal form NTSC 

CPU 800 MHz 

RAM DDR3L SDRAM 
2048 MB 

Image synthesis 
memory SDR-SDRAM 64 Mbit 

Dimensions 
Width 215 
Length 128 
Height 36 

mm 
mm 
mm 

The programmable SoC consists of the  FPGA part, a 
CPU and a microcomputer part with various peripheral 
interfaces in the same chip. 
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In the FPGA part, an image synthesis module, a 
control module, an image recognition module, and an 
image acquisition module that supplies grayscale images 
to the module are integrated. In the microcomputer, a 
software that calls the image acquisition module, tracking 
software, and maintenance software for setting and 
adjusting each FPGA module and software were installed. 

The evaluation of various scenes was based on the 
part of the database described in Chapter 3. Scenes in 
which people were present in the vicinity of 2 m from the 
camera and should be correctly detected were selected as 
the dataset for human detection evaluation. In addition, 
scenes that did not contain people were selected as a 
dataset for false alarm evaluation. While analyzing the 
processing results of these data sets, we adjusted the 
balance between the sensitivity to detect people and the 
false alarm rate. As shown in Figure 10, we were able to 
detect people with simple backgrounds with almost no 
misses. On the other hand, as shown in Figure 11, when 
the background contains high contrast and complex 
edges, the number of missed images and false alarms 
increases. Specifically, this includes the shadows of the 
excavated ground, plants and trees, other work 
equipment, cars, and man-made objects such as drums 
and benches. 

Figure 7. Dataset for human detection and evaluation 

Figure 8. Dataset for false alarm evaluation 

6  Examples of system operation 
Figure 9 is an example of a monitor display of the 

recognition results for various orientations and distances 
of people from the camera, and for various types of 
clothing and backgrounds. If there is a human-like image, 
we can see that the image can be displayed on the monitor 
regardless of the change in appearance on the image. 

Figure 9. Perceptional results of people with diverse 
appearances 

Figure 10 is an example of a monitor display of the 
recognition result when a person is approached by 
walking along the boundary between adjacent cameras. 
Even if the image appears to be tilted near the edge of the 
field of view, if there is a human-like image, it can be 
displayed on the monitor because of the image distortion 
of the wide-angle camera. 

Figure 10. Recognition results at the edge of the field of 
view 

Figure 11 is an example of the conventional function 
of displaying recognition results on a composite image. 
The system not only allows the operator to check the rear 
270 degrees of the excavator at a glance, but also notifies 
the operator of any human-like images on the monitor 
display, and at the same time the system notifies the 
operator by sound, etc., which can be a trigger for the 
operator to check the area around the excavator. 
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Figure 11. Display of recognition results on the 
composite image 

Figure 12 is an example of the monitor display of the 
recognition result when a non-human object is judged as 
a human. 

Figure 12. Examples of not being a person, but 
recognizing a person as a person 

7 Conclusion 
We have developed and put into practical use a 

function that recognizes images from a monocular 
camera mounted on a hydraulic excavator and notifies the 
operator of any human-like images with a monitor 
display and sound, giving the operator the opportunity to 
check the surroundings. The system was also approved 
for registration in the New Technology Information 
System (NETIS) [5]. 
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Abstract – 
Visual inspections of underside of concrete 

superstructures of piled piers are usually carried out by 
inspectors on small boat or divers. it is not easy to ensure 
work safety in such a narrow space because of affection 
by waves and tides during inspection work. And, in-
service facilities require to carry out the inspection work 
efficiently within a limited amount time and period. 
Therefore, the authors developed a ROV type inspection 
device with various support functions that takes images 
of the underside of the pier superstructure for improving 
the safety and efficiency of the inspection work. 
Moreover, we also developed a software to support 
documentation of the inspection and diagnosis of pier 
superstructures. 

In this paper, a developed ROV for visual inspection 
of concrete pier superstructure and cooperation between 
various support functions are described. 

Keywords – 
Visual inspection; Concrete pier superstructure; 

ROV; Work support functions 

1 Introduction 
In typical periodic inspections, visual inspections of 

underside of concrete superstructures of piled piers are 
usually carried out by inspectors on small boat. If there is 
insufficient clearance to access the underside by boats, 
divers carry out the inspection work. However, it is not 
easy to ensure work safety in such a narrow space 
because it is affected by tidal and wave conditions during 
work. In addition, inspection work should be carried out 
efficiently so that it does not interfere with the mooring 
or cargo works. 

For the purpose of improving the safety and 
efficiency of such inspection work, our R&D group has 
been developed a ROV (Remotely Operated Vehicle) 
type inspection device that takes images for diagnosis of 
the underside of the pier superstructure by remote control 
from land since 2014. We have been conducting the ROV 
demonstration tests since 2017, and the ROV was 
equipped with various work support functions at each 

development phase in order to reliably navigate and 
operate the ROV in the environments described above. 
Typical support functions are a positioning under the pier 
superstructure without using GNSS (Global Navigation 
Satellite System), shooting position management, a 
collision avoidance for obstacles, and a shooting history 
presentation for preventing shooting omissions. 
Moreover, we also developed a software for 
documentation of inspection and diagnosis to support in-
house work. 

In this paper, a developed ROV for visual inspection 
of concrete pier superstructure and cooperation between 
various support functions are described in detail by citing 
references of each development report. 

2 ROV for Visual Inspection of Concrete Pier 
Superstructure 

The ROV for visual inspection of concrete pier 
superstructure, named ROV-PARI, consists of an 
underwater vehicle platform and the camera system 
intended for concreate superstructure shooting. This is a 
semi-submersible ROV with a camera mounted on the 
top of the underwater vehicle platform and floats on the 
side. With this configuration, the distance from the center 
of buoyancy to the center of gravity can be extended, and 
so the ROV ensured stability against hull fluctuation.  

The underwater vehicle platform is a movable body 
with payload part and a device extension function. It is 
equipped with an underwater camera and six underwater 
propulsor units, and can be also used as a general ROV 
that can dive up to 200m by itself. The underwater 
camera of the underwater vehicle platform and the two 
aerial cameras in front and behind make a wide field of 
view when operating as ROV-PARI. 

The camera system intended for the superstructure 
shooting is equipped with one GigE camera for preview 
and image processing and one digital single-lens reflex 
camera (DSLR) for inspection images facing upward. It 
is as tolerant to low-light and deposits as humans. 

In addition, ROV-PARI is equipped with LRF (Laser 
Range Finder) in order to grasp the situation of obstacles 
around itself, and a directional gyro is installed for the 

954



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

ROV’s own heading estimation. The scanning results 
obtained from the two LRFs are combined to form the 
omnidirectional scanning result and be imaged, and pier 
piles are detected by image processing, and its position 
information are used. The positions of these detected 
piles and the piles in the map database are collated, the 
collated piles are regarded as landmarks, and the ROV’s 
own position and heading seen from the position of the 
landmarks are estimated by inverse calculation. In the 
case that the number of collated piles is less than two, the 
ROV’s own heading is estimated by the directional gyro. 
Moreover, the ROV’s own position and direction are 
measured using a GPS compass on the sea outside piers.  

Therefore, attaching the position information to the 
obtained pictures, it is possible to manage the inspection 
position. Figure 1 shows ROV-PARI, and Table 1 shows 
the specifications. 

a) ROV-PARI

b) Camera system with glass surface cleaning
function

Figure 1. The ROV for visual inspection of concrete 
pier superstructure 

Table 1. Specifications of ROV-PARI (2019) 

Items Specifications
Cameras For navigation 

GigE* camera with pan, tilt, AF and 
zoom×1 in-water (forward) 

GigE* cameras with pan, tilt, AF and 
zoom×2 in-air (forward and 
backward) 

For inspection 
GigE* camera×1 (f=3.5) for preview 
and image processing 

Full-size DSLR** camera 
(f=14mm)×1 

Lights Forward Dimmable LED 1W×12 
Upward LED with 80deg diffuser×8 

Sensors On ROV platform 
Pressure gauge×1 
Direction sensor×1 
(magnetic compass + MEMS 
gyroscope) 

On upward camera system 
Laser Distance meter×1 
Laser marker×1 (2pts, W=250mm) 
LRF***×2 (270deg) 
Directional gyroscope (FOG****)×1 
GPS compass×1 

Thrusters Forward and side thrusters 200W×4 
Vertical thrusters 200W×2 

Performance Maximum speed: about 1.5kts 
Other 

functions 
Direction keeping, 
Depth keeping (ROV platform only) 
Power outlet×8 (selected from 
DC5V50W, 12V100W, 24V400W) 

Universal I/O port×8 (selected from 
LAN 1000BASE-T, RS232C) 

Autonomous collision avoidance 
Positioning under slabs using LRFs 

Dimension L1200×W800×H925 except lugs 
Mass About 100kg without ballasts and 

optional devices 
*GigE; Gigabit Ethernet
**DSLR; Digital Single-lens Reflex
***LRF; Laser Range Finder
****FOG; Fiber Optic Gyro

Figure 2 shows usage situations of the ROV equipped 
with tele-operation assistance functions. a) shows lifting 
recovery of the ROV using cage without rigging, and b) 
shows situation of the ROV operation by onshore 
equipment. 
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a) Lifting recovery of ROV-PARI using cage 
without rigging 

 
b) Situation of ROV-PARI operation by onshore 
equipment 

 
c) Automatic shooting underside of pier 
superstructure 
Figure 2. Usage situations of ROV-PARI 

3 Work Support Functions 

3.1 Software for In-situ the ROV-PARI 
Operation 

The ROV is remotely operated while confirming the 
shooting position on the software for in-situ ROV-PARI 
operation onshore. Figure 3 shows the screenshot of the 
software used by operators. 

In order to support the operation and navigation of the 
ROV by the operator, the software presents the ROV 
position information and surrounding obstacles 
information in real time. This figure is a screenshot while 
actual operation in the field verification test. Operation 
panels are prepared on the left side of the window, and 
various support functions can be used by checking the 
necessary functions. The main functions are described 
below: 

 CamConPanel: Shooting interval setting. Checking 
“HIGH” is 1 second, and “MIDDLE” is 2 seconds. 

 INSTRUMENTS: Power control of each of the 
following devices: “CAMERA (all upward 
cameras)”, “O-GYRO (optical-gyro)”, “LRF (Lase 
Range Finder)”, “DISTANCE (distance meter)”. 
LRFs and distance meter are indispensable devices 
for making after-mentioned “COLLISION 
AVOIDANCE” and “FOOT PRINT” work. 

 GPS COMPASS: Checking “GPS”, it is possible to 
measure the position and heading of the ROV on the 
sea outside piers. Mainly used for initial position 
setting before approaching under pier. 

 A-CAS: Autonomous Collision Avoidance System. 
Measuring positional relationship with obstacles 
detected by LRFs, the ROV avoids collision with 
obstacles autonomously. The avoidance action is 
added to human operation. Checking “UP LINK”, 
onshore equipment and the ROV are connected. 
Checking “COLLISION AVOIDANCE”, the 
function is working． 

 REC: Recording logs. Checking “REC LOG”, log 
recording and interval shooting are started. 

 SHOOTIN: Shooting functions. Blue line rectangle 
is shooting area calculated by shooting distance and 
optical system of camera, and fill the shoot area. 
Checking “FOOT PRINT”, shooting history is 
presented. On “ERASE EP” button down, shooting 
history is reset. On “ONE SHOT” button down, one 
picture is shoot manually. 

On the lower left side of the screen, an image of the 
underside of the pier superstructure taken by the GigE 
camera for preview described in Chapter 2 among the 
two upper cameras installed is constantly displayed. This 
shooting area is slightly narrower than the area of DSLR 
for inspection images. 
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On the lower right side of the screen, the all-around 
scanning image obtained by LRFs is displayed. Namely, 
measuring the relative positional relationship with 
surrounding objects and obstacles obtained by all-around 
scanning is calculated, and the result is always displayed 
in heading-up. Using the relative position information of 
the closest and second closet piles, shown in Figure 3 as 
pink and orange piles respectively, the position of the 
ROV is estimated from the relative position with the 
closest pile, and the heading is estimated from the angle 
between the line segment of the closest-the second closet 
piles and the ROV itself. The positioning function is 
described in Section 3.2. 

In addition, since the all-around scanning result using 
LRFs are obtained while the positioning process, not only 
the piles but also the surrounding obstacles are observed. 
The collision avoidance direction and the level are 
presented by measuring the relative positional 

relationship with surrounding objects, and the 
autonomous collision avoidance behaviour is performed 
based on this information. The autonomous collision 
avoidance function is described in Section 3.3. 

On the top of the screen is a map created from the 
prepared pile placement information. By displaying the 
ROV on this map based on the previous positioning result, 
the operator can grasp the current position of the ROV 
under the pier superstructure, and the reliable operation 
of the ROV along the pre-planned inspection route is 
possible. Blue line rectangle is shooting area, and filled 
it is presented as shooting history. In the figure, the filled 
area in light grey is the captured area. It is possible to 
easily distinguish captured area and the uncaptured area 
underside of the pier superstructure in real time, and toto 
present the omission of shooting. The shooting history 
presentation is described in Section 3.4. 

 
Figure 3. Screenshot of software for in-situ ROV-PARI operation 
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3.2 Positioning under Pier Superstructures 
First, the scanning results obtained by the two LRFs 

are combined to make an all-around scanning result and 
is imaged. Next, the piles are detected from the image by 
image processing, and the position information are used. 
In fact, the positions of these detected piles and the piles 
in the map database are collated, the collated piles are 
regarded as landmarks, and the ROV’s own position and 
heading seen from the position of the landmarks are 
estimated by inverse calculation. 

When there are two or more Matched piles that 
succeeded in matching the position of the "detected 
objects" of circular cross-sectional shape by image 
processing from the scanning image with the position of 
the piles in the map database, the matched pile proximate 
to the ROV is "reference point for positioning" (Pink 
circle in Figure 3) and positioning of the ROV’s own 
position is conducted relative to the point (Pink line in 
Figure 3). Next, the matched pile secondly proximate to 
the ROV is the "auxiliary point for azimuth 
estimation"(Orange circle in Figure 3.),  and the heading 
of the ROV is estimated from the angle between the 
baseline connecting the positioning reference point and 
the azimuth estimation auxiliary point (Orange line in 
Figure 3) and the ROV. In case that the number of 
matched piles is less than one, the heading estimation is 
switched to the gyro-base. In case that there is no 
matched pile, the position estimation of the ROV is 
allowed to be switched to inertial navigation. 

The mathematical presentations of the positioning are 
shown in the following sections. The first and second 
axes of the ROV coordinate system are the Roll and Pitch 
axes on the horizontal plane, and the third axis is the 
vertically downward Yaw axis, respectively. 

The first and second axes of the local map coordinate 
system are the axis parallel to the face line of the wharf 
and the orthogonal axis that land side is positive on the 
horizontal plane, and the third axis is vertically upward, 
respectively. The first and second axes of the world 
coordinate system are north latitude and east longitude, 
and the third axis is vertically downward, respectively. 
However, all coordinate systems are positive-oriented. 

3.2.1 Position on a Local Map Coordinate System 

 Each positional vector of the piles is defined in 
Equation (1). Here, the left-superscripts of the variables 
represent the coordinate systems, and the right-subscripts 
of the variables represent the objects. Bolds represent 
vectors or matrices. 

 Here, the position of the detected pile 𝑗 is compared 
with that of the pile 𝑘 on the map database, and if the 
norm between them is less than or equal to a threshold, 
the detected pile  𝑗  is regarded as the pile 𝑘 , and is 
becomes the matched pile 𝑖. In addition, 𝑃௜  is an index 
which sorted 𝑖 in near order to the ROV, and 𝑄௜  is the 
index corresponding to 𝑃௜ on the map database. After that, 
𝑃ଵ and 𝑄ଵ are the index of the proximate matching piles 
to the ROV, and regarded as positioning reference points, 
then 𝑃ଶ and 𝑄ଶ are the index of the secondly  proximate 
matching pile to the ROV, and are  regarded as auxiliary 
points for azimuth estimation. The heading and positional 
vectors of the ROV are defined in Equation (2). 

𝜃୑୅୔
ୖ୓୚ : Angle btween first axes of ROV and MAP 

𝜃ୖ୓୚
୑୅୔ : Angle between first axes of MAP and ROV 

𝜃ୖ୉ୗುభ→ುమ
ୖ୓୚ : Angle between ROV and segment RES௉భ→௉మ      

𝜃୑୅୔ೂభ→ೂమ
୑୅୔ : Angle between MAP and segment MAPொభ→ொమ 

𝑷ୖ୓୚
ୖ୓୚ , 𝑷ୖ୓୚

୑୅୔ : Positioal vectors of the ROV     
𝑹ଵሺ𝜃ሻ: Rotation matrix.  The subscript is rotational axis 
              , and the argument is rotational angle. 
where, 𝑷ୖ୓୚

ୖ୓୚ ≡ 𝑶 

(2) 

From the above definition, if there are two or more 
matching piles, heading of the ROV 𝜃ୖ୓୚

୑୅୔  in the local 
map coordinate system can be estimated by using the 
positioning reference point and the auxiliary point for 
azimuth estimation from Equation (3) [1]. 

 If Equation (3) cannot be used because the number 
of matched piles is less than 1, it is possible to seamlessly 
switch the heading source from Equation (3) to 

𝜃ୖ୓୚೔೙೎
୑୅୔  and to estimate 𝜃ୖ୓୚

୑୅୔  by initializing the 
heading 𝜃ୖ୓୚೔೙೎

୑୅୔ by the directional gyro with 
𝜃୑୅୔

ୖ୓୚  while the heading 𝜃୑୅୔
ୖ୓୚  can be estimated 

by Equation (3). 
Next, the relative positioning method of the ROV 

position in the local map coordinate system is described. 
Here, the ROV position vector 𝑷ୖ୓୚

୑୅୔   in the local 
map coordinate system is calculated by Equation (4) 
using the estimated heading and the positional vector of 
the positioning reference point. 

 If the number of matched piles is less than one, the 
heading estimation is switched to the gyro-base. If there 
are no matched piles, the positional estimation is 
allowable to be switched to inertial navigation and so on. 

൬ 𝑷ୖ୓୚
୑୅୔

1
൰ ൌ ቆ

𝑹ଷ൫ 𝜃 ୖ୓୚
୑୅୔ ൯ 𝑷 ୑୅୔ೂభ

୑୅୔

𝑶𝑻 1
ቇ ൬
െ 𝑷ୖ୉ୗುభ
ୖ୓୚

1
൰ 

     𝑷ୖ୓୚
୑୅୔ ൌ 𝑹ଷ൫ 𝜃 ୖ୓୚

୑୅୔ ൯ ቀെ 𝑷ୖ୉ୗುభ
ୖ୓୚ ቁ ൅ 𝑷 ୑୅୔ೂభ

୑୅୔   
(4) 

𝑷୑୅୔ೖ
ୖ୓୚ , 𝑷୑୅୔ೖ

୑୅୔  ∶ Piles positions                          

𝑷ୖ୉ୗೕ
ୖ୓୚ , 𝑷ୖ୉ୗೕ

୑୅୔      ∶ DP positions                           

𝑷ୖ୉ୗು೔，
ୖ୓୚ 𝑷ୖ୉ୗು೔

୑୅୔ : MP positions                              

𝑷୑୅୔ೂ೔ , 𝑷୑୅୔ೂ೔
୑୅୔ ∶ୖ୓୚ MP positoin on the local map

 (1) 
 

𝜃ୖ୉ୗುభ→ುమ
ୖ୓୚ ൌ atan2൭

𝑦ୖ୉ୗುమ
ୖ୓୚ െ 𝑦ୖ୉ୗುభ

ୖ୓୚

𝑥ୖ୉ୗುమ
ୖ୓୚ െ 𝑥ୖ୉ୗುభ

ୖ୓୚ ൱ 

𝜃୑୅୔ೂభ→ೂమ
୑୅୔ ൌ atan2൭

𝑦୑୅୔ೂమ
୑୅୔ െ 𝑦୑୅୔ೂభ

୑୅୔

𝑥୑୅୔ೂమ
୑୅୔ െ 𝑥୑୅୔ೂభ

୑୅୔ ൱ 

𝜃୑୅୔
ୖ୓୚ ൌ 𝜃ୖ୉ୗುభ→ುమ

ୖ୓୚ െ 𝜃୑୅୔ೂభ→ೂమ
୑୅୔  

𝜃ୖ୓୚
୑୅୔ ൌ 𝜃ୖ୓୚೔೙೎

୑୅୔ ൌ െ 𝜃୑୅୔
ୖ୓୚  

(3) 

958



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

Finally, using the positional vectors and heading of 
the ROV estimated, the positional vectors of piles on the 
map database in the ROV coordinate system is updated 
by Equation (5). As a result, the new detected piles and 
the new map database can be collated even in the next 
positioning step, and positioning can be continued. 

𝑷୑୅୔ೖ
ୖ୓୚ ൌ 𝑹ଷ൫ 𝜃 ୑୅୔

ୖ୓୚ ൯൫ 𝑷୑୅୔ೖ
୑୅୔ െ 𝑷ୖ୓୚

୑୅୔ ൯ (5) 

3.2.2 Transform to the World Coordinate System 
Positional vector of the origin of the local map 

coordinate system 𝑷 ୑୅୔
୑୅୔ ≡ 𝑶  is 𝑷 ୑୅୔

୛  in world 
coordinate system, and the inclination of the local map 
coordinate system with respect to the world coordinate 
system is direction of face line of the wharf 𝜃 ୑୅୔

୛ . 
Transformation to world coordinate system of 𝑷ୖ୓୚

୑୅୔  
estimated by Equation (4) is represented by rotation 
trough 𝜃 ୑୅୔

୛  about third axis, multiplying by meter-
lat/long transformation matrix 𝑳 , and parallel 
translation 𝑷 ୑୅୔

୛  [1]. 
The equation for conversion the positional vector of 

the ROV 𝑷ୖ୓୚
୑୅୔  in the local map coordinate system to 

world coordinate system is shown in Equation (6). 

According to the Chronological Scientific Tables 
(NAOJ), the length ∆𝑙LATሾm/degሿ  corresponding to a 
latitude of 1deg depending on the geographical latitude φ 
and the length ∆𝑙LONሾm/degሿ  corresponding to a 
longitude of 1deg are approximately expressed by the 
Equation (7). 

 Therefore, the meter-lat/long transformation matrix 
𝑳 around geographical latitude φ and in the vicinity of 
𝑷 ୑୅୔

୛  is given by Equation (8). If GRS 80 is applied as 
an earth ellipsoid model, the equatorial radius a is 6 378 
137m, and the ellipticity 𝑓  is 1/298.257 222 101. 
Moreover, the eccentricity of the earth ellipsoid e is 
ඥ𝑓ሺ2 െ 𝑓ሻ, and 𝑒ଶ is an approximate value of 0.006 694 
380 022 900 788.  

3.2.3  Correspondence between Shooting Position 
Information and Obtained Pictures 

 Two methods are prepared regarding the 
correspondence between the obtained pictures and the 
shooting-attribute information such as shooting position. 
One is directly attaching to the picture data on real-time 

and another one is recording in a log file synchronized 
with the shooting time. 

 The first method is to convert the latitude and 
longitude position information in world coordinate 
system calculated by Equation (6) into NMEA0183-
compliant packet information and pass it directly to the 
camera at the same time as shooting. The shooting date 
and time, shooting direction, shooting position, and so on 
are directly written in the Exif GPS IFD tag in the picture 
data, then it is possible integrally to manage and to utilize 
the obtained pictures in conjunction with shooting 
position on a map-linked photo viewer or GIS application. 

 The second method is to prepare a log file 
synchronized with the shooting, and record the shooting 
date and time, shooting direction, shooting position, and 
so on at the same time of shooting in the file. Here, in 
addition to the latitude and longitude position 
information in world coordinate system recorded of the 
first method, the position information in the local map 
coordinate system with higher resolution calculated by 
Equation (4) is also recorded. it is possible to utilize 
highly accurate position information on the local map 
coordinate system, and it makes easy to secondary use of 
obtained pictures using shooting position such as making 
development view using the obtained pictures. 

3.3 Avoidance Direction and Autonomous 
Collision Avoidance Function 

 Collision avoidance direction is presented on the 
operation screen in order to support remote control of the 
ROV. First, the distance 𝐿LRFഇ from the ROV to the first 
reflection points all-around direction observed by two 
LRFs are obtained. Next, as shown in Figure 4, an alert 
circle (broken line) with radius 𝑅margin is set around the 
ROV, the weight 𝑤ఏ  in each direction is calculated by 
Equation (9) according to the magnitude relationship of 
𝐿LRFഇ and 𝑅margin. 

As a result, the avoidance direction vector 𝑨ROV
୐ୖ୊ 

in the ROV coordinate system is calculated by the 
Equation (9) according to multiply the unit vector 𝒆ఏ of 
each direction by the weight 𝑤ఏ and taking the sum [1]. 

 
Figure 4. Calculation of collision avoidance 
direction based on the LRFs 

൬ 𝑷ୖ୓୚
୛

1
൰

ൌ ቀ 𝑳 𝑶
𝑶𝑻 1

ቁ ൬
𝑹ଷ൫ 𝜃 ୑୅୔

୛ ൯ 𝑷 ୑୅୔
୛

𝑶𝑻 1
൰ ൬𝑹𝟏ሺ𝜋ሻ ∙ 𝑷ୖ୓୚

୑୅୔

1
൰ 

𝑷ୖ୓୚
୛ ൌ 𝑳 ∙ 𝑹ଷ൫ 𝜃 ୑୅୔

୛ ൯൫𝑹𝟏ሺ𝜋ሻ ∙ 𝑷ୖ୓୚
୑୅୔ ൯ ൅ 𝑷 ୑୅୔

୛    

(6) 

       ∆𝑙LAT ൎ 𝜋
180ൗ ∙ 𝑎ሺ1 െ 𝑒ଶሻ

ሺ1 െ 𝑒ଶ sinଶ 𝜑ሻଷ ଶ⁄൘

∆𝑙LON ൎ 𝜋
180ൗ ∙ 𝑎 cos𝜑

ඥ1 െ 𝑒ଶ sinଶ 𝜑൘      
 (7) 

𝑳 ൌ ൭
1 ∆𝑙LAT⁄ 0 0

0 1 ∆𝑙LON⁄ 0
0 0 1

൱ (8) 
𝑤ఏ ∙ 𝒆ఏ 

𝐿୐ୖ୊ഇ 

𝑤ఏ ∙ 𝒆ఏ 

𝑨ROV
LRF ൌ෍ሺ𝑤𝜃 ∙ 𝒆𝜃ሻ

𝜃

 

𝑅୫ୟ୰୥୧୬ 

Alert circle Obstacle 

ROV 

Avoidance direction vector 
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Here, since the collision avoidance direction is 
indicated by 𝑨ROV

LRF, the collision avoidance behaviour 
vector 𝑩ROV

୐ୖ୊  is multiplied by the gain 𝐺 , and 
expressed by Equation (10).  

In addition, the ROV always receives the normalized 
navigation vector 𝑩ROV

୎୓ଢ଼  by the joystick operation. 
Therefore, the total navigation vector 𝑩ROV

୘୓୘୅୐ of the 
ROV is expressed by Equation (11) with saturation 
condition according that the collision avoidance 
behaviour vector 𝑩ୖ୓୚

୐ୖ୊  is added to the navigation 
vector 𝑩ROV

୎୓ଢ଼ [2].  

However, the upper limit of the collision avoidance 
behaviour vector 𝑩ୖ୓୚

୐ୖ୊  is set to 50% of the total 
navigation vector in order to avoid out of control while 
collision avoidance (Equation 12). 

 
Figure 5. Autonomous collision avoidance 
behaviour of the ROV 

The autonomous collision avoidance behaviour of the 
ROV is shown in Figure 5. In this figure, the collision 
avoidance direction has been calculated in response to 
penetration of the proximate pink pile into the alert-
circle-area, and the ROV avoids collision with the pile 
autonomously. 

3.4 Presentation of Shooting History 
 The picture displayed in the upper part of the in-situ 

operation application in Figure 3 is the navigation 
window that displays the ROV on the map database of 
the piles layout. The operator grasps the current position 
of the ROV from the information on this window and 
operates the ROV along the planned inspection route. 
The blue line rectangular surrounding the ROV indicates 
the shooting area of the inspection camera, and the 
shooting history is presented by leaving the filled 
shooting area as footprints. In the figure, the filled area 
in light gray is the captured area. With this function, it is 
possible to easily distinguish the captured area and the 
uncaptured area on the underside of the pier 
superstructure in real time, and it is possible to prevent 
shooting omissions. 

Here, in case of angle of view 𝜃, 𝜑[deg] (horizontal, 
vertical), shooting distance 𝐷[mm], focal length 𝐹[mm], 
sensor size 𝑊௦, 𝐻௦[mm] (horizontal, vertical), the filled-in 
area 𝑊 , 𝐻 [mm] (horizontal, vertical) as the shooting 
history in one shooting is expressed multiplying the 
shooting area of the camera by the safety factor 𝑅  by 
Equation (13) [3]. 

An example of the presentation of the shooting 
history in field experiment to verify the effect is shown 
in Figure 6. On the other hand, Figure 7 shows a 3-D 
model of the pier superstructure constructed by SfM-
MVS software from the obtained pictures corresponding 
to the shooting history. 

Both pictures are perspective view looking down the 
pier superstructure vertically. Comparing shooting 
history in Figure 6 and the 3-D model in Figure 7, each 
uncaptured area is the same. 

3.5 Effectiveness of Introducing the 
Developed Technologies 

Authors have conducted several field tests for the 
verification of the developed technologies to date. The 
proposed method using the technologies is secure and 
safety because there are no inspectors on the sea. 

The proposed method performed well in every test 
although obtained information were increased. And, one 
of results showed more than fourfold efficiency on site 
work to the conventional method by inspectors [4]. 

𝑨ROV
LRF ൌ ∑ ሺ𝑤ఏ ∙ 𝒆ఏሻఏ                    

where，𝑤ఏ ൌ ൞
െ

ோmarginି௅ై౎ూഇ
ோmargin

൫if 𝐿୐ୖ୊ഇ ൑ 𝑅margin൯

0 ൫if 𝐿୐ୖ୊ഇ ൐ 𝑅margin൯

 (9) 

𝑩ୖ୓୚
୐ୖ୊ ൌ 𝐺 ∙ 𝑨ROV

LRF (10) 

𝑩ROV
୘୓୘୅୐

ൌ

⎩
⎪
⎨

⎪
⎧ 𝑩ROV

୎୓ଢ଼ ൅ 𝑩ROV
LRF ൫if ห 𝑩ୖ୓୚

୎୓ଢ଼ ൅ 𝑩ୖ୓୚
୐ୖ୊ห ൑ 1൯

𝑩ୖ୓୚
୎୓ଢ଼ ൅ 𝑩ୖ୓୚

୐ୖ୊

ห 𝑩ROV
୎୓ଢ଼ ൅ 𝑩ROV

LRFห
൫if ห 𝑩ୖ୓୚

୎୓ଢ଼ ൅ 𝑩ୖ୓୚
୐ୖ୊ห ൐ 1൯

 (11) 

𝑩ୖ୓୚
୐ୖ୊ ൌ ൞

𝐺 ∙ 𝑨ROV
LRF ൫if ห𝐺 ∙ 𝑨ROV

LRFห ൑ 0.5൯

0.5 ∙
𝑨ROV

LRF

ห 𝑨ROV
LRFห

൫if ห𝐺 ∙ 𝑨ROV
LRFห ൐ 0.5൯

    (12) 
𝑊 ൌ 2𝐷 ∙  𝑅 tan𝜃 2⁄ ，𝐻 ൌ 2𝐷 ∙ 𝑅 tan𝜑 2⁄  
where，tan𝜃 2⁄ ൌ 0.5𝑊௦ 𝐹⁄ ， tan𝜑 2⁄ ൌ 0.5𝐻௦ 𝐹⁄  (13) 
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Figure 6. Foot-print of the shooting history  

 
Figure 7. 3-D model concrete pier superstructure 
constructed by SfM-MVS photogrammetry 

4 Inspection and Diagnosis Support 
System 

An inspection and diagnosis support system was also 
developed for supporting the work to make inspection 
reports because of obtaining an enormous inspection 
picture by introduction of the ROV to field work [4][5]. 

First, 3-D model of the underside of the pier 
superstructure is composite from obtained pictures using 
commercially SfM-MVS (Structure from Motion-Multi 
View Stereo) software. The SfM-MVS technology is a 
general-purpose technology recently applied to drone 
photogrammetry and shape measurement of structures. 

 
Figure 8. 2-D development view and candidates 
of suspected deterioration on the support system 

2-D development view for each member is 
automatically created from 3-D model by the inspection 
and diagnosis support system, and the location that have 
the possibility of deterioration are automatically detected 
from the development view in Figure 8. The user 
distinguishes the position and deterioration type from the 
detected objects, and classifies the deterioration of the 
target member as grades a, b, c or d. The inspection report 
is automatically created based on the distinguished 
deterioration. 

5 Conclusions 
This paper reported the ROV for visual inspection of 

concrete pier superstructure, work support functions for 
ROV operation, and the inspection and diagnosis support 
system to save the related work. These are considered to 
have largely reached a practical level technically  

These results promise a certain level of contribution 
to the improvement of safety and efficiency of the work. 
Development of linking tool with BIM/CIM is current in 
progress in order to further improve convenience of them. 
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Abstract – 

 In the UK, the railing sector has a large 
number of ageing masonry bridges that need to be 
examined every year. The traditional inspection 
regime consists of visual observation with manually 
recording the defect information observed on the 
structure. Previous studies have shown that this 
method of inspection is not reliable, time-consuming, 
depends on the inspector’s judgment and result in 
further costs to the inspection process. Thus, there is 
a need to revolutionise the current inspection regime 
and improve the efficiency and reliability of the 
acquired data. 

The development of digital surveying technology 
such as terrestrial laser scanning (TLS) and 
progressions in innovative software techniques will 
support the production of accurate representation of 
any asset, this automation, which results in achieving 
a tangible survey of a physical asset in a digital 
environment. In this paper, a strategic approach for 
an effective solution to automating the traditional 
process of surveying and processing point cloud data 
is presented, with further automation of 
implementing an automated bridge generation 
approach to large and complex cloud data sets. The 
presented digital method will generate a digital asset 
from the point cloud, and this will support surveyors 
and engineers to identify defects through various 
digital means. The presented approach has been 
tested on real-life projects which have demonstrated 
time-saving workflow on generating digital assets. 
This research will demonstrate the effective 
automation of point cloud to producing a physical 
asset of a structure with the ability to produce BIM 
model. 

 
Keywords – 

Bridge automation; Inspection; Masonry bridge; 
Terrestrial scanning; Point clouds; Scan to BIM 

1 Introduction 
In the UK, infrastructure management is facing 

significant challenges due to ageing assets and increasing 
demand. In the railway sector, it is estimated that there 
are approximately 29000 bridges, 22000 retaining walls, 
21000 culverts, 200 miles of coastal defence and 600 
tunnels, which require regular examination. The current 
visual examination process involves deploying a large 
workforce onto unsafe sites to inspect and report upon the 
status of each bridge on the network. There is increasing 
demand to replace the current cumbersome process 
(resource-intensive, unsafe conditions, sub-optimal 
process) with a faster, safer, digitally-enabled process 
using digital operators for mostly off-site inspection, 
automatic defects detection supported by an automated 
process, such as machine learning. 

Due to the ageing nature of the assets, the original 
design information is often not readily available. The 
immediate challenge of implementing the digital process 
is to reconstruct the 3D BIM model from the captured 
data on-site. This paper aims to address this challenge by 
proposing a practical solution to rapid reconstruct the 3D 
BIM model from the point cloud data captured by reality 
capture technology. A real-life project is presented to 
demonstrate the effectiveness of the solution. 

2 Literature review 

2.1 Reality capture technology 
Reality capture technology for recording the state of 

the existing structure has been a focus of many studies [1, 
2]. Several technologies have been used for digital 
surveying such as terrestrial laser scanning (TLS), 
Terrestrial video and photogrammetry technology, and 
Unmanned Aerial Vehicle (UAV). The precision of these 
technologies is varied, which make some of them better 
than others on different surveying scenarios. For example, 
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UAV is useful in post-disaster assessment, such as post-
earthquake evaluation [3], tornado and hurricanes 
damage assessment [4], that could give a general damage 
identification of a structure as a whole [5].  

TLS can provide detailed information about the 
structure with higher accuracy than photogrammetry and 
UAVs [6]. Zeibak-Shini et al. [6] claimed that the TLS 
was applicable for damage assessment on building 
element with better quality than the UAV scanning. In 
Spain, different digital surveying technologies were used 
to document the as-is state of heritage masonry arch 
bridge, static and mobile TLS integrated with a digital 
camera were able to provide high accuracy 3d digital 
model [7]. In the US, a study used pre- and post-event 
approach for damage assessment of buildings after a 
tornado, both aerial and TLS surveying technology were 
used to document the state of each building before and 
after the event to evaluate the damage caused to buildings 
[8]. In the same study, they have also estimated wind 
speed and path direction of the tornado using the same 
digital data. 

TLS, terrestrial video, photogrammetry, and UAV 
can generate point clouds model of a scene, and other 
low-cost approaches have also been studied to generate 
the similar dataset such as digital photogrammetry 
technique called Structure-from-Motion (SfM) [9], 
Multi-View Stereopsis (MVS) [10], and the combination 
of both [11]. Even though the above techniques are able 
to reconstruct the surveyed structure in a 3D environment, 
none of them can automatically produce and recognise 
the structure at the component level that is required for a 
BIM model. 

2.2 Scan to BIM – 3D reconstruction of BIM 
model 

Scan to BIM is also known as Point cloud to BIM, the 
process aims to use point cloud data to generate BIM 
model [12]. Typically, the point cloud data is obtained by 
TLS, and the data is transferred to BIM tools such as 
Revit, Bentley, Graphisoft, to reconstruct a BIM model. 
The problem of reconstruction of the as-as 
infrastructure/building assets is not a new area of 
research [1, 2]. Currently, the scan to BIM process 
remains largely a manual process which is time-
consuming and error-prone [3]. In recent years, 
researchers around the world have been investigating 
ways to automate the process, including automatic 
identification of objects from the geometric features [13].  

Roberts et al. [14] developed a technique to digitally 
capture a physical space from various points using the 
data to create an intelligent 3D model. The process 
provides a vital starting point for design teams that use 
BIM to iterate their designs and then manage, coordinate, 
and share all of the project information. 

In buildings, the reconstruction of interiors and 

exteriors using the laser scanner was the case of many 
studies [4-6]. Although many algorithms presented for 
model reconstruction, most of them emphasise on model 
creation for visualisation rather than the accuracy of the 
geometries. Furthermore, the algorithms do not recognise 
the identity of components such as floors, walls, and 
ceilings [7]. Macher et al. [3] presented a semi-automatic 
approach, and segmentation was performed, so that point 
clouds corresponding to grounds, ceilings, and walls can 
be established. The output of building components can 
then be integrated into BIM software using IFC format. 
In the outdoor environment, Bassier et al. [8] used 
random forests classifier to automatically identify 
structural elements such as floors, ceilings, roofs, walls, 
and beams. 

In the infrastructure management sector, several 
algorithms for 3D data processing and modelling have 
been developed to achieve surveying goals [9]. One of 
the significant studies was presented by Sacks et al. [10], 
they developed a 3D engine to create a geometric model 
of the assets associated with the point cloud model. The 
engine was based on surface primitive extraction 
algorithm, component detection, and classification 
algorithm for detection and classification. A set of 
training data was also presented to establish the 
relationships between surface primitives and the 
integrated component. However, the BIM reconstruction 
process is still at its infancy in geometrical creation, 
particularly for non-standard components with complex 
geometry.   

3 Bridge Scan to BIM approach 
 In recent years, many algorithms have been 

developed to extract planar patches from point data or to 
recognise and identify the components of a structure such 
as walls, ceilings, and floors [15]. However, very few 
studies have successfully demonstrated the practicality of 
rapid reconstructing bridges from point cloud data in a 
large scale. In this paper, the authors propose a 
component library based approach especially developed 
for masonry railway bridges. 

The result of the approach is a rich BIM model 
generation tool that is capable of producing Autodesk 
Revit BIM model with all the required information about 
each component constituent of a bridge structure. 
Furthermore, the proposed system follows the end-user 
requirements for condition assessment of railway bridge 
structure to ensure the resulting BIM model is 
semantically rich and suitable for condition assessment. 

In this paper, three key aspects have been considered 
during the development of the system. 

1. From a practical point of view, it is essential to have 
both data from the survey and BIM in the same 
development environment, not only for BIM model 
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creation but also for component check and 
validation. 

2. Clear definition of the relationships between the 
elements [16], i.e. bridge elementsneed to be 
connected in a logical format. 

3. The output BIM model must comply with the 
international standard such as IFC schema. 

The railway bridges have a wide variety of 
components in their geometrical shape, parameters, and 
position. For example, each bridge component from the 
same type could have different geometries, parameters, 
and positions within the overall structure, see Table 1. 

Table 1. Different type of wing wall and connection to 
abutment 

Image Point cloud BIM 

   

   
During the development, the authors recognise the 

relationships exists between the components in terms of 
the geometries, parameters and composition. As a result, 
a unique bridge component library is proposed to include 
all components and structural elements for bridges in 
order to reconstruct a bridge from point cloud data. A 
typical bridge can consist of several major components, 
such as Deck (DK), End Support (ES), and Intermediate 
supports (IS). Each major component is formed by 
several elements, such as Abutment, Wing wall, etc.  

 The bridge components and elements in the library 
are modelled based on the following protocols a) a logic 
of component reconstruction sequence, b) a number of 
required parameters for flexible geometries c) and 
relationships between components and elements. Figure 
1 provides a high-level overview of the approach, which 
breaks the BIM reconstruction process into four stages.  

In the first stage, a bridge component library is 
developed, and the bridge components and elements are 
categorised based on bridge condition marking index 
(BCMI) guideline. The BCMI helps develop a robust and 

flexible bridge component from a geometrical 
perspective that can be used in most bridges with a 
similar structure. The component library can be 
developed in standard BIM tools such as Autodesk Revit. 

The second stage is to identify the component from 
the point cloud scene. It will examine if there is a new 
element, feature with the element, that is missing and/or 
not included in the library. This step is essential to 
maintain the library and keep it up to date with all 
components. 

 
Figure 1. system overview 

The third stage is to establish the position and 
orientation of individual components and elements of the 
bridge. The scanning provides a point cloud scene 
registered within a local coordinate system. The point 
cloud is then used to identify the spatial location of each 
bridge component. Moreover, the component’s 
connection to other components in the whole structure 
can also be established based on the relationship rules in 
the library.  

In the fourth stage, the bridge components are being 
reconstructed from elements in the library based on the 
information for previous stages. The parametric nature of 
each component and element gives the flexibility to 
adjust the geometries of the components based on the 
point cloud data. The algorithm will extract the required 
parameters of the individual components from the point 
cloud data. For the actual implementation, a set of 
algorithms is developed to connect all stages and interact 
with point cloud data and the component library. 

The proposed approach has been tested on thirty 
railway bridges in the UK. In the following section,  a 
brief description of the implementation on a single-span 
arch bridge is presented. 
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4 Implementation 
The single-span arch bridge consists of three major 

components, Deck (DK), End Support (ES), and 
Intermediate supports (IS). Figure 2 shows the structural 
system of the single-span masonry arch bridge. Major 
and minor elements, names, and codes are explained in 
Table 2. 

The process of data acquisition, BIM reconstruction, 
and the validation of the produced model are explained 
in the following sections. 

Figure 2. Single-span masonry arch bridge 
drawing 

Table 2 elements in the single-span masonry arch bridge 

4.1 Data acquisition 
For the single-span masonry arch bridge as shown in 

Figure 3,  TLS is used for data acquisition. The site 
condition, weather condition, and other environmental 
conditions such as site access, traffic situation, vegetation, 
flooding, etc, are assessed before the scan.  The scanning 
set-points are also planned in order to cover the entire 

structure.  

 
Figure 3. Single-span masonry arch bridge  

On-site, the survey team sets up a ground control 
point (GCP) for the project. A Global Navigation 
Satellite System (GNSS) is used to record the GCP in the  
Ordnance Survey National Grid (OSGB) reference 
system, and the resulting coordinates will be used in the 
processing of TLS data sets. The TLS scan is performed 
at every pre-planned set-point to capture 3D point cloud. 
The individual scans are then registered to each other 
using automated software to produce a dense point cloud 
model of the bridge. 

4.2 BIM Reconstruction 
In the proposed system, the BIM reconstruction 

algorithm process the point cloud data and generate a 
BIM model almost automatically. Moreover, the 
proposed system does not require a clean point cloud 
model (noise points such as people, trees in the scene, are 
not removed). However, a clean model can save 
processing time and produce better results. In the single-
span masonry arch bridge, the scan by TLS has around 
440million points  (Figure 4). 

 
Figure 4. The point cloud model of the bridge 

The resulting 3D BIM model as shown in Figure 5 is 
a digital representation of the bridge which is formed by 
the components and the corresponding structural 
elements of a masonry arch bridge listed in Table 2. 

The algorithm is able to identify the structural 
elements from the bridge point cloud scene.  It assembles 

ELEVATION 

 
PLAN 

Elements Code 
Abutment ABT 
Wing wall WWL 
Barrel arch BAR 

Spandrel wall SPW 
Parapet PPT 

Padstone PCL 
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bridge components of the elements associated with the 
point cloud of the structure from the component library. 
It also fetches the required parameters of each component 
to finetune the BIM component geometry to fit the point 
cloud. 

 
Figure 5. BIM model of the single-span arch 
bridge. 

The algorithm would also position the bridge 
components following the density of the point cloud data 
and the relationships between components  as shown in 
Figure 6 

   
Figure 6. bridge reconstruction 

4.3 Validation process 
The output BIM model is in Autodesk Revit format 

that can be exported in IFC. The BIM model is validated 
in Verity, a construction verification software. Verity 
would check the point cloud against each bridge 
component. The visual verification reports show if the 
structural components are generated correctly within the 
required 50mm tolerance. 

 Figure 8 shows the BIM model of a Wing Wall 
(WWL) that is compared to the surveyed point cloud data 
under 50 mm tolerance. The colours in the model 
represent the distance of the points to the BIM 
component; green shows the perfect match while red is 
out of tolerance.  

Figure 7 shows the results of bridge spandrel (SPW) 
to 50 mm tolerance. Although the SPW component 
passed the verification process, the result shows the point 
cloud does not fully match the BIM components. This 
could be because the BIM component is not flexible 
enough to fit the geometry of the bridge, or the point 
cloud model has too many noises that affect the 
verification process or both.  

As previously mentioned, the system was validated 
with thirty bridges. Majority of the BIM models could 
meet the tolerance requirement. On occasion, the 
component would not line up with point cloud perfectly, 
and further adjustments are made to improve the 
accuracy of the bridge model.  

 
Figure 7. Verification results of the WWL 

 
Figure 8. Verification results of SPW 
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5 Conclusion 
Reality capture technology is a promising solution for 

bridge condition assessment. However, the data acquired 
from scanning tools can not be directly used to establish 
a digital information system. Furthermore, the 
conventional process of creating a BIM model from point 
cloud data is a time-consuming manual process.  

Due to the increasing demand for digitising UK 
infrastructure, there is a need to develop a workflow to 
rapid scan the asset and generate a BIM model for 
condition assessment. This paper proposed a new 
approach to automate the reconstruction of a BIM model 
of railway bridge from point cloud data, which can also 
be applied to other physical assets. The approach is 
demonstrated on an industry project of thirty bridges of 
different types, shapes, and spans.  

The process includes capturing the masonry structure 
using TLS and producing a point cloud representation of 
the bridge and further generating a 3D BIM model. The 
output result of each bridge component is validated 
against the point cloud under 50 mm tolerance. The new 
process has reduced the traditional modelling times from 
days/weeks to hours for the thirty bridges. The project 
also identified several advantages and limitations of the 
proposed approach. 
 
Advantages 

• The system can process a complex structure 
of masonry bridges. 

• The digital representation is sufficiently 
accurate for condition assessment. 

• The algorithms work well with an uncleaned 
point cloud data and are still able to to 
generate an accurate BIM model. 

• The system is very efficient compared to the 
manual process. (average 15min processing 
time as opposed to hours in the manual 
process). 

Limitations 

• In some cases, it might require manual 
adjustment of the output in order to achieve 
50 mm tolerance level. 

• Further development of the library is 
required when dealing with a new type of 
bridge. 

• The additional parameters of the 
components/element might be needed to 
accommodate a certain type of bridge. 

 
Overall, this paper presented a new component 

library based scan to BIM approach for bridges. It has 
been tested on a real-life project with a significant 

number of bridges. Although the current library is limited 
to railway bridges, it is possible in the future to expand 
into other infrastructure assets, such as tunnels, culverts 
and retaining walls. 
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Abstract –  
Surface flatness is an essential indicator for 

quality assessment of concrete surfaces in the 
construction industry. Terrestrial laser scanning 
(TLS) has been popularly applied for surface 
flatness inspection due to its speed and accuracy. 
However, scanning area far away from the TLS 
usually suffers from inaccurate surface flatness 
measurement and physical barriers such as interior 
walls are likely to cause occlusion for the surface 
flatness inspection. To address these limitations, this 
study proposes a mirror-aided technique for surface 
flatness inspection.  There are two concepts proposed 
from the mirror-aided technique. First, the mirror-
aided approach can address the low accuracy of 
surface flatness inspection caused by long scanning 
range and high incident angle, which enlarge the 
scanning area and increase the surface flatness 
inspection efficiency. Second, the mirror-aided 
approach can measure the flatness of the concrete 
surfaces occluded by barriers based on the mirror 
reflection principle with one single scan, resulting in 
efficient surface flatness inspection. To validate the 
proposed two concepts, a series of tests on 
laboratory-scale specimens are conducted. The 
results show that the proposed method provide 
accurate surface flatness estimation results with an 
accuracy of more than 85% for the scanning area far 
away from the TLS and concrete surfaces with 
occlusion problem, demonstrating the great potential 
for the application of mirror-aided surface flatness 
inspection in the construction industry. 

 
Keywords – 

Surface flatness; quality inspection; terrestrial 
laser scanner (TLS); mirror-aided laser scanning 

1 Introduction 
Surface flatness is an essential checklist for 

dimensional quality inspection of construction elements 
and construction floors after manufacturing and 

construction in the construction industry [1,2,3]. This is 
because concrete surfaces which have unacceptable 
deviation from specific tolerance can seriously effect 
both aesthetic and functional performance of target 
structures [3,4,5]. Furthermore, the serious non-flatness 
concrete surfaces are likely to influence subsequent 
construction and cause poor connection between 
adjacent elements, resulting in deteriorated structural 
problem in long term [3,6]. Therefore, it is necessary to 
implement surface flatness inspection after production 
to evaluate the flatness quality of the target structure. 
Currently, surface flatness of concrete surfaces is 
commonly inspected manually using straightedges in 
the construction industry [10]. As for straightedge 
approach, inspectors use a long straightedge to assess 
surface flatness based on certain measurement patterns, 
such as grid, to define the gap between the surface and 
straightedge [1,10]. However, the existing flatness 
assessment methods have limitations in terms of time 
consumption, labor intensity and low measurement 
accuracy.  

3D laser scanning has been widely used as a 
promising data acquisition technology for the purpose 
of surface flatness inspection of concrete surfaces [11-
14]. This is because 3D laser scanning could provide 
accurate and dense 3D scan points efficiently for surface 
flatness inspection [15,16]. However, scanning area far 
away from the TLS usually has large scanning distance 
and high incident angle, which decrease the accuracy of 
the surface flatness inspection. Furthermore, 
construction components are likely to cause occlusion 
of the floor, which limits the scanning area of the floor. 
To address these limitations, this study aims to 1) 
propose a mirror-aided technique for surface flatness 
inspection to address the low accuracy of the scanning 
area far away from the TLS and occlusion problems 
caused by barriers 2) validate the applicability of the 
mirror-aided flatness inspection technique. The 
organization of the paper is as follow. The two concepts 
of the proposed mirror-aided techniques are described in 
Section 2, followed by validation tests and experiment 
results in Section 3 and Section 4. Finally, this paper 
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ends with a brief summary and suggestions for further 
work in Section 5. 

2 Overall concept of mirror-aided 
approach for surface flatness inspection 
using laser scanning 

Figure 1 shows the overall concepts of mirror-aided 
approach. Figure 1(a) illustrates the concept of the 
mirror-aided technique to increase the accuracy of the 
scanning area far away from the TLS. Here, the 
scanning area far away from the TLS has large scanning 
distance and high incident angle (𝜃𝜃 ). Therefore, the 
accuracy of the surface flatness inspection for the 
scanning area far away from the TLS is low, which 
limits the scanning area of the floor. As for the mirror-
aided approach, the flat mirror is located at the 
backward of the target area far away from the TLS with 
a certain angle to the ground. The laser beam emitted 
from the TLS is first reflected by the mirror and then 
reaches on the scanning area, resulting in a lower 
incident angle ( 𝛽𝛽 ). In this way, the mirror-aided 
approach can increase accuracy of surface flatness 
inspection caused by large scanning distance and high 
incident angle, which enlarge the scanning area and 
increase the surface flatness inspection efficiency. Also, 
there are rectangular patches attached on the surfaces of 
flat mirrors to obtain scan points falling onto the 
patches. Based on the mirror reflection principle [11], 
the scan points of actual surface obtained from the 
mirror will be located on the virtual surface. Also, note 
that the virtual surface and actual surface on the floor 
are symmetric with respect to the mirror. Figure 1(b) 
illustrates the concept of the mirror-aided technique to 
address the occlusion problems caused by barriers. The 
structural components such as the interior wall are likely 
to cause occlusion of the floor, which limits the 
scanning area of the TLS. Therefore, it requires multiple 
scans to perform the data collection, which deteriorates 
the surface flatness inspection efficiency. To address the 
limitation, the mirror is applied to adjust the direction of 
the laser beam, enabling the scanning of the occlusion 
area of the floor.  In this way, the mirror-aided approach 
can measure the flatness of the floors based on mirror 
reflection principle with one single scan, resulting in 
efficient surface flatness inspection. 

3 Materials and test setup  
In order validate the two concepts of the mirror 

aided approach for surface flatness inspection, two 
experiments named as ‘Experiment I’ and ‘Experiment 
II’ of laboratory-tests were conducted on two specimens. 
The specific objectives of ‘Experiment I’ and 

‘Experiment II’ are : 1) to validate that the mirror-aided 
approach can increase surface flatness inspection 
accuracy of the area with large scanning distance and 
high incident angle, 2) to validate the mirror-aided 
approach can address the occlusion problem caused by 
construction components for surface flatness inspection, 
respectively.  Figure 2 shows the two specimens named 
as ‘Specimen I’ and ‘Specimen II’ for the validation 
experiments. The two specimens were manufactured by 
a ZRAPID iSLA880 3D printer [17] with the material of 
photopolymer resin. Table 1 shows the dimensions and 
FF numbers of the specimens. Specimen I was 
manufactured with a size of 400 mm (length) × 400 mm 
(width)× 10-23 mm (height) and has an FF number of 
10.28. Specimen II, which is flatter than the Specimen I, 
was sized at 400 mm × 400 mm× 20-38 mm and has an 
FF number of 21.23. Note that the size of the mirrors is 
1000 mm (length) × 1000 mm (height). In this study, a 
phase-shift TLS, FARO M70 [18], with an accuracy of 
±3 mm at 20 m, was used to acquire scan points of the 
specimen. 

 

(a) 

 
(b) 

Figure 1. Overall concepts of mirror-aided approach: (a) 
the concept of the mirror-aided technique to increase the 
accuracy of the scanning area far away from the TLS 
and (b) the concept of the mirror-aided technique to 
address the occlusion problems 
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 Table 1. Dimensions and FF numbers of the specimens 

Items  Size (length × width × height) FF number 
Specimen I 400 mm×400 mm×10-23 mm 10.28 
Specimen II 400 mm×400 mm×20-38 mm 21.23 

(a)  (b)  
 Figure 2. Test specimens for the validation experiments: 
(a) Specimen I and (b) Specimen II 
 

3.1 Experiment I 
3.1.1 Experiment set-up 

Figure 3 shows the experimental configuration of 
Experiment I. The height distance of the TLS was set to 
1.5 m and scanning distance was adjusted from 2.5 m to 
12.5 m with an interval of 2.5 m. Besides, the mirror 
was rotated based on the bottom line with an angle of 75° 
to the ground and there was a gap of 0.35 m between the 
mirror bottom line and the specimen. On the other hand, 
two rectangular patches of 100 mm × 100 mm in size 
were attached to the upper-side region of the mirrors. In 
addition, three different angular resolutions of 0.036°, 
0.072°, and 0.144° were used to investigate the effect of 
angular resolution. Note that the estimation error of FF 
number is defined as the difference between the 
estimated FF number of the proposed technique and the 
designed FF number of the specimen. Also, note that 
scan points of the surface which are directly falling on 
the specimen are called ‘actual scan points’ and the scan 
points obtained on the virtual surface through the mirror 
are called ‘virtual scan points’ hereafter. 

 

 
Figure 3. Test configuration of experiment I 

3.1.2 Data processing  
There are four procedures for the proposed mirror-

aided surface flatness inspection technique after data 
acquisition, which are (1) data pre-processing, (2) 
virtual scan points transformation, (3) coordinate 
transformation and (4) surface flatness estimation. First, 
background noise is removed to extract the scan points 
corresponding to the specimen and the rectangular patch. 
Next, using the estimated mirror plane estimated from 
the scan points of the rectangular patch, the virtual scan 
points of the specimen surface are transformed to the 
position of actual scan points. Finally, surface flatness is 
estimated based on FF number method [10]. Figure 4 
shows the determination of FF number of a test surface. 
The detailed procedure of determining the FF number of 
a test surface according to ASTM E 1155 (ASTM 2008) 
[10] is illustrated as the following 5 steps.  

Step 1: Determination of the sample measurement 
lines on the test surface. The orientations of the lines 
should all be parallel, perpendicular or 45° to the 
longest boundary. In addition, equal number of lines 
should be placed in two perpendicular directions. 
Furthermore, the lengths of lines should not be smaller 
than 3,300 mm and the distance between two parallel 
lines should not be smaller than 1,200 mm. Step 2: 
Subdivision of the sample measurement lines.  Each 
sample measurement is divided into 300 mm long 
intervals and the points marking the ends of these 
intervals are named ‘sample reading points’. Step 3: 
Measurement of the elevations of the sample reading 
points (or the elevation difference between all adjacent 
sample reading points). For sample measurement line 𝑗𝑗, 
denote all sample reading points along it as P0 and P1, 
and P2 and P3, ... Pi−1 and Pi, etc. Then, the evaluations 
between the corresponding reading points are 
designated as ℎ0  and ℎ1 , and ℎ2  and ℎ3 , ... ℎ𝑖𝑖−1and ℎ𝑖𝑖 
accordingly. Step 4: Calculate the FF number of each 
sample measurement line. For sample measurement line 
𝑗𝑗, calculate the profile curvatures, 𝑞𝑞𝑖𝑖 , between all 
sample reading points separated by 600 mm as ℎ𝑖𝑖 − 
2ℎ𝑖𝑖−1+ ℎ𝑖𝑖−2, where 𝑖𝑖 = 2, 3, 4 … 𝑛𝑛. Subsequently, the 
FF number of sample measurement line 𝑗𝑗, denoted as 𝐹𝐹𝑗𝑗, 
is estimated by Eq. (1). 

 
Figure 4. Determination of the FF number of a test 
surface 
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𝐹𝐹𝑗𝑗 =
115.8454
3𝑆𝑆𝑞𝑞𝑞𝑞 + |𝑞𝑞𝑖𝑖|

 (1) 

   where 𝑆𝑆𝑞𝑞𝑞𝑞  and |𝑞𝑞𝑖𝑖 | denote the standard deviation and 
the absolute value of the mean of all (𝑛𝑛 − 1) 𝑞𝑞𝑖𝑖 values, 
respectively. Step 5: Calculate the FF number of the test 
surface by combining all of the FF numbers of 
individual sample measurement lines within the test 
surface. Considering the limitation of the size of the test 
specimen, the length of measurement lines and the 
distance between two parallel measurement lines in this 
study are selected as 150 mm and 40 mm respectively. 
In addition, the intervals which separate the sampling 
reading points is set as 5 mm and the profile curvatures, 
𝑞𝑞𝑖𝑖 , is calculated between all sample reading points 
separated by 10 mm. Since the FF number is calculated 
based on the collected scan points, the elevation of each 
sample reading point will be obtained with the nearest 
laser scan point. Then, in order to improve the reliability 
of the results, FF number is calculated as the average 
value of the results that is calculated iteratively in 1000 
times. For each time, the number of the sample 
measurement lines and the relative locations between 
each measurement line are unchanged. As for the 
distances from the sample measurement lines to the 
surface boundaries, these values vary in every iteration 
and is determined by a random number. 

3.2 Experiment II 
3.2.1 Experiment set-up 

In order to validate the concept 2, the height distance 
of the TLS was set to 2.5 m and scanning distance from 
the TLS to the mirror and the specimen were 2 m and 
1.5 m respectively. Figure 5 shows the test 
configuration of Experiment II. Besides, barriers were 
located between the TLS and specimen to make the 
specimen invisible from the TLS. In addition, a mirror 
with the size of 1000 mm × 1000 mm was located 
behind the specimen with a gap of 0.2 m. Here, the 
center point of the mirror is the pivot point of the 

rotation and the mirror was aided by a goniometer to 
achieve rotation in the horizontal and vertical direction. 
In this experiment, the vertical mirror rotation angle and 
horizontal mirror radiation angle were set as 20° and 30° 
respectively. On the other hand, two rectangular patches 
of 100 mm × 100 mm in size were attached to the 
upper-side region of the mirrors for mirror plane 
estimation. In addition, three different angular 
resolutions of 0.036°, 0.072°, and 0.144° were used to 
investigate the effect of angular resolution. 

3.2.2 Data processing 

The data processing process is similar to the 
experiment I and the only difference is that noise 
removal. In experiment II, there is no need to extract the 
virtual scan points of specimen because it cannot be 
scanned from the TLS.  

4 Result and discussion  

4.1 Experiment I result and discussion 
    Table 2 shows the estimation errors of FF number 
under varying angular resolutions with different 
scanning distances. There are three distinctive 
observations from the results. 
    First, the estimation errors of FF number from the 
scan points are decreased as the scan density increases. 
Note that the data density is presented as the number of 
scan points captured each square centimetre.  Here, the 
estimation errors of FF number under different scan 
densities from virtual can points are taken as an 
example to illustrate the effects of scan density on 
estimation errors. As the scan density increases from 0.3 
pts/ cm2 to 87.7 pts/ cm2, the estimation error in 
percentage is decreased from 318.8% to 3.9%.  It is also 
observed that the FF number cannot be estimated when 
the scan density is less than 0.2 / cm2 since the 
measurement lines are not able to be sampled in sparse 
scan points for FF number estimation. In addition, it is 
also noticed that scan density which excess 5.5 pts /cm2 
are likely to result in accurate FF number estimation, 
resulting in error in percentage of less than 20%. 
However, the actual scan points directly acquired from 
the TLS usually has low scan density caused by the 
large scanning distance and high incident angle, which 
cause low estimation accuracy for surface flatness 
inspection. 

Second, the mirror-aided method can achieve the 
improvement of 81.5% in accuracy for surface flatness 
inspection compared to actual scan points under 
scanning distance of 10 m, addressing the low accuracy 
of surface flatness inspection caused by large scanning 
distance and high incident angle. This is because the 
proposed mirror-aided approach can adjust the incident  

 

Figure 5. Test configuration of Experiment II 
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angle of laser beam and address the low-density scan 
points caused by the long scanning range and high 
incident angle. Due to the long scanning range and high 
incident angle, the actual scan points which are directly 
acquired from the specimen are not able to provide 
accurate results (with error in percentage of less than 
20%) when the scanning distance is larger than 5 m. 
However, the scan density of virtual scan points are 
around 2 to 4 times that of actual scan points in the 
same circumstance. Therefore, the mirror-aided 
approach can acquire accurate result with the scanning 
distance of 10 m, which enlarge scanning area and 
increase the efficiency for surface flatness inspection.  

Third, Specimen II achieves more accurate FF 
number estimation results than Specimen I in most cases, 
indicating that the mirror-aided approach is more robust 
for flatness inspection of flatter surfaces. This 
phenomenon is caused by that the Specimen I with non-
flatter surface as shown in Figure 2 is more likely to 
suffer from the effect of the high incident angle 
compared to Specimen II with relative flatter surface. 
Hence, the proposed mirror-aided approach can be 
effectively applied for floor surface flatness inspection 
since the concrete floor normally has relative flatter 

surface. 
In summary, the mirror-aided approach can adjust 

the incident angle of laser beam to address the low 
measurement caused by the large scanning distance and 
high incident angle. Therefore, the mirror-aided 
approach is able to acquire accurate FF number 
estimation for surface flatness inspection within a large 
scanning distance, which enlarge scanning area and 
increase data collection efficiency. 

4.2 Experiment II result and discussion 
Table 3 shows the mirror-aided FF number 

estimation errors under varying angular resolutions for 
specimens with occlusion problem. The average errors 
for Specimen I and Specimen II in percentage are 22.4% 
and 11.6% respectively, which indicates the 
applicability of the proposed mirror-aided method for 
concept 1. This is because that the mirror-aided method 
adjusts the laser beam direction, enabling the scanning 
of the specimen occluded by barriers. Moreover, 
Specimen II achieves more accurate FF number 
estimations than Specimen I in most cases since flatter 
surface of Specimen II is more robust to incident angle 

Table 2. Estimation errors for FF number under varying angular resolutions with different scanning distances 

Object Scanning 
distance 
(incident 
angle) 

Estimation error of FF number for Specimen I 
in percentage 
(Data density: pts/cm2) 

Estimation error of FF number for Specimen II 
in percentage 
(Data density: pts/cm2) 

Angular resolution  Angular resolution  

0.036°  0.072° 0.144° 0.036° 0.072° 0.144° 

Virtual scan 
points 
 
 

2.5m (51°) 
 

9.5% (87.7) 13.8% (21.9) 17.1% (5.6) 3.9% (87.2) 8.4% (21.9) 19.9% (5.5) 

5m (43°) 
 

9.6% (27.0) 11.1% (6.7) 91.6% (1.7) 4.0% (27.1) 19.1% (6.7) 29.1% (1.7) 

7.5m (40°) 
 

18.6% (12.7) 37.1% (3.2) 71.2% (0.8) 8.9% (12.9) 11.7% (3.2) 24.1% (0.8) 

10m (38°) 
 

15.1% (7.3) 49.0% (1.8) 183.5% (0.5) 19.8% (7.3) 23.3% (1.8) 48.1% (0.5) 

12.5m (37°) 
 

31.1% (4.9) 49.1% (1.2) 318.8% (0.3) 20.9% (4.8) 37.0% (1.2) 69.6% (0.3) 

Actual scan 
points 
 

2.5m (70°) 
 

19.9% (67.3) 36.1% (16.6) 65.2% (4.5) 4.4% (64.9) 27.0% (16.6) 23.8% (4.2) 

5m (79°) 
 

82.5% (10.6) 83.1% (2.7) 152.9% (0.6) 19.8% (10.6) 19.5% (2.5) 64.1% (0.6) 

7.5m (82°) 
 

161.4% (3.6) 140.5% (0.9) - (0.2) 58.7% (3.3) 88.4% (0.8) - (0.2) 

10m (84°) 
 

211.1% (1.5) 278.8% (0.4) - (<0. 1) 107.3% (1.4) 143.0% (0.3) - (<0. 1) 

12.5m (86°) 
 

210.3% (0.7) - (0. 2) - (<0. 1) 155.6% (0.6) -(0.2) - (<0. 1) 
 

Table 3. Mirror-aided FF number estimation errors under varying angular resolutions with different scanning 
distances with occlusion 

Object FF number estimation error of Specimen I (mm) FF number estimation error of Specimen II (mm) 
 Angular resolution  Angular resolution  
 0.036° 0.072° 0.144° Ave. 0.036° 0.072° 0.144° Ave. 
Discrepancy  1.10 2.84 3.97 2.30 2.21 2.51 2.69 2.47 
Discrepancy in percentage  10.7% 27.6% 38.6% 22.4% 10.4% 11.8% 12.6% 11.6% 
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influence compared to non-flatter surface of Specimen I. 

5 Conclusion 
      This study presents a mirror-aided technique for 
surface flatness inspection to address low accuracy of 
the scanning area far from TLS and occlusion problems 
caused by barriers.  First, the mirror-aided approach can 
increase the low accuracy of surface flatness inspection 
caused by large scanning distance and high incident 
angle, which enlarge the scanning area and increase the 
surface flatness inspection efficiency. The validation 
results showed that the mirror aided approach can 
improve the surface flatness inspection accuracy in 
81.5%, which address the low accuracy caused by large 
scanning distance and high incident angle. Second, the 
mirror-aided approach can measure the flatness of the 
floors occluded by structural components based on 
mirror reflection principle with one single scan, 
resulting in efficient surface flatness inspection. Based 
on the proposed two concepts, the validation 
experiments are conducted on two laboratory-scale 
specimens. From the validation results, the proposed 
mirror-aided approach achieves an accuracy of more 
than 85% for Experiment II, indicating the applicability 
of the proposed mirror-aided approach to address 
occlusion problems. 
     However, there are limitations which are left for 
further study in the near future. First, the test specimens 
used in this study are lab-scale, so further study is 
necessary in order to investigate the applicability of the 
proposed technique to large-scale or full-scale elements. 
Second, the large-scale mirrors are fragile and take large 
space which may not be available for extremely large-
scale environment.  
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Abstract – 
In typical heavy industrial construction projects, 

scaffolding can account for 30% to 40% of the total 
direct man-hours. However, most industrial 
contractors estimate scaffolding man power based on 
a certain percentage of the direct work, which leads 
to cost increase and schedule delay due to inaccurate 
estimation. In order to aid industrial companies to 
plan and allocate the resources for scaffolding 
activities before construction, this paper proposes a 
methodology which combines the classification tree 
and multiple linear regression to estimate scaffolding 
manhours based on available project features. The 
evaluation matrix involves R Squared value (R2), 
Adjusted R Squared value (Adj. R2), mean absolute 
error (MAE), root mean squared error (RMSE), and 
relative absolute error (RAE). The proposed 
methodology has been tested on the historical 
scaffolding data in a heavy industrial project and the 
results showed its effectiveness.   

Keywords – 
Scaffolding Man-hours; Linear regression; 

Classification tree; Heavy Industrial Constructions 

1 Introduction 
Occupational safety and health services [1] defines 

scaffolding as any structure (suspended structure) which 
is built for temporary purposes, used for the support 
and/or protection of the construction workers by 
providing easy access to work areas horizontally and 
vertically, and also helps in material transferring. Due to 
these functions, heavy industrial construction projects 
usually involve various types and a large amount of 
scaffoldings to feed the need for different disciplines 
(e.g., civil, mechanical, and electrical), leading to 
increased project costs. In the construction site, the 
scaffolding should be installed, modified and/or 
dismantled in accordance with the requirements of 

various disciplines on their demand times in order to 
prevent project schedule delays. Due to the demand-
based scaffolding operation, the construction domain 
has difficulty to plan scaffolding operation in the early 
phases of the project.  

In practice, planning of scaffolding activities is 
completely subjective and differs from company to 
company [2]. The scaffolding tends to be planned and 
operated as an ad hoc way which leading to schedule 
delays and cost overrun due to the inefficient utilization 
of resources. As an effort to develop a scientific and 
practical planning method for the scaffolding activities, 
the previous research [2] claims that most construction 
companies regard scaffolding as a part of indirect 
expense and calculated as a percentage of the total man-
hours of direct work . In this respect, previous study [3] 
has identified that scaffolding works accounts for up to 
30%-40% of the total direct man-hours in the heavy 
industrial project.   

Scaffolding has potential for significant productivity 
improvement with respect to project cost reduction in 
construction, especially industrial construction. 
However, planning and estimating of scaffolding works 
have received little attention in academia and practice. 
In its infancy, research on scaffolding mainly focused 
on structural performance [4]. With safety gaining 
prominence in scaffolding research, the factors 
contributing to scaffolding collapse have been studied 
more recently [5]. In terms of planning of scaffolding 
works as a temporary structure on-site, there are several 
research efforts that have investigated the application of 
artificial intelligence (AI) algorithms (e.g., fuzzy logic 
and genetic algorithm) and geometries of 3D models for 
temporary structure or facility planning [8]. However, 
these studies have not fully directed their efforts to 
developing methods or systems to improve efficiency of 
planning and estimating of scaffolding activities for 
productivity improvement based on the project time 
progress.  

Thus, this paper proposes an integrated method that 
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combines the classification tree with the multiple linear 
regression model in order to estimate the scaffolding 
man-hours efficiently and accurately in the heavy 
industrial construction projects. The proposed 
methodology mainly consists of five steps: (i) collecting 
data from construction site through cloud-based 
computer systems; (ii) identifying and cleaning potential 
outliers from the dataset; (iii) selecting and/or 
transforming the most important independent variables 
which affect the scaffolding man-hours through 
statistical diagnosis, (iv) developing classification tree 
based on selected text variables in the dataset, and at 
each tree node, the multiple linear regression performed 
to obtain a predictive model for man-hour estimation, 
and (v) evaluating the performance using the tenfold 
repeated cross-validation.  

The proposed methodology has been implemented in 
Python 3.7 environment. It was tested with the historical 
scaffolding data in a heavy industrial project in Alberta, 
Canada, provided by an industrial collaborator.   

2 Scaffolding Related Research 
Based on the investigation of the previous studies 

done by authors in planning the scaffolding-related 
resources in construction domain, previous research has 
mainly focused on structural performance and safety 
management. Peng et al. [4] introduced a scaffolding 
design system in terms of the performance of steel and 
bamboo scaffolding. Yue et al. [5] studied the effect of 
wind load on scaffolding in order to promote safety in 
the design of integral-lift scaffolds. Based on 
optimization of the scaffolding schedule, which can help 
in coordinated safety management and control efforts, 
Hou et al. [6] introduced an operational framework by 
integrating mathematical models with virtual simulation 
to optimize scaffolding erections. According to the 
introduction of advanced technologies, Kim et al. [7] 
have actively integrated building information modelling 
(BIM), image processing or wireless sensors with 
optimization algorithms, to not only identify and 
mitigate the safety risks but also plan the scaffolding 
schedules to eliminate potential hazards. Furthermore, 
Cho et al. [10] have used machine learning algorithms 
(support vector machine) to assess real-time safety and 
unsafety status of the scaffolds based on different 
conditions of scaffolds (safe, overturning, overloading 
or uneven settlement), which adopts actual strain data of 
scaffolding members obtained by wireless sensors. 

Construction Owners Association of Alberta (COAA) 
reports that scaffolding plan must provide the estimated 
scaffolding types, location, duration and quantity 
requirements including materials and labours [11]. 
Based on the result of planning and estimating the 
scaffolding activities, previous studies [12] have 

suggested that the effective management of the 
scaffolding in construction projects can improve 
productivity by: (i) preventing the delays of crews due 
to absence of scaffolding materials or even man-power; 
and (ii) understanding the resource requirements to 
avoid work space conflicts. However, in practice, 
industrial company plans and estimates the scaffold 
activities subjectively, which can be up to 40% of total 
direct man power of an industrial project, based on the 
regulations of company and engineer’s experience 
which may cause excessive use of man-power, schedule 
delays and resource shortage. 

As scaffolds and their supporting structures being a 
temporary work platform, there are several research 
efforts to investigate the applications of artificial 
intelligence (AI) algorithms and geometries of 3D 
models for temporary structure or facility planning [9]. 
However, these studies have not discovered the field of 
improving efficiency and accuracy of planning and 
estimating scaffolding man powers. Therefore, several 
studies [2-3] made an effort to analyse the factors 
affecting industrial scaffolding estimation based on 
historical data provided by a construction company. A 
simulation tool and linear regression models have been 
developed to predict a range of man-hour values for 
only scaffold erection on site in their works. However, 
since the lack of available scaffolding data, the analysis 
merely regarding scaffolding erection is insufficient. 
The authors also suggested that further analysis is 
required with more historical data from other industrial 
projects and other optimization algorithms in order to 
generalize a general methodology for estimation and 
planning of scaffolding works. As a recent study, Moon 
et al. [13] have investigated the effect on productivity of 
resource configurations measured during scaffolding 
operation as part of the construction of an actual 
liquefied natural gas (LNG) plant. Hou et al. [14] have 
proposed a feasible multi-object discrete firefly 
algorithm for optimizing scaffolding project resources 
and scheduling. However, this model needs to not only 
be improved in terms of accuracy for scheduling the 
scaffolding resources, but also be made generically 
applicable to other projects by incorporating various 
types of scaffolding constraint. In addition, these 
previous studies have had difficulty for further analysis 
or better models to plan and/or schedule the scaffolding 
activities due to the insufficient scaffolding data since it 
has not been attention and tends to be ignored in 
practice. As a result, the development of scientific and 
systematic methods is still required in the planning and 
estimating of scaffolding activities due to the lack of 
accuracy, efficiency, and applicability in the existing 
systems for various types of construction projects, 
especially heavy industrial projects.  
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3 Research Methodology 
In order to predict the required man-hours for 

scaffolds accurately in the early planning phase of the 
project, this paper proposes an integrated method that 
combines the classification tree with the multiple linear 
regression model. As shown in Figure 1, there are in 
total five steps in the proposed methodology, which are 
data collection, data cleaning, input data determination, 
development of classification tree structure, and the 
final model evaluation with all the outputs from the 
previous steps.  

Figure 1. Flowchart of proposed methodology 

3.1 Data Collection 
As mentioned in Figure 1, the data collection 

process can be simplified as: scaffolding requests 
generated for approval along with detailed scope of 
work, and once the requests are approved and 
completed, the actual man-hours and work details are 
recorded. Individual scaffold component details are 
documented, and the weights summed up for each 

request by date. The information that can be tracked in 
the scaffolding activities may vary, but by nature, the 
key ones are work classification (i.e. erection, 
modification, and dismantle), scaffolding type (i.e. 
platform deck, tower, barricade, etc.), actual man-hours, 
total scaffolding weights. Meanwhile, other project 
related data that maybe likely to affect the manhour 
prediction should be extracted from other sources and 
consolidated for analysis, such as the average 
temperature during each scaffolding task, the elevation 
of the scaffold built according to the ground level, and 
the average aluminum percentage of the scaffolding.  

3.2 Data Cleaning 
The objective of data cleaning is to remove the 

outliers in the collected dataset. Outliers are extreme 
observations in the dataset that are not consistent with 
the trend of correlation in the data. In data collection 
process, the outliers may result from errors in data entry. 
There are generally, two ways of filtering outliers: (i) 
using statistical approaches to identify outliers 
mathematically regardless of the nature of data; and (ii) 
using user experience-based approaches to identify 
outliers based on users’ logics. Often, the statistical 
approaches take less efforts than the user experience-
based approaches due to the experience-based approach 
do not have a certain criterion but based on 
understanding, experience and trail-and-error tests. In 
this paper, an integrated data cleaning process has been 
adopted using both statistical and experience-based 
methods. 

At first, the interquartile range (IQR), one of the 
statistical approaches, is used to identify the outliers. 
IQR is a measure of the location of middle 50% data in 
the dataset, and it is calculated by subtracting the first 
quartile (Q1) from the third quartile of the dataset (Q3). 
Potential outliers are defined as observations that fall 
below Q1 – 1.5* IQR or above Q3 + 1.5 * IQR. 
Moreover, under the guidance of the scaffolding experts, 
the following experience-based rules should be applied 
to further filter out the outliers: (i) value of man-hours is 
null or less than 5 hours; (ii) value of scaffolding 
weights is null or less than 20 lbs; and (iii) productivity 
(i.e. weight per man hour) is less than 6 lbs/hr, or 
greater than 125 lbs/hr. These experience-based rules 
may vary in different project scenario. However, the 
core concept is to remove data observations that are not 
physically feasible in scaffolding work, normally 
reflected by manhours, weight of scaffolding, and 
scaffolding weight divided by manhours (productivity). 

3.3 Input Data Determination 
In order to ensure the effectiveness of results from 

multiple linear regression model, there are five 
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assumptions need to be fulfilled before the analysis [15]. 
The assumptions are (i) the relationship between 
dependent variables and independent variable should be 
approximately linear; (ii) the error term ɛ has zero mean; 
(iii) the error term ɛ has constant variance σ2; (iv) the
independent variables are uncorrelated; and (v) the
errors are normally distributed. Among these
assumptions, the linearity between the dependent
variables and independent variable and the
independence among the independent variables are of
the utmost importance. The zero mean of error term can
be fulfilled by involving the intercept term in the
regression equation and the normally distributed error
generally is not a must-have check. The following
model feature selection section and model feature
transformation section are responsible for check
independence and linearity among the dataset,
separately.

3.3.1 Model Feature Selection 

The model feature selection is one of the most 
important part in the field of machine learning since (i) 
the irrelevant input features can induce greater 
computational cost; (ii) the irrelevant input features may 
lead to overfitting, which in turn leads to poor results on 
the validation datasets. Feature selection methods can 
also adapt the dataset to better suit the selected machine 
learning algorithm, given that different algorithm may 
have various requirement for the features. In terms of 
multiple linear regression, a reliable set of features 
contains independent variables that are highly correlated 
to a dependent variable (i.e., scaffolding manhour), also 
called as a predicted variable, but uncorrelated with 
each other. 

The condition that some of the independent variables 
are highly correlated is called collinearity [16]. 
Collinearity can lead to imprecise coefficient estimates 
during the development of the predictive model since it 
inflates the standard errors of the coefficients of 
collinear variables. In this respect, this paper uses 
correlation matrix which supports users to identify the 
collinearity problem. The correlation matrix for all the 
independent variables should be developed at each 
classification tree node. The Spearman method [17] has 
been adopted here to perform the correlation analysis 
since (i) it is a non-parametric procedure in which the 
observations are replaced by their ranks in the 
calculation of the correlation coefficient so that it can 
deal with data with outliers; (ii) it does not carry any 
assumptions about the distribution of the data (e.g. 
Pearson method requires both variables to be normally 
distributed) [18]. In the correlation matrix M, it is easy 
to identify that which two variables are highly 
correlated (> 0.5) [19] and which one of them should be 
removed to avoid collinearity. 

While collinearity means the correlation between 
only two independent variables are high, 
multicollinearity can exist between one variable and 
linear combination of more than two variables [16]. As 
another indicator of model feature selection for linear 
regression, multicollinearity can cause regression 
coefficients to change dramatically in response to small 
changes in the model or the data. Thus, it may cause 
serious difficulty with the reliability of regression 
coefficients. In order to detect whether a regression 
model exists multicollinearity, Variance Inflation Factor 
(VIF) [20] of each independent variable need to be 
checked in the model. VIF is a traditional measure to 
detect the presence of multicollinearity in multi-linear 
regression model. It shows how much the variance of 
the estimator is inflated due to the linear relation 
between the regressors. Typically, a VIF, which is 
larger than ten, has been used as a rule of thumb to 
indicate serious multicollinearity. 

3.3.2 Model Feature Transformation 

Given a selected feature set, the quality of data can 
be enhanced by feature transformation. It is common 
that the real-world data may not show strong linearity 
between independent variables and predicted variable. 
However, there are several data transformation methods, 
such as logarithm, square root, reciprocal, cube root and 
square, can be applied to enhance the linear trend in 
data. There are also some guidelines for the selection of 
transformation method, such as if the standard deviation 
is proportional to the mean, the distribution can be 
positively skewed and logarithmic transformation can 
be performed, or if the variance is proportional to the 
mean, squared root transformation may be preferred etc. 
[21].  

Among various transformation methods, logarithmic 
transformation is the most popular one. Using natural 
logs for variables on both sides of the linear regression 
equation can be called log-log model. Theoretically, any 
log transformation can be used in the transformation and 
all of them tend to generate similar results. However, 
using the natural log can be seen as the convention since 
the interpretation of the regression coefficients is 
obvious using the natural log. The coefficient in the 
natural log-log model represents the estimated percent 
change in the dependent variable for a percent change in 
the correspondent independent variable [22] . 

3.4 Model Development 
The classification tree structure determines the way 

how the overall dataset can be divided into several 
groups in which the regression model can be separately 
developed. The function of the classification tree is to 
cluster the similar observations together to obtain more 
accurate regression sub-models instead of messing all 
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the data together and get only one model. The proper 
classification may largely alleviate the effort to achieve 
the required model efficiency and accuracy. To 
efficiently build the classification tree, the key 
categorical variables used to split the tree are of the 
utmost importance. There are several available 
categorical variables such as work classification, 
scaffold type and discipline. The repeated tenfold cross-
validation can be used to compare the effectiveness of 
different classification tree structures developed using 
various combinations of categorical variables.  

The classification tree needs to be utilized with 
multiple linear  regression model. After developing the 
classification tree structure based on selected key 
categorical variables, multiple linear  regression can be 
implemented at each tree end node, as long as there are 
sufficient number of records at the tree node. Previous 
researchers discovered that when the number of 
observations n >= 15 * k where k represents the number 
of independent variables, the model parameter 
estimation tends to achieve a prescribed level of 
accuracy [23]. On the other hand, if the number of 
records at certain nodes cannot meet this requirement, 
the upper level model should be used to complement the 
miss of model under certain classification category. 
Normally, the multiple linear  regression model at each 
classification tree node can be denoted as Eq. (1).  

𝑦 = 𝛽 + ∑ 𝛼𝑖 𝑥𝑖  (1) 
Where: y is the predicted variable (i.e. scaffolding 
manhour) for the ith record at current classification tree 
node; β is the intercept value; 𝛼𝑖  is the coefficient for
independent variable 𝑥𝑖.

3.5 Model evaluation 
Repeated tenfold cross validation has been selected 

to evaluate the regression models. Kim has found that 
the repeated cross-validation estimator is recommended 
for general use regardless of the sample size [24]. 
Moreover, Witten et al. have conducted extensive tests 
with different machine learning techniques, and the 
results have shown that, by repeating the tenfold cross 
validation 10 times, the results can reliably estimate 
errors [25]. Tenfold cross validation means to split the 
whole dataset into ten stratified subsets of equal size ten 
times, and each subset can be used for testing once and 
the combination of the rest can be used for training. The 
final error estimates are averages across each of the fold. 
Repeat the tenfold cross validation ten times and the 
mean value would be the final validation result. The 
evaluation matrix has five parameters in all, including R 
Square (R2), Adjusted R Square (Adj.R2), Mean 
Absolute Error (MAE), Root Mean-Squared Error 
(RMSE) and Relative Absolute Error (RAE). All the 
calculation equations can be found in a book [25] .  

4 Case study 
      The proposed methodology has been implemented 
in the Python 3.7 environment and the case study is 
based on a heavy industrial project with data provided 
by a construction company. The scaffolding related data 
has been collected onsite through cloud-based data 
systems, as well as company’s internal systems (e.g. 
project control systems, payroll systems, etc). There are 
in total three categorical variables and twelve numerical 
variables have been collected. The categorical variables 
are work classification, scaffolding type, discipline of 
trade that scaffolding is built/modified for. 
The numerical variables are: average temperature, 
apprenticeship ratio (the ratio of work carried out by 
apprentices), night-time ratio, overtime ratio, aluminium 
percentage of the scaffolding, percentage of completed 
project, scaffolding weight, workable area (available 
space for building scaffolds), average scaffolding 
employee time on site, elevation of the scaffolds, major 
pieces and minor pieces (number of large/small pieces 
of scaffolding materials). After data consolidation and 
cleaning, the dataset contains 12,087 valid observations 
in total. Figure. 2 compares the manhour distribution of 
the raw dataset and the dataset after data cleaning.  

Figure 2. Manhour distribution comparison 

     After the data collection and data cleaning, the 
independence in the dataset should be checked. Table 1 
illustrates a part of the sample correlation matrix of a 
classification tree branch (classification: Erection). The 
independent variables that have much lower correlation 
with others have been trimmed in the table due to the 
space limitation; only the most correlated variables were 
kept: workable area, scaffolding weight, major pieces, 
and minor pieces. It can be seen that almost all the 
values in Table 1 are larger than 0.5, which means the 
four variables are all highly correlated to each other. It 
should also be noted that all these variables are also 
highly correlated to the scaffolding manhours which is 
the predicted variable. According to the previous 
research, the collinearity can be simply addressed by 
keeping only one highly correlated independent variable 
but removing the others [26]. From the industrial view, 
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these four variables describe the scaffolding work from 
a similar perspective. To determine which variable is of 
the most importance, the multi-linear regression models 
have been developed based on one of these four 
variables in turn with the rest un-collinear eight 
variables. The sample results using classification as key 
variable can be found in Table 2.  

Table 1. Sample correlation matrix 
Workable 

Area Weight Major 
Pieces 

Minor 
Pieces 

Workable 
Area 1.00 0.66 0.63 0.49 

Weight 0.66 1.00 0.87 0.62 
Major Pieces 0.63 0.87 1.00 0.67 
Minor Pieces 0.49 0.62 0.67 1.00 

Manhour 0.51 0.60 0.61 0.59 

Table 2. Result using different variables 

Index Workable 
Area Weight Major 

Pieces 
Minor 
Pieces 

R2 0.54 0.73 0.69 0.58 
Adj.R2 0.54 0.73 0.68 0.58 
MAE 70.69 51.51 52.18 61.82 

RMSE 134.65 107.56 115.32 145.36 
RAE 1.30 0.69 0.72 1.01 

It can be clearly seen from Table 2 that R2, Adj.R2 are 
the highest while MAE, RMSE, and RAE are the lowest 
when selecting the scaffolding weight variable. Since 
the weight variable can give less error and better 
predicted results, it has been kept in the model feature 
set but the other three have been excluded to prevent the 
collinearity. 
      Moreover, Table 3 shows VIF of all the numerical 
independent variables in the model at the branch of 
Erection-Tower as an example. The result shows that 
there are four variables with VIF factor value larger 
than 10, which are night-time ratio, project complete 
percentage, employee time on site, and apprenticeship 
ratio. Thus, these four variables have been excluded 
from the analysis to address the multicollinearity 
problem. Table 4 has been created to detect 
multicollinearity one more time after the adjustments. It 
can be seen that the multicollinearity has been solved 
since all the VIF values are lower than 10 when regress 
the model using the selected variables. 

Table 3. VIF of each numerical variable 
VIF Factor Features 

3.61 Temperature 
3.52 Aluminum percentage 
1.58 Weights 

2.69 Elevation meters 
1.07 Night-time ratio 

28.00 Overtime ratio 
70.06 Project complete percentage 

223.20 Employee time on site 
76.84 Apprenticeship ratio 

Table 4. VIF of modified variable 
VIF Factor Features 

1.13 Temperature 
1.22 Aluminum percentage 
2.03 Weights 
1.04 Elevation meters 
2.04 Night-time ratio 

      The regression model has been built using the 
selected five variables which are temperature, aluminum 
percentage,  weight, scaffolding elevation, and night-
time ratio. However, some negative manhours are 
predicted by the model. This phenomenon prompts the 
discovery of the exact contribution of each explanatory 
variable. According to the summary of previous work 
[27], the Standardized Regression Coefficients (SRC) 
method is suitable to conduct the sensitivity analysis for 
the linear model. Table 5 shows the result of sensitivity 
analysis for the classification tree built upon work 
classification and scaffolding type. It should be noted 
that the average value of night-time is negative, which 
indicates that with the increase of night-time working, 
the required manhours decreases. Thus, the night-time 
ratio has been removed not only due to its minimum 
contribution to predict manhours, it is also counter-
intuitive to industry experts. 

Table 5. Average result of sensitivity analysis 
Temp Weight Elevation Night

time 
Aluminum 
percentage 

Avg -0.05 0.83 0.05 -0.02 0.07 
     Thus, there are four independent variables have been 
selected at the end. Next, the linearity between the 
independent variables and predicted variable should be 
checked. From the sensitivity analysis, it is obvious that 
in the linear regression model, the scaffolding weight is 
far more important than other variables. As the most 
prominent variable, the relationship between weight and 
manhour has been discovered and some sample 
scattered figures have been plotted in Figure 3. It can be 
seen that the dots in the upper left figure are scattered. 
The original manhour do not show strong linear trend 
with original scaffold weights. However, after taking 
the natural logarithm of both manhour and weights, 
there exists clear linearity between log(weight) and 
log(manhour). Other data transformation ways have 
been tried out as well, such as reciprocal transformation 
(weights versus reciprocal of manhour) shown in the 
lower left figure, and single logarithmic transformation 
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which means only transforming one side of variable 
(log(weight) versus manhour) as shown in the lower 
right figure. Nevertheless, the log-log model is 
obviously the best to generate linearity. 

Figure 3. Comparison of data transformation 
Furthermore, the log-log model should be applied to all 
the independent variables instead of only scaffolding 
weights. It is worth mentioning that since the log-log 
model can only be applied to positive variables, the 
temperature variable has been normalized in the range 
[0°, 10°]. In addition, to deal with the zeros in the 
dataset, a constant λ has been added to the log-log 
transformation equation as shown in Eq. (2).  

log(𝑦) = 𝛽 + ∑ 𝛼𝑖 ∗ log (𝑥𝑖 +  𝜆) (2)
where λ can be one half of the smallest value in the 
dataset . In this study,  λ = 0.001 has been adopted. 
      As for the classification tree structure, the trail-and-
error method has been used to determine the best 
classification method. The repeated tenfold cross-
validation results for various classification structures 
can be found in Table 6. Overall, the work classification 
works as the best classification tool since it gives the 
highest Adj. R2, way more than 0.7 which is the 
criterion to check whether a linear model is a good fit. 
Also, it produces less error than using other 
classification methods. After the regression models have 
been built at each tree node in the classification tree, the 
correspondent coefficient tables are stored for the future 
use. 

Table 6. Cross-validation results 
CT R2 Adj.R2 MAE RMSE RAE% 
WC 0.81 0.8 38.24 82.53 37.93 
DIS 0.78 0.78 48.17 101.93 42.54 
ST 0.76 0.76 47.49 87.94 41.09 

WC+DIS 0.79 0.79 41.52 94.33 38.84 
WC+ST 0.82 0.82 44.5 94.06 36.02 
DIS+ST 0.79 0.78 48.04 99.36 40.5 

5 Conclusion 
      As one of the largest temporary works, scaffolding 
is indispensable, but difficult to manage. Over decades, 
its requirement has been generally determined based on 
a percentage factor of the direct work in that project and 
the expert’s opinion. It may result in an ineffective 
management of scaffolding-related resources and 
project cost. To address this practical issue, this paper 
proposes an integrated methodology to predict the 
required man-hours in the planning stage of the project. 
There are five main steps in the proposed methodology, 
which are the data collection, data cleaning, input data 
determination, development of classification tree 
structure, and model evaluation.  
      A case study has been implemented to validate the 
methodology. From the methodology, four independent 
variables have been selected at the end. Moreover, it has 
been found that when use the log-log transformation in 
the model, the linearity can be built between 
independent variables and dependent variable. After that, 
the results show that when using the work classification 
to build up the classification tree, the performance can 
be maximized. The best model produces R2= 0.81, Adj. 
R2=0.8, MAE=38.24, RMSE=82.53, and RAE=37.93%.  
     The current work has been proven to be effective to 
predict the manhours based on four independent 
variables which should be available in the early stage of 
scaffolding construction. However, with the increase of 
the amount of the available and reliable scaffolding data, 
the model can be further fine-tuned and trained. 
Moreover, the non-linear regression such as neural 
network is still a further research direction and needs to 
be discovered and compared with the proposed 
methodology in this research. 
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Abstract –
Concrete bridges are important infrastructures, 

which thus need effective rehabilitation to maintain 
good condition. Bridge rehabilitation projects often 
have tight schedules, multiple participants and 
constraints, and scattered project information. Thus, 
improving information integration in these projects 
can be critical. This research develops a concrete 
bridge rehabilitation project management ontology 
(CBRPMO) to integrate various project information, 
e.g. information of constraints, tasks, procedures,
project participants, and relations between these
project entities. The CBRPMO was built based on
domain knowledge collected from various documents
and was refined in a focus group. The development
followed standard procedures. The CBRPMO was
also validated in a case study. It turns out the
CBRPMO can effectively integrate information and
support effective querying, which can save time to
manually search for information from scattered
sources. The CBRPMO contributes to industry
because it expands the boundary and application of
ontologies for bridge maintenance by covering the
rehabilitation stage.

Keywords – 
bridge rehabilitation; project management; 

semantic web; ontology 

1 Introduction 
Bridge rehabilitation projects often have a tight 

schedule and complex tasks with various constraints, e.g. 
labour, materials, and equipment [1]. Information of 
these constraints should be timely integrated to assist 
constraint removal [2]. Moreover, rehabilitation projects 
involve participants of different backgrounds, who often 
have isolated databases. Thus, information for managing 
the project, e.g. constraints and tasks/procedures, are 
often scattered in project documents or systems [3]. As 
such, it is essential to improve information integration 

and exchange in bridge rehabilitation projects so that 
information can be timely delivered to the right person, 
e.g. project managers, to support informed decisions.

Ontology is an emerging semantic web technique
(SWT), which is built in a standard format while can link 
heterogeneous information sources. Ontologies have 
been increasingly applied in construction projects to 
enhance information integration and sharing [4]. 
Compared to traditional relational databases, ontologies 
are more effective to integrate domain-specific and 
unstructured information, such as constraints related 
information [5]. Therefore, this study develops the 
concrete bridge rehabilitation project management 
ontology (CBRPMO) to integrate information in bridge 
rehabilitation projects and address challenges of 
integrating and exchanging information. 

2 Related Work 
Concrete bridge maintenance includes four stages: 

inspection, condition evaluation, maintenance decision-
making, and rehabilitation. Rehabilitation can include 
hazard treating, reinforcement, and replacement. Hazard 
treating fixes damages. Reinforcement increases the 
structure load-carrying capacity by adding components 
or materials. Replacement substitutes severely damaged 
bridge components. In the digital era, many modern 
information technologies have been applied to collect, 
analyse, and store bridge data for bridge inspection, 
monitoring, and decision-making [6, 7]. 

However, at the rehabilitation stage, studies focus on 
engineering techniques (e.g. the confinement technique 
[8], and grouted splice sleeve [9]) and materials (e.g. 
ultra-high-performance fibre reinforced concrete [10]). 
Compared to other stages, the rehabilitation stage is also 
complex and requires extensive information exchange. 
Rehabilitation projects have a tight schedule, multiple 
participants, and complex constraints that need to be 
removed [11]. Constraints are things that prevent work 
from being smoothly executed (e.g. delay of materials), 
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and work should not start until all constraints are 
removed. Constraint removal means required entities of 
a certain amount and quality are in place on time. The 
importance of removing constraints is highlighted in 
other complex projects [12]. Constraint removal relies on 
identifying constraints based on domain knowledge and 
sharing constraints related information so that the 
management attention can be properly directed [11]. 
However, it can be difficult to access such information in 
bridge rehabilitation projects because they are often 
scattered in isolated systems and documents [13]. As 
such, more efforts are needed to improve information 
integration in these projects. Bridge management 
systems (BMSs) and bridge information modelling 
(BrIM) have been applied for bridge inspection and 
evaluation and can be used to integrate rehabilitation 
information as well. However, BMSs are restricted to 
pre-rehabilitation stages, and they often suffer from the 
data island problem as they do not adequately consider 
integration of data of different formats and managed by 
different parties [14]. Besides, due to features of the 
industry foundation class (IFC) schema, BrIM tools are 
good at modelling geometry information rather than 
semantic information. In this case, SWT-based methods, 
e.g. ontologies, can be applied. 

An ontology is a graphical method for describing 
domain information and knowledge, which consists of 
nodes (i.e. classes and instances of classes) and relations 
(i.e. edges between nodes). Studies of ontologies for 
information integration focus on building semantic 
relations between information sources and applying 
semantic query (e.g. SPARQL) to search for relevant 
information. Thus, one can not only find contents that 
match key words textually, but contents semantically 
related. For instance, a bridge beam can be semantically 
related to its design drawings. Hence, when searching for 
the beam, information of the drawing can also be easily 
explored by navigating the relation between the two 
ontological instances.  

Ontologies can be object or process oriented. The 
former is based on taxonomies of objects, such as 
building objects like walls and windows; the latter is 
based on sequences and constraints of tasks [15]. The 
object-oriented ontologies are the dominant form, which 
often stores information that is relatively static, such as 
material and geometry, defects, quantity and cost, risk, 
and structure condition from project documents and 
systems (e.g. BIM and BMS) [16]. Some studies have 
also built process-oriented ontologies (or as a part of their 
work) to record information of project progress [15].  

However, studies of ontologies in the construction 
sector focus on vertical buildings and bridge inspection 
and evaluation. Besides, most ontologies are objects 
oriented. Therefore, the industry still lacks an ontology 
especially designed for bridge rehabilitation projects to 

integrate information specific in such projects, e.g. tasks 
and procedures, constraints, and participants. 

3 Development of the CBRPMO 
The ontology development 101 published by the 

Stanford University was adopted to build the CBRPMO. 
The document is a general and mature guideline to 
develop different ontologies and has been applied in 
several projects in the construction sector[17-19]. The 
key steps are shown in Figure 1. 

 
Figure 1. Development process of CBRPMO 

3.1 Determine domain and scope 
The first step is to define the domain and scope of the 

ontology. This step can be achieved by answering the 
following fundamental questions: 

Q1: What domain will the CBRPMO cover? 
A1: The domain is concrete bridge rehabilitation 

project management; therefore, the ontological model 
will cover rehabilitation tasks and procedures, constraints, 
and project participants.  

Q2: For what purpose will the CBRPMO be used? 
A2: The CBRPMO aims to improve current project 

management in bridge rehabilitation projects by 
integrating project-related information. 

Q3: Who will use and maintain the ontology? 
A3: The main user is the management team of 

rehabilitation projects, but other stakeholders, e.g. the 
bridge owner, can also have access. 

Q4: What are the sources for the ontology? 
A4: Concrete bridge rehabilitation standards and 

manuals, case reports, project documents (e.g. work 
plans and project meeting records), and experts’ opinions 
are the main sources. 

Q5: For what types of questions will the CBRPMO 
provide answers? 
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A5: The CBRPMO will answers questions that a 
rehabilitation project manager can ask, e.g.  procedures, 
constraints, detailed activities, precautions of tasks, and 
methods to address constraints not timely removed. 

3.2 Consider reusing existing ontologies 
Reusing existing ontologies can save time taken to 

build the ontology from scratch. Several online ontology 
libraries were searched, such as the Ontolingua, DAML, 
and DMOZ; however, no relevant ontologies were found. 
Current bridge maintenance ontologies focus on the static 
information of bridge components rather than the 
rehabilitation project process, and therefore, such 
ontologies were not adopted [1, 10]. Nevertheless, there 
are some ontologies including common taxonomies of 
construction task and constraints [5, 6, 11, 27] which fit 
the scope of CBRPMO and thus were adopted as 
reference for the following steps. 

3.3 Collecting domain terms 
Critical terms of concrete bridge rehabilitation were 

identified in this step, including project entities, e.g. 
tasks/procedures, constraints, and project participants, 
their attributes (e.g. the finish date of a task), and 
relations between entities. Five types of relations were 
identified: 1) between tasks and procedures; 2) between 
procedures and constraints; 3) between constraints, i.e. if 
one constraint is not removed timely, the removal of its 
related constraints related may also be delayed; for 
instance, if design drawings are not provided, working 
plans depending on the drawings can be delayed; 4) 
between tasks/procedures and participants supervising 
the task/procedures; and 5) between constraints and 
participants responsible for constraint removal. 

Table 1. Profiles of focus group participants 

Expert 
No. 

Years of 
experience 

Area of expertise 

1 8 Application of ICTs in 
infrastructure projects  

2 8 Construction management 

3 10 Bridge design and 
construction 

4 11 Bridge maintenance and 
rehabilitation 5 13 

6 15 

Reviewing related documents is a common approach 
to realise this step [9, 17, 19]. This study reviewed 11 
manuals and 52 cases reports in China, North America, 
and Australia, because of the large volume and rich 
experience of bridge maintenance in these regions [1, 13]. 
A focus group was organised to refine the findings. Six 
experts from both academia and industry were invited, 

who were selected based on experience and expertise of 
bridge maintenance [20] (see Table 1). This is necessary 
because the initial findings can be biased to the authors’ 
knowledge and thus need to be modified by experts. 
Moreover, the documents do not adequately reflect the 
third to fifth relations which are complex to model. For 
instance, some material constraints can affect removal of 
equipment constraints, whereas the opposite scenario can 
occur for other constraints pairs. The relations of 
supervision and constrains removal also vary among 
projects. In addition, the documents do not consider the 
strength of the second and third relation, i.e. a procedure 
or constraint is more likely to be affected by some 
constraints if their removal is delayed, which is important 
to identify critical constraints. 

 
Figure 2. Partial view of the obtained relations 
(the numbers in this figure indicate the level of the 
class in the constraint hierarchy in Figure 5) 

The results of this step include a terminology and 
knowledge of relations. The terminology maps tasks and 
procedures to constraints, and participants while records 
attributes of these entities. The obtained relations are 
shown in Figure 2. It should be noted that: 1) constraints 
are divided into groups (Figure 5) to facilitate relations 
setting-up; 2) only direct relations are considered; for 
instance, the bill of quantities directly affects material 
delivery, but it can also indirectly affect equipment 
supply by affecting working plans that determine the 
equipment, but such relation is addressed by the work 
plan; 3) relation strength ranges from 1 to 5, and larger 
numbers indicate higher strength; 4) Strength is rated at 
the most specific sub-classes of the constraint hierarchy 
under which, according to the experts, constraints have 
similar impact on others and thus can share the strength 
(see Figure 2); 5) because of the reliance on project 
conditions, experts only provide common practices for 
the fourth and fifth relations; for instance, sub-
contractors often provide labour. Thus, such relations can 
be setup in specific projects. 
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3.4 Define Classes and Classes Hierarchy 
In this step, classes are extracted from domain terms, 

using a mixed extraction approach where the most salient 
classes are extracted first, which are generalised and 
specialised. For instance, the term ‘Deck System 
Replacement’ is extracted, and then, ‘Replacement’ is 
extracted as its super-class, while terms like ‘Pavement 
Replacement’ and ‘Auxiliary System Replacement’ are 
extracted as its sub-classes. The classes are divided into 
four groups: rehabilitation task, constraint, project 
participant, and procedure. Each group forms a taxonomy 
and can be expanded up to the fifth level (as shown in the 
white boxes in Figures 4-6). A high-level overview of the 
CBRPMO is shown in Figure 3. 

 
Figure 3. High-level overview of the CBRPMO 

The taxonomy of rehabilitation tasks is shown in 
Figure 4. It should be noted that a task is often formed by 
procedures so that some procedures can proceed without 
removing all constraints. Thus, a taxonomy of procedures 
is built, with four basic classes: preparation, inspection, 
execution, and acceptance. A task can have some or all 
of these procedures, and a procedure can be detailed and 
expanded. 

 
Figure 4. Overview of the tasks’ taxonomy 

The constraints taxonomy is shown in Figure 5. The 
engineering constraints refer to the absence of drawings 
and approvals, supply chain constraints include late 
delivery of materials and equipment, and site constraints 
hinder work of on-site crews [2]. 

The project participant taxonomy is shown in Figure 
6. This taxonomy is mainly divided by responsibilities of 
participants, while project-level participants are first 
divided by project phases. 

 
Figure 5. Overview of the constraints’ taxonomy 

 
Figure 6. Overview of the taxonomy of project 
participants 

3.5 Define Properties 
Properties are relations that connect two classes or a 

class and its attributes, forming a subject-property-object 
triple [21]. There are three types of properties, i.e. object, 
datatype, and annotation properties. Object properties 
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describe relations among classes and instances of classes 
(Step 7), e.g. the ‘is-constrained-by’ relation between 
procedures and constraints and between two constraints. 
Datatype properties describe quantitative or qualitative 
attributes of classes and their instances. For instance, the 
‘Constraint’ class has a ‘has-planned-removal date’ 
property linking the constraint to its expected date of 
removal. Annotation properties add explanations of 
classes, instances, and other properties. They can be 
applied to set relation strength between constraints and 
between procedures and constraints. Figure 7 shows 
examples of object properties while Figure 8 shows 
examples of datatype and annotation properties. 

 
Figure 7. Properties in the CBRPMO 

 
Figure 8. Properties in the CBRPMO 

3.6 Define facets of properties 
Facets can enrich semantics of properties, including 

cardinality restrictions, characteristic settings, and 
domain and range restrictions. Cardinality restrictions 
specify the number of values that a property can have, for 
instance, the ‘has-actual-finish-date’ property has a 
single cardinality because a task has only one actual 
finish date. For characteristics, object properties in the 
CBRPMO can be normal (no characteristics), transitive, 
symmetric, asymmetric, and invertible. A detailed 
introduction of characteristics can be found in [22]. 
Domain and range restrictions specify the type of the 
subject and object of a property, respectively. The type 

can be either datatypes or classes. For instance, the 
domain of ‘has-actual-finish-date’ and ‘is-constrained-by’ 
should be ‘Date’ datatype and ‘Constraint’ class, 
respectively. Properties and their facets are defined at the 
class level, which are inherited by instances of the class. 
For instance, during instance creation (Step 7), a task 
instance cannot be connected to a constraint instance 
through the ‘is-supervised-by’ because the property’s 
range, i.e. object, is restricted to ‘Project Participant’. 

3.7 Create Instances 
Instances represent specific and physical entities of 

abstract classes. For instance. the ‘asphalt paver’ and 
‘roller’ in Figure 7 are instances of the class ‘Special 
Equipment’. Instances creation is project dependent and 
should be performed during ontology implementation. 
The number of instances depends on the complexity and 
scale of the project whereas the names of instances can 
be flexible as long as they are consistent. Finally, as 
mentioned, properties of instances should comply with 
definitions of their classes. 

4 Case Study 
For a new ontology, its semantic and syntactical 

correctness must be verified. Semantic validation should 
be completed before implementing CBRPMO in real 
projects. This can be realised by asking competency 
questions, consulting experts, and ontology alignment. 
CBRPMO is a new ontology and there are no similar 
ontologies for cross comparison. Hence, the first two 
methods were adopted. Asking competency questions is 
a simple way to check semantics of CBRPMO[23]. Such 
questions should echo questions in A5 of Step 1 and 
cover both classes and instances, such as: 1) how many 
sub-classes do certain constraint classes have; 2) what are 
the constraints of certain constraints and procedures; 2) 
what are the planned/actual finished date of certain 
procedures; and 4) who are the participants responsible 
for removing certain constraints? Artificial instances 
(created by the authors for validation) can be created, and 
the CBRPMO is checked if it contains enough 
information to answer the questions.  

Above self-checking was performed by the authors 
periodically during ontology development, which to 
some extent ensured semantic correctness of CBRPMO. 
In addition, the initial CBRPMO (i.e. without instances 
which should be created during implementation in 
practice) was sent to experts of the focus group 
mentioned before. The authors explained each class and 
property, e.g. the definition of the class and reasons to 
setup the property, to the experts to further validate 
semantic correctness and modify the ontology.  
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Figure 9. Partial review of the CBRPMO in the 
Protégé 

On the other hand, syntactical validation checks the 
CBRPMO against ontology syntax, e.g. subsumption, 
equivalence, and consistency. Syntactical validation 
should be performed in both ontology creation and 
implementation phases. The validation can be realised by 
the Pellet reasoner which can detect syntactic errors in 
ontologies automatically. Whenever the CBRPMO was 
modified because of either self-checking or specific 
project conditions, the reasoner was ran to ensure the 
CBRPMO can pass syntactical validation [23]. 

The CBRPMO was implemented in a real project to 
demonstrate its usefulness for information management. 
This requires three components. 1) The ontological base. 
2) A tool that can edit the ontology, where Protégé 5.50 
was adopted. 3) A reasoner, i.e. Pallet, which interacts 
with the ontology by sending and interpret queries. 

A rehabilitation project performed on the Jinghu 
bridge in Zhejiang, China, was selected to validate the 
CBRPMO. The bridge is a suspension bridge which is 
415-m long. The rehabilitation took about five months 
(May to October 2018). The CBRPMO was implemented 
by creating instances and setting up and modifying 
properties between the instances by combing domain 
knowledge previously obtained and project specific 
information, such as information provided by the project 
team and information in project documents, e.g. work 
plans and equipment and material inventories. The 
resultant ontology in Protégé is shown in Figure 9. 

The case focused on the deck pavement replacement 
task because it was the most time-consuming (more than 
4 months) and labour-intensive task and it required more 
constraints than other tasks. It was assumed that the 
project manager wanted to search for information of the 
task. Instead of looking for information scattered in 
project documents or systems manually, the CBRPMO 
encoded relevant information to support efficient queries 

using SPARQL, which is demonstrated in Figure 10. To 
reflect the traditional method of searching information, 
the same information was manually searched by the 
authors in project documents and management systems. 
Then, the searching time was cross compared to show 
capability of the ontology.  

 
Figure 10. SPARQL queries and results 

Query 1 (Figure 10 (a)) not only shows constraints of 
a procedure (e.g. steel materials for temporary bridge 
construction) but also requirements (e.g. type and amount) 
of constraints, so that the manager can arrange constraint 
removal more easily.  

Query 2 (Figure 10 (b)) can rapidly retrieve related 
information (e.g. contact information) of project 
participants (e.g. asphalt supplier), which can facilitate 
communication between the participants.  

Query 3 (Figure 10 (c)) can show detailed activities 
and precautions of a procedure (e.g. new deck pavement). 
Such information can be generally required by onsite 
foreman and supervisors to supervise work sequences 
and quality.  

Query 4 (Figure 10 (d)) can answer questions related 
to solutions to unremoved constraints (e.g. rain), serving 
as remedial actions when delay occurs. 

The information of query 1, 2 and 3-4 was scattered 
in a project meeting record, an address book, and a work 
plan, respectively. A few information (e.g. certain steel 
materials to construct the temporary bridge) needed 
consulting the project team, which further increased the 
searching time. Table 2 compares the searching time 
through the CBRPMO and manual approach. It turns out 
searching time can be reduced significantly when the 
information from scattered sources is integrated. 

Table 2. Comparison of searching time 

Query CBRPMO Manual searching 
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1 0.13s 562s 
2 0.08s 116s 
3 0.09s 77s 
4 0.11s 108s 

In addition, the CBRPMO can also identify critical 
constraints of procedures and tasks. Specifically, the 
ontology forms a network with classes and instances as 
nodes and properties (i.e. relations) as edges. Hence, 
network measures (i.e. in-degree and out-degree) can be 
computed for every constraint instance, where the former 
reflects vulnerability (i.e. how many constraints can 
affect it), while the latter reflects its impact (i.e. how 
many other entities it can affect). The in- and out-degree 
of a constraint instance is computed by counting the 
number of inward and outward properties, weighted by 
the relation strength stored in annotation properties. 
Constraints with high degree are regarded as critical.  

Figure 11 illustrates critical constraints at different 
levels. Figure 11(a) shows results at the procedure (i.e. 
new deck pavement) level. The vulnerable constraints 
include workspace, approvals, and equipment. Thus, 
more attention should be given to their constraints and 
responsible participants to minimise delay. Figure 11(b) 
shows constraints with greater impact on others at task 
(i.e. deck replacement) level, including engineering 
drawings, approvals, permits, and temporary facilities. 
Thus, they should be closely monitored, additional buffer 
should be assigned to procedures constrained by them, 
and remedial solutions should be proposed to mitigate 
impact when their removal is delayed. 

 
Figure 11. Identification of critical constraints 

5 Discussion and Conclusion 
Successful rehabilitation projects are important for 

bridge maintenance. Such projects require effective 
integration of project information. The challenge is that 
such information is often buried and scattered in project 
documents and systems. However, studies on bridge 
rehabilitation are limited to engineering techniques and 
methods, which do not cover information management. 
In addition, although ontologies are effective tools to 
manage heterogenous and unstructured information, 
previous ontologies in the construction sector focus on 
integrating information of static objects of vertical 
building and bridge inspection and evaluation [4, 16]. 

However, bridge rehabilitation projects have specific 
information, e.g. specific constraints and tasks. Thus, 
existing ontologies cannot be directly applied. The 
proposed CBRPMO focuses on the rehabilitation stage 
therefore can bridge the gap. The CBRPMO was built by 
reviewing rehabilitation knowledge in case reports, 
manuals, standards, and related studies, which was 
refined through a focus group. As such, the CBRPMO 
covers sufficient knowledge in the bridge rehabilitation 
domain and can integrate scattered information of 
constraints, tasks and procedures, and participants in a 
software neutral environment.  

The CBRPMO is an effective tool to integrate and 
search for various information in scattered sources, such 
as constraints of procedures, information of participants, 
solutions of unremoved constraints, as well as critical 
constraints. Moreover, extensibility and flexibility are 
important for ontologies. The CBRPMO can be merged 
with existing ontologies without major modifications. 
For example, the ‘Procedure’ class can be linked to 
bridge components in ontologies developed by [16, 17] 
through an object property ‘is-performed-on’. However, 
currently, the CBRPMO was built manually, which can 
be time-consuming and inefficient. Therefore, the future 
studies will focus on automating development of the 
CBRPMO. For instance, information extraction methods 
can be employed to extract information from source 
documents for ontology development (e.g. manuals and 
standards) then automatically identify relevant classes 
and properties. Nevertheless, this study still lays a basis 
(e.g. the basic framework of the ontology) to implement 
those advanced techniques. 

To this end, it can be argued that the CBRPMO has 
made a contribution by expanding ontologies in the 
bridge sector to cover the rehabilitation stage while it is 
also compatible with previously developed ontologies. 
As demonstrated in the case study, when the CBRPMO 
was implemented in projects, the project teams can 
access critical information for project management 
quickly rather than manually searching the scattered 
documents. Thus, enormous time can be saved, and the 
efficient exchange of information can also facilitate 
informed management decision-making.  
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Abstract- 
Real-time monitoring of the condition of 

equipment enhances effective decision-making in 
terms of machine maintenance and operational 
efficiency. This study presents a multi-layered system 
architecture to monitor the real-time health of a 
sensor-integrated hand-tool. The architecture is 
designed based on specific components, features, and 
requirements of each layer. The study discusses the 
flow of information in the system and addresses 
compatibility issues. The selection of required 
hardware and software was made based on the 
applicability and compatibility of various available 
alternatives. The selected modules were a sensor unit, 
an open-source IoT Platform, and a Wi-Fi Module. A 
prototype of the sensing unit was developed and was 
integrated with the tool for conducting the 
experiments to acquire the vibration data. The 
experimental setup was designed, and the free-run 
mode and drilling-mode acceleration data were 
generated. The obtained real-time acceleration plots 
indicate that the overall IoT system performed as 
intended. The quality of the data was verified using 
the Western Electric rules. The study extends the 
framework to a warning system using a freeware web-
service, which operates sequentially. Upon arriving at 
the threshold value of acceleration, the web-service 
automatically sends a warning message to the 
maintenance team for on-time maintenance.  

Keywords – 
Smart Maintenance; Internet of Things (IoT); 

Predictive Maintenance; Construction 4.0; 
Construction Tools Management 

1 Introduction 
“Global Construction 2030” estimates the 

construction output to grow by 85% worldwide by 2030 
[1]. As per the empirical data and prediction of this study, 
this growth will be accompanied by the increasing use of 
small power tools that are essential to improve the 
productivity of the workforce. As practical experience 

and productivity logic demonstrates, timely and 
continuous availability of the tools ensures uninterrupted 
work at the sites. The relevance of smooth-functioning 
machines in operational sites may be derived from the 
survey conducted by one of the leading asset 
manufacturers Hilti Corp., which clearly quotes that “On 
average of 90 hours a month are spent searching for 
assets across construction sites.” [2]. Apart from 
theoretical study and predictions, industry professionals 
also equate the loss in productivity with mismanagement 
of power tools, which results in tools going unaccounted 
and undocumented or noticed only when there is a 
requirement of the machine, thus furthering machine-
attrition, waste, and loss of time. These seemingly minor 
losses can cumulatively result in overall delays in the 
project, causing heavy monetary and reputation loss. 
Addressing such loss is thus imperative from an 
academic as well as industry point of view. The 
mismanagement can be due to inconsistent 
implementation and monitoring. 

Tools that are not maintained properly can perform 
below par or disrupt work through breakdowns, 
adversely affecting, not just their own functions but also 
of the interconnected tasks. As evident from most of the 
studies, most construction sites lack a systematic 
surveillance and maintenance strategy [3]. Currently, the 
best practices in tool maintenance rely on periodic 
maintenance either as specified by the manufacturer or 
when there is an apparent malfunction. However, 
technological advancements have made it possible to 
monitor and calibrate the characteristics of a tool in 
operation in more reliable, robust, and consistently 
cumulative manner. Based on the pattern changes in 
functioning tool characteristics; proactive and pre-
emptive maintenance measures may be taken to resist 
machine attrition. Such measures can minimize 
operational interruptions and ensure the optimal 
performance of tools and workforce. 

The objective of the study is to develop and test a 
framework for an IoT Enabled predictive maintenance 
schedule using real-time data. This will also facilitate 
remote monitoring of assets, making decision-making 
more efficient and rational. Most importantly, it will 
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aspire to offer a model that may be mapped on to complex 
situational systems, ensuring optimal machine 
productivity and safety with multiple monitoring frames. 

As per a survey on power tools, drilling machines are 
among the most widely used hand tools in the 
construction industry [4]. As drills are constantly utilised 
on demanding tasks, they tend to require constant 
monitoring and maintenance to ensure the best 
performance. The scope of the current study is limited to 
the monitoring of hand-held drilling machines. 

In terms of structure, this paper is broadly divided 
into four sections. The first section reviews the current 
practices in the field of equipment health maintenance. 
The second section explains the system architecture and 
design. This section explains the individual layers and 
their components and the flow of data across them. The 
third section studies the various parameters that affect the 
health of the machine. This section also describes the 
experimental setup and documents the results obtained. 
The final section discusses the results and intends the 
integration of the proposed framework with MathWorks’ 
‘Predictive Maintenance Toolbox’ and its use in Machine 
prognostics. This section concludes the study with 
discussion on the future research scope in the domain of 
maintenance studies. 

2 Review of Maintenance Planning 
This section presents a brief review of maintenance 

planning and discusses the potential of IoT technologies 
for construction management. 

2.1 Maintenance Planning 
Equipment require maintenance due to various 

factors, ranging from systemic to situational. Usage 
patterns and ageing of the machine are key factors 
causing a decrease in reliability and functional ability of 
an equipment over time [5]. Most construction sites 
follow a time-based maintenance schedule for pragmatic 
purposes and in compliance to conventional industry 
requirements. Figure 1 shows a comparison of the three 
broad types of maintenance strategies in the industry [6]. 

Figure 1. Maintenance Strategies based on MathWorks 

The figure shows a trade-off between the usable life 
of the machine and the potential cost incurred in the 
maintenance. It clearly states that the predictive 
maintenance strategy is the most suitable among the three 
strategies, considering the improvement in the useful life 
in a more cost-efficient manner. This ensures pre-
emptive measures and utilization of the machine and its 
components apropos of the designed life. This also 
confirms a method most suited to address unforeseeable 
interruptions based on its immediate condition. 

Predictive Maintenance or Condition Based 
Maintenance (CBM) is based on monitoring of the visible 
performance parameters that indicate the deterioration of 
the machine. Some of these parameters for a drilling 
machine include vibration threshold, Rate of penetration 
(ROP), and temperature rise. Vibration-based condition 
monitoring can facilitate early detection of the problem, 
improve maintenance procedure, and avoid catastrophic 
failures which will ensure fullest functionality and 
uninterrupted usage of the machine [7]. CBM ensures 
that each component receives customized care, which 
also addresses the overall health and smooth 
functionality of the machine. 

2.2 Potential of IoT technologies 
Recent studies have shown the potential of sensor 

integrated automated systems to address abrupt 
impediments and perform customized micro-
management of machines. The systems find a variety of 
applications in the field of personnel management, 
prefabrication, material management, and enhancing 
safety and quality at construction sites [8]–[10]. These 
systems allow detecting, analysing, measuring, and 
processing various changes like change in position of 
resources, the dimension of a facility, and textural 
appearance that occur in construction sites. Practitioners 
have appreciated the contribution of IoT based systems 
for batching plant monitoring, diesel generator utilization, 
and asset tracking systems for heavy machinery such as 
tower cranes, transit mixers, and trucks. Moreover, 
applications such as early flood detection (warning) 
system, predicting the location of workers in construction 
sites are thought-provoking ideas that can be utilised for 
efficient construction management. As most of the work 
in the field of IoT is focussed in monitoring the heavy 
machinery, workforce management, inventory 
management, and progress forecasting, power tools have 
been almost kept out of the scope of the IoT 
implementation. Hilti Corp., Trackinno, Qubes, and 
BOSCH are some of the pioneers in the field of 
automated power tool management system but most of 
the innovations in this field serve administrative purposes. 
These include maintaining a database of the tool, 
automatic utilization reports, and warnings about the pre-
loaded maintenance schedule [11]–[13]. 
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In Construction 4.0, an automated CBM framework 
can facilitate real-time health monitoring of the machine 
without any human intervention. This will reduce the 
chances of errors due to human involvement, such as 
delayed, misinterpreted, and manipulated information. 
IoT enabled system frameworks can enable real-time 
data transmission from the machine to the managers. The 
use of appropriate sensors is a crucial aspect of any IoT 
system for customized control and overall functionality. 
Understanding the behaviour of Micro-Electro-
Mechanical Systems (MEMS) and the characteristics of 
an accelerometer or gyroscope allows designers to design 
more efficient and low-cost products for high-volume 
applications [14]. Various types of sensors, like RFID 
sensors, sound, and vibration sensors can discover the 
changes in the patterns of the data and can be part of an 
effective warning system, connecting each machine 
component to the overall machinery. 

The selection of suitable sensors is a vital part of an 
IoT system, which integrates information and pre-
emptive action through triggers and warning signals. 
There are various types of sensors ranging from a simple 
temperature and pressure sensor to a very sophisticated 
MEMS sensor such as MPU6050 and ADXL345, which 
can be selected based on specific situational requirements. 
Studies show that MEMS sensor-based systems have the 
potential to transfer the data over a network to an IoT 
platform using micro-controllers and Wi-Fi connectors 
[15]. The current study tries to create a warning system 
based on the real-time vibration values from the tool. 

The literature on various IoT based frameworks 
shows that some of the major challenges in the 
implementation of IoT based system are privacy, security, 
and power consumption requirements of the system. The 
dynamic, complex, and often unpredictable nature of the 
environment at a construction site is also considered to 
be one of the major challenges along with the 
interoperability of different data formats, extendibility, 
and middleware challenges such as reliability and 

usability [16]. Some of the researchers have identified 
and argued that the failure of the IoT implementation 
could be attributed to scalability, adaptability, 
connectivity, maintainability, and inter-compatibility of 
the IoT components [17]. The current study averts the 
compatibility issue by identifying the resources that are 
fulfilling the requirements of the layers of a typical IoT 
system architecture. In the process, it aims to offer a 
reliable and elegant model where the practical 
impediments can be addressed and redressed at low cost. 

3 System Architecture & Design 
The overall system architecture and component-

based design is a key part of this work. Figure 2 shows 
the layered architecture, the specific components, 
features, and requirements for each layer. These 
requirements of the layers are based on literature, on-line 
forums, and discussions held with the industry 
practitioners. Enabling the implementation in a 
constrained and complex environment requires a well-
defined and robust IoT architecture [17]. Resource 
constraints such as low memory, bandwidth, and 
processing can pose challenges to practical 
implementation of IoT. This section discusses the details 
of each layer and the components required to implement 
this architecture for monitoring hand-held drilling 
equipment. The resources identified are found the best to 
serve the purpose of the study while fulfilling the specific 
layer requirements with their unique conditions. The 
resources are selected based on a comparative study of 
their counterparts, considering the future scope, cost and 
spatial benefits. As the MPU6050 sensor is a 6DOF with 
an integrated accelerometer, gyroscope, and a thermal 
sensing unit, it is expected to serve a wider range of 
applications at a reasonable cost. This also solves the 
issue of space constraint, by using single sensor that has 
multiple sensing units. 

Figure 2. Resource identification in the IoT architecture layers 
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3.1 Multi-layered Architecture 
A brief description of the architecture is as follows: 

3.1.1 Physical / Sensing Layer 

This layer senses the data through various sensors. It 
uses MPU6050, an MEMS sensor that measures 
acceleration, velocity, orientation, displacement in 
addition to the temperature sensing. This study uses the 
acceleration readings only, however angular and thermal 
sensing can add to the value and space utilization of the 
sensor over others. The “InvenSense document for the 
specification of MPU6000 and MPU6050” provides 
information about the connections and the key pin-values. 
The sensitivity of the accelerometer can be adjusted 
between ±2g to ±16g, to customize the requirement. 

3.1.2 Network Layer 

This layer acts as a communicator and transfers the 
data to the network through the Wi-Fi module. It uses 
ArduinoUNO, an open-source microcontroller which is 
equipped with pins for digital and analog input/output 
data. The sensor and the Wi-Fi module are connected to 
the Arduino by jumper wires. Arduino collects and 
transmits the data as per the code written in the IDE 
(Integrated Development Environment) [18]. The IDE is 
a cross-platform application that supports coding in most 
of the computer languages such as java, python, 
MATLAB, C, or C++. The necessary codes are available 
on github.com, which can be modified and be uploaded 
in the editor. The system should meet the minimum 
requirements to use the Arduino editor smoothly [19]. 

3.1.3 Transmission Layer 

This layer comprises of a Wi-Fi module that transfers 
the data over the network without the use of any cable or 
direct communication material. In the current study, 
ESP8266, an economic Wi-Fi module is used that 
transmits the data to the IoT platform. The major 
impediments to the effective functioning of the module is 
poor network connectivity and volume of data being 
transferred. The quality network connectivity can affect 

the time in transferring the data and thus affect the overall 
functioning of the entire unit. 

3.1.4 Processing Layer 

This layer contains an IoT platform that is designed 
to enable a symbiotic relationship between the 
functioning machines and the maintenance personnel. 
ThingSpeak is chosen as the IoT platform here, which is 
an open-source platform and allows a more flexible and 
interactive interface. Real-time data collection, data 
analysis, data processing, data visualization, and message 
transmission  are some of the key features of this platform. 
It is an intuitive, interactive, and inclusive operating 
system accommodating a wide range of user interfaces 
enabling a reliable monitoring environments such as C, 
Node.js, Python, and MATLAB. 

3.1.5 Application Layer 

This layer facilitates actuation from mobile or web-
application for the end-users. IFTTT is a freeware web-
based service that triggers the notification as soon as a 
certain condition is met. It uses real-time APIs 
(Automated Program Interface) to trigger the event and 
execute the action [20]. It can thus on auto-pilot mode 
and generate unique and relevant responses addressing 
complex and fast-changing situations. It also minimizes 
human intervention and the errors that can emerge from 
the same during dysfunctional moments that can 
potentially create disasters and hazards at workplace. 

3.2 Flow of data 
After identifying the resources for the study, a 

framework for the flow of data is necessary. Figure 3 
shows a schematic diagram for the flow of data from the 
point of sensing to the point of notification. The diagram 
also considers the function that is to be performed in 
conjunction with each IoT ecosystem layers. This 
subsection explains interactions and interconnectedness 
among the various resources and the unique roles they 
play in the proposed framework. 

MPU6050 sensor senses the three directional motion 

Figure 3. Flow Proposed system 
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of the machine. ArduinoUNO acts as a communicator for 
storing and transferring the data to ‘ThingSpeak’ through 
Wi-Fi module ESP8266 and data customization as per the 
application. The ArduinoUNO coding uses I2C library 
for transmission and easy functioning. ThingSpeak 
allows us to create channels to visualize the data. The 
data is transferred to the channels using the respective 
APIs, which ensures that correct data is used for analysis. 

Moreover, ThingSpeak has an integrated ‘Predictive 
Maintenance Toolbox’ that facilitates the deployment of 
an analytical algorithm. A suitable algorithm can be used 
for estimating the Remaining Useful Life (RUL) of the 
machine. Another web-based freeware service IFTTT 
enables to create an event in order to run the system in 
real-time. The event includes the HTTP link of the 
ThingSpeak channel, threshold value, and the message 
that is to be displayed while notifying. The notification 
can be sent through Email or SMS. As soon as the 
threshold condition is met based on the data analytics, 
IFTTT triggers the alarm to the O&M team for timely 
intervention and maintenance. 

4 Experimental Methodology 
Having set up framework for the study, an experiment 

is designed to check the functionality of the proposed 
system. As already discussed, many performance 
parameters can be visible and reliable indicators of the 
machine’s health. Figure 4 shows the cause and effect of 
the parameters that affect the performance indicators of a 
machine. A drilling operation includes multiple changes 
in the working environment of the machine. It can be 
understood from the literature and discussions held with 
the practitioners that one of the most explicit and easily 
recognisable indicators of the health of a machine is the 
amount of vibration produced. The amount of vibration 
largely depends on the age and size of the machine and 
drill-bits, the pressure applied while drilling, type of 

material drilled, and continuous usage of the machine. 
Process instabilities and wearing out of the cutting tool 
can be easily recognised by the changes in vibration 
patterns. 

The interdependency of the indicators, as shown in 
Figure 4, allows us to explore further the effect of these 
input parameters on the performance indicators. Based on 
the discussions, the scope of the current study is limited 
to the accelerometer readings only, but the framework 
presented is theoretically applicable to all sensor-based 
systems with a suitable selection of sensors. 

The experimental runs were conducted for various 
combinations of varying drill bit diameter (D: 5mm, 
6mm, and 8mm) and plywood thickness (T: 12mm and 
19mm) to check the variations in the acceleration 
produced in the machine, Rate of Penetration (ROP), and 
Time of Penetration. Figure 5 shows a schematic diagram 
for the proposed experimental setup. 

The sensor-system comprising of MPU6050, 
ArduinoUNO, and ESP8266 is attached to the drilling 
machine. The material to be drilled is fixed in a firm place 
to prevent its movement. The sensor-system transmits the 
data to the ThingSpeak platform, which plots graphs, 
displaying the real-time acceleration produced in the 
three directions. Once the acceleration crosses the 
threshold (pre-fixed value), a warning is sent to the 
maintenance engineer for action. The data can also be 
downloaded in ‘.csv’ format for records and further 
analysis. Thus, this model allows innovative intervention 
as well as archiving of data for production of templates 
that may be drawn on for future references. 

4.1 Data Processing 
Statistical Process Control (SPC) suggests the 

minimum number of data points to check the 
appropriateness of the experiment in Eq. (1):   

𝐴𝑅𝐿 =
1

𝑝
(1) 

Figure 4. Factors affecting the performance 
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For ±3σ control limits, p = 0.0027. Substituting value 
of ‘p’ in in Eq. (1) we get, ARL = 370 data points [21]. 

The trial runs were conducted for different D-T 
combinations to estimate an average penetration time for 
each combination. The code (ArduinoIDE) is adjusted so 
that the number of points is not less than 370. A drilling 
run is continued until the hole is perfectly penetrated. 

As the individual resultants in the three directions 
may not justify showing the real motion produced in the 
machine, the Resultant (R) of the three accelerations is 
calculated using Eq (2) : 

R  = √𝐴𝑥2 + 𝐴𝑦
2 + 𝐴𝑧

2        (2)
The threshold value or the control limit (±3σ) for a D-

T combination is determined from the RMS value of 
acceleration. For the scope of this study, the ‘+3σ value’ 
is fixed as the threshold value to trigger the warning for 
maintenance. The trigger request is completed with a 
ThingHTTP, which initiates the predefined HTTP 
requests with an API key. Additionally, a GET request 
from the web when the threshold is reached and triggers 
the Webhooks at IFTTT which sends an Email with a 
customized message prompting immediate action. 

Similarly, runs were conducted for the various D-T 

combinations and the free run condition. The results are 
discussed in the next section.  

5 Results 
The experiments were performed for various D-T 

combinations, and the results are shown in Figure 6 and 
Figure 7. Figure 6 shows the RMS Acceleration for a free 
run condition that gives a reliable idea about the inherent 
vibration in the machine when in operation. Figure 7 
depicts a comparison of the ranges in which the value of 
RMS acceleration lies for the different D-T combinations. 

Figure 6. Observation for Free-run condition 

Figure 7. RMS acceleration for 12mm plywood and 5mm, 6mm and 8mm drill-bit diameter.; 19mm plywood 
and 5mm drill-bit diameter 

Figure 5. Schematic Diagram for Experimental Setup 
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The receipt of data on the IoT platform and the 
triggering of the Webhooks event named “Threshold 
Reached!” confirms that the proposed framework 
performed as expected. Figure 8 shows screenshots of the 
creation of ThingHTTP and warning received. 

Figure 8. Setting up Threshold in ThingSpeak & 
receiving a warning from IFTTT 

The quality of the data is checked using the ‘Western 
Electric Rule’, the results of which are summarized in 
Table 1. These rules are in accordance with the statistical 
norms and suggest that the quality of data is controlled 
under experimental as well as industrial conditions [21]. 
As there are no outliers in the plots, this explains the 
potential of the system to be used in sophisticated and 
controlled experiments across various situational frames. 

Table 1. Western Electric Rules to check process control 

6 Discussion and Conclusion 
The smooth functioning of the proposed system 

architecture and components validate the functionality of 
the system for the current scenario. This study facilitates 
the implementation of an effective IoT system for real-
time health monitoring of a hand-held drilling machine. 
Testing the acquired data against the Western Electric 
Rules suggest that the quality of the experiment was 
controlled, and the exhibited framework can be used for 

a variety of applications in accordance with the selection 
of appropriate sensors. The successful functioning of the 
framework ensures that the tools can be monitored 
continuously and remotely through an inexpensive 
system, which is also practically easy to maintain. 

The experimental setup plots the real-time 
acceleration data from the machine while in operation on 
an IoT platform. Vibration is one of the visible 
performance indicators of the machine’s health, and can 
be used in the study of Machine Prognostics. This 
involves the estimation of RUL of the machine, which is 
a well-framed four-staged procedure. The process 
includes Data Acquisition, Health indicators (HI) 
construction, Health Stage (HS) division, and finally the 
RUL prediction. Various approaches, such as the 
statistical model-based (Random co-efficient, AR 
models, etc.), AI approach, Physics model-based 
approach, have been developed to display various 
strategies to predict the RUL [22]. The selection of an 
approach for RUL estimation is based on the type of 
application. For the scope of the current study, the RMS 
value of the resultant acceleration is considered as the 
threshold value for triggering the warning system. 

Furthermore, the ThingSpeak platform has an 
integrated Toolbox for Predictive Maintenance supported 
by MathWorks. An appropriate algorithm can be 
deployed on the cloud using ThingSpeak and MATLAB 
prediction server to estimate the real-time RUL. This will 
monitor the health of the machine and warns once the 
threshold is achieved. These thresholds can be specific to 
the type and make of the machine. The presented 
framework facilitates keeping track of the used life of a 
machine, which is useful during the inter-site transfer of 
the machine. This can also enable the site management to 
have stricter surveillance over the hand tools and make 
more informed and intelligent procurement strategies. 

Preliminary analysis should be conducted to decide 
the position of the sensor on the equipment, as the 
vibration data obtained will be sensitive to it. In this study, 
the sensor was attached based on the driller’s 
convenience, at a place where it was assumed that the 
vibration is maximum. In some cases, the limited 
connectivity at construction sites due to the remote 
location is a challenge for the proposed architecture as it 
may result in delayed information due to the restricted 
transfer of data across the interconnected layers. 

The predictive approach showcased here is expected 
to save a considerable amount of time, cost, and effort 
than what is conventionally required in the reactive or 
preventive approach. It will also allow end-users to 
utilize the machine up-to its design life. The system can 
be an appropriate tool for the manufacturing industry to 
design the components having similar operational lives. 

The potential of advances in Machine Learning and 
Artificial Intelligence in conjunction with more 

S. No. Decision Making Rules Free-
run

12P-
8B

12P-
6B

12P-
5B

19P-
5B

1 One or more points outside of the 
control limits No No No No No

2

Two of three consecutive points 
outside the two-sigma warning 
limits but still inside the control 
limits.

No No No No No

3 Four of five consecutive points 
beyond the one-sigma limits. No No No No No

4 A run of eight consecutive points 
on one side of the center line

Yes 
(1)

Yes 
(1)

Yes 
(1)

Yes 
(2)

Yes 
(3)
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sophisticated sensors such as Hall sensor and tip-pressure 
sensor can make the system more robust and extensive. 
Furthermore, the system is expected to flourish with a 
substantial amount of data coming from the industry and 
using more advanced degradation models of ML learning 
integrated with AI. This study can be a robust and elegant 
template for future research on maintenance strategies. 
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Abstract – 
During the early phases of building design, the 

architects create many variants and make important 
decisions about different design aspects and details 
mostly based on their own experience and know-how. 
In order to reduce the risks brought by arbitrary 
decisions, a lot of effort was put into developing 
simulation tools. However, most of these simulation 
tools require more elaborate details as what is 
available during these early phases, or they will 
provide some cumbersome results via 
oversimplification. Therefore, it is equally important 
to develop a communication tool enabling the earlier 
integration of suggestions given by diverse domain 
experts. Hence, a research based on the concept of 
adaptive detailing has been made by Zahedi and 
Petzold since 2018, according to which those 
suggestions and feedback provided by multiple 
domain-experts could be documented using a 
minimized machine-readable communication 
protocol based on BIM [1]. Consequently, an online 
platform for supporting the collaborative work 
through adaptive detailing at early stage of design is 
developed in this paper. This paper focuses on the 
Optimization of workflow and effectiveness of user 
interface in this platform. As evaluation of this 
platform, a user-study was carried out among 
students and practitioners in AEC industry. The 
result of user-study not only practically verifies the 
usefulness of this tool, but also implies the difficulty in 
transforming the daily communication mode into 
digital platform. 

Keywords – 
Building Information Modeling; Early Design 

Phases; Adaptive Detailing Strategies; Computer 
Supported Collaborative Work 

1 Introduction 
The integration of Building Information Modeling 

(BIM) applications at early stage of design have great 

impact on the final design and overall cost, while the 
additional costs resulting from design changes in early 
phases are also significantly lower [1]. Furthermore, the 
main idea of BIM is about the exchange of information 
including 3D-models with semantics among the 
participated domains [2]. For the reasons above, early 
collaborative work is of great importance to improve 
efficiency of design in a project. 

However, according to our online survey 31.5% of 
the students or practitioners from the Architecture, 
Engineering and Construction (AEC) industry have tried 
BIM software as communication tool before at early 
stage of design, whereas 78.9% of them use BIM 
products for 3D modeling in design phase. Those 
statistics prove that more attention should be put on 
developing BIM tools for communication in design phase, 
so that diverse domain-experts could better help the 
architects by providing suggestions from their point of 
view. 

This work aims to develop an online communication 
platform with optimized workflow and user interface, 
based on literature review on computer supported 
communication and collaboration, as well as on other 
BIM based communication tools on the market. The 
effectiveness of this platform would be validated during 
a user-study at the end of this paper. 

2 State of the Art 

2.1 Adaptive Detailing Strategies, Multi-LOD, 
and Building Development Level 

Although many model-based planning tools are 
currently available, they require extensive input data and 
detailed model construction even in the early design 
phase. However, a model that is too precise and reliable 
can lead to incorrect assumptions and evaluations, such 
as in energy calculations or structural analyses, which 
affect planning decisions in all planning phases [2][3]. In 
order to close this gap, the research unit FOR2363 from 
German Research Foundation (DFG) is developing 
methods for the evaluation of architectural design 
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variants in the early stages of their development by 
means of adaptive detailing strategies that allow the 
detailing and evaluation of alternative, partially 
incomplete and vague building models [4]. This research 
project is also called Early BIM. To allow the explicit 
expression of potential information vagueness in the 
design phase, the research group develop a multi-LOD 
meta-model. Under the case of that, it is possible to 
define the uncertainty of information as well as building 
components at different LODs in a design variant [3]. A 
new concept called Building Development Level (BDL) 
is therefore introduced to describe the maturity of 
building models at difference design stages [3]. The BDL 
concept is also used in this project as milestone for new 
requirement of decision making. 

2.2 Computer Supported Communication and 
Collaboration 

To further promote communication and cooperation 
in the BIM field, the introduction of a research area called 
Computer Supported Cooperative Work (CSCW) is 
unavoidable. CSCW investigates on an interdisciplinary 
basis how individuals cooperate in working groups and 
how they can be supported by information and 
communication technology [5]. In this section mainly the 
socially acquired phenomena of CSCW research are 
described, whereas the technological aspects are 
explained afterwards in section 2.3. 

Communication between the cooperating partners is 
the prerequisite for cooperation. The goal of cooperation 
is to coordinate the work processes and technical 
interfaces of the project participants as optimally as 
possible and to ensure a consistently efficient use of 
information [6].  

2.3 File Formats for BIM Based 
Communication 

The best-known collaboration format is the BIM 
Collaboration Format (BCF) from buildingSMART, 
which supports workflow communication in BIM 
processes. Project participants can use it to create various 
topics, such as problems, proposals and change requests. 
The BCF also allows the structured description of model 
conflicts or defects. Among other things, the camera 
position and the viewing direction are transmitted for the 
representation in the 3D model.  

Since version 2.0, the BCF format also offers 
schematized files and machine-readable topics. However, 
this format is mainly used as comment based and human 
readable [4]. Therefore, based on the concept of adaptive 
detailing, and for better documenting suggestions and 
feedback provided by multiple domain-experts, a 
minimized machine-readable communication protocol 
based on BIM was developed by Zahedi and Pezold [6].  

Using this protocol, a Feedback package contains 
information about:  
• missing details in a design variant that are essential

for a certain simulation to be performed
• suggested options to fulfill those missing details.

Further details about this minimized BIM-based
communication protocol is discussed via demonstrative 
examples by Zahedi and Petzold [4][7]. Using this 
computer-interpretable protocol in communication tools 
can largely reduce the misunderstanding incidences in 
the whole progress. 

2.4 BIM Based Communication Tools 
With the development of software in AEC 

industry, many solutions which were mostly used for IT 
companies are now also integrated in BIM applications. 
For example, the ticket system, mainly used for tracing 
every request from the start until its completion, was 
firstly used in IT companies where a huge number of 
requests are produced in daily basis, is now widely 
embedded in BIM communication tools. Those tickets 
are normally shown in a dashboard and named “issues” 
or “tasks” in BIM based communication tools. Other 
frequently implemented functions are, for instance, 
presentation of the up-to-date overall information about 
the project, message notification, 3D visualization, 
marking and commenting on models, merging the partial 
models, preview of interim document, etc. The most 
popular BIM based applications such as Autodesk BIM 
360, BIM Plus from Allplan, thinkproject, etc. have 
included all of these functions. However, the 
visualization mode of different types of data is seldom 
discussed. To fill this gap, various types of viewing mode 
or graphics will be provided in this project and tested via 
user evaluation.  

3 Concept and Methodology 
Practitioners in AEC industry are long used to 

conventional communication media such as face-to-face 
meetings, telephone, fax and email. However, for better 
decision making and more efficient information 
exchange in early design phases, it is reasonable to 
integrate BIM common data environment into the 
communication tool. In this way, the function for file 
exchange, preview of design variant and intuitive 
comparison of simulation results can be feasibly 
embedded (Figure 1). 

As Lubich in Figure 2 suggested, the proper way to 
develop a CSCW tool starts from representing the 
working environment. In this case it means to explain 
how communication between project participants 
actually works, or what the conventional working 
environment in the construction industry is. Turk 
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explains that the most important activity in the 
construction industry is not "processing", such as 
problem solving or decision making, but maintaining a 
network of conversations in which requests and 
commitments lead to a successful completion of the work 
[8]. 

Figure 1. Compared to conventional 
communication, different communication 
methods are integrated into the new web-based 
platform. 

Figure 2. Development cycle of computer-aided 
collaboration software [9] (first orally presented 
by J.E.Dobson in 1991) 

As we can observe in real working environment, it 
might possibly happen that an architect asks a civil 
engineer to check about the load-bearing structure, and 
the engineer accepts the request. Several days later the 
architect asks the engineer about whether the simulation 
result is generated or not. And finally, the engineer 
informs the architect that the task is finished. Of course, 
in most cases this process doesn’t run smoothly, and there 
are normally special occasions happening during the 
process. Winograd and Flores have named such an 
interaction “conversations for action – those in which an 
interplay of requests and commissives are directed 
towards explicit cooperative action” and have therefore 
mapped the possible answers at each point in a 
conversation in an example model (see Figure 3) [10][11]. 

In this model, for example, one party (A) asks a 
question to another party (B). The request is interpreted 
by each party to meet certain conditions. After the initial 
statement (the request), B can accept (thus commit to 
meet the conditions), reject (to end the conversation), or 
make a counteroffer with alternative conditions. Each 
further confirmation has its own possible continuation 

(e.g. A can either accept, reject, or offer again the 
counteroffer from B). This diagram is not a model of the 
mental state of a speaker or listener but shows the 
conversation as a "dance" in which the actions create the 
structure or termination of the conversation.  

To further use this model in the implementation part, 
it is translated into a graphical specification language, the 
Business Process Model and Notation (also known as 
BPMN) (see  Figure 4). 

Figure 3. The basic conversation for action 
process model [10] 

 Figure 4. Simplified BPMN of the "conversation 
for action" model adapted to Maaß, 1991 [11] 

4 Implementation 
The implementation of optimized communication 

tool is carried out in two steps: 1. Definition of proper 
workflow of communication (corresponding to 
“Representation” in Figure 2); 2. Developing the tool 
(same as “System” in Figure 2). 

4.1 Definition of optimized communication 
workflow in the platform 

In the beginning of this step, a few concepts which 
are very often used in the workflow must be clarified: 

analyse 

Representation 

Working 
Environment 

System 

End user 

Conventional tools Communication platform 

VS 
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• VARIANTS are the different versions of the design,
which architects offer as a proposed solution.

• OPTIONS refer to the suggestions for the missing
parts in variant which are provided by domain
experts. The architects then may choose one of
these options to fulfill the requirements for
simulations.

• REQUEST contains the information of an action
that the architects ask domain experts to execute, for 
instance, the request of simulation or request of
options for missing parts. It is a kind of "Request
for Information" (RFI), which is often used in
business processes for collection of information and
making decisions.

• FEEDBACK is the message that domain experts
give to the architects including their reaction on the
request, such as rejection, agreement, as well as
further information. There could be three types of
feedbacks: 1. Interim report on missing values
which are necessary for the analysis or simulation;
2. Interim report with options; 3. Final report on
simulation results and evaluations of various
variants. Since a file format “feedback package”
especially for the case of communication is
invented [4][7][13], it will be used later for accurate
expression of the feedback.

The workflow of this whole communication system 
is divided into three scenarios (Figure 5): 

1. Request for analysis
At a certain point, the architect needs simulation

results and evaluations from other specialist planners. 
Therefore, he sends the planner a request for analysis by 
ticket. Using the ticket system, the whole process can be 
monitored and managed. General Information such as 
actor, deadline of the request and the processing status of 
each request/ticket can be displayed. According to the 
conversation to act model [11][12], there can be three 
possible types of reaction to any request for an action 
[4][7][13]: accept, reject or counteroffer with alternative 
conditions. If some geometric details or semantic 
information, which are necessary for further analysis, is 
missing, the specialist planner will give a feedback to the 
architects. 

2. Request for options and update the variant
In this case, after step 1, the architect receives a

feedback with a message containing the missing values. 
Then he precedes to ask for options to continue the 
process. Although in the normal working environment, 
mostly an architect makes decisions based on his 
knowhow, but using adaptive detailing he could ask for 
experts’ opinion via request for options.  

After the request, options for missing components, 
their consequences on analysis results, as well as a 
comparison between options will be packed up and sent 
back to the architect as feedback. The Architect would 
then evaluate the properties of each option, make a choice, 
and complete the variant model. The variant is therefore 
updated during the process. 

3. Execution of simulation and optimize the variant
The execution of the simulation can only be

Figure 5. BPMN of the conversation for action Process between architects and specialist planners 

1 2 3
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achieved if the coordination model has already been 
checked by all the domain experts and has no more 
missing values. After the simulation, each domain expert 
submits a report with simulation result of the variant and 
their suggestions for optimization. The architect then 
collects all reports and accordingly improves the variant. 

The objective of this whole workflow is to let 
domain experts give suggestions from their point of view 
as early as possible. It consequently prevents the case of 
endless revising on design model and reduces the 
potential problems which can become big issues in later 
phases.  

4.2 Building the web-based communication 
tool with ideal user interface 

4.2.1 Design of user interface 
After the communication process is created, the 

functions in optimized workflow are first summarized in 
Table 1, so that the required items and their file format as 
well as possible visualization forms are categorized.  

To visualize the core function of this 
communication system, which includes sending request 
and receiving feedback, a dialogue panel is created. On 
the dialogue panel, notification of new message, basic 
information in request or feedback, and project profile 
will be presented. Also, a block for free discussion 
between group members is available on the dialogue 
panel. In order to spare extra place for presenting content 
in details, the dialogue panel is designed as foldable (see 
Figure 6).  

According to Gadelhak, Lang and Petzold [14], it 
is recommended to use a dashboard to display the 
attached information of the conversation. On one hand, 
several options can be displayed on different panels of a 
dashboard. On the other hand, the dashboard gives an 
overview of all relevant performance aspects of the 
building and can provide detailed information at the same 
time if required. The dashboard is therefore in this case 
particularly applicable for presenting and comparing 
various options or variants contained in feedback (see 
Figure 6).  

Figure 6. Layout and navigation of platform 

4.2.2 Frontend development 
In this project the frontend of the web-based 

application is implemented. There are two types of files 
to be visualized: the IFC files such as the coordination 
model and partial model, and the CSV/ JSON files that 

Table 1. Information to be visualized, corresponding file 
format and possible visualization form in platform 
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capture the log and problems in the process or final report. 
The IFC file should first be transferred to the Obj file by 
data preprocessing such as ifc OpenShell or xbim toolkit. 
After that it is visualized by ObjLoader.js (provided by 
three.js) on the web page. Another important file type is 
the CSV file, which can record the process log, project 
status, option performance and final report. To visualize 
the data in several display modes, the libraries of 
ZingChart and Dygraphs are used specifically. To 
validate the specific process of implementation we take a 
three-storey office building of Ferdinand Tausandpfund 
GmbH & Co. KG [15] in Regensburg, Germany as an 
example. After the functions are organized and 
implemented, a web-based application could be 
developed.  

Because all the information of requests and 
feedbacks is collected on the side of architect, it is 
meaningful to show the user interface from this view. As 
Figure 7 and 8 present, various graphical representations 
are provided. For comparing the options, user can choose 
floor plan view, bird eye view or inner perspective view 
(see Figure 7). And for identification of issues in 
simulation results, user can define a visualization mode 
from tree chart, pie chart or list (see Figure 8). As 
mentioned before in 2.4, one important objective of this 
project is to provide different visualization forms so as to 
test which one is more preferable for the user and gives 
the architect more intuitive criteria in decision making 
[13]. 

Figure 7. Various visualization mode for options 

Figure 8. Different graphical representations of simulation results 
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5 Evaluation 
Since the implementation of the web-based 

communication tool is completed, 19 students or 
practitioners from the AEC industry were invited to 
participate a user experience study. After experiencing 
the whole process, more than 60% of the participants 
consider the platform to be usable in most cases.  

It is worth mentioning that in the answer to the 
question “Which tool do you think is irreplaceable 
through this platform?” more than a half of users (almost 
58%) still consider the face-to-face meeting as 
irreplaceable. It is very interesting for us because in 
hypothesis we considered the face-to-face meeting as the 
most likely replaced media. Some of the reasons given by 
respondents are: 
• The personal meeting is always the most dynamic

one and gives the quickest results.
• It can help solving complex problems.
• It is a quick and direct communication way.
• It is real time communication. Whenever you put up

a question, there would be an answer immediately.

Figure 9. Answer to the question “In how many 
cases do you think this platform is applicable?” 

Figure 10. Answer to the question “Which of the 
following means of communication is 
irreplaceable by this platform?” 

According to the user study, the communication 
system is helpful especially in illustrating the feedback, 
and the display of the simulation results. More 
specifically, most respondents chose bird eye view as 

best visualization mode for options (50%), and the list as 
most efficient graphical presentation for issues during 
simulation (50%) (see Figure 11 & Figure 12). These 
results for favorite graphical representation can be used 
later in other corresponding products. 

Figure 11. Answer to the question “Which of the 
visualization mode do you think is most suitable 
for presenting options?” 

Figure 12. Answer to the question “Which of the 
graphical presentation do you think is the best for 
reporting issues in feedback?” 

In the end there are also several suggestions for 
optimizing the communication platform: 
• More real time communication in the model would

be helpful.
• The authority levels from different users should be

distinguished.
• In most of the cases, speedy replies are expected,

therefore it would be great if the message
notification can be improved and the hint of message
priority can be tagged.

• The text should be bigger.
These suggestions are significant indicators for further 
development of this tool as well as for other similar 
products. 
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6 Conclusion 
While the market for BIM applications is growing 

rapidly, there is still no effective working method for 
architects to propose the variants and discuss with other 
project participants about design. With the development 
of adaptive detailing strategies and multi-LOD, it is 
possible for the domain experts to participate in early 
design phases and to give suggestions even if there is still 
missing or vague values in design model. Furthermore, 
after the literature review on existing BIM based 
communication tools, the most practical functions, such 
as the ticket system, are collected and included in this 
case, whereas the request and feedback functions are 
embedded as core mechanisms for the communication 
workflow. Consequently, a BIM based communication 
platform especially for discussion at early design stages 
is built based on a specified workflow and in the end 
validated by a user-study. The result of the user-study 
shows an overall acceptance of this tool among users, as 
well as the preferred visualization mode for data in the 
feedback. These findings could be referred as important 
hint for further research or for software development in 
BIM field.  

Considering the contribution of this communication 
platform, it was rewarded in year 2020 as the first prize 
in the category of Architecture in “Built on IT - Building 
professions with future” (Auf IT gebaut 2020) federal 
competition in Germany under the patronage of the 
Federal Ministry of Economics and Energy [16]. 
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Abstract -
Construction Site Layout Planning (SLP) is one 

among the processes that consider decision-making 
as essential to achieving the desired project 
performance. In lack of decision support system 
(DSS), the project planners employ learnings from 
experience to make decisions that often lead to sub-
optimal planning of site, resulting in congestion, 
safety issues and loss in productivity. Therefore, to 
mitigate such risks, the SLP targets to identify the 
temporary facilities (TFs) required to aid the 
construction and optimally locate these TFs. SLP 
usually requires all the stakeholders to reach 
consensus and to aid this a few operations research 
(OR) models are developed in past studies. While 
SLP is often viewed as an optimal allocation problem 
by present research, the decision-making aspect 
involving multiple stakeholders is understudied. As a 
result, state-of-art research in modelling and optimal 
allocation using OR methods are not implemented 
on site. Therefore, targeting the decision-making in 
SLP, an approach is demonstrated to enhance the 
process through efficient exchange of information. 
This study employs building information modelling 
(BIM) to make data available for the modelled 
optimization problem. In addition to this, to foster 
the decision-making during the SLP task, the study 
presents an augmented reality (AR) enabled site 
layout planning decision support system (SLP-DSS) 
framework to aid the construction practitioners in 
SLP. The developed DSS with the functionality of 
AR integrated optimization is designed to make 
understand the generated solutions to the 
stakeholders in an efficient manner and targets to 
ease out the SLP process with a clear perspective 
exchange. 

Keywords -
Augmented Reality; Building Information 

Modelling; Collaborative Planning; Decision Making; 
Optimization; Layout Planning; Perspective 
Exchange; Visualization 

1 Introduction and Motivation 
Construction site layout incorporates positioning of 

TFs on a construction site. This task is approached at 
the initial project phase when information related to the 
project is scarce. To overcome this limitation, the 
construction practitioners employ the learnings from 
previous similar projects [1]. Another challenge comes 
in the form of site topology and to understand it better, 
the 2D representation of the site in the form of 
computer-aided drawings (CAD) is employed. This sort 
of representation of 3D space requires tailoring of plans 
and elevations from different CAD sheets. Thus, 
resulting in additional mental exertion in the process of 
layout planning. The stakeholders involved in the 
process of planning site layouts sometime does not have 
enough experience to understand the 2D site 
representation. This leads to inaccurate information 
exchange while discussing SLP making the process of 
decision making cumbersome. SLP task involves 
stakeholders with individual goals [2] and the limited 
site space brings them together to plan for efficient 
space utilization. Thus, requires an efficient method to 
plan site layouts collaboratively with optimum space 
utilization. Moreover, to collaborate effectively, the 
exchange of perspectives in an efficient manner is a 
must. 

In an attempt to release SLP of some obsolete 
hindrances in efficient decision-making pertaining to the 
layouts for the construction site, this study utilizes and 
demonstrates the applicability of technological 
advancements like BIM and AR. In addition to 
approach SLP through these advanced technologies, the 
research highlights optimization-based solution 
visualized in AR environment to mitigate the 
psychological efforts in understanding the generated 
output results. The utilization of BIM is targeted to 
address the information requirements to plan site 
layouts. The developed quantitative approach aided with 
visual aid is expected to enable the stakeholders to make 
informed and efficient decisions resulting in enhanced 
site productivity and a safer work environment. 
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2 Literature Review 
Existing research on layout planning has extensively 

studied the SLP problem as an optimization problem. 
The quantitative approach to SLP results into numerical 
based output, requiring manual interpretation of the 
obtained results. Considering these challenges posed by 
optimization-based SLP models proposed in earlier 
research, a few researchers have attempted to consider 
DSS for SLP. These efforts were because the resulted 
output of optimization-based models is of no use until 
verified. In attempts to develop DSS for SLP, 
approaches like fuzzy-based multi-criteria model was 
developed and found useful in terms when the required 
information is imprecise [1]. Another tacit-based 
approach was developed to plan site layouts. This was 
approached utilizing a combination of repertory grid 
technique and interviews of construction professionals 
[3]. These both research presented examples of 
quantitative and learnings from the past based methods, 
respectively. However, the exchange of perspective 
while planning site layouts is a prime component of 
decision-making task; this comes out as a limitation to 
the existing research. Thus, BIM and AR are utilized to 
address these impediments to efficient SLP. The former 
provides input data if the models are prepared to the 
required level of detail (LOD) and the latter augments 
the optimal solution of the quantitative approach 
developed in this study for better exchange of 
perspective among stakeholders. 

2.1 BIM for SLP 
The utilization of BIM in the construction industry 

has been profound in the past decade [4]. In existing 
SLP concerned studies BIM has been adopted as a 
source of input data and a few researchers have 
highlighted LOD 300 as the required level of detail [5].  
The data related to the materials required for 
construction and quantity take-off interested researchers 
to adopt BIM for layout planning. Another research has 
demonstrated the implementation of BIM integrated AR 
to establish efficient collaboration among stakeholders 
[6]. As BIM is data intrinsic model, its utilization can 
benefit data-centric tasks like SLP in the construction 
industry. 

2.2 AR for SLP 
The development of AR was initially conceptualized 

as a visual enhanced assistance tool to perform certain 
tasks. Tasks that require instructions delivered or 
exchange of perspective were primarily targeted to be 
benefited from this technology [7]. Implementation of 
AR to visualize and organize construction worksite was 
approached utilizing marker-based AR to plan rule base 

site plan [8]. 

3 Development of Framework for DSS 
The study employs BIM to enable data availability 

following which the inputs to the optimization module 
of the DSS allows the generation of results. The BIM 
model developed to demonstrate the working of the 
developed DSS conforms LOD 300. The model 
comprises a structural frame for an industrial setup 
where the site is adequate to accommodate the required 
temporary facilities. The temporary facilities required to 
aid the construction are identified from the quantity 
take-off generated from the BIM model utilizing visual 
programming tool Dynamo. The developed BIM model 
enabled the extraction of data pertaining to cost and the 
distances from the locations identified as possible 
options to accommodate the required TFs. 

Following the task of acquiring inputs, the 
mathematical model for the site has been modelled as an 
optimization problem. The objective function is focused 
to minimize the material transportation cost along with 
satisfying the constraints related to the positioning of 
TFs and restriction on locations available to locate the 
TFs. In order to minimize the transportation cost, the 
objective function is modelled as a function of decision 
variable with coefficient as the product of transportation 
cost per unit distance ‘ Cmq ’ and the distance ‘ Dlq ’ 
between the points of supply ‘l’ and demand ‘q’ as 
shown in (1. The decision variable ‘Xml’ is modelled as 
a Boolean variable representing the position of TFs ‘m’ 
at a location ‘l’. 

Min ∑ ∑∑ CmqDlqXml

Q

q=1

𝑀

m=1

𝐿

l=1

 (1) 

The presented optimization model is adopted from 
existing research [9] presenting a discrete site layout 
planning problem. To present a better understanding, 
the following Figure 1 illustrates the points of material 
supply ‘l’ and demand ‘q’. 

Figure 1. Description of supply and demand 
points 
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It indicates that the locations available to 
accommodate TFs are identified at prior and the 
continuous site space is divided into isolated areas to 
position the required TFs. The presented constrain in (2 
is modelled to limit each identified location to 
accommodate a single TF. Similarly, each TF is allowed 
to occupy a single location on site satisfying the 
modelled constraint in (3.  

∑ Xml

𝑀

𝑚=1

= 1 Where, {l=1, 2…L} (2) 

∑X𝑚𝑙

𝐿

l=1

= 1 Where, {m=1, 2…M} (3) 

The modelled optimization model is solved for the 
optimum value of the decision variable through genetic 
algorithm (GA). Thus, to obtain the optimum results the 
crossover and mutation operators are considered in this 
study. These operators helped in exploring and 
exploiting the search space in an effort to find the 
optimal solution. Once the optimal results are achieved, 
the AR rendering of the solution is generated to 
visualize the result. This visual aid in the augmented 
environment is prepared by integrating the code for 
optimization in the AR development software unity. The 
following Figure 2 elaborates the steps involved in the 
development of the AR-BIM enabled decision support 
system for SLP.  

Figure 2. Schematic representation of framework 
for the proposed DSS 

The AR visualization provides a simulation 

environment to test out the results generated through 
optimization model. This enhances the effectiveness of 
the mathematical model by transforming the numerical 
output of the optimization model to corresponding 
digital prototypes of the TFs located at the respective 
obtained locations.  Thus, enables the informed 
decision-making in the process of SLP. A detailed 
elaboration of the usability of this developed approach 
is described in the following section. 

4 Working of the Developed DSS for SLP 
The developed DSS in this study comprises of three 

key components of any DSS framework i.e. data, model 
and graphical user interface referred in this research as 
data, solver and simulation. This section elaborates the 
approach to obtain efficient results from the developed 
DSS. 

4.1 Data and Solver Component of SLP-DSS 
The developed linear flow framework helps in 

eliminating iterations required for an efficient 
implementation. This task of developing a support 
system to aid construction professionals and other 
stakeholders in making decisions pertaining to SLP 
could be made as an integral part of the design. If did so, 
will cater the need of the detailed input data required for 
the DSS along with providing flexibility to alter certain 
aspects of design. The presented optimization model in 
this study targets minimization of the material 
transportation cost considering actual travel paths on 
construction site. Thus, for the purpose, the required 
information related to the materials to be transported, 
quantities to be handled and the distance travelled by 
respective material is extracted and stored as input to 
the optimization model. Table 1 and Table 2 presents 
the quantity take-off for respective material required for 
construction and the distance to travel from supply to 
the demand point on construction site, respectively. 

Table 1.  Material quantity take-off from BIM 

Material Q1 Q2 Q3 Q4

M1 - Reinforcement Steel 
(Ton) 

24.4 24.4 24.4 24.4 

M2 - Quantity of Prefab 
Steel (Ton) 

0 702 0 0 

M3 - Quantity of Concrete 
(Cubic Meter) 

406 405 405 406 

M4 - Quantity of 
Excavated Soil (Cubic 

Meter) 

287 287 287 287 

M5 - Formwork Material 
(Ton) 

21.5 21.5 21.5 21.5 

Optimization Model 
(Genetic Algorithm) 

BIM Model 
(LOD 300) 

Data Storage 
(Quantity Take-off, Distances, Costs) 

AR-Simulation 
(Optimal Solution Rendering) 

Data Extraction 
(Quantity Take off, Distances, Costs) 
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Table 2.  Distance matrix from BIM 

Q1 Q2 Q3 Q4

L1 88 108 110 88 
L2 93 114 113 83 
L3 102 82 82 103 
L4 122 100 98 120 
L5 121 101 77 105 

Once these inputs to the optimization model are 
available, a slight modification to the extracted 
quantities from the BIM model (Table 1) is done to find 
the required number of trips to be made by the 
transportation vehicle as shown in Table 3. Following 
this, the trips are converted to trip cost matrix for unit 
distance trips and then is multiplied with the distance 
matrix to obtain the transportation cost. A detailed 
explanation of the optimization model utilized in this 
study is available in the existing research [9]. 

Table 3. Trips required for material transport 

Material 

Q1 

Trips 

Q2 

Trips 

Q3 

Trips 

Q4 

Trips 
M1 4 4 4 4 
M2 0 88 0 0 
M3 164 164 164 164 
M4 30 30 30 30 
M5 4 4 4 4 

Thus, explained the working of the optimization 
model, the result obtained utilizing genetic algorithm in 
this research provided a Pareto front to choose a 
solution. However, the sophisticated approach of 
mathematical optimization is capable of providing an 
optimal solution in a reasonable time. The resulted 
output remains a challenge for the stakeholders 
discussing site layout if left with the solution as shown 
in Table 4. The interpretation of the optimal solution 
would be left upon the mental faculties of the 
practitioners involved in the task of layout planning. 
Sometimes these interpretations can be easy as can be 
perceived in Table 4, but with an increase in the number 
of materials required or locations available on site can 
complicate the resultant solution from the optimization 
model to understand. 

Another challenge that is often tackled while 
planning site layouts is the dynamic nature of 
construction. This induces relocation of TFs on 
construction site such that the complexity in planning 
layouts manifold in multitude. 

Table 4. Optimal solution from the optimization model 

Optimal Position Interpretation Achieved 
Optimal 

Cost Unit 

[

𝟎 𝟏     𝟎    𝟎 𝟎
𝟎
𝟎
𝟏

𝟎    𝟎  𝟏
𝟎    𝟏  𝟎
𝟎    𝟎  𝟎

𝟎
𝟎
𝟎

𝟎 𝟎    𝟎  𝟎 𝟏]

M1 at L2 
M2 at L4 
M3 at L3 
M4 at L1 
M5 at L5 

84,36,400 

4.2 Visualization Component in SLP-DSS 
SLP is a data-centric task and efficient results are 

expected through collaborative planning. Thus, it 
needed an information management tool along with 
visual management to aid planning for 3D site space 
utilization.  This study is an attempt to furnish the 
requirements of the primary components of a DSS. The 
optimization module is supplemented with the 
functionality of AR to provide a better understanding of 
the optimal solutions obtained from the optimization 
model. Improved visualization is expected to help the 
stakeholders in presenting thoughts in clear and 
perceivable manner. The stakeholders involved in the 
task of SLP jointly come together to fulfil individual 
objectives due to constraint of sharing space common 
for all on the construction site. The task is subjected to 
participation from owner representative, project 
manager of the main contractor, sub-contractor 
representatives and site supervisors. This diverse 
participation with different goals to achieve and varying 
site experience calls for a common mode to experience 
each other’s perspective. Thus, to enable this, the AR-
enabled DSS is proposed in this research. The SLP-DSS 
in this research is developed as an android application 
that works with marker-less AR. Upon solving for 
optimal results in the SLP-DSS solver, the results are 
internally transferred to the unity platform for analyzing 
the position of respective TFs on the construction site. 
This internal information handling is achieved by 
formulating the optimization approach as part of a 
visualization script used to render the optimal results of 
optimization. 

The application architecture performs in a cyclic 
manner as shown in Figure 3, enabling the user to 
initialize the scene and continue (Figure 3A). Once 
initialized the required TFs are automatically moved in 
the site space with coordinates at the origin of the scene 
and marking all the possible locations available for TFs 
green. The next step renders the site environment in the 
field of view of the handheld device used for the 
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purpose (Figure 3B). The application is provided with a 
user interface to overlay information in the augmented 
scene required for the user to run the inbuilt 
optimization algorithm. Once the run is complete the 
processor renders the optimal solution while placing the 
TFs at the optimal locations received from the 
optimization module (Figure 3C). The corresponding 
cost associated with the rendered solution is displayed 
to the user on the interface at the handheld device, along 
with the allowance to the user to move around the scene 
and verify the implementation possibility of the 
proposed solution (Figure 3D). 

Figure3. Performance of the developed 
application 

If unsatisfied with the results obtained, a rerun is 
available and the utilization of nature-inspired algorithm 
GA can be expected to provide another result from the 
Pareto optimal solutions as shown in Figure 4. 

Figure 4. Visual interpretation of the optimal 
result 

5 Limitations 
The major limitation to this research comes from the 

objective function considered as static and discrete site 
layout example. In order to furnish full functionality of 
DSS it is proposed to consider other objectives relevant 
to SLP and the dynamic nature of the site is also needed 
to be captured. The functionality of the developed 
application for AR can be distributed among all the 
stakeholders, where inputs to the augmented scene are 
possible. This manipulative AR environment will 
reduce the search space and can provide opportunistic 
solutions in cases where specific objectives are not 
modelled as part of the optimization module for SLP-
DSS. 

6 Conclusion 
There exist studies proposing optimization-based 

approaches to SLP. A few have attempted to come up 
with a DSS for SLP with a prime focus on the 
quantitative approach. This study provides a framework 
of a functional DSS for SLP. The integration of AR for 
the purpose of visual management is targeted to aid 
better perspectival exchange among the stakeholders 
involved in the SLP task. The developed approach 
illustrates a way forward to make sense of the data 
available in project designs and the BIM models.  
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Abstract –  
Standard hearing protection devices (HPDs) that 
reduce noise by strictly passive means are mandatory 
at construction sites. However, standard HPDs have 
been proved weaken the audibility of safety-critical 
sounds thus worsen construction workers’ auditory 
situational awareness (ASA). Therefore, a wearable 
hearing protection technology that uses artificial 
intelligence (AI) to amplify safety-critical sounds 
while greatly attenuating ambient noise would be in 
great demand for construction safety monitoring. 
However, little to no study has provided clear 
evidence on understanding acceptance of the AI-
based Hearing Protection Device (AI-HPD) since it is 
still in the early stages of development. To bridge the 
gap, this research sets out to identify important 
factors that need to be incorporated in the design 
consideration of AI-HPD and investigate users’ 
intention of use which concerns us. The preliminary 
factor table is firstly generated from critical literature 
reviews on existing technology adoption theories. 
Expert reviews help to refine the factor table. With all 
summarized factors integrated, the final 
questionnaire of main survey is developed and given 
out. Through the returned report, the study discusses 
overall results and points out further study. This 
study enables researchers and professionals to better 
understand critical design and implementation 
considerations for the success adoption of AI-HPD 
technology in the future. 
Keywords – 

Construction Safety Monitoring; AI Application; 
Hearing Protection; Influence Factor 

1 Introduction 
Situational awareness is associated with safety-

related perceptions at construction sites, notifying field 
staff critical information, for example, the safe distance 
of field workers from onsite equipment [1]. Recent 
developments in the field of Artificial Intelligence (AI) 

have led to a revolution in Architecture, Engineering, 
Construction (AEC) and Facilities Management (FM) 
domain. In order to increase situational awareness at 
construction sites, a number of studies have been carried 
out to solve practical problems with the help of AI. Kim 
et al. developed augmented-reality-applied system 
“Proximity Warning system (PWS)”, which set out to 
prevent users from collisions with objects [2]. In 
Mardonova & Choi’s literature review paper on wearable 
devices and sensors that enhance workers’ situational 
awareness during mining operations, four types of 
sensors have been classified accordingly: environmental 
sensor, biosensors, location tracking sensors and others. 
Based on related research so far, it can be concluded that 
situational awareness enhancement is getting more and 
more attention in both industry and academia [3].  

 A construction site is such an unpleasant workplace 
since it mixes up many kinds of sounds beyond comfort 
level. According to a report from University of 
Washington [4], construction workers are exposed to 
multi-level noises because of the equipment they 
regularly use on-site, such as bulldozers and impact 
drivers. The average intensity of the noises is well above 
the 85 dBA in general. However, any sound featuring 
intensity at 85 dBA or higher is believed to cause ear 
damage and is great enough to be defined as hazardous. 
With that said, denoising is a significant technical issue 
in terms of protecting field workers’ hearing. On the 
other hand, safety-critical sounds at construction sites, 
varying from acoustic safety cues to human speeches, 
make great contributions to generating situational 
awareness that further directs workers’ behaviors. 
Therefore, auditory situational awareness (ASA), 
referred to situational awareness resourced from auditory 
signals, has been introduced. Despite that, traditional 
hearing protection solutions for field workers such as 
earplugs fail to balance preventing from ear damage and 
promising ASA. A practical example of construction can 
interpret this scene. When a carpenter installs a sub floor 
by connecting it to wooden-frame joints and uses impact 
driver to put nails in the joint through the sub-floor, the 
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sound of a successful hitting the joint is different from 
the missed sound and signals the carpenter a well-done 
job. However, if the carpenter works with earplugs on, 
he/she is not able to hear the drilling sound clearly thus 
fails to give a swift inspection.  Additionally, wearable 
devices are popularly applied to improve situational 
awareness in industries. As a result, a hearing protection 
technology in design of wearable device that uses AI to 
amplify safety-critical sounds while greatly attenuating 
ambient noise would be in great demand for preserving 
or augmenting the ASA of construction workers. 

Audio signal processing for automated detection 
guarantees the technology of realizing the AI-based 
hearing protection device (AI-HPD). A variety of audio 
signal processing methods employing robust machine 
learning or deep learning models show prosperous 
successful potentials to quickly detect auditory safety 
cues and promise the ASA [5][6][7].These computing 
advances have been adapted to different contexts, 
ranging from indoor and public environments [8], 
medical and health care systems, to working 
environments [9]. However, when it comes to 
construction safety, it remains a problem to be addressed. 
Moreover, little to no study, to the best of our knowledge, 
has provided evidence on understanding the acceptance 
of AI-HPD because it stays the early stage of 
development. In view of the industry’s infamous nature 
of resisting innovation, investigating what controls the 
successful acceptance of AI-HPD will provide useful 
information to convince practitioners of its viability. 

In this paper, based on construction workers’ hearing 
protection demands and current technical foundation, we 
envisioned a new AI-based hearing protection device. In 
an effort to explore user’s input, concerns, requirements 
that are critical to the development of such technology in 
the future, we firstly listed possible factors according to 
a systematical literature review of social, physiological, 
and cognitive knowledge under the topics, for example, 
innovation adoption, technology acceptance. Then, we 
revised the factors in ways of introducing an expert panel 
review where experts from both the industry and the 
academia are invited to evaluate each factor. 
Subsequently, we proposed a questionnaire that 
integrates all reasonable factors after expert panel review 
and spread it to targeted group, practitioners who have 
working experiences at construction sites. After 
retrieving the returned questionnaires, we summarized 
and described the data and clarified our findings on it. At 
last, we concluded our work at this stage and pointed out 
future work. 

2 METHOD 

2.1 Influence Factors 
In system/technology-related research, quite a few 

frequently used success models and adoption theories are 
applied to set up connections among multiple levels of 
practitioners on understanding the feasibility and benefits 
when an emerging system/technology is about to 
implemented [10]. Existing studies to date reveal that 
these basic models and theories have been extensively 
used across many fields in knowing the technology 
adoption and implementation, varying from financial 
services, Internet to education. Construction industry is 
not an exception. Son et al. took an interest in figuring 
out a mobile computing device’s acceptance by 
construction professionals. They extended Technology 
Acceptance Model (TAM) [11] to explore determinants 
of user satisfaction with the device and link between user 
satisfaction and perceived performance. In order to 
determine the success or failure of EPR (Enterprises 
Resource Planning) system implementation in 
construction industry, Chung et al. generated a success 
model by adapting TAM model with Delone and 
McLean’s information systems [12] and integrating them 
with key project management principles [13]. In 
analyzing what affects individuals’ intention to utilize 
new technology for the sake of better leading a 
construction business, Sargent et al. practiced the Unified 
Theory of Acceptance and Use of Technology (UTAUT) 
model to examine IT adoption in construction 
management [14]. In previous studies, researchers 
followed a general workflow in preparation for 
confirming those factors controlling the success of a 
certain technology adoption: choose an original success 
model or theory, for example TAM, moderate the TAM 
based on the original model constructs and context-
related variables, collect data and test the moderated 
model. Considering AI-HPD is part of innovation, 
confirming the factors can start from previous success 
models and adoption theories. In our study, we firstly put 
the basic constructs or variables of models in our factor 
table, like TAM, UTAUT, Delone and McLean 
Information System Success Model, Technology 
Organization Environment (TOE) Model [15], Theory of 
Planned Behavior (TPB) [16]. Secondly, we widely 
collected more technology adoption investigation 
documents in regard to the construction industry and also 
consider broader aspects of society, economy, and 
organization. By doing so, we developed a preliminary 
factor table for AI-HPD, which is supposed to be 
reviewed by the expert panel review and modified 
according to their comments. 
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2.2 Expert Panel Review 
After the preliminary conceptional model comes into 

being, the content review by an expert panel is advised. 
Referring to previous study and sample size calculation, 
five experts including three researchers and two 
professionals in practice, with an average of 16-year 
experience in construction management, were suggested 
to review the preliminary factor table with regard to AI-
HPD [17]. Out of getting sound and valid result, the 
candidate list for the expert review were selected from 
databases such as Google Scholar, ResearchGate, and 
LinkedIn by their academic or occupational relevance to 
the topic and academic influence. Three associate 
professors with key word tag Construction Management 
at Google Scholar respectively from the United States, 
Japan, China were invited to check the factor table via 
emails. Two USA-based civil engineers with 
approximate 20 years on-site working experience 
accepted the invitation. As a result, the final factor table 
was generated, as shown in Table 1. 

Table 1. Factor table after expert review 

No
. 

Factor Definition or Scope 

1 
Participants 

Demographic 
Background 

Age, institution or 
company, gender, race, 

annual income, 
education level, job 
title, hearing status, 
exposed-to-noise 

experience, hearing 
protection history 

2 Perceived 
Usefulness 

The degree to which a 
person believes that the 
use of AI-HPD would 

enhance his or her 
personal or job 
performance 

3 Perceived 
Ease of Use 

The degree to which a 
person believes that 

AI-HPD would be easy 
to use 

4 Subjective 
Norms 

Perception of important 
(or relevant) others’ 

beliefs about my use of 
AI-HPD 

5 Resistance to
Innovation 

The extent to which an 
individual resists new 

technology 

6 
Openness to 

Data 
Utilization 

The extent to which an 
individual is 

comfortable with his or 
her data of job 

conditions being used 
and shared by a certain 
group while using AI-

HPD 

7 

Hearing 
Health and 

Safety 
Consciousnes

s 

Awareness and care of 
hearing health 

conditions, and the 
degree to which 

hearing health concerns 
are integrated into an 
individual's regular 

work 

8 
Perceived 
Economic 
Constraints 

Perception of the 
economic constraints 
or consideration of 

using AI-HPD 

9 
Perceived 

Organizationa
l Impact

Perception of the 
organizational and 

societal constraints or 
influence of using AI-

HPD 

10 Attitude User’s general attitudes 
towards AI-HPD 

11 

Familiarity 
with the Use 

of AI 
Assistant 

The degree to which 
the user is familiar with 

AI assistant 

12 Trust 

The extent to which an 
individual believes that 

using AI-HPD is 
secure, reliable, 

effective, and poses no 
privacy threats 

13 Perceived 
Risks 

A combination of 
uncertainty and 

seriousness of an 
outcome in relation to 
performance, safety, 

psychological or social 
uncertainties 

2.3 Main Survey 
The main survey was conducted in the form of a 

questionnaire, which consists of three primary sections, 
includes 79 open- and close-form questions. The first 
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section introduces fundamental know-how of AI-HPD 
such as working principles, working modes. After 
reading the product introduction, participants are 
expected to answer the trap questions that help to filter 
out unqualified responses. The trap questions follow the 
prompts of “I read and understood the introduction 
section about AI-HPD”, “How many modes would the 
AI-HPD operate”, “When using the device under mode 1, 
you will hear every ambient sound”. The second section 
requests demographic-based information from the survey 
participants. The third section asks the participants to rate 
the perceived level of importance for each factor using a 
five-point Likert scale where 1 represents “Totally 
disagree” and 5 represents “Totally agree.” In particular, 
the questionnaire survey was designed on the platform of 
an online tool Qualtrics and distributed to elicit responses 
from the participants about the importance of the 
identified factors. At the same time, Amazon Mechanical 
Turk assisted to identify and reach the targeted 
construction personnel [18]. 

In our study, the AI-HPD would offer the following 
two operation modes.  

• Under the mode 1, the intelligent filter blocks
every sound to the user’s ears and only send an
alert when a hazard event is detected. The user
would not hear anything except for warning
alerts.

• Under the mode 2, the intelligent filter reduces
every sound to under a safe level, but amplifies
any critical sounds detected and attenuating
unimportant sounds. The user would hear every
ambient sound along with a warning alert if any.

Additionally, Intention of Use functions as a very 
important indicator in testing the participants’ acceptance; 
whether AI-HPD would be accepted or not, which mode 
would be accepted, whether users would like to 
recommend it to others, should be focused. Therefore, 
our survey design subdivides the final Intention of Use 
into four parts in order to fully reflect the participants’ 
acceptance on AI-HPD, which is specified by following 
questions, “I intend to use AI-HPD if it is provided by 
my organization”, “I would prefer to use AI-HPD under 
the condition the device is on the mode of blocking all 
sounds to my ears and sending me an alert if a hazard 
event is detected, considering that system might miss an 
important sound or send a wrong alert”, “I would prefer 
to use AI-HPD under the condition the device is on the 
mode of reducing all sounds to a safe level, but bypasses 
and amplifies any critical sounds detected, considering 
that the system might fail to amplify a critical sound or 
amplify an unimportant sound”, “I will encourage field 
workers who are exposed to hazardous noises to use AI-
HPD for hearing protection”. Besides, when setting up 
questions for factor Perceived Economic Constraints, a 

filter question “Do you work, or have you ever worked 
as a business leader of a project” is designed for stopping 
unqualified participants. 

3 Data Description 
There were 332 completed responses. An additional 

68 participants began the survey but failed to complete it 
either quitting halfway or being filtered out by trap 
questions, resulting in a dropout rate of 17% (68/400). 
The median survey completion time was 437 seconds. 

Figure 1. Perceived hearing loss as reported by 
participants. (N = 332) 

3.1 Participant Background Characteristics 
Participants ranged from 18 to 69 years old, with 

median age of 30 (M=32.9, SD=8.9). With all 
participants positively answering this question, the 
majority (78.3%) identified as female (N = 260), while 
21.7% (N = 72) identified as male. 79.8 % of the 
participants hold Bachelor or higher degree (N = 265), 
however, only 1 participant didn’t go to high school. 
Participant’ s occupation diverged from business leader 
to carpenter. Figure 1 shows self-reported level of 
hearing loss that participants perceived they were 
suffering, as most participants reported slight or mild 
hearing loss. Similarly, at least 71.4% (N = 237) of the 
participants believed they were exposed to noises of 
different levels during working, as shown in Figure 2. 
When asked about if they put on hearing protection 
device whenever there is hazardous noise by Likert scale, 
the median located at 4 with standard deviation of 1.28, 
as Figure 3 shows the details. When asked about whether 
they have heard about any forms of loss caused by the 
use of hearing protection, the answers were split cleanly 
between Yes (P = 49.7%, N = 165) and No (P = 50.3%, 
N = 167), see Figure 4. 
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Figure 2.  Exposed to noise experience as reported by 
participants. (N = 332) 

Figure 3. Hearing protection experience as reported by 
participants. (N = 332) 

Figure 4. Heard about any injury case caused by using 
hearing protection as reported by participants. (N = 332) 

3.2  Non-demographic factors and Intention 
of Use 

Responses to non-demographic factors represent 
participants’ attitudes towards AI-HPD under the 
premise they have understood this technology by 
browsing the introduction section. On the other hand, 
these factors, to certain degree, reflect the results of how 
society, economics, organization shape the way that 
participants treat such an innovation. Based on this, the 
data description of non-demographic factors is discussed. 

Of Perceived Usefulness, approximate three quarters 
(“agree” or “strongly agree”) of the respondents 
(P=72.5%, N=241) indicated that AI-HPD would be 
useful in improving the status-quo of construction sites. 
Just over 78.2% (N=261) of those who responded agreed 
that AI-HPD was supposed to be easy to use, concluded 

from the data of Perceived Ease of Use. In terms of 
Subjective Norms, 263 of 332 participants believed that 
people who were meant important to them would suggest 
them to practice AI-HPD if they got to know about it. As 
for Resistance to Innovation, different from the whole 
construction industry which posited a negative attitude 
towards innovation, almost 72.3% (N=240) of the 
participants were willing to try new technology. 
According to the result of Openness to Data Utilization, 
it’s noteworthy that the population (P=61.4%, N=204) of 
those who positively agreed that job-related data could be 
used and shared was relatively less, in comparison to 
other factors. Specifically, only 80 of 332 participants 
chose “strongly agree” in this case, as shown in Table 2. 
In regard to Hearing Health and Safety Consciousness, 
the majority (P=81.3%, N=270) of the questionnaire 
takers concerned about their health and safety during job. 
Well under 7% of the participants didn’t regard it as a big 
issue. Three questions were designed to observe 
Perceived Organizational Impact among the participants. 
When asked about “the regulations, policies, and 
procedures on safety in my organization is very strict”, at 
least 241 of 332 believed that safety management was 
strictly performed in his/her organization. When asked 
about the hearing protection usage of collogues, by the 
question “most of my peers working in the field are 
currently using earplugs or earmuffs whenever required”, 
205 participants agreed that using earplugs or earmuff for 
hearing protection normally existed. At this time, the 
population of those who held neutral attitude rose up to 
81 as shown in Table 3, which shows that a certain 
number of participants didn’t have any knowledge about 
the hearing protection usage of their collogues. In the 
third question, when asked about “My peers who use 
earplugs or earmuffs for hearing protection have shown 
their demand in improving hearing capability”, the 
statistics was very similar to that of the second question, 
explained by 210 responses of “agree” or “strongly agree” 
and 75 neutral responses. As for the factor Attitude, over 
85.6% (N=284) of participants showed that they liked the 
idea of AI-HPD. In addition, 237 (P=71.4%) of the 
participants agreed that AI-HPD would be secure, 
reliable and efficient in terms of the factor Trust. 
Moreover, the result of Familiarity with the Use of AI 
Assistant indicated that most of the participants 
(P=85.2%, N=283) knew AI assistant well. However, 
when it came to Perceived Risks, 180 participants 
perceived that the risks such as misusing personal 
information, missing important sounds or sending wrong 
alerts were high. 83 of participants held neutral attitudes, 
explained by Table 4. This finding revealed that user 
information management and qualified technology are 
what concerned users and what we should pay special 
attention on. Additionally, there were 162 participants 
recognized as business leaders. More than 80% of them 
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agreed that their organizations had the funding to afford 
AI-HPD and 66.7% of them reckoned that the expense of 
AI-HPD would be high.  

Table 2. Openness to Data Utilization as reported by 
participants. (N = 332) 

Openness to Data 
Utilization 

Number of 
participants 

Percent of 
participants 

Strongly disagree 29 8.7% 
Disagree 44 13.2% 

Neither agree nor 
disagree 

55 16.6% 

Agree 124 37.3% 
Strongly agree 80 24.1% 

Table 3. Perceived peers’ hearing protection usage as 
reported by participants. (N = 332) 

Perceived peers’ 
hearing protection 

usage 

Number of 
participants 

Percent of 
participants 

Strongly disagree 15 4.5% 
Disagree 30 9.0% 

Neither agree nor 
disagree 

81 24.4% 

Agree 120 36.1% 
Strongly agree 86 25.9% 

Table 4. Perceived Risks as reported by participants. (N 
= 332) 

Perceived Risks Number of 
participants 

Percent of 
participants 

Strongly disagree 14 4.2% 
Disagree 55 16.6% 

Neither agree nor 
disagree 

83 25.0% 

Agree 121 36.4% 
Strongly agree 59 17.8% 

We examined overall intention of using AI-HPD, and 
the degree of interest of two modes, and intention of 
recommending it. Overall intention of use was high, with 
79.5% of the participants (N=264) “agree” (scale=4) or 
“strongly agree” (scale=5) to use AI-HPD. Around 56.6% 
(scale=4 or 5) of the participants with at least “agree” 
degree to use mode 1 (users would not hear anything 
except for warning alerts), while 75% participants show 
great interest in mode 2 (users would hear every ambient 
sound along with a warning alert if any), as shown in 
Figure 5. It was worth noting that participants who rate 
one mode with high interest may agree or disagree the 

other mode. However, as far as the acceptance of two 
modes is concerned, mode 2 seemed to be more popular. 
The result of intention of recommendation indicated over 
83% (N=276, scale=4 or 5) of participants had a strong 
passion on letting more people know about it.  

Figure 5. Intention of using Mode 1 and Mode 2 

4 Conclusions and Future Work 
This paper presents an effort to derive influence 

factors which control the successful acceptance and 
implementation of envisioned AI-HPD, a feasible 
hearing protection technology aiming to improve field 
worker’s operating environments. Significant factors in 
the realm from social, physiological, economical and 
construction practice, were confirmed through a review 
of related literature and expert panel review. In order to 
further investigate the factors and pre-test workers’ 
intention of using AI-HPD, a survey in the form of a 
questionnaire was generated, given out and returned with 
responses. Through describing and discussing the data 
retrieved, the authors expect this paper to help understand 
user’s input, concerns, requirements that are critical to 
the development of such technology in the future. 

As a result, it can be seen that noises have been an 
issue to most of the field workers and most of them tried 
or have been trying to avoid it by taking steps. As for 
findings from the statistics of non-demographic factors, 
user information management and qualified technology 
are what concerned users and where we should pay 
special attention in post product R&D stage. Quite a few 
participants believed that organizations they belong to 
were able to afford the expense of AI-HPD if it was 
considered; though the expense of AI-HPD was not 
perceived cheap. This signals us that the economic 
factors don’t need to take up too much consideration 
when making decisions in the future work. The results of 
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Intention of Use showed that most people would like to 
use it; The working mode that enables users hear every 
ambient sound along with a warning alert if any was more 
popular, which directs us to focus on amplifying a certain 
sound in the background of noise in terms of auditory 
signal processing; large population of them would like to 
recommend this envisioned technology to their peers. 

In future work, there are at least three aspects we 
should clarify. First, more specific discussions on each 
identified factor should be practiced. Second, different 
models or methods are suggested to be applied in 
analyzing how these factors affect the successful 
acceptance of AI-HPD and the coefficients of the 
distinguished factors. Third, the intention of use is made 
up of three parts, intention of using the technology, 
intention of choosing mode 1 or 2, intention of 
recommending the technology. Further data analysis of 
the subdivisions of intention of use is necessary.  
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Abstract – 

Reusing of the past information and lessons 
learned helps practitioners in better management of 
various aspects of construction projects, such as cost 
estimation, planning, contracting, and design. 
Measuring the similarity of construction projects 
improves the efficiency of the existing information 
systems in retrieval of relevant cases. It was 
hypothesized that the Work Breakdown Structure 
(WBS) of projects contains the necessary 
information to measure the semantic similarity of 
construction projects; therefore, WBS can be used as 
a potential representative of the projects. In this 
research project, a novel method is proposed to 
assess the semantic similarity of projects by 
application of natural language processing 
techniques. In this method, a new project is 
compared with the documented as-built projects 
based on their WBS similarity. This method is 
implemented using two metrics: (1) node similarity 
that compares the semantics of all nodes in two 
WBSs; (2) structural similarity which compares the 
topology of the work breakdown structures. The 
proposed system calculates a similarity score 
between 0 and 1 for each metric and the combination 
of these two scores provides the final similarity score 
between a pair of WBSs, thus it could rank the 
similarity of the documented cases to the new project 
based on their final scores. Experimental results 
indicated that the structural similarity produced 
about 15 percent higher degree of retrieval precision 
than the node similarity. 

 
Keywords – 

Project similarity; Construction project; Work 
breakdown structure; Natural language processing; 
Knowledge management 

1 Introduction 
Effective reuse of gained knowledge from past 

projects helps managers to complete projects in a timely 

and economical manner, and with a higher quality [1]. 
In the construction industry, several methods such as 
knowledge management techniques and case-based 
reasoning (CBR) have been applied to reuse past 
information and experiences. A major step in the 
knowledge retrieval systems is to index stored data 
based on several attributes in order to find the most 
relevant document(s). 

Knowledge management systems are IT-based 
systems that aim to improve the organizational process 
of knowledge creation, storage/retrieval, transfer, and 
application [2]. The process of knowledge retrieval is 
difficult and can result in irrelevant documents [3]. A 
method was proposed to retrieve relevant information in 
construction projects by keywords, such as project type 
and title, through a Google-like function [4].  

A CBR system can offer a solution for new 
problems by recalling a similar past situation(s) [5]. 
CBR methods have been investigated in different areas 
of construction research, including cost estimation [6,7], 
safety [8], and planning [9,10]. In CBR systems, the 
similarity of cases is compared based on predefined 
nominal or numerical attributes. Finding the appropriate 
attributes and assigning weights are among the main 
challenges in these systems.  

A quantitative similarity measurement among 
construction projects provides a comprehensive metric 
that can improve the process of retrieving related 
information. Current practices in similarity 
measurement of construction projects are limited. These 
methods distinguish construction projects based on 
generic factors, such as project size and location or 
specific user defined attributes, such as number of floors, 
structural system type or keywords,  rather than the 
entire scope of the project The aim of this research is to 
fill this gap by proposing a method to compare projects 
using their WBSs.  

WBS is one of the main outcomes of the processes 
in the scope management of projects [11]. The WBS is 
used in different project management areas such as time 
and cost management [11]. The proposed system is the 
first of the kind attempt to use WBS to measure the 
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similarity of the project scopes. The metrics for this 
assessment were developed using NLP techniques. NLP 
was employed to semantically compare the tasks and 
services within the WBSs.  

1.1 Work breakdown structure (WBS) 
WBS is s a hierarchical decomposition of the tasks 

and services to be carried out by the project team to 
achieve the project objectives [11]. WBS hierarchy 
begins with the project name at its highest level. The 
tasks and services in each level of the hierarchy are 
subdivided into smaller tasks that must be accomplished 
to satisfy the higher-level packages (samples in Figure 
1). This decomposition continues until the tasks cannot 
be broken down or are no longer meaningful.  

1.2 Semantic similarity measurements 
The aim of the studies in NLP area is to enable 

computers to understand natural language text and 
speech used in human communications [12]. Measuring 
the similarity between words and sentences is an NLP 
technique that has been used in different areas, such as 
text classification, document clustering, and text 
summarization [13]. Corpus-based [14] and knowledge-
based systems are utilized to semantically measure the 
similarity of words based on their definitions.  

In the knowledge-based systems, semantic 
similarities are measured based on semantic relations 
among concepts [15]. These relations are embedded in 
the semantic networks. WordNet, a lexical database of 
English, is one of the most popular semantic networks 
[16]. The hierarchical structure of WordNet contains 

various semantic relations, such as synonymy, 
autonomy, hyponymy, and membership. These relations 
are used to calculate semantic similarities [17]. 

Wu and Palmer method (WUP) is a procedure to 
measure the semantic similarities between English 
words based on the WordNet [18]. In this method, the 
similarity is measured based on the position of concepts 
𝑐1  and 𝑐2  and the position of their lowest common 
subsumer 𝑙𝑠𝑜 (𝑐1, 𝑐2)  in the WordNet hierarchy. For 
example, Equation 1 calculates the similarity of 
concepts 𝑐1  and 𝑐2  , where the 𝑙𝑒𝑛(𝑐1, 𝑐2) is the length 
of the shortest path between concepts c1 and c2, and the 
𝑑𝑒𝑝𝑡ℎ  is the length of the path that connects each 
concept to the root element [18]. 

𝑠𝑖𝑚𝑊𝑈𝑃(𝑐1, 𝑐2) 
(1) 

=
2 ∗ 𝑑𝑒𝑝𝑡ℎ(𝑙𝑠𝑜 (𝑐1, 𝑐2))

𝑙𝑒𝑛(𝑐1, 𝑐2) + 2 ∗ 𝑑𝑒𝑝𝑡ℎ(𝑙𝑠𝑜 (𝑐1, 𝑐2))
 

2 Method 
The proposed method quantifies the similarity 

between two construction projects by two metrics 
driven from their WBSs: node similarity and structural 
similarity. These metrics are calculated based on 
semantic comparisons of tasks within the two compared 
WBSs. These semantic comparisons include three 
measurements: the semantic comparison of nodes, 
parents of the nodes, and siblings of the nodes. 

2.1 Semantic measurements 
The tasks in a WBS are composed of several words. 

 

 
Figure 1. Two simplified work breakdown structures: (a) a House project (b) a Bridge project 
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The similarity between tasks can be calculated by 

averaging semantic similarity of their words. This study 
utilizes Equation 2 [19] to calculate the similarity 
between 𝑡𝑎𝑠𝑘𝑖  and 𝑡𝑎𝑠𝑘𝑗 . In this equation, the method 
finds the most similar word for each word (w) in 𝑡𝑎𝑠𝑘𝑖  
from 𝑡𝑎𝑠𝑘𝑗 (𝑚𝑎𝑥𝑆𝑖𝑚(𝑤, 𝑡𝑎𝑠𝑘𝑗)

𝑤𝑢𝑝
 ) based on Wu and 

Palmer  algorithm [18]. 

𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑡𝑎𝑠𝑘𝑖 , 𝑡𝑎𝑠𝑘𝑗) 

(2) 
=

1

2
(
∑ (𝑚𝑎𝑥𝑆𝑖𝑚(𝑤, 𝑡𝑎𝑠𝑘𝑗)

𝑤𝑢𝑝
)𝑤∈{𝑡𝑎𝑠𝑘𝑖}

∑ 1𝑤∈{𝑡𝑎𝑠𝑘𝑖}
 

+
∑ (𝑚𝑎𝑥𝑆𝑖𝑚(𝑤, 𝑡𝑎𝑠𝑘𝑖)𝑤𝑢𝑝)𝑤∈{𝑡𝑎𝑠𝑘𝑗}

∑ 1𝑤∈{𝑡𝑎𝑠𝑘𝑗}

) 

2.2 Comparison of nodes 
A WBS is made of a hierarchy of nodes containing 

all the tasks required to complete a project. As shown in 
Figure 1, each node contains a task name and a task 
code. The first step in measuring the similarity between 
two WBSs is to semantically compare the task names. 
In this study, 𝑊𝐵𝑆𝑁

𝐿   represents an entire WBS with N 
nodes and L levels of hierarchy. Elements of the matrix 
in Equation 3 represent the semantic similarities 
between nodes of 𝑊𝐵𝑆𝑁1

𝐿1  and 𝑊𝐵𝑆𝑁2

𝐿2 . In this equation 
𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑛𝑖  , 𝑚𝑗) equals to the semantic similarity 
between tasks of nodes 𝑛𝑖  and 𝑚𝑗 . 𝑁1 and 𝑁2 represent 
the list of nodes that each WBS contains 
(𝑁1: (𝑛1, 𝑛2, … , 𝑛𝑁) and 𝑁2: (𝑚1, 𝑚2, … , 𝑚𝑀)). 

 

𝑠𝑖𝑚𝑛𝑜𝑑𝑒𝑠(𝑊𝐵𝑆𝑁1

𝐿1 , 𝑊𝐵𝑆𝑁2

𝐿2) 

(3) 
= [

𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑛1 , 𝑚1) ⋯ 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑛1 , 𝑚𝑗)

⋮ ⋱ ⋮
𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑛𝑖  , 𝑚1) ⋯ 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑛𝑁 , 𝑚𝑀)

] 

2.3 Comparison of node parents 
In a WBS, each node is subdivided from an upper-

level node which is called the parent of that node. 
Parent comparison between two nodes measures the 
semantic similarity of their parents. As shown in Figure 
2, each node has a sequence of parents, and the first two 
parents with a similarity less than a specified threshold 
are defined as the least similar parents (LSP). The 
parent similarity, which is calculated using Equation 4, 
measures the arithmetic mean of semantic similarity of 
parents which are placed between the intended node and 
its LSP. 

 
 
 

𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛𝑖  , 𝑚𝑗) 
(4) 

=
∑ (𝐿𝐿𝑆𝑃 − 𝐿𝑛𝑖

− (𝑖 − 1)) × 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑖𝑡ℎ 𝑝𝑎𝑟𝑒𝑛𝑡𝑠)𝐿𝐿𝑆𝑃−𝐿𝑛
𝑖=1

∑ (𝑖)
𝐿𝐿𝑆𝑃−𝐿𝑛𝑖

𝑖=1

 

 
The matrix in Equation 5 contains the parent 

similarities between nodes of 𝑊𝐵𝑆𝑁1

𝐿1  and 𝑊𝐵𝑆𝑁2

𝐿2 . 
 

𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑊𝐵𝑆𝑁1

𝐿1 , 𝑊𝐵𝑆𝑁2

𝐿2) 

(5) 
= [

𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛1 , 𝑚1) ⋯ 𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛1 , 𝑚𝑗)

⋮ ⋱ ⋮
𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛𝑖  , 𝑚1) ⋯ 𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛𝑁  , 𝑚𝑀)

] 

 
Figure 2. Parent similarity between nodes 𝒏𝒊 and 
𝒎𝒋 

2.4 Comparison of node siblings 
In a WBS hierarchy, the nodes subdivided from a 

common parent are called siblings. The sibling 
similarity between nodes 𝑛𝑖  and 𝑚𝑗  is calculated by 
Equation 6 and is the fraction of the number of siblings 
that were actually matched by the total number of 
siblings. As shown in Figure 3, any pairs of siblings 
with a semantic similarity more than a defined threshold 
are considered matched. The matrix in Equation 7 
contains the sibling similarities between nodes of 
𝑊𝐵𝑆𝑁1

𝐿1  and 𝑊𝐵𝑆𝑁2

𝐿2  . 

𝑠𝑖𝑚𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠(𝑛𝑖 , 𝑚𝑗) 

(6) 
=

|𝑚𝑎𝑡𝑐ℎ𝑒𝑑𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠(𝑛𝑖 , 𝑚𝑗) |

|𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠𝑛𝑖
| + |𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠𝑚𝑗

|
  

 
 

 
𝑠𝑖𝑚𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠(𝑊𝐵𝑆𝑁1

𝐿1 , 𝑊𝐵𝑆𝑁2

𝐿2) 
(7) 

 = [

𝑠𝑖𝑚𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠(𝑛1 , 𝑚1) ⋯ 𝑠𝑖𝑚𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠(𝑛1 , 𝑚𝑀)

⋮ ⋱ ⋮
𝑠𝑖𝑚𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠(𝑛𝑖  , 𝑚1) ⋯ 𝑠𝑖𝑚𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠(𝑛𝑁 , 𝑚𝑀)

] 
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Figure 3.  Sibling similarity between nodes 𝒏𝒊 and 𝒎𝒋 

2.5 Mapping of nodes 
The average of node, parent, and sibling similarities 

results in the average similarities (see Equation 8). The 
matrix in Equation 9 contains the average similarities 
between nodes of 𝑊𝐵𝑆𝑁1

𝐿1 , 𝑊𝐵𝑆𝑁2

𝐿2 . In this matrix, for 
instance, the first row includes the similarities between 
node 𝑛1  from 𝑊𝐵𝑆𝑁1

𝐿1 , and nodes 𝑚1 to 𝑚𝑀  from 
 𝑊𝐵𝑆𝑁2

𝐿2  . The node 𝑛1 will be mapped to a node from 
the second WBS with the highest average similarity. 
The same procedure will map all the nodes between two 
WBSs.  

Mapped nodes in Equation 10 contain tuples of 
nodes which are mapped together (𝑛𝑖 , 𝑚𝑗, 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒) 
with their average similarity score (i.e. 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ). 
Mapped nodes and 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒  will be used to calculate 
the similarity scores between two WBSs, as they are 
utilizied to calculate node similarity and structural 
similarity scores (𝑛𝑖 ∊ 𝑁1and 𝑚𝑗 ∊ 𝑁2).  

𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒  

(8) =
𝑠𝑖𝑚𝑛𝑜𝑑𝑒 + 𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠 + 𝑠𝑖𝑚𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠

3
 

 
𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑊𝐵𝑆𝑁1

𝐿1 , 𝑊𝐵𝑆𝑁2

𝐿2) 

(9) = [

𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑛1 , 𝑚1) ⋯ 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑛1 , 𝑚𝑗)

⋮ ⋱ ⋮
𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑛𝑖  , 𝑚1) ⋯ 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑛𝑁 , 𝑚𝑀)

] 

 
𝑚𝑎𝑝𝑝𝑒𝑑 𝑛𝑜𝑑𝑒𝑠 = {(𝑛𝑖 , 𝑚𝑗 , 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒)} (10) 

2.6 Node similarity score 
The node similarity score is the arithmetic mean of 

𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒  of the mapped nodes. The node similarity, a 
score between 0 and 1, is calculated using Equation 11. 
In this equation, the sum of 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒  is divided by the 
total number of nodes between two work breakdown 
structures.  

 
 
 

 
𝑁𝑜𝑑𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑊𝐵𝑆𝑁1

𝐿1 , 𝑊𝐵𝑆𝑁2

𝐿2) 
(11) 

=
2 × ∑ (𝑠𝑖𝑚𝑎𝑣𝑔(𝑛𝑖 , 𝑚𝑗))(𝑛𝑖,𝑚𝑗) ∈ 𝑚𝑎𝑝𝑝𝑒𝑑 𝑛𝑜𝑑𝑒𝑠

|𝑁1| + |𝑁2|
 

2.7 Structural similarity score 
In the comparison of two WBSs, in addition to the 

semantic similarity of nodes within the WBS, the 
structure of hierarchies affects the similarity score as 
well. The structural similarity [20] was defined based on 
the graph-edit-distance method [20,21]. Graph-edit-
distance is the minimum required operations to alter the 
structure of one hierarchy to another.  

Node deletion and node substitution are two metrics 
used to derive the graph-edit-distance. In comparison of 
two WBSs, mapping nodes with a higher degree of 
similarity requires less effort than mapping nodes with 
lower similarities. In addition, eliminating the nodes 
which are not mapped requires an extra effort. Thus, a 
smaller required effort to change the structures of two 
WBSs can result in a higher structural similarity. Node 
deletion measures the required effort to eliminate 
unmapped nodes. Node substitution is the required 
effort to link the mapped nodes. 

Equations 12 and 13 determine the deletion and 
substitution efforts between 𝑊𝐵𝑆𝑁1

𝐿1  and 𝑊𝐵𝑆𝑁2

𝐿2 . 
Equation 12 defines deletion effort (DE) as a ratio of the 
number of unmapped nodes ( |𝑈𝑁| ) over the total 
number of nodes. Substitution effort (𝑆𝐸) is calculated 
in Equation 13 by averaging dissimilarity of the mapped 
nodes. In other words, a higher degree of similarity 
between the nodes will result in a lower substitution 
effort. Arithmetic average of deletion and substitution 
efforts produces a representative of structural 
dissimilarity and its complement was determined as a 
measure of structural similarity as shown in Equation 14.  

𝐷𝐸(𝑊𝐵𝑆𝑁1

𝐿1 , 𝑊𝐵𝑆𝑁2

𝐿2) =
|𝑈𝑁|

|𝑁1| + |𝑁2|
 

 
 
 
 

(12) 
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𝑆𝐸(𝑊𝐵𝑆𝑁1

𝐿1 , 𝑊𝐵𝑆𝑁2

𝐿2) 
(13) 
 

=
2 ∗ ∑ (1 − 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑛𝑖, 𝑚𝑗))(𝑛𝑖,𝑚𝑗)∊𝑚𝑎𝑝𝑝𝑒𝑑 𝑛𝑜𝑑𝑒𝑠

|𝑁1| + |𝑁2| − |𝑈𝑁|
 

 
 

𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑎𝑙 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑊𝐵𝑆𝑁1

𝐿1 , 𝑊𝐵𝑆𝑁2

𝐿2) 
(14) 

= 1 −
𝐷𝐸(𝑊𝐵𝑆𝑁1

𝐿1 , 𝑊𝐵𝑆𝑁2

𝐿2) + 𝑆𝐸(𝑊𝐵𝑆𝑁1

𝐿1 , 𝑊𝐵𝑆𝑁2

𝐿2)

2
 

3 Experimental results 
Three experts in the project management domain 

were asked to develop four WBSs for four different 
construction projects: a bridge construction (steel girder 
with composite concrete slab), a steel-framed office 
building, a reinforced concrete-framed residential 
building, and a road-widening project. Table 1 presents 
the 12 WBS samples created by these subject matter 
experts. These samples were utilized to evaluate the 
performance of the proposed metrics in distinguishing 
the projects and retrieving the most similar samples.  

As was mentioned before, an equal threshold was 
used in comparison of parents and siblings. To 
determine the impact of this threshold on the proposed 
metrics, the results were explored by changing the 
threshold in the range of 0.5 to 0.8 with 0.05 intervals.  

 

Table 1. Created samples by the experts. 

Experts Developed samples Represented by 

expert 
1 

𝑏𝑟𝑖𝑑𝑔𝑒 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛1 
𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔1 

𝑠𝑡𝑒𝑒𝑙 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔1 
𝑟𝑜𝑎𝑑 𝑚𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒1 

𝐵1 
𝐶1 
𝑆1 
𝑀1 

expert 
2 

𝑏𝑟𝑖𝑑𝑔𝑒 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛2 
𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔2 

𝑠𝑡𝑒𝑒𝑙 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔2 
𝑟𝑜𝑎𝑑 𝑚𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒2 

𝐵2 
𝐶2 
𝑆2 
𝑀2 

expert 
3 

𝑏𝑟𝑖𝑑𝑔𝑒 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛3 
𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔3 

𝑠𝑡𝑒𝑒𝑙 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔3 
𝑟𝑜𝑎𝑑 𝑚𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒3 

𝐵3 
𝐶3 
𝑆3 
𝑀3 

 

3.1 Retrieval precision and recall  
Any retrieved samples resulted from a search 

process will only fall in one of the following categories: 
“retrieved and relevant”, “retrieved and not relevant”, 
“not retrieved and relevant” or “not retrieved and not 
relevant” [22]. Recall is the proportion of the retrieved 
and relevant samples from all the relevant samples [22]. 

Precision is the proportion of the retrieved and relevant 
items from all retrieved items [22], as presented in 
Equation 15. 

The samples 𝐵1  , 𝐶1 , 𝑆1  and 𝑀1   were chosen to 
query the database and compute the precision.  In each 
test, one of these samples was compared with all the 
stored samples in order to retrieve the relevant samples. 
For instance, the relevant samples to 𝐵1  are 𝐵2  and 𝐵3. 
In each test, the retrieval process continued until it 
satisfy the recall score. The results were obtained based 
on two recall scores of 0.5 and 1. The recall score 
equals to 0.5 when only one of the two stored relevant 
samples are retrieved, and it equals to one when both 
relevant samples are retrieved. For instance, the node 
similarity scores between 𝐵1  and stored samples are 
sorted in Table 2. Given that 𝐵1 , 𝐵2  and 𝐵3  are 
developed for the same project, the most relevant 
sample to 𝐵1  are 𝐵2  and 𝐵3 . In this query, assuming 
recall score is equivalent to 1, all the relevant samples to 
𝐵1   (𝐵2  and 𝐵3 ) must be retrieved. As a result, the 
retrieving precision will be equal to 0.67.  

𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑖𝑛𝑔 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 

(15) =  
|{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠} ∩ {𝑅𝑒𝑡𝑟𝑖𝑣𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠}|

|{𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠}|
 

 

Table 2. Comparing B1 with stored samples with a 
threshold of 0.65 

Rank Query 
sample 

Stored 
sample 

Node 
similarity 

score 
1 b1 b2 0.64 
2 b1 s2 0.56 
3 b1 b3 0.48 
4 b1 c1 0.47 
5 b1 s1 0.40 
6 b1 c2 0.39 
7 b1 s3 0.35 
8 b1 c3 0.34 
9 b1 m2 0.13 

10 b1 m3 0.13 
11 b1 m1 0.05 

Figure 4 illustrates the retrieval precision for node 
similarity and structural similarity scores. It can be 
concluded that the structural similarity with a threshold 
between 0.7 to 0.75 results in the highest precision 
scores.  
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Figure 4. Average precision scores. 

3.2 Properties of similarity measures 
Symmetry and reflexivity are properties of a 

similarity measurement [23,24].  A similarity function S: 
S×S→ [0,1] on a set S, must fulfill two properties that 
are presented in Equations 16 and 17.  

𝑆𝑖𝑚(𝑋, 𝑌) = 𝑠𝑖𝑚(𝑌, 𝑋) (𝑆𝑦𝑚𝑚𝑒𝑡𝑟𝑦) (16) 
𝑆𝑖𝑚(𝑋, 𝑋) = 1 (𝑅𝑒𝑓𝑙𝑒𝑥𝑖𝑣𝑖𝑡𝑦) 

∀ 𝑋, 𝑌 ∈ 𝑆 
(17) 

3.2.1 Symmetry property of work breakdown 
structure similarity 

Symmetry error, calculated using Equation 18, was 
defined to determine the symmetry fulfillment, in 
comparing WBS A and B. As illustrated in Figure 5, 
both node and structural similarity result in low degrees 
of error of symmetry property, namely the structural 
similarity error is close to zero.  

𝑆𝑦𝑚𝑚𝑒𝑡𝑟𝑦 𝑒𝑟𝑟𝑜𝑟 
(18) 

=
|𝑠𝑖𝑚(𝐴, 𝐵) − 𝑠𝑖𝑚(𝐵, 𝐴)|

𝑎𝑣𝑒𝑟𝑎𝑔𝑒[𝑠𝑖𝑚(𝐴, 𝐵), 𝑠𝑖𝑚(𝐵, 𝐴)]
 

 
Figure 5. The average of the symmetry errors 

3.2.2 Reflexivity property of work breakdown 
structure similarity 

The reflexivity error, calculated using Equation 19, 
determines the compliance of the node and structural 

similarities with symmetry property by comparing a 
WBS to itself. It is evident from Figure 6 that both node 
and structural similarity result in very low levels of 
symmetry errors. Specifically, the error for the 
structural similarity is negligible, indicating better 
compliance of this metric with the symmetry property.   

𝑅𝑒𝑓𝑙𝑒𝑥𝑖𝑣𝑖𝑡𝑦 𝑒𝑟𝑟𝑜𝑟 = 1 − 𝑠𝑖𝑚(𝐴 , 𝐴) (19) 

 
Figure 6. The average of the reflexivity errors 

4 Conclusion 
A quantitative similarity measurement of 

construction projects can improve the data retrieval 
process in knowledge management and case-based 
reasoning systems. This research utilized the WBS to 
measure the similarity amongst various construction 
projects. The WBS theoretically encompasses a 
significant portion of the tasks and services required to 
accomplish the project objectives. Thus, the WBS can 
be used as a comprehensive tool to distinguish 
constriction projects. The proposed method can be 
utilized to find the most similar projects and help the 
project managers use the relevant information and 
documents of the retrieved projects. This method can 
also be used as a main metric in exiting knowledge 
retrieval systems, such as case-based reasoning.  

Node and structural similarity metrics were 
proposed to measure the similarity of construction 
projects using their WBSs. The results from applying 
these metrics indicate that the structural similarity 
performs better than the node similarity in retrieving the 
relavant samples. Additionally, the results show that the 
proposed metrics are in compliance with similarity 
measurement properties.  

5 Limitations and future works 
To ensure that the work breakdown structures 

encompass the entire scope of a project, the sample 
WBSs were developed based on the project 
management institute guidelines [11]. This approach 
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might not be fully followed by the practitioners in all 
construction projects which can limit the performance 
of the proposed method. 

The insufficient number of test samples was another 
major limitation of this research. The performance of 
the system can be investigated on a larger sample size. 
Another limitation of this research was the utilized 
lexical database, which is WordNet. This is a generic 
database for English words, in which some of the 
technical words in the construction domain are not 
accurately defined. For instance, the word “rebar”, 
which in construction is recognized as reinforcement 
steel, is not defined in WordNet. This issue can hinder 
the performance of the metrics in comparing tasks. Thus, 
there is an opportunity to develop and utilize a semantic 
network, similar to WordNet, for the construction 
domain.  
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Abstract – 

Wildfires pose a big threat to human life and 
property safety. Previous studies on wildfire risk 
management focused mainly on understanding 
wildfire behaviour through computer simulations. 
Effective wildfire risk management also largely 
depends on the evacuation performance success. 
Computational tools tend to be the best approach for 
simulating wildfire evacuation emergencies as well. 
Therefore, this study proposes a comprehensive 
simulation framework that integrates Agent-based 
Modelling (ABM) and Geographical Information 
Systems (GIS) to efficiently simulate both human 
behaviour and transportation crowds. In particular, 
ABM bridges the technical gap between GIS and a 
multi-agent system (MAS) for simulation design 
efficiently and effectively. To study the evacuation 
performance (measured by the number of agents 
being sheltered or refused to evacuate), our modelling 
solution enables altering relevant model parameters 
in wildfire evacuation scenarios. The simulation 
outputs, as a result, can be used to evaluate the 
influential factors and further assist in effective 
evacuation planning. In particular, the following 
tasks are performed: (1) simulation of the influence of 
transportation crowds on evacuation performance; (2) 
evaluation of the effectiveness of public notification 
on evacuation success; and (3) comparison of the 
differences among various transportation means as 
well as their performances during a wildfire 
emergency. A case study is conducted to verify the 
simulation framework proposed in this study. The 
simulation outputs showed that the transportation 
crowds negatively impact on the evacuation 
performance, while public notification can enhance 
resident risk perception, thus assist in the evacuation 
efficiency. Finally, public vehicles such as public 
buses have the highest evacuation efficiency 
compared to other transportation means tested in this 
study.  

 
Keywords – Wildfire Evacuation Simulation; Agent-
based Modeling; Geographical Information Systems 

1 Introduction 
Wildfires pose a big threat to human life and property 

safety. The National Interagency Fire Center (NIFC) 
indicates that, over the past decade, an average of 67,000 
wildfires resulted in 7 million acres burned annually [1]. 
In 2019 alone, there were 4.5 million U.S. homes were 
identified at high or extreme risk of wildfire, with more 
than 2 million in California alone [2].  

To date, a number of studies have been conducted 
concerning the simulation of wildfire behavior. Catry et 
al. [3], for example, studied modeling and mapping the 
likelihood of wildfire ignition occurrence in Portugal. In 
[4], Westerling et al. applied statistical approaches to 
develop models for investigating the wildfire occurrence 
frequency affected by climate change in California. Linn 
et al. [5] utilized FIRETEC, a fire growth modeling 
software, to examine wildfire behavior with regard to 
different geographical regions. However, modeling 
wildfire behavior only is insufficient for effective 
wildfire risk management if both the number of 
injuries/fatalities and the level of property loss are 
expected to be minimized.  

The success of evacuation performance is a critical 
factor in wildfire risk management. Due to obvious 
reasons and ethical concerns, computational simulation 
tends to be the best approach for studying human 
evacuation performance and transportation crowds 
during a wildfire. In addition to fire dynamics, a wildfire 
evacuation simulation mainly consists of human 
behavior as well as transportation modules [6]. To that 
end, this study aims to develop a simulation framework 
used for simulating both human behavior and 
transportation crowds simultaneously for wildfire 
evacuation performance assessment. 

The remainder of the paper is organized as follows. 
Section 2 provides a comprehensive review of the 
research background. Section 3 details the proposed 
simulation framework and methodology. The 
experimental implementation is discussed in Section 4. 
The final section draws conclusions and offers 
recommendations for future research. 
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2 Research Background 
A comprehensive review of the relevant literature on 

wildfire evacuation simulation is provided in this section. 
Human behavior critical to evacuation performance are 
also identified. 

2.1 ABM and GIS for Evacuation Simulation 
In outdoor evacuation scenarios, except for walking, 

transportation modules typically consist of various 
transportation means such as bicycles, private or public 
vehicles. To integrate human behavior and transportation 
modules into an outdoor evacuation scenario design, 
Agent-Based Modeling (ABM) technique is commonly 
used as it provides an environment where agents can be 
defined as any type of individual simulating their 
behaviors in mathematical, theoretical, and logical ways 
[7]. An ABM simulation scenario can reflect agent-to-
agent interactions as well as agent-to-environment 
reactions simultaneously. To date, a number of studies 
have applied ABM to simulate outdoor emergency 
scenarios that covered a variety of hazards, including 
earthquakes [8], tsunamis [9], hurricanes [10], wildfires 
[11], and so on. Relevant to the study described here, 
Paveglio and Prato [11] proposed an ABM framework to 
investigate monetary and non-monetary attributes that 
influence human behavior and decisions with respect to 
wildfires. Therefore, it can be concluded that simulating 
human evacuation reactions and interactions is feasible 
using an ABM wildfire scenario design. 

In addition to simulating human behavior and 
transportation modules, Geographical Information 
Systems (GIS) is a tool that can be used for outdoor 
evacuation simulation as it enables simulating agents' 
movements and evacuation process by providing the 
spatial data needed. In [12], Jumadi et al. developed a 
GIS-ABM simulation model to simulate the volcanic 
evacuation performance for risk assessment. In this case, 
ABM bridged the technical gap between the GIS tool and 
a multi-agent system (MAS) to simulate both human 
behavior and transportation crowds. Similarly, this study 
proposes to utilize an integrated ABM - GIS framework 
to simulate a MAS scenario, and to investigate the 
influential factors affecting the outdoor evacuation 
performance during a wildfire. 

2.2 Influential Factors Affecting Evacuation 
Performance 

This section provides a review of studies that have 
assessed wildfire evacuation performance with regard to 
a variety of human behavior. The following subsections 
summarize major findings of influential factors affecting 
human evacuation decisions and related choices in 
wildfire emergencies. 

2.2.1 Public Notification 

Public evacuation notification is critical in predicting 
the decision-making process of evacuees. A telephone 
questionnaire conducted by Strawderman et al. [13] 
revealed that, by signal detection theory, reverse 911 
warnings had the best performance, and promoted a 
significantly higher rate of evacuation, compared with 
other evacuation warning sources. However, evacuees 
and public safety officials have different perceptions and 
concerns about the evacuation process [14]. In particular, 
McLennan et al. reviewed North American research into 
wildfire evacuation behavior published between 2005 
and 2017 and summarized that: (1) even though 
mandatory evacuation is issued by the police department, 
many threatened residents are likely to delay evacuating 
due to the desire to protect their property; (2) some 
residents who are not on their property may seek to return; 
(3) warnings that are not sufficiently informative could 
be another cause for self-delayed evacuation; and (4) 
residents are likely to engage in information search rather 
than initiating evacuation actions. Overall, public 
notification promotes a higher risk-warning efficiency to 
encourage residents to evacuate. Nevertheless, residents 
are still likely to refuse to evacuate due to environmental 
factors and personal factors affecting individual risk 
perception as well as decision-making that result in 
evacuation delays. 

2.2.2 Risk Perception 

Personal factors with regard to risk perception in an 
emergency are complex and multidisciplinary. Toledo et 
al. [16] analyzed the influential factors affecting residents’ 
decision-making process during a no-notice wildfire 
evacuation event that occurred in Haifa, Israel. They 
found that, in addition to the level of risk that the wildfire 
event poses to individuals, the influential factors related 
to household individuals (e.g. initial locations when a 
wildfire event happened) as well as their relatives (e.g. 
the number and locations of children or elderly 
individuals) significantly affect their evacuation 
decisions and associated movement patterns [16]. 
Besides, residents’ evacuation efficiencies are heavily 
affected by their knowledge and experience with former 
wildfires [17], which should be considered in an 
evacuation scenario design as well.  

2.2.3 Risk Mitigation 

In addition to risk perception, personal behavior with 
regard to risk mitigation is another significant factor 
affecting the decision-making regarding resident 
evacuation performance. The study by Paveglio et al. [18] 
revealed that a relatively high proportion of residents are 
interested in passively defending or sheltering in their 
homes, with fewer residents favoring evacuation during 
a wildfire. In particular, resident evacuation preferences 
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differ significantly due to the forest management strategy. 
For example, in [11], it was found that in the areas with 
significantly high rate of forest thinning, the residents 
chose to stay and actively defend their homes.  

In [19, 20], it was found that a higher level of risk 
mitigation is positively associated with risk perception, 
including sufficiently informative wildfire information 
received from local volunteer fire departments, county 
wildfire specialists, as well as talking with neighbors 
about the wildfire. To conclude, residents who perceive 
higher levels of wildfire risk have undertaken higher 
levels of wildfire-risk mitigation to protect their property. 
Thus, the relationship between risk perception and risk 
mitigation undertaken is jointly and mutually represented 
in our simulation framework design. 

2.2.4 Transportation Means 

Means of transportation could have a huge impact on 
evacuation efficiency. In [21], Beloglazov et al. proposed 
a dynamic modeling approach to simulate the evacuation 
performance with regard to different evacuation locations. 
Li et al. [22] investigated the influence of evacuation 
timing for traffic based on a spatiotemporal GIS approach. 
In addition to evacuation locations and evacuation timing, 
movement velocities and loading capacities of various 
transportation means are significant as well.  

Among typical transportation means (e.g. walking, 
bicycles, private or public vehicles), private or public 
vehicles account for higher velocities and loading 
capacities that are meant to have better evacuation 
performance. Undoubtedly, an efficient transportation 
network in a wildfire emergency could help residents to 
evacuate safely. However, frequent occurrence of 
transportation crowds caused by vehicles occupying the 
roads could highly impede the evacuation efficiency. 
Hence, the evacuation efficiency for a variety of 
transportation means should be further assessed to assist 
with evacuation strategies and management, and further 
improve the evacuation success.  

2.3 Motivation and Objectives 
Understanding the physical and social dynamics 

imposed by wildfires is fundamental to assessing and 
mitigating risks for residents [23]. Above all, human 
evacuation performance is greatly affected by public 
evacuation warnings, actions, and decisions related to 
risk perception and risk mitigation, and the variability of 
transportation means as well as their efficiencies. Those 
influential factors are critical to evacuation assessment, 
and pose challenges for modeling an effective wildfire 
evacuation scenario. 

Several studies to date investigated human wildfire 
evacuation behavior. However, modeling solutions to 
predict and assess evacuation performance for wildfire 
scenarios is still at its infancy. Therefore, this paper 

proposes an evacuation behavior model embedded in an 
ABM-GIS simulation tool, AnyLogic [24], to simulate 
and investigate the impact of influential factors 
summarized in section 2.2. on wildfire evacuation 
performance.  

In particular, (1) the influence of transportation 
crowds on the evacuation performance is simulated; (2) 
the effectiveness of public notification on the evacuation 
success is evaluated; and (3) the differences and 
efficiencies among various transportation tools during a 
wildfire emergency are compared. A comprehensive 
simulation framework, based on the influential factors 
derived from existing literature on human behavior in 
wildfires, is introduced to implement the proposed 
modeling solution. Finally, an experimental case study is 
conducted to validate the proposed modeling solution 
using AnyLogic. 

2.4 Contribution 
The main contribution of this study is a modeling 

solution for wildfire evacuation simulation in an ABM-
GIS simulation framework. To assess evacuation 
performance (measured by the number of agents being 
sheltered or refused to evacuate), our modeling solution 
enables to modify relevant model parameters in wildfire 
evacuation scenarios. The simulation outputs, as a result, 
can be used to assess the impacts of influential factors 
(including the impact of public evacuation warnings, risk 
perception, risk mitigation, and various transportation 
means) affecting evacuation performance. Thus, the 
proposed modeling solution can further assist in safety 
management and effective evacuation planning for 
wildfire emergencies. To conclude, this study assesses 
the evacuation efficiency with regard to human life and 
transportation crowds in wildfire emergencies, which 
would ultimately help with wildfire evacuation education 
and safety strategies.  

3 Research Methodology 
The proposed simulation framework and modeling 

solution are introduced in this section. The findings of the 
recent studies on how to incorporate human wildfire 
evacuation behavior into an ABM-GIS simulation 
scenario [13-23] are considered and included in the 
framework design.  

3.1 Simulation Framework 
Figure 1 illustrates the simulation framework 

proposed in this study. The first step is to determine 
whether there is a wildfire or not. Next, the alert indicator 
about public evacuation warnings, either positive or 
negative, divides the scenario into four categories: 1) a 
true wildfire event and a mandatory evacuation issued by 
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safety officials (true positive (TP)), 2) a no-notice true 
wildfire event (true negative (TN)), 3) mandatory 
evacuation issued for a false wildfire event (false positive 
(FP)), or 4) neither evacuation alert was issued nor a 
wildfire occurred (false negative (FN)). These four 
categories address particular evacuation outcomes, 
including different evacuation performance for a variety 
of scenarios. 

  

Figure 1. Proposed simulation framework 

In the next step, agents’ risk perception (true or false) 
is defined for each scenario. If the agents do not perceive 
any risk, they will choose to stay in place. The agents who 
perceive risk will either stay in place to actively defend 
their homes or start to evacuate. During the evacuation 
process, vehicles occupying the road may cause 
transportation crowds. In this case, there will be 
evacuation delays, which is incorporated in the 
movement process in our simulation design. The average 
velocities and capacities of typical transportation means 

in a wildfire emergency are summarized in Table 1. 

Table 1. Designed parameters for various transportation 
means 

 Average 
velocities (mph) 

Common 
capacities 

Walking 3-5 1 
Bicycles 12-15 1-2 

Public vehicles 30-45 20-50 
Private vehicles 40-70 1-5 

The final step is to analyze the simulation outputs, 
which present the number of agents either refusing to 
evacuate or being sheltered. These numbers can be used 
to assess agents’ evacuation efficiency with regard to the 
effect of public evacuation warnings, risk perception, risk 
mitigation, and various means of transportation. 
Consequently, the impacts of influential factors affecting 
the evacuation performance are evaluated, which would 
ultimately help with wildfire evacuation education and 
safety strategies.  

3.2 Modeling Solution 
The ABM-GIS wildfire simulation scenario consists 

of the movement flow module and the geographical 
module representing the agents’ movement process in 
chosen areas. The modeling software AnyLogic, which 
embeds the GIS tool, provides a powerful simulation 
environment, as it enables to simulate agent movement 
and evacuation process while providing the geographical 
and spatial data needed. 

3.2.1 Modeling Parameters 

The movement flow module presents the agent 
evacuation process. AnyLogic provides users a process 
modeling library, including various modeling parameters, 
to define agents’ behavior. The agent movement flow in 
this study is designed based on the simulation framework 
shown in Figure 1. Hereby, Table 2 introduces several 
selected modeling parameters including their names, 
icons, descriptions, and properties of functions. 

Table 2. Introduction of modeling parameters [24] 

 Description Function 
Source 

 

A starting point 
of a process 
flowchart to 

generate agents. 

Define agent 
location, arrival 

rate, and 
quantity, etc. 

Select Output 

 

Two output 
ports to route 

agents. 

Sort agents 
according to 

certain criteria. 
Select Output5 Five output 

ports to route 
agents. 

Split the agent 
flow into 
different 
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transportation 
means. 

Move To 

 

Move agents to 
a new location. 

Define agents’ 
destination and 

movement 
speed. 

Queue 

 

A queue of 
agents waiting 
to be accepted 

by the next 
block in the 
flowchart. 

Define the 
maximum 

capacity and 
agent location 

in a queue. 

Sink 

 

An ending point 
to dispose 
incoming 
agents. 

Present the 
number of 

agents 
disposed. 

3.2.2 The Movement Flow Module 

Five agent types are defined in a wildfire scenario, 
including the residents and four transportation means 
including walking, bicycles, private vehicles, and public 
vehicles. By utilizing the process modeling library, the 
agents’ behavior is defined in AnyLogic (Figure 2).  

 

Figure 2. A simplified version of agents’ behavior in 
AnyLogic 

At the start of the movement flow, resident agents are 
sorted based on their judgments about risk perception and 
risk mitigation undertaken, namely RP and RM. Next, a 
portion of resident agents, who does not perceive the risk 
or prefer to self-defend their homes after risk perceived, 
is disposed to stay in place. The remaining resident 
agents start to evacuate using one of the four 
transportation means, which are predefined with different 
movement velocities and loading capacities summarized 
in Table 1. It is assumed that transportation crowds (i.e., 
vehicle flows exceeding the highway capacity) require 
the agents taking the vehicles to queue to be sheltered. In 
the meantime, other agents who evacuate by walking or 
bicycling move toward the shelters identified in the GIS 
map. AnyLogic allows presenting agents’ movements as 
a 2D/3D animation and counting agents that are disposed 
by modeling parameters in real-time. 

4 Experimental Implementation 
To validate the practicality of the proposed modeling 
solution, an experimental implementation was conducted 
to simulate a hypothetical wildfire evacuation emergency. 

4.1 Experimental Assumptions 
4.1.1 Geographical Background 

The CampFire in California [25], which occurred in 
2018, was used as a geographical background composed 
of several GIS nodes: (1) the ignition node, namely Creek 
Camp Road, (2) the shelter node, namely Orland, and (3) 
four independent scenario nodes, namely Paradise, 
Oroville, Chico, and Willows, navigated based on their 
spatial attributes (Figure 3). 

 

Figure 3. Geographical nodes navigated in the GIS tool 
embedded in AnyLogic 

This study assumes the level of wildfire risk for each 
scenario depending on the spatial distance measured 
from the ignition node to those scenario nodes. In 
particular, the town of Paradise is classified as a TP 
scenario due to its shortest distance to the ignition 
location, which accounts for the highest level of risk it 
can be easily detected. Oroville is the second-nearest 
town that faces a high risk as well, but the risk perceived 
by residents could be misjudged due to a river close to 
the node, thus it was classified as a TN scenario. 
Compared to Oroville, the town of Chico has a lower 
wildfire risk due to its greater distance from the ignition 
location, but with higher risk awareness affected by the 
passing evacuees coming from Paradise. Hence, Chico is 
chosen to be simulated as a higher possibility for an FP 
scenario. Finally, the town of Willows is classified as a 
FN event due to its geographical distance from the 
ignition location. 

4.1.2 Modeling Parameter Setup 

For each evacuation scenario, the resident agents are 
randomly distributed with an arrival rate of one agent per 
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second and a maximum quantity of 2000 in AnyLogic. 
The probabilities of select outputs for risk perception and 
risk mitigation measures undertaken by resident agents 
vary for different scenarios as shown in Table 3. Besides, 
this experiment assumes a random distribution for the 
agent flow split via different transportation means. 
Furthermore, the traffic flow exceeding a capacity of 100 
vehicle agents will trigger transportation crowds, which 
are represented by agent queues (dashed lines marked in 
Figure 3). 

Table 3. Probabilities of select outputs 

 Risk perception 
undertaken 

Risk mitigation 
undertaken 

Scenario 1 (TP) 0.9 0.1 
Scenario 2 

(TN) 
0.1 0.9 

Scenario 3 (FP) 0.9 0.9 
Scenario 4 

(FN) 
0.1 0.1 

4.2 Simulation Outputs and Analysis 
During the simulation, AnyLogic presents the 

number of agents disposed by modeling parameters in 
real-time. To evaluate the effectiveness of the proposed 
modeling solution, test scenarios were developed by 
adjusting relevant modeling parameters. Hereby, each 
evacuation scenario was run ten times in order to avoid 
biased simulation outputs. Simulation outputs with 
regard to test scenarios are summarized and analyzed in 
the following subsections. 

4.2.1 The Influence of Transportation Crowds 

The test scenario was developed with and without the 
modeling parameter of transportation crowds in order to 
investigate its influence on agent evacuation efficiency. 
In particular, the agent evacuation performance is 
evaluated by the travel time (measured by the modeling 
time in AnyLogic) for two types of vehicles, i.e., private 
and public vehicles, in each scenario (Table 4).  

Table 4. Travel time (in seconds) for vehicles 

 TP TN FP FN 
Private vehicles 
without crowds 

2267 1863 2017 1920 

Public vehicles 
without crowds 

3983 3189 3463 3301 

Private vehicles 
affected by crowds 

7445 6188 7300 6410 

Public vehicles 
affected by crowds 

8032 7243 7785 7387 

According to the simulation outputs, the evacuation 
efficiency in each scenario was negatively affected by the 

transportation crowds due to a longer travel time for both 
types of vehicles.  The queuing time, however, slightly 
differ among these four scenarios, which have different 
numbers of vehicles driven through a route as shown in 
the GIS interface. The simulation outcome, as a result, 
validate the negative impact of transportation crowds on 
the evacuation efficiency. In this case, highway capacity 
must be increased to reduce the occurrence of 
transportation crowds. 

4.2.2 The Effectiveness of Public Notification 

To evaluate the effectiveness of public notification, 
this study used the statistics of disposed agents who stay 
in place due to not perceiving the risk or perceiving the 
risk but choosing to stay to defend their homes, as well 
as the agents who evacuate and reach a shelter using one 
of the four different transportation means in each 
scenario (Table 5).  

Table 5. Statistics for agents disposed in different 
scenarios 

 TP TN FP FN 
Risk not perceived 

– stay in place 
195 1794 174 1825 

Risk perceived – 
stay in place 

243 118 1070 27 

Walking 120 10 48 11 
Bicycles 170 6 80 14 

Private vehicles 347 18 165 42 
Public vehicles 925 54 463 81 

The simulation outputs indicate that public 
notification has a significant impact on the evacuation 
decision-making of resident agents. In the scenarios with 
public notifications (i.e., TP and FP scenarios), the 
number of agents who perceive the risk is greatly higher 
compared to the scenarios without notifications (i.e., TN 
and FN scenarios). Nevertheless, agents in the TP 
scenario prefer to evacuate after risk perceived and few 
agents intend to mitigate the risk. Conversely, in the FP 
scenario, a large portion of agents tend to take actions for 
risk mitigation instead of evacuating immediately. To 
conclude, public notification improves resident risk 
perception, but residents may still refuse to evacuate. 

4.2.3 Comparison of Different Transportation 
Means 

In this study, the evacuation efficiency is measured 
by the evacuation time per agent for different 
transportation means in each scenario. Several findings 
are drawn from Table 6: (1) evacuation by walking 
accounts for the lowest evacuation efficiency; (2) 
evacuation efficiencies of all transportation means in TP 
and FP scenarios are greatly higher than the efficiencies 
in TN and FN scenarios; and (3) evacuation efficiency of 
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public vehicles is the highest even though their average 
velocities are slower than private vehicles. One possible 
explanation is that the loading capacity of public vehicles 
is the highest, consequently, more agents are loaded and 
able to approach a shelter at the same time.  

Therefore, to improve the evacuation efficiency, it 
may be helpful to increase the availability of public 
transportation when evacuating residents in a wildfire 
emergency.  

Table 6. Evacuation efficiency (in %) for different 
transportation means 

TP TN FP FN 
Walking 0.29 0.03 0.12 0.03 
Bicycles 1.49 0.05 0.71 0.13 

Private vehicles 4.66 0.29 2.26 0.66 
(without crowds) 15.31 0.97 8.18 2.19 
Public vehicles 11.52 0.75 5.95 1.1 

(without crowds) 23.22 1.69 13.37 2.45 

5 Conclusions and Future Research 
Effective wildfire evacuation planning could help to 

improve resident evacuation efficiency during a wildfire 
emergency. Several studies to date focused on studying 
human behavior and evacuation performance during a 
wildfire. However, such modeling and simulation 
solutions to predict and assess evacuation performance in 
wildfire scenarios are still at their infancy. Therefore, this 
study proposed a modeling solution, using AnyLogic 
software, that integrates ABM and GIS to enable 
simulating and investigating the factors affecting outdoor 
evacuation performance during a wildfire. To that end, an 
experimental implementation was conducted to test 
several wildfire scenarios including: 1) a mandatory 
evacuation issued by safety officials for a true wildfire 
event, 2) a no-notice true wildfire event, 3) a mandatory 
evacuation issued for a false wildfire event, and 4) neither 
evacuation alert was issued nor a wildfire occurred.  

The simulation outputs validated the practicality of 
our modeling solution. Several major findings are as 
follows: (1) transportation crowds negatively impact the 
evacuation performance, (2) public notification can 
enhance residents’ risk perception, thus improve 
evacuation efficiency, and (3) public vehicles have the 
highest evacuation efficiency compared to other 
transportation means evaluated in this study. Several 
wildfire evacuation management strategies are suggested 
based on these findings. To conclude, this study assesses 
evacuation efficiency with regard to human life and 
transportation crowds in wildfire emergencies, which is 
expected to help in wildfire evacuation education and 
safety strategies. The proposed modeling solution 
provides a novel simulation approach that can used for 

wildfire safety management and effective evacuation 
planning for wildfire emergencies.  

The proposed simulation framework has several 
limitations that should be noted. First, human evacuation 
behavior should be further studied and the modeling 
solution should be revised by adding or changing relevant 
modeling parameters to better assess human evacuation 
performance. Second, AnyLogic software is limited in 
terms of the number of modeling parameters that can be 
included in one scenario. Hence, this study fails to add 
the modeling elements that could simulate those four 
scenarios simultaneously. Third, due to the limitation of 
the current ABM modeling technique, this study 
emphasizes only simulating resident evacuation behavior. 
However, in reality, wildfire dynamics is a matter that 
could heavily impact the evacuation performance. To 
improve the viability of the proposed modeling solution, 
future studies should: (1) investigate human outdoor 
evacuation behavior; (2) simulate the interaction between 
residents living in different geographical regions; and (3) 
improve the modeling solution to enable simulating the 
wildfire dynamics and resident evacuation process 
simultaneously. 
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Abstract – Three-dimensional (3D) measurement 
that captures the state of construction sites is key to 
promoting ICT-supported construction processes. 
Structure-from-Motion (SfM) and Multi-View 
Stereo photogrammetry are the best solutions for 
small and mid-sized construction companies due to 
their high portability and low cost. However, 
efficient creation of high-quality 3D dense models 
using photogrammetry is difficult for site workers 
because the model quality relies heavily on manually 
selected camera poses. To address this issue, we 
propose a photogrammetry process that improves 
the quality and efficiency of 3D dense model 
reconstruction to measure construction sites. The 
proposed process begins with a small initial photo set. 
Then, a computer-supported best-view guidance 
system predicts the geometric quality of the dense 
model, estimates the best target positions for 
additional photographs using SfM results, and 
provides workers with that position information. 
The effectiveness and efficiency of the process and 
system were evaluated at a real-world construction 
site. The evaluation demonstrated that the process 
and system can prevent capturing unnecessary 
images, improve the efficiency of the on-site 
photographic work, and generate a dense model with 
quality assurance. We also found that a smartphone 
camera is the most suitable device for implementing 
the process. 
 
Keywords – 

Photogrammetry; 3D Modeling; Next-best View; 
Cloud Service; Smartphone; i-Construction 

1 Introduction 
In recent years, the "i-Construction" initiative [1], 

which is intended to improve productivity at 
construction sites by utilizing ICT, has been promoted 
at various places in Japan. However, to apply i-
Construction initiatives at small and mid-sized 
construction companies, both the initial and the 
operating costs of the supporting technologies must be 
low.  

Three-dimensional (3D) measurement technology is 
an essential part of the i-Construction initiative. 3D 
measurement technology is used to capture the current 
state of construction sites at various construction stages 
at high frequency. Currently, terrestrial laser scanners 
and 3D photogrammetry are used as measurement 
technologies. Terrestrial laser scanners permit 
millimeter-accuracy measurements [2]. However, the 
devices are expensive. In addition, typically, 
measurement processing is outsourced, which is also 
expensive. Thus, cost considerations hinder the 
introduction of laser scanners to small and mid-sized 
construction companies.  

3D photogrammetry [3], shown in Figure 1, is 
slightly inferior to laser scanners in terms of 
measurement accuracy. However, it can automatically 
reconstruct dense 3D models, such as 3D point clouds 
and textured meshes, from multiple overlapping photos. 
Photogrammetry can be implemented using UAV-based 
photography. Consequently, photogrammetry can be 

Structure-from-Motion

Camera poses

Tie 
points

Multi-View-StereoOverlapping photos

Short duration Long duration

Dense 3D model

Figure 1. Typical photogrammetry process  
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introduced into small and mid-sized construction 
companies more smoothly than terrestrial laser scanners. 

However, introducing photogrammetry and the 
routine use of high-quality 3D models to monitor 
construction site activity remains challenging. First, a 
site worker must take multiple photographs using a 
heavy, handheld single-lens reflex (SLR) camera. 
Second, the quality of the dense 3D model reconstructed 
from the photographs cannot be confirmed on-site 
because the conventional photogrammetry pipeline 
requires significant processing time. Moreover, for a 
given construction site, pre-estimating the camera pose, 
i.e., the optimal shooting position and orientation, 
required to capture photographs that can be used to 
reconstruct a high-quality, dense model is difficult.  

To address the various challenges, an innovative 
photogrammetry process and computer-supported best-
view guidance system that can streamline 3D modeling 
of construction sites is proposed in this paper. The 
proposed process and the system can be introduced into 
the everyday activities of small and mid-sized 
companies by integrating a smartphone, cloud service, 
and computer-assisted best-view guidance for optimal 
camera poses. The development of this technology 
involved both the construction industry and academia, 
and its effectiveness and efficiency were evaluated 
experimentally at a real-world construction site. 

2 Challenges and Approaches 

2.1 Conventional Photogrammetry Process 
As shown in Figure 1, the general photogrammetry 

pipeline to generate a dense 3D model from a set of 
photographs comprises two steps: Structure-from-
Motion (SfM) and Multi-view Stereo (MVS). SfM 
derives the camera poses and sparse corresponding 
points, i.e., the so-called “tie points,” on real-world 
objects, and MVS creates a dense 3D model, such as a 
3D point cloud or a textured-mesh model, by stereo 
matching overlapped photographs [3].  

SfM processing can be completed in a relatively 
short time. However, MVS must process all pairs of 
overlapped photos; therefore, it requires approximately 
10 to 50 times more processing time than SfM. For 
example, for 100 photos, SfM requires only 4 min, 
while MVS takes 120 min. This example clearly 
indicates that the MVS step consumes most of the 
processing time in the photogrammetric 3D model 
reconstruction process. 

As shown in Figure 2, if we attempt to utilize 
photogrammetry to capture daily progress at a 
construction sites, the following problems occur.  

• The resolution of a 3D model reconstructed by SfM-

MVS depends on the resolution of the captured 
images. Therefore, high-resolution photographs tend 
to be taken by an SLR camera. However, SLR 
cameras tend to be large and heavy; carrying and 
using an SLR camera in complex situations at a 
construction site, e.g., scaffolding, can be 
problematic. In addition, with an SLR camera, 
uploading captured photos via a network is more 
complicated and less efficient than with a 
smartphone. Therefore, initially, all captured photos 
must be stored on the camera’s SD memory card. 
After taking the camera to an office, the 3D model is 
reconstructed using photogrammetry software. 
However, this process drops in efficiency because 
photogrammetry processing cannot be performed 
during shooting. 

• To reconstruct a high-quality, dense model using 
SfM-MVS, a site worker must carefully consider the 
importance of capturing overlapping photographs 
and develop a shooting plan in which the camera 
poses relative to the object are set appropriately. 
However, predicting which and how many photos 
should be taken to reconstruct high-quality models is 
difficult for the worker. Consequently, defects, such 
as holes or reduced accuracy in some parts, often 
appear in the model. To avoid such defects, shooting 
plans tend to involve a high overlap ratio. However, 
increasing the number of photographs also increases 
the MVS processing time.  

• To record construction sites using SfM-MVS, it is 
often necessary to take several hundred to several 
thousand photographs. With such a large number of 
photographs, MVS processing can take 
approximately half a day or even an entire day. 
Therefore, the quality of the dense model cannot be 
confirmed on-site immediately after the images are 
captured. If the model quality is unsatisfactory due 

Figure 2. Practical challenges encountered 
when attempting to apply a conventional 
photogrammetry process at a construction site  
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to an insufficient number of photographs or 
unphotographed areas of the site, reshooting will be 
required, which incurs considerable financial and 
time costs.  

2.2 Proposed Approaches  
To address the above problems, the following new 

photogrammetry process is introduced in this study. The 
processing pipeline for the proposed process is shown in 
Figure 3. The process proceeds as follows. 

 
(1) We introduce a smartphone with a high-resolution 

camera as the device used to capture on-site 
photographs. Smartphones are lightweight, which 
makes them suitable for handheld shooting at 
construction sites. In addition, by utilizing their 
internet communication function, images can be 
automatically uploaded to cloud storage (Google 
Drive) immediately after shooting.  

(2) The quality of the dense model that will be 
reconstructed from the uploaded images is quickly 
predicted from the SfM results and a computer-
supported best-view guidance system. The 
prediction is based on our developed quality 
prediction algorithm [4]. The best target positions 
for additional photo shoots that would improve the 
quality are estimated in a few minutes by the 
guidance system connected to the cloud. 

(3) The system automatically generates an instruction 
image in which the marker symbols of these target 
positions estimated in (2) are superimposed on the 
photo of the scene saved in the cloud. Furthermore, 
the instruction image is immediately transmitted to 
the worker's smartphone at the construction site 
using a messenger application (Google Hangouts 
[5]). Then, the worker takes several additional 
photos according to the target positions on the 
instruction image and uploads them to the cloud. 

(4) By repeating processes (2) and (3) as often as 
necessary, a small number of target positions for 
additional images are estimated only by SfM 
processing, and additional images are captured 
according to the target positions. Consequently, 
the quality of the obtained high-density model is 
improved successively without requiring multiple 
MVS processing. 

(5) After completing the shooting processes (2)–(4) 
supported by the best-view guidance system, the 
time-consuming MVS process is executed only 
once, and the final dense model is reconstructed. 
Thus, the MVS process can begin immediately 
after the required additional images are captured, 
which improves the overall efficiency of the model 
reconstruction process.  

3 Quality Prediction of Dense Model and 
Estimation of Additional Shooting 
Positions 

3.1 Approximated Triangular Mesh Model 
Generation 

Figure 4 shows the processing pipeline of the 
prediction of the dense model quality and estimation of 
the best target positions to capture additional images. 
The geometry of the dense model is first approximated 
by a triangular mesh model generated from the 
triangulation of tie points created by SfM. The 
approximation method simplifies a method proposed by 
Labatut et al. [6] to improve its computational 
efficiency. 

As shown in Figure 5, the triangular mesh 
generation begins with 3D Delaunay tetrahedralization 
of 3D tie point set 𝑃 and creates a set of tetrahedra 𝐻. 
Then, the intersection test is performed between every 
tetrahedron in 𝑃 and a set of rays  𝑉𝑖 = {𝒗𝑗

𝑖} (𝒗𝑗
𝑖 = 𝒑𝑖 −

𝒄𝑗)  beginning from the projection center of the j-th 
camera 𝒄𝑗 to the i-th visible tie point position 𝒑𝑖 (𝑖 ∈ 𝑃). 

Figure 4. Prediction of the dense model quality 
and estimation of the best target position for 
additional shootings 

Figure 3. Processing pipeline of the proposed 
photogrammetry process  
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If a tetrahedron intersects with a ray, it is deleted, and 
the remaining set of tetrahedra is defined as 𝐻′. Finally, 
we obtain the approximated triangular mesh model 𝑀 
by taking the surface boundary meshes of 𝐻′ . The 
algorithm is described in detail in   a previous study [4]. 

Figure 6(a) shows an example of the tie point set 𝑃 
and camera poses generated from 33 original photos of 
a bridge pier, and Figure 6(b) shows the corresponding 
approximated triangular mesh model.  

3.2 Quality Predictor Estimation 
Next, the quality predictors 𝐹𝑋(𝑖) for a dense model 

are evaluated at a sparse point 𝑖 (∈ 𝑃′, 𝑃′: sparce point 
set )  that constitutes the vertex of the approximated 
triangular mesh model 𝑀  based on the tie point set 𝑃 
and the camera pose set 𝐸 = {𝒆𝑗 = (𝒄𝑗, 𝜽𝑗)} , 
where  𝜽𝑗(∈ 𝑅3)  is a vector of three Euler angles 
representing the projection orientation of the j-th camera. 
The predictor 𝐹𝑋(𝑖) quantifies how accurately the final 
dense model can be reconstructed around the sparce 
point 𝑖(∈ 𝑃′). The basic idea of the quality predictor 
was initially proposed by Mauro et al. [7]. Note that we 
designed different types of predictors based on that 
study [7]. 

In the proposed method, the following four quality 
predictors are evaluated at each sparce point 𝑖(∈  𝑃′).  

• Reliability (𝐹𝑟(𝑖)). The local geometric quality of 
the reconstructed dense model around a sparce 
point 𝑖 decreases as the n umber of visible cameras 
|𝑉𝑖|  supporting a point 𝑖  decreases. Therefore, the 
Reliability predictor of the point 𝑖  is defined as 
follows:  

𝐹𝑟(𝑖) = |𝑉𝑖| (1) 

• Area (𝐹𝑎(𝑖)) . As the area of a triangle on 𝑀 
enlarges, the reconstruction error of the dense model 
tends to be large. Therefore, the average area of the 
triangles on 𝑀adjacent to a point 𝑖  is evaluated as 
the Area predictor defined by as follows: 

𝐹𝑎(𝑖) =
1

|𝑇𝑖|
Σ

𝑡𝑗
𝑖∈𝑇𝑖 𝑎𝑟𝑒𝑎(𝑡𝑗

𝑖) (2) 

where 𝑇𝑖 denotes a set of triangles adjacent to 𝑖.  
• Edge length (𝐹𝑒(𝑖)). When the object surface to be 

measured is poorly textured, the edge length of a 
triangle on 𝑀 tends to be long and the point clouds 
generated by SfM become sparce. Thus, the average 
edge length adjacent to a point 𝑖 is evaluated as the 
Edge length predictor expressed as follows:  

𝐹𝑒(𝑖) =
1

|𝐷𝑖|
Σ𝑗∈𝐷𝑖𝑙𝑒𝑛𝑔𝑡ℎ(𝑒𝑗

𝑖) (3) 

where 𝐷𝑖  denotes a set of edges connected to 𝑖.  
• Baseline and height ratio (𝐹𝑏ℎ(𝑖)). Based on the 

principle of stereovision, higher-quality 
reconstruction by MVS is obtained from a correct 
ratio between the baseline length and height. The 
baseline length is the distance between two camera 
positions 𝒄𝑗  and  𝒄𝑘 , and the baseline height is the 
distance between the space point position 𝒑𝑖 and the 
midpoint of the baseline 𝒄′𝑗𝑘 . It is well known in 
photogrammetry that the quality of the dense model 
is related to this ratio [8]. Therefore, the ratio is 
evaluated as the Baseline and height ratio predictor 
as follows:  

𝐹𝑏ℎ(𝑖) =
1

|𝐽𝑖|
Σ(𝑗,𝑘)∈𝐽𝑖

(
‖𝒄𝑗 − 𝒄𝑘‖

‖𝒑𝑖 − 𝒄′𝑗𝑘‖
) (4) 

where 𝐽𝑖  denotes a set of all possible camera pairs 
visible from a sparce point 𝑖.  

The detailed calculation of the indicators is explained in 
a previous study [4]. 

To consolidate the four quality predictors into a 
single indicator representing the degradation of the 
dense model, first, we converted each of the predictors 
given by Equations (1–4) to a normalized energy ∈
[0,1] using the logistic function 𝐿( ) proposed by Mauro 
et al. [7] and quadratic function 𝐾( ) as follows:  

𝐸𝑋(𝑖) = {

𝐿(𝐹𝑋(𝑖) − 𝜇𝑋, 𝜎𝑋), 𝑋 ∈ {𝑎, 𝑒};

1 − 𝐿(𝐹𝑋(𝑖) − 𝜇𝑋, 𝜎𝑋), 𝑋 ∈ {𝑟};

1 − 𝐾(𝐹𝑋(𝑖), 𝜎𝑋), 𝑋 ∈ {𝑏ℎ},

 (5) 

where 𝜇𝑋 denotes the average of 𝐹𝑋, 𝜎𝑋 is the standard 
deviation of 𝐹𝑋, 𝐿(𝑥 − 𝜇, 𝜎) = 1/ (1 + exp (−

2(𝑥−𝜇)

𝜎
)), 

and 𝐾(𝑥, 𝜎) = 1/(1 + (𝑥 − 0.5/𝜎)2). In Equation (5), 
higher energy means that the geometry of the final 
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dense model is more degraded. 
Finally, the four energy values 𝐸𝑋(𝑖) are aggregated 

by taking an average to denote a geometry degradation 
indicator at a sparse point 𝑖 as 𝐸𝐺𝐷𝐼(𝑖) as follows.  

𝐸𝐺𝐷𝐼(𝑖) = (𝐸𝑟(𝑖) + 𝐸𝑎(𝑖) + 𝐸𝑒(𝑖) + 𝐸𝑏ℎ(𝑖))/4 (6) 

A region with high indicator value 𝐸𝐺𝐷𝐼(𝑖)  on the 
approximated triangular mesh model 𝑀′ indicates that 
the local region around the sparse point 𝑖 on the dense 
model has a more significant possibility of degrading 
the geometry. It also implies that valid photos are 
lacking in the region with a high indicator value and that 
additional image s should be preferentially captured to 
improve the dense model quality of the region around 
the point 𝑖.  

Figure 7(a) shows the distributions of the indicator 
values 𝐸𝐺𝐷𝐼(𝑖) on the approximated mesh model 𝑀  of 
the pier shown in Figure 6. The predicted quality of the 
upper part of the pier is low (red), which suggests that 
the number of images captured capturing in this area 
was insufficient. Figure 7(b) shows a dense model 
generated by MVS from the original 33 photos. In 
Figure 7(a), the upper parts of the pier shape with high 
indicator values were not fully reconstructed in the 
dense model. Thus, it is evident that the quality 
prediction based on the geometry degradation indicator 
𝐸𝐺𝐷𝐼(𝑖) is functioning. 

3.3 Estimation of Additional Shooting 
Positions 

Low-quality areas on a dense model should be 
improved by capturing additional images as efficiently 
as possible. To this end, it is preferable to identify target 
positions of as many low-quality areas as possible for an 
additional photo shoot. Therefore, based on the 
geometry degradation indicator, the target points for the 

additional photo shoots are selected by an optimization. 
First, for every sparce point 𝑖(∈ 𝑃′)  on the 

approximated model 𝑀 , the geometry degradation 
indicator 𝐸𝐺𝐷𝐼(𝑖) value is added as an attribute value 𝑤𝑖 . 
Then, the degree of degradation in the peripheral region 
of 𝑖  is estimated both from a target point 𝑗(∈ 𝑃′)  and 
from the indicator values of the sparce points 𝑖′ included 
in the region near the target point 𝑗. A photo shoot to 
capture additional images should be oriented to cover 
the areas with the most considerable geometry 
degradation. Finally, 𝑠target points for additional photo 
shoots are derived from the sparce point set 𝑃′ using the 
combinatorial optimization and a greedy algorithm. 
Details of the optimization process are presented in a 
previous study [4]. 

Figure 8(a) shows the three low-quality areas and 
the target points for additional image capture. The areas 
were derived from the distribution of the geometry 
degradation indicators in Figure 7(a) with 𝑠 = 3. The 
indicator values in the areas around the target points are 
higher than in other areas, and the target points can be 
placed at the low-quality areas appropriately.  

Figure 8(b) shows a dense model reconstructed by 
MVS from 36 images, including the three additional 
photos corresponding to the three target points. 
Compared to the model generated from the 33 initial 
images in Figure 7(b), the quality of the reconstructed 
area at the top of the pier increased significantly despite 
adding only three images. Therefore, the effectiveness 
of the target point selection algorithm can be confirmed.  

4 Case Study 

4.1 Evaluation of Reconstruction Qualities  
A case study was conducted at a seawall 

construction site shown in Figure 9 (51 m × 2.4 m) on 
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Figure 8. Three target points for additional 
image capture and the improved dense model 
obtained used MVS after additional images 
have been captured  
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the Toyoura coast in Tomamae-Cho, Hokkaido. The 
proposed photogrammetry process was performed. The 
process involved an original photo shoot, dense model 
quality prediction, on-site best-view guidance, and 
additional photo shoots to record the installation of 
wave-dissipating blocks.  

To decrease the time required to upload images from 
a camera to the cloud system, a smartphone (HUAWEI 
Mate20-Pro) with a built-in high-resolution camera was 
used. The image resolution was set to 9.7 million pixels 
to reduce the transfer time, and a wide-angle lens was 
used. By using a smartphone, captured images could be 
automatically uploaded to Google Drive immediately. 
In addition, with this image resolution setting, the 
upload time could be significantly reduced to within a 
few seconds per image. Since the SfM and best-view 
guidance server does not necessarily need to be installed 
near the construction site, we installed it at the Sapporo 
campus of Hokkaido University. A high-speed internet 
connection is available between the university and the 
construction site on the Toyoura coast. 

Figure 10 outlines the process flow of this case study. 
Forty-four original photos were taken from sparse 
positions using the smartphone camera by an on-site 
worker while walking on the top of the wave-dissipating 
blocks. Next, the next-best target positions to capture 
additional images were estimated. Then, an instruction 
image was generated on the server-side and sent to the 
worker’s smart phone. Finally, according to the 

instruction image, the worker took five to 10 additional 
photos once and repeated the process of transmitting the 
images to the server three times. The time required by 
the process is summarized in Table 1.  

Figure 11 shows the dense model reconstructed by 
MVS from only the 44 original photos, the estimated 
best target positions, the corresponding instruction 
images, and an example of the photos added by the 
worker. The dense model geometries generated by MVS 
with those additional images added at each stage are 
also shown in Figure 11.  

As can be seen from Figure 11, it is possible to 
visually confirm that the 3D model can be generated 
with relatively good quality even with images captured 
by the built-in smartphone camera. In addition, using 
the model quality prediction and estimation of the best 
target positions to capture additional images, the defects 
and holes between blocks generated in the model 
reconstructed from the original images disappeared in 
the model generated after images were added, and the 
correct block geometry could be reproduced. The area 
near the drainage pipes on the upper left of the slope 
was greatly expanded. As shown in Table 1, estimating 
the best shooting target position once could be 
completed in approximately 1.5 min. 

From the above results, it is evident that, in a 
construction site, using a smartphone camera to capture 
images and as communication device is suitable for 3D 
photogrammetry measurement in which the model 
geometry is successively improved. Although the 
improvement in model quality depends on the number 
of shots, the result suggested that the proposed process 
might be able to complete the reconstruction of the 
dense 3D model on the day that the one-site images 
were captured.  

On the other hand, some areas around the blocks still 
require additional photo shoots and setting the criteria 
for terminating these repetitive image capture processes 
was left as an open problem. 

4.2 Estimation of Processing Efficiency 

Figure 10. Process flow of the case study 

Table 1. Processing time in the proposed 
photogrammetry process 
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Tie points & 
camera poses

Dense model quality prediction & 
Estimation of reshooting target positions

Additional shootings

Generation of
instruction images

for reshooting

Manual 
additional 
shootings

Additional 
photos

Repeated
3 times

Target 
position

Sending the image to 
a site worker’s  
smart phone 

by Google Hangouts

Original 
shooting 

(44 photos)

Tie points & 
camera poses

LowHigh Quality

Predicted 
low-quality region

Total photo #
(Additional photo 

#)

Time for SfM 
processing

Time for estimating 
the best target 

positions

Time for 
MVS 

processing

Original 44 1 min 30 sec 3.96 sec 15 min
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Figure 9. Scene of the construction site of wave-
dissipating block installations at Toyoura coast 
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To quantify how efficient dense model 
reconstruction using the proposed photogrammetry 
process is compared to two conventional processes.  We 
compared processing times for the following three 
approaches.  

(1) Conventional photogrammetry with single photo 
shoot and an excessive number of images. Here, a 
dense model was reconstructed by performing the 
SfM-MVS together for approximately 400 images 
captured at the site.  

(2) Conventional photogrammetry with a single 
additional photo shoot. First, 44 original photos 
were obtained, and a dense model was generated 
once by SfM-MVS. Then, the low-quality portions 
of the dense model were identified manually, and 
24 target points for an additional photo shoot were 
determined. Finally, the SfM-MVS process was re-
executed with 68 images to reconstruct a final 
dense model. 

(3) The proposed process. Here, the process started 
with 44 original images. Then, SfM was 
performed, target positions to obtain additional 
images were identified using a computer, and five, 
nine, and ten photographs were added to the 
original images. Finally, the dense model was 

reconstructed by performing MVS only once for 
the 68 images acquired.  

Note, for the processing efficiency comparison, the 
Toyoura coast construction site was taken as an example 
(Section 4.1). 

The bar chart in Figure 12 shows the comparison 
results. In estimating the processing time, referring to 
the values obtained from the construction site of section 
4.1, the required shooting time per photograph was 
estimated to be 15 s. The SfM and MVS processing 
time per photo was 0.03 and 0.3 min, respectively. 
Moreover, the time required to estimate the shooting 
target positions was assumed to be constant at 6 s. Note 
that the image upload time was included in the shooting 
time because it was only a few seconds per photo. 

As can be seen from the comparison in Fig. 12, 
process (1) required approximately 3.5 h to reconstruct 
the dense model from the excessively captured photos. 
With the proposed process (3), the dense model could 
be reconstructed in 40 min, which is approximately one-
fifth of the time required by process (1).  

In addition, since process (1) requires MVS 
processing of a significant number of images, which 
takes considerable amount of time, the quality of the 
dense model cannot be confirmed until the processing is 

Figure 11. Changes in the dense models by 1st, 2nd, and 3rd addition of images 
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complete, i.e., approximately 3.5 h after the photo shoot. 
On the other hand, with the proposed process (3), we 
estimate that the shooting target positions that reflect the 
prediction of the dense model quality for the currently 
captured photos can be fed back to a site worker in 
approximately 2–3 min after capturing the photo. Thus, 
it is possible to ensure that all required images are 
captured and to realize an efficient photo shoot.  

Furthermore, in processes (1) and (2), the selection 
of shooting positions is left to the user; thus, there is no 
guarantee that the additional photos will improve the 
reconstructed model's quality. In contrast, with the 
proposed process (3), since the computer selects the best 
positions at which additional photos should be taken 
based on the model quality estimation, it is highly likely 
that additional images will effectively contribute to the 
quality improvement of the reconstructed dense model. 

5 Conclusion 
In this paper, we have proposed a new 

photogrammetry process that improves the quality and 
efficiency of dense model reconstruction of construction 
sites. The proposed process begins with a small original 
photo set. Then, the computer-supported best-view 
guidance system predicts the geometric quality of the 
dense model, estimates the best target positions for 
additional photo shoots using only SfM results, and 
feeds back those positions to a site worker. Depending 
on the number of target positions, the feedback process 
could complete in 1.5 min. The effectiveness of the 
proposed process and the system was evaluated at a 
real-world construction site. As a result, it was found 
the process and the system could prevent excessive 
image capture, improve the efficiency of the on-site 
photo shoots, and generate the dense model with a 
certain degree of quality assurance. We also found that a 

smartphone, which can send and receive images to and 
from the construction site, was the most suitable 
shooting device for implementing the process. 

However, currently, some server-side operations still 
require manual processing. In the future, we would like 
to implement fully automated processes that include 
SfM and best-view guidance on a cloud server. 
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Abstract - 

We have been and are doing development and 
research on construction AI system based on Actor-
Critic framework. This paper discusses cyber agents 
who are computerized agents of mobile entities, which 
are composed of construction machines, vehicles and 
workers. Each of the cyber agents would carry with 
simple function to work together in the Actor-Critic 
cyberspace. The cyber agents will passively or actively 
walk through the cyberspace to help for workers to 
explore and capture critical factors latent in a large 
amount of information that might go into making 
decisions. The contents described in this paper might 
be almost a sublimation of the papers we have 
submitted to the ISARC for the past decade. This 
paper is organized as follows. First, this paper 
describes Actor-Critic framework for construction AI 
system. Secondly, this paper reports role of cyber 
agent. Thirdly, this paper explains inference 
mechanism of abduction reasoning and briefly shows 
example of inference. Finally, this paper presents 
further development and research on functions that 
the cyber agent should carry with in future. 

 
Keywords - 

Cyber agent; Humanware; Actor-Critic; 
Abductive reasoning; SRK model; Subsumption 

1 Introduction 
We have been and are doing development and 

research on construction AI system based on Actor-Critic 
framework (hereinafter called “construction AI”) to 
support workers’ decision making for earthworks. Cyber 
agents are computerized agents of mobile entities, which 
are composed of construction machines, vehicles and 
workers (i.e., operators, drivers, foreman, resident 
engineers, line-manager, and others). Each of the cyber 
agents would carry with simple function that work 
together in the actor-critic cyberspace. This cyberspace 

has three layers structure that consists of knowledge, rule 
and skill levels (SRK model), and the higher level 
subsumes lower level with downward commitment and 
the lower level provokes the higher level with upward 
activation. The Actor has policy structure to select and 
take actions, and further the state- or action-value 
functions to fire signal, sign and symbol. The Critic has 
functions of edit, calculation and analysis of readings 
captured by the PoC as explained later.  

The cyber-agent will inhabit and passively or actively 
walk through the cyberspace to help for workers to 
explore and capture critical factors latent in a large 
amount of information that might go into making 
decisions.  

The contents described in this paper might be almost 
a sublimation of the papers we have submitted to the 
ISARC for the past decade. This paper is organized as 
follows. First, this paper describes framework of the 
construction AI system. Secondly, this paper reports role 
of cyber agent. Thirdly, this paper explains inference 
mechanism of abduction reasoning and shows example 
of inference in brief. Finally, this paper reports further 
development and research on functions that the cyber 
agent should carry with in future. 

2 Framework of Construction AI  
Figure 1 shows schematic view of the construction AI 

system. 

 
Figure 1. Schematic view of construction AI system 
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The construction AI system consists of the 
components as described below.  

2.1 Points on Construction (PoC) 
The PoC takes sensor-based event detection approach 

to track fleet of construction machines, vehicles and 
workers which are working together on site. The PoC 
automatically and real-timely gather a set of readings 
related to events occurred by the fleet activities [1],[2]. 
In other words, the PoC looks like a feeler of the cyber 
agents. 

2.2 Geospatial Index based on Space-filling 
Curve 
We use the Hilbert curve that folds one 

dimensional axis into a 2D space. The Hilbert curve here 
covers fully minimum bounding box covering working 
area. A serial number [1, max (number of vertices)]is 
assigned to each of vertices of the Hilbert curve. The 
position of the vertices of the Hilbert curve coordinates 
cell centres of the ground grid, for examples, the position 
index (i, j) of the corresponding vertex in a 2D array 
indicates the “i” th vertex in x and the “j” th one in y 
direction. The serial number might be almost equivalent 
to zip code in our daily life. 

2.3 Database of Readings and Lookup Table 
of Tuples 
Readings are captured by the PoC and then 

knowledge would be represented by lookup table of 
tuples. Each of the tuples is composed of code_id, cyber 
agent name, file name of the readings, proposition, 
condition, consequent, threshold, effects, belief, wij and 
action. The proposition is a parent of conditions and these 
are organised as a parent ‐ child relationship on a 
semantic network. In many cases, the condition is 
expressed as potential cause of failure mode, and the 
consequent is expressed as potential failure mode in a 
production rule, which is presented as a disjunction literal 
and might be a hypothesis. 

The threshold is a value above which the 
condition is true or might take place and below which it 
is not or might not. 

The effect indicates potential effects of failure 
that forks into two categories “High” and “Hazardous.” 
The former means “Will affect product performance, and 
some product will have to be scrapped, and rework 
possible,” and the latter means “Will affect workers’ 
safety.” 

The belief means a posterior probability that is an 
element of Bayesian Belief Network of the condition and 
the consequent.  

The wij indicates weight in element [i-th row, j-
th column] of Hebbian weight matrix, which represents 
strength of relationship among the conditions and the 
consequents or the consequents. The Hebbian weight is 
defined by the equation (1) [11]. 

)(*)(
),(

log
ij

ij
ij xpyp

xyp
w =   (1) 

In many situations, the consequents might be 
trouble phenomena happened on site, and otherwise 
potential failure modes from an action that the cyber 
agents at the actor component should take as described 
later. 

2.4 Critic Component 
Figure 2 shows relationship between the actor 

component and the critic component. Each of the cyber 
agents inhabit the critic component, and carries with 
simple function that could edit, calculate and analyse a 
set of the readings captured by the PoC. They could set 
threshold values at the 5% and 95%, or the 1st and the 2nd 
quantiles of empirical distribution function, and then do 
quantile processing to convert from the continuous 
variables to dichotomous ones.  

 
Figure 2. Relationship between actor and critic components 

They would hand over their results of calculation 
and analysis to the cyber agents inhabit the actor 
component. 

2.5 Actor Component 
As is shown in Figure 2.4.1, the actor component 

functions decision and action based on the results 
received from the critic component. More loosely 
speaking, the actor component has three mechanisms as 
follows: 

2.5.1 Production rule 
Production rule associates a condition or a 

proposition (if) with the consequent, i.e., a phenomenon 
or an action (then). Besides, the rule states what cause is 
most likely to trigger what failure when the consequent 
might be true.  

Strength of production rule indicates firing priority. 
The production rule is chosen based on the order of 

1046



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

priority predefined by expert experience, or indicated by 
the calculated Hebbian weight “wij.” 

Dichotomous variables received from the critic 
component would trigger that the cyber agents here 
would interact with rule-base, that is, listwise production 
rules and take predetermined action. Besides, each of the 
cyber agents would carry spatio-temporal analysis model, 
and functions to generate infographics. The spatio-
temporal analysis model would be used to analyse dataset 
with spatial and temporal property and to visualize a 
region or points of interest. 

2.5.2 Better explanation 
The current situation is descriptively depicted 

by infographics with precaution message might 
prescriptively be informed as follows: 
・Hazard level: Danger, Warning, Caution, Notice, 
・Operational level: Bad, Average, Good, 
・Achieved level: Not, Partially, Attain, and 
・Alert level: Wait or cancel, Take a shelter. 

2.5.3 Eligibility trace 
The actor produces list-wise infographics with 

early precautionary messages, and forwards them to the 
dashboard. Moreover, the visiting of a state or the taking 
of an action, Hebbian weights are temporary recorded as 
an eligibility trace. The eligibility trace marks the token 
(i.e., signal, sign, symbol) associated with the event as 
eligible for undergoing learning changes. And then, 
wrap-up of lesson learned would be informed from 
different person perspectives. 

Eligibility trace has two levels: which 
experiences to store, and which experiences to replay 
(and how to do so). Here, prioritized experience replay is 
used to remember and learn from more frequently past 
experiences [3].  

2.6 Dashboard of Remotely Real-time 
Monitoring System 
Figure 3 shows structure of remotely real-time 

monitoring system. 

 
Figure 3. Structure of remotely real-time monitoring 

system 

The dashboard is a visual display on screen of smart 
phone, PC or other device that are installed at the control 
or cabin room, and otherwise the operators carry. 
Information displayed on the dashboard is consolidated 
and arranged on a single screen so that infographics can 
be monitored at a glance [2].  

2.7 Workers 
The workers mean people who are actually 

working together on site, for examples, operators in cabin 
room or remote-control room, drivers, foreman, resident 
engineers, line manager, and others. 

3 Role of Cyber Agent  
Main role of cyber agents is to pick a set of building 

block of information at the right level of abstraction and 
at the right time, and then provide workers with 
infographics on real time basis. Each of cyber agents with 
simple functions forms a swarm of them, and interacts 
with each other. Figure 4 shows schematic view of the 
cyber agent. 

 

 
Figure 4. Schematic view of the cyber agent 

 
The actor-critic space, that is, brain of the cyber 

agent, consists of hierarchy of skill-level. rule-level and 
knowledge-level (SRK model), and the higher level 
subsumes lower level with downward commitment and 
the lower level provokes the higher level with upward 
activation as shown left in Figure 3.1[4],[5]. At the skill 
level, signal might distribute from the 1st person point of 
view. The signal is directly grounded the perception-
action coupling with environment. At the rule-level, sign 
might flow from the 2nd person point of view. The sign is 
grounded based on social convention, for example, 
crossing sign "red" means "stop." At the knowledge-level, 
symbol might propagate from the 3rd person point of view. 
The symbol has meanings that live in their mind, not in 
the item itself, for example, flags are symbols for nations. 
Each of the cyber agents would proceed along cycle of 
the PoC - the critic - the actor as shown right in Figure 
3.1. 

Supports for workers’ decision making from the 1st, 
2nd and 3rd-person point of views are described below. 
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3.1 The 1st Person Point of View  
In general, the 1st person point of view (POV) is 

used the term that depicts a method to control a radio-
controlled machine or vehicle from the operator’s or 
driver’s view point. Discussions in this study shall 
narrow down the eye-hand coordination task regarding to 
operate construction machine and to drive vehicle from 
the operator’s or driver’s view point. 

Handling joysticks to operate construction 
machines or steering wheel in vehicle, either remotely or 
directly, is an inherently eye-hand coordination task. The 
eye-hand coordination means to control eye movements 
with hand movements, and as processing visual 
representation of the situational views to handle joysticks 
or to steer control along with the use of proprioception of 
the hands, or vice versa. In either manned or unmanned 
operation, the operators’ or drivers’ performances limited 
by humanware in their behavioural frameworks, and 
continuous or intermittent mental workload burden on 
them. The humanware is defined a function composed of 
leadership, followership and the reciprocal interaction 
between the two [6],[7],[8]. 

Besides, a mechanized earthwork process is 
separated into several works that are sometime 
independently and at other time interactively performed 
by different workers. For examples, road construction 
includes a series of discretely repetitive operations such 
as excavating, loading, hauling, dumping, grading, 
compacting, etc., which are performed by different 
operators, drivers and other workers, who are belonging 
to different subcontractors. Consequently, it becomes 
difficult to gather field data concerning each operation, 
to grasp their own operations in progress on real time 
basis, and to understand the "Do’s" and "Don'ts" in the 
whole earthwork process. Here, since workers might 
reduce their vigilance, they might take physical reactions 
to startling or unexpected events in the monitors or in 
front of vehicle, and might not secure the safe, reliable 
and effective earthwork process. 

The cyber agents here would compensate for 
operator’s realistic sensations to enhance spatial 
awareness by providing workers with physical cues as 
shown in Figure 5. 

It would be significant to provide them with physical 
cues which would enhance their diagnostic and 
prognostic capabilities to reflect on their own unsafe 
behaviour. The information modelling here means a 
process involving acquisition of field data and feedback 
of relevant digital representations of physical and 
functional characteristics of works in progress. 

The role of the information modelling is largely 
grouped in to the followings: 
(1) To find signals of overturn, slither, or skid of mobile 
entity (i.e., machine or vehicle), and then issue alert 

message. Concretely, the x-, y-, and z-axis acceleration 
responses are captured and analysed to  
- Find signals as to overturn and slither of the mobile 
entity, and  
- Visualize phenomena of rolling, pitching, and 
vacillation of the mobile entity in order to prognosticate 
dangerous sections or spots in emergency, and  
- Suggest work zone with the driving path to be repaired, 
(2) To provide workers with infographics that play role 
in the following matters: 
- Feedback of physical cues related to behaviour of 
mobile entity, and 
- Spatio-temporal visualization of hazards latent in in-situ 
earthwork process. 
(3) To provide oneself with the opportunities to reflect on 
their own bearings as facing their own works at hand, 
(4) To take timely and quickly correct actions based on 
detailed visibility of appearances and motions of mobile 
entities in an earthwork process, and accordingly,  
(5) To reduce likely mental stress burden on operator and 
driver in the remote-control or cabin room. 

 

 
Figure 5. Enhancement of spatial awareness by 

providing workers with physical cues 

3.2 The 2nd Person Point of View  
Cyber agents might use push notification service 

for early precautionary or forced messages to the worker 
being targeted at, where the use of pronouns: you, your, 
yours, yourself, yourselves.  

The early precautionary messages would hold, 
referring to ANSI Z535,5 definitions, the levels of early 
precaution are set as danger, warning, caution, and notice. 

The forced message might include changes or 
stoppage in work order, or evacuation. The forced 
message could force you to take action in order to prevent 
undesirable behaviour or events. 

3.3 The 3rd Person Point of View  
Cyber agents here would pick a set of building 

block of information at the right level of abstraction, and 
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produce construction profile at the right time. The 
construction profile is defined as a set of data to vision 
characteristics of phenomena being generated along with 
earthwork in progress and indexes to show their patterns 
[9],[10]. Figure 6 shows image of cross section and 
longitudinal analyses. It is expected here to take 
situational awareness into account in changes and to find 
any hotspot in spatiotemporal situations. 

 

 
Figure 6. Image of cross section and longitudinal analyses 

 
Based on the above information, the 3rd party 

people (i.e., resident engineers, line manager and others) 
would be able to find changes in the situation of work 
zone or points of interest and to evaluate force account 
work performed at cross section and toward longitudinal 
in earthwork progress from the following viewpoints: 
- Viewpoint 1: Watch line balance. For example, search 
unbalance of productive capacity among construction 
resources;  
- Viewpoint 2: Search abnormality in earth work progress. 
For example, find construction resources that have extra-
high production capacity and one in the opposite side; 
- Viewpoint 3: Watch state- or action-value of control. 
For example, find change in mean and variance or shift 
change in time series, and look at trend of increment or 
decrement;  
- Viewpoint 4: Watch productivity. For example, look at 
planned versus actual productivity of a work package, 
and make a comparison between the two. The work 
package is a group of related tasks within an earthwork 
process; and  
- Viewpoint 5: Look at construction speed based on the 
following step: first, set base line of earthwork progress; 
secondly, calculate progress rate in situ, and finally make 
a comparison between the two.  

Infographics could be very helpful for the 3rd 
people to consider current situation of earthwork in 
progress from the above viewpoints. The infographics 
would be displayed on the dashboard of the remotely 
real-time monitoring system [2].  

4 Abduction Reasoning  

4.1 Inference Mechanism 
The cyber-agent here is a virtual worker who 

inhabits the cyberspace composed of the actor 
component and the critic one. The cyber-agent will 
passively or actively walk through the cyberspace to help 
workers explore and capture critical factors latent in a 
large amount of information that might go into making 
decisions. The cyber agents would utilize abductive 
reasoning to form threshold value generated by quantile 
processing of experience probability function, Bayesian 
Belief Network, Hebbian weight, etc. presented in the 
tuple, and then inference backwards from consequent to 
antecedent. The inference is to affirm consequent and 
then conclude that the condition or the proposition is 
supposed to be true. In other words, this is inference from 
the observations to the best explanation, that is, the 
simplest and most likely conclusion. This inference, 
however, does not positively verify it. 

Figure 7 shows abductive reasoning composition. 

 
Figure 7. Abductive reasoning composition 

4.2 Examples of Abductive Inference  

This section shows examples of abductive 
inference related to dozer operation on highway 
construction site. First, this section presents a class of the 
cyber agent. Secondly, composition of tuple is explained. 
Thirdly, infographics are reported. Finally, Example of 
abductive inference is briefly shown. 

4.2.1 Class of Cyber Agent 

The cyber agent is set as a class (ex. R5 in R 
language). Example of class of dozer is shown below. 

Bll <- setRefClass( 
Class =“dozer ", #character string name for the class. 
fields=list(#either a character vector of field names or  
a named list of the fields. 
maker_name = "character", 
model_number = ”integer”, 
operating_weight_kg = "numeric", 
engine_power _rpm = "numeric", 
speed_km/hr = "numeric", 
overall_length_mm = "numeric", 
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overall_width_mm = "numeric", 
overall_height_mm = "numeric", 
shoe_width_mm = "numeric", 
track_on_ground_mm = "numeric", 
ground_contact_area_m2 = "numeric", 
ground_pressure_kPa = "numeric", 
ground_clearance_mm = "numeric", 
),     
#named list of function definitions that can be 
invoked on objects from this class. 
methods =list( 
Initialize=function() 

) 
) 
Similarly, each of the required functions is set as a 

class. A part of the class of the required functions is listed 
below: 

- gg.gauge #progress gauge, 
- inflect #Finding local maxima and minima, 
- geodetic.distance #distance on the surface of the 

earth between two points, 
- trackDistance #Distance travelled, 
- kde2d.weighted #kernel 2D density with weight, 
- HampelFilter #median absolute deviation, 
- loess (locally weighted scatter plot smooth), 
- ses (single exponential smoothing), 
- movingAverage, 
- LongLatToUTM #Converting lat, long points to 

UTM meter unit,  
- zcr (zero crossing rate), 
- PtInPoly #extract points within polygon, 
- Hilbert #HilbertCurve, 
- force #3-axis acceleration composition value, 
- real operational rate of machine by each work-in day, 
- body attitude, and 
- calculation of polygon area, and so forth. 

4.2.2 Composition of Tuple in Lookup Table 

As mentioned before, the tuple consists of i 
code_id, cyber agent name, file name of the readings, 
proposition, condition, consequent, threshold, effects, 
belief, wij and action. This section reports a part of 
proposition and production rules below. 
(1) As for productivity and safety, a part of propositions 
is listed below. 
1. Productivity:  
- Reference of productivity per one hour, 
- Driving forward or back distance of dozing operation, 
- Real operational rate per a day, 
- Dumping volume of material per a truck, 
- Dozing area performed, 
- Performance index (a ratio of the precedent rate to the 
successive one in each of work cells), Pitch time (time 
lapsed/production volumne), 
- Abnormal observation, and so on. 

3. Safety:  
- Vehicle uphill/ downhill on a steep slope, 
- Jump start; Sudden brake; Sharp turn; Excessive speed, 
- Skidding, Overturn, 
- Hazards latent in haulage road, 
- Proximity Awareness, and so on. 
(2) A part of production rules is listed below. 
1. Impact and free-fall 
Threshold values depends on quantile processing of 
empirical probability distribution. 
If (95% <= the 3-axis acceleration composition value) 
then it is presumed that strong impact occurred at the 
longitude and the latitude, and 
If (the 3-axis acceleration composition value < 5%) then 
it is presumed that free-fall occurred at the longitude and 
the latitude. 

2. Dangerous proximity during operating machine when 
entering into the proximate area of 100 m range from 
other machine or dangerous spots like those. 
3. Dangerous operation: 
a) Sudden acceleration or rapid deceleration, when the 
jerk value of travelling speed gets larger than the 
predefined threshold value; 
b) Turnover risk when finding trend for machine body to 
lean to crosswise or longitudinal direction and value of 
rolling or pitching more than 15 degrees; and 
c) Defect productivity warning when finding 
- Run length of key performance indicator changes in 
time series more than the threshold "7"; 
4. Other thresholds are set at the points 5% and 95%, or 
the 1st and the 3rd quantiles of experience distribution 
function; 

4.2.3 Infographics  

Readings in this example are captured by on-
board smartphone for dozer. The sampling frequency was 
one HZ. The array element of the readings consists of 
[time, longitude, latitude, 3-axis acceleration, 3-axis 
angular velocity, direction, speed, FB]. The FB is a code 
that indicates forward, backward, or stopping 

Figure 4.2.3.1 shows spatiotemporal trajectory 
of dozing and compacting In Figure 8, slate blue dashed 
line means "running trajectory on plane"; Brown dot 
indicates "spatio-temporal trajectory of running along 
with the axis of time.” It is from Figure 8, we will be able 
to explore existential changes in spatial and thematic 
properties of travelling, dozing, and compacting, and also 
the time lapsed. This trajectory is plotted along with the 
vertical time axis and with locations on two-dimensional 
plane of longitude and latitude coordinates. Stopped 
and/or idling states of machine are dotted vertically along 
with the time axis. It can be seen from Figure 8 that the 
stopped and/or idling time is short during dozing and 
compacting operations. Total distance travelled here was 
6030.622 m. 
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Besides, this infographic can be utilized for a 
fleet management of several machines, such as backhoes, 
crawler carriers, dozers, and vibration rollers, and so on. 
If dotted marks should be plotted at the same time and at 
the same position, the machine works related to the 
dotted marks are liable to be interfered with each other. 

 
Figure 8. Spatiotemporal trajectory of dozing and 

compacting  
Figure 9 shows index-based Hilbert curve to 

portray terrain of dozer operation. The Hilbert curve is 
drawn as following step: 
Step 1: Set level=4, then the partition_number=2^leve-
1=15; and 
Ste 2: Convert longitude and latitude to UTM meter unit; 
Normalize to range [0,1]. 

 

 
Figure 9. Index-based Hilbert curve 

The index-based the Hilbert curve enables us to 
map multi-dimensional data to one-dimensional 
sequence values that could be inherently clustered, and 
then to allow for fast retrieval and storage. As mentioned 
above, the serial number assigned to the vertices might 
be equivalent to zip code in our daily life. 

4.2.4 Example of abductive inference  

The cyber agents could handle many kinds of 
physical cues to enhance workers' spatial awareness as 
shown in Figure 5. Due to limitations of space, examples 
of abduction inference regarding only one part of them 
are shown below. 

Figure 10 and Figure 11 show occurrence spots 
of sudden acceleration and rapid deceleration while 
running; and existing of impacts and free-falls on site, 
respectively.  

Some cyber agent might be interested in 
whether or not impact depends on speed. Here, inference 
would be proceeded along with the following steps:  
Step 1: Set thresholds at the 5% and 95% points of 
experience distribution function,  
Step 2: Generate cross table, that is, contingency table, 
Step 3: Do chi-square test,  
Step 4: Calculate joint probability and the Hebbian 
weight.  

 
Figure 10. Occurrence spots of sudden acceleration and 

rapid deceleration while running 

 
Figure 11. Existing of impacts and free-falls on site.  

Figure 12 shows a part of semantic and 
propagation network related to the issue here. 

 
Figure 12. A part of semantic and propagation network 

If the Hebbian weigh might be significant, then 
the cyber agent would trace upward to the parent node, 
that is, the hazards latent in haulage road in this case. 
Otherwise, the cyber agent forgets it. The forget here 
means “take no-action” but “remember it, in other word, 
record it.” 

The occurrence spots of sudden acceleration and 
rapid deceleration, and the impact and free-fall are 
significant, considering the thresholds, respectively, and 
then the cyber agent would inform workers of that facts, 
that is, the parent node of them with precaution on the 
dashboard of the construction AI. The phenomena of 
sudden acceleration and rapid deceleration is supposed to 
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be triggered by the dozer operation of “Pushing material” 
or “Releasing, spreading and compacting material.” As 
for impact and free fall, the workers would investigate 
the haulage road in situ or review the recorded images of 
on-board camera for dozer to explore any hazard, for 
examples, corrugated road surface, pothole, difference in 
level, cave-in, corrosion, boulder, and so forth, latent in 
the haulage road. 

As for the propagation from sudden acceleration 
and rapid deceleration to the impact and free-fall, the chi-
square test does not show the significance. Moreover, 
The Hebbian weight values are minus. Consequently, the 
cyber agent would forget the relationship among the them, 
that is, “Take no action” but “Remember it.” 

5 Further Development and Research 
The contents described in this paper might be 

almost a sublimation of the papers we have submitted to 
the ISARC for the past decade. 

Implementation of the cyber agents is yet 
insufficient and still going on the road. We are required 
to gain experience of applying the way of thinking about 
the cyber agents to construction control on site. 

For the present, we are scheduled to do further 
development and research on the following themes: 
- Fulfilment of contents built in the tuple, especially, 

propositions, production rules, belief, Hebbian 
weights; 

- Equipment of existing functions and objects fully 
with a reference class “setRefClass” in the R 
language; 

- Objectification of abductive inference and to pile up 
the examples; and 

- Experience replay with belief and Hebbian weights 
propagation. 

In closing, we would like to say that any help and 
suggestions on this study would be heartedly appreciated. 
We are looking forward to meeting and discussion on the 
cyber agents with you all at the conference of the ISARC 
2021 that will be held in UAE. 
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Abstract –  

For earthwork, whether or not it will be possible to 
automatically generate a work plan for construction 
machinery has become the key to realizing 
autonomous construction of earthworks. 

The use of AI is being sought by some researchers 
for the automatic generation of construction setups. 
Efforts are being made to utilize the results of 
construction work plan of construction machinery 
carried out by skilled engineers as learning data when 
searching for rules to reproduce construction work 
plan of construction machinery. 

National Institute for Land and Infrastructure 
Management is considering acquiring work plans of 
construction machinery data in the MLIT ordering 
works, and to be going to provide these data. What is 
required for these data is to reproduce the history of 
construction progress and explain the reasons for 
deciding the construction work plan of construction 
machinery, and to provide those data in a format 
based on certain rules. We call this approach the 
examination of data standards for time-series change 
information at construction sites. 

As a starting point, we examined the acquisition 
method of the topographic shape and the effective 
display format. We tried the Voxel display as a data 
format that makes it easy to grasp the amount of 
construction progress and to add attribute 
information to each construction point. On the other 
hand, some experts have pointed out the usefulness of 
the point cloud data and the surface data generated 
by connecting the point cloud data in the design of the 
drainage slope. This paper reports the initiative. 

 
Keywords – 

Work plan; Construction machine; earthwork; 
Learning data; AI 

1 Introduction 
In Japan, We, the Ministry of Land, Infrastructure, 

Transport and Tourism (MLIT) has begun to promote the 
efforts to improve the productivity of construction sites 
by fully utilizing ICT at construction sites since 2015, 
under the name "i-Construction" (Figure 1, [1]). 

  
Figure 1. Examples of technologies targeted for introduction [1] 
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Since then, the following technologies have been 
utilized in earthwork, paving, dredging, etc. 
・Efficient construction survey using ICT. 
・A system that provides guidance to construction 

machine operators about work details. 
・Construction machinery that automatically controls 

the blade edges of buckets and blades such as 
shovels, graders and bulldozers for shaping slopes 
and crowns of earthworks. 

In the three years up to the end of January 2019, 2,287 
cases of ICT utilization work have been carried out in the 
construction ordered by MLIT [2]. 

In addition, it is estimated that the amount of work 
done by humans has been reduced by an average of 
approximately 30% compared to the past by the full use 
of ICT in ground surveying, design data correction, 
construction, work form management/inspection, and 
electronic delivery [2]. 

We, National Institute for Land and Infrastructure 
Management (NILIM; Research department of MLIT) 
promotes the realization of AI construction machines that 
can automatically or autonomously construct, and that as 
a tool for further productivity improvement at 
construction sites. In order to do so, we started to study 
the data format for recording the time-series changes at 
the construction site and providing it in a widely usable 
form as the learning data for the autonomous construction 
AI (Figure 2). This paper reports the initiative. 

2 Development status and key to realizing 
autonomous or automation construction 
technology 

2.1 Current development status 
As mentioned above, in earthmoving, semi-automatic 

control of buckets and blade edges such as shovels, graders and 
bulldozers has been realized and used for shaping slopes and 
tops of embankments [3]. Furthermore, some construction 
companies and construction equipment manufacturers are 
conducting experiments to operate combined construction of 
hydraulic excavators, vessel dumps, bulldozers, and vibrating 
rollers according to a human-defined program. In a closed 
environment where no one can enter, an excavator scoops up 
the sand in the sediment storage area, loads it into the dump 
vessel, moves the dump to the embankment point, dumps it, 
spreads the bulldozer, and compacts the vibrating roller. A 
series of work is being attempted [4]. 

And from a relatively long time ago, automatic calculation 
of the volume allocation plan has been realized. Compare the 
current topographic map with the blueprint showing the 
completed form and calculate the amount of cut and fill at each 
point. Then, using linear programming or some other method, 
calculate which embankment is to be filled with which cut so 
that the transportation cost of the soil is most economical [5].  

2.2 The key to realization of autonomous or 
automatic construction; Development of 
“automatic generation of construction 
work plan of construction machinery” 

However, based on this volume allocation plan, it is 
not so easy to calculate where to start and in what order 
to proceed. In order to move the soil, the difference in 
the earthmoving machine used (bulldozer, scraper, 
crawler dump, wheel dump) causes differences in 
transport efficiency and restrictions on the inclination 
of the moving path. 

In addition, the local procurement costs (rental costs, 
transportation costs, etc.) of the earthmoving 
machinery itself to be put into the field will change 
depending on the site conditions and machine 
availability information.  Many of these constraints 
exist, and they change depending on conditions such 
as the weather and economic environment, so if you 
perform an exact calculation, you will end up with a 
large-scale model. 

When planning these steps with a computer 
program, it is necessary to examine every possible 
pattern of the work sequence, evaluate all the patterns, 
and select the optimum work sequence. This is a so-
called "combinatorial optimization problem", and its 
calculation requires an enormous amount of 
calculation time compared to the linear programming  

Figure 2. NILIM Project - Overall picture 
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method used in soil volume allocation planning. Also, trying to 
reduce the computational cost of doing so requires a high 
degree of mathematical manipulation in assigning constraints. 

So the bottleneck in automating all earthmoving is the step 
to achieve the automatic creation of work order plans to execute 
the volume allocation plan. 

(As a program that partially supports work, in the work plan 
created by humans, the current situation is to calculate the 
required number of heavy equipment and perform a simulation 
applying queuing theory.) 

3 Study on time series change information of 
construction site that should be collected as 
record data of construction execution setup 

3.1 Purpose of this study 
With the aim of realizing the automatic generation of 

construction execution setups, which was difficult to achieve 
with the conventional combination optimization approach, 
movements aiming for realization using AI are being sought. It 
is an approach such as using the construction execution setups 
actually performed by existing humans as learning data, and 
searching for work rules to reproduce the setups itself. 

In order to support this approach, it is necessary to record the 
actual construction history of the earthwork and collect all the 
data that would explain the reason for the construction. In 
addition, it is useful to set certain rules for data collection and 
data format in order to provide such data in a usable state. 

To achieve this, NILIM has begun studying a data standard 
for time-series change information at construction sites, 
assuming that this data will be provided.  

3.2 Time series change information of 
construction site to be considered for 
collection 

The most basic information that NILIM considers as 
time-series information at construction sites (Table 1) is 
the initial topography and final topography, and the 
history of changes in topography between them. And, as 
the constraint information that may have been used when 
selecting the change process, the ground conditions, 
usable materials and equipment (size and number of 
excavators, bulldozers and dumpers, embankment 
materials, etc.), the maximum number of days allowed 
for construction, and construction costs. 

We will report the results of research and 
consideration on how to acquire the topographical shape 
data in Section 3.3, other data in 3.4, and how to link 
them after 3.5. 

Table 1. List of Time series change information of 
construction site in this paper  

 

 
Perspectives of

influential elements
Fine details DATA Format (unit) Acquisition timing

Information for
construction
machinery
management

Machine asset ledger
Construction machinery
management records

Text or Numerical
value

Annual, renewal

Working time Date、Time Secound

Location log
Latitude/Longitude/
Elevation

Secound

Operating log
Text or Numerical
value

Secound

Fuel consumption Numerical value（L） Day, Hour, Minutes

Machine sensor log
Text or Numerical
value

Secound

Error log
Text or Numerical
value

On maintenance or
troube occurring

Maintenance records
Text or Numerical
value

On maintenance

Construction volume per hour
(Calculated by combining other
data)

Bucket loading capacity Numerical value（㎥） On operatiing

Design/Estimation cut volume Numerical value（㎥） When starting work

Actual cut volume Numerical value（㎥）
On machine operation,
UAV surveying

Design/Estimation fill volume Numerical value（㎥） When starting work

Actual fill volume Numerical value（㎥）
On machine operation,
UAV surveying

Design/Estimation area Numerical value（㎥） When starting work

Execution area Numerical value（㎥）

Design/Estimation area Numerical value（㎥）

Execution area Numerical value（㎥）

Terrain shape Surface or polygon Terrain shape or its change
Point cloud、
Latitude/Longitude/El
evation

Transport distance
(outside, inside)

Bull, dump, heavy
dump, various
scrapers, etc.

Transport distance
Numerical value （km、
m）

When starting work

Soil quality
Clay, silt, sand, gravel,
soft rock, hard rock,
etc.

Soil type Text or Index When measuring

Loosening rate Numerical value（％） When measuring

Compaction rate Numerical value（％） When measuring

Specific gravity 1.4～2.1 specific gravity Numerical When measuring

Trafficability Cone index Cone index Numerical When measuring

Ripperability Number of nails Number of nails Numerical When measuring

Water content

Need for
improvement,
improvement/aeration
yard

Water content Numerical When measuring

Groundwater level Workability
Presence or absence of
groundwater and spring water

0/1 When measuring

Weather Text or Index
Automatic
acquisition/manual
input

AMEDAS data (Regional rainfall
information system in japan)

Text or Numerical
value

Automatic acquisition

Cold regions/snowy regions Text or Index
Automatic
acquisition/manual
input

Rainy season/dry
season, dry
season/normal
season

※Present meteorological
conditions of the area from past
data of AMEDAS

C
o
n
d
it
io

n
 o

f 
c
o
n
st

ru
c
ti
o
n
 m

ac
h
in

e
ry

Construction machine
operation records,
location information,
location history of
work device, etc.

Failure code,
maintenance history,
etc.

Position and
operating status of
construction
machinery

(M
e
te

o
ro

lo
gi

c
al

 a
n
d
 h

yd
ro

lo
gi

c
al

d
at

a)

Area and Weather

T
o
p
o
gr

ap
h
ic

al
 d

at
a

Cut volume

Fill volume

Total area

Rate of change

Considering the
number of rainy days
and cold regions by
region

On machine operation,
UAV surveying

Area for each setting
area (construction
section)

(G
e
o
lo

gi
c
al

 d
at

a)

Loosening rate L,
Compaction rate C

Construction
machine
maintenance
information

Information for
productivity
management

Cycle data, payload
data, etc.

Soil volume

Area

Cut soil volume (transported soil
volume)

Numerical value（㎥）
When starting work or

 
Construction amount

  

Cut soil volume
(transported soil

 

 
 

 

embankment volume Numerical value（㎥）

Limit dump number
Numerical value
（number、t）

Available days/days Date

Available time/number of hours Time or Time zone

Construction volume per hour
(Calculated by combining other
data)

Limit machine number
Numerical valeu
（Number）

Available days/days Date

Available time/number of hours Time or Time zone

Construction volume per hour
(Calculated by combining other
data)

Workable time for
each area

Securing land,
constraints on
construction plans

Available days/days Date
When starting work or
work planning

Workable time
constraint

Subdivided according
to season,
neighborhood, soil
disposal conditions,
etc.

Available time/number of hours Time or Time zone
When starting work or
work planning

Machines selected, workload,
construction days (process)

Days
When starting work or
work planning

Area of each work area Area

Sky height limit Overhead line, etc. Sky height limit
Numerical value（ｍ）、
Latitude/Longitude/El
evation

When starting work or
work planning

Quality control

Finiish form management

test/attendance frequency, etc.

Safety management
data

Loadable weight of
transport machine

Loadable weight of transport
machine

Numerical value(%) When starting work

3D groundbreaking
survey

Text

ICT construction
machinery

Text

3D survey
management

Text

Others -
Ground improvement Method Ground improvement　or not 1/0 When confirmed

Local Soil
improvement

Local soil improvement or not 1/0 When confirmed

Bring-in Soil
improvement

Bring-in soil improvement or not 1/0 When confirmed

Designated
construction period

Economic process, last-minute
process

Text

Limited cost Limited cost Text
Machines designated
for use

Limited Machine for use Text

When starting work or
work planning

Embankment
acceptance
conditions and
transportation
conditions

When starting work or
work planning

Pile up, landslide,
procurable number

When starting work or
work planning

Separation of heavy
equipment that can
ensure safety

Construction
management
standard value data

Quality control,
performance control,
test/attendance
frequency, etc.

Construction amount
limit per day

  
(transported soil
volume), embankment
volume

Secure work space
(area)

Adopting ICT
construction
equipment
construction

When starting work or
work planning

Organization of construction
machinery and surveying
equipment to be introduced
locally

Required
specifications,
materials used,
amount added,
machinery

C
o
n
st

ru
c
ti
o
n
 S

it
e
 C

o
n
st

ra
in

t 
d
at

a

Leveling/adjusting
work (cost
considerations)

Removal　limit of
leftover soil
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3.3 Survey of technologies for acquisition of 
basic information (terrain shape data)  

The following is the technology for acquiring topographic 
shapes, which was verified on-site at this time. The description 
in parentheses at the end is a description of the applied site. The 
site will be described later. 

・UAV photogrammetry (Site A) 
・3D laser scanner (Site B (terrestrial),Site C (with UAV)) 
・Location history of construction machine work device  

(Site A, B, C) 
 These techniques have come to be used for surveys before 

construction starts and finished work measurements in MLIT 
ordering work.  

The purpose of this survey was to understand the following 
facts. 
・ Actual measurement technology that can be used 

according to site conditions 
・Available data area for each measurement technology 
・Possibility of extracting topographical shape changes 

from those data 
The field survey was conducted at three sites. The site outline, 

equipment used, and measurement data are shown. 
 

① Site-A (Figure 3) 
At Site A, UAV photogrammetry (about twice a day) and 

working equipment position history of construction machinery 
(real time) were used. These are assumed to be the most basic 
(Figure 4). 

The data from the working device position history of the 
construction machine is, for example, information regarding 
the history of the blade edge position of the bucket of the 
hydraulic excavator. The data obtained here is a collection of 
data on the bottom surface in each range separated by a mesh 
of a certain size when a series of work is completed at a certain 
fixed position. In other words, you can acquire and record as 
data even the breaks for each setup. Utilization of work device 
position history data seems to be a useful method for grasping 
work setup. 

 
② Site-B (Figure 5) 
From the trial survey at the site A, the usefulness of the 

working device position history data was confirmed in 
the scene of utilizing the terrain shape data for grasping 
the construction execution setup, but at the site B, the 
problem was also confirmed. 
 At Site B, it was a site where a steep hill was cut. In 

order to efficiently carry out the work of loading cut soil 
into the dump truck to transport the cut soil off-site, the 
construction company at this site uses the temporarily 
formed slope for the slope and pushes down the soil to 
the loading point. 
The shape of the pushed-down clod cannot be grasped from 

the work equipment position history data of construction 
machinery, so it was necessary to directly measure the terrain 

■Site A 

 

 

 

 
Figure 3. Site-A Outline of construction and measure 

 
Figure 4. Comparison of point cloud by UAV 

photogrammetry and Location history of construction 
work device in Site-A 
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using UAV photogrammetry or a 3D laser scanner in order to 
perform this measurement. (Figure 6) 
What was even more difficult at this site was the fact that there 

were roads with heavy traffic in the surroundings and the strong 
winds made it desirable to refrain from flying UAVs. Therefore, 
TLS (terrestrial Laser scanner) was used to obtain the 
topographical shape data. 
It took a great deal of effort to change the installation position 

of the equipment at the site where the height difference was 
large, and the number of measurements was limited to 4 times 
per day. (It should be noted that the measurement operators 
commented that they do not want to carry out such 
measurements in the future.) 
At such sites, it is considered effective to use construction 

machine-mounted camera images, acquired data from laser 
scanners, and stationary bird's-eye view camera image data to 
acquire site conditions. 
  

 

③Site-C (Figure 7)  
 At Site C, we tried to obtain topographical shape data using 
a 3DLS with UAV. Unlike UAV photogrammetry, it was 
possible to obtain precise topographical shape data, but it cost 
about 8 million yen during the survey period. At present, it is 
difficult to use it from the viewpoint of application of grasping 
the construction progress. We would like to keep an eye on 
future technological trends. 

■Site B 

 

 
Figure 5. Site-B Outline of construction and measure 

 
Figure 6. Comparison of point cloud by TLS and 

Location history of construction work device 

 

 
Figure 7. Site-C Outlines(upper) and Point cloud 

by LS with UAV 
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3.4 Survey on the actual status of data 
recording the progress of daily 
construction excluding topographical 
shape data 

   In grasping the construction execution setup, we investigated 
the existence of data that can be utilized to confirm from what 
viewpoint the site decided the machine selection and 
construction execution setup. 

Although daily construction reports are prepared on site, it 
was confirmed that most of the sites are managed by 
handwritten or PC text information (Figure 8). 

In many cases, the status of safety measures and quality 
control data are managed by inputting them in files of different 
styles such as Word and Excel. It is expected to utilize a 
platform that can handle these data. 

System services have been started to centrally provide 
on-site construction management work, but their use is 
not yet widespread. 

As one of the causes, it is assumed that it is due to the 
business practice when carrying out the construction work of 
the construction industry in Japan. 

In Japan, the construction contractor, which is the main 
contractor, works with several companies that do the actual 
construction work. Also, the combination changes for each 
individual construction. 

As a result, manual data entry can be efficient if different 
companies use different systems. It is expected that the system 
side will focus on this point. 

3.5 Study on data structure and format of 
time series change information of 
construction site collected as record 
data of construction execution setup 

 It has been pointed out that the voxel format is useful as a 
display format of useful topographical shape data in planning 
the construction execution setup and grasping the progress of 
the construction. 

These papers point out the significance of the following 
points when performing earthwork with hydraulic excavators 
and bulldozers [6]-[7]. 
・Whether the heavy equipment can be moved to the work 

location 
・When planning work, the work volume can be easily 

grasped by grasping the work in voxel units. 
・It is also possible to link quality information such as the 

material information of the voxel and the degree of 
compaction. 

A further analogy is that when the construction procedure is 
reproduced later, it is possible to grasp the construction order by 
associating the starting order of each voxel. 
 

An example of handling data in Voxel is analysis data by CT 
scan in the medical field. In CT scanning, X-rays are first 
applied to a fixed human body from various directions, and 
light is received on the opposite side to obtain transmitted X-
ray data. Based on these data, we divide the body into each 
voxel, construct a simultaneous equation with the transparency 
of each voxel as a variable, and solve it. In this way, it is a 
technology that visualizes the internal conditions in three 
dimensions. 

Technology is also being developed to convert the actual 
patient body data stored in voxel format for the surgery 
simulator. This has already been used in pre-surgical 
simulations at medical institutions in Japan [8]. 
 Data retention in Voxel format may contribute to the 
application of these technologies to the construction side. 

It is considered to be useful based on past research and 
precedents in other fields by converting the acquired 
topographic shape data into voxels and adding the necessary 
attributes. 

3.6 Trial of data display in voxel display 
 Using the point cloud data acquired in 3.2, a trial of voxel 
modeling of the terrain shape was performed. 

The voxel model referred to here is a representation of the 
terrain shape with a set of cubes. Each cube has x, y, z 
coordinates and is assigned a unique ID. In addition, the side 
length of a cube can be determined arbitrarily, so it is possible 
to reproduce terrains of various shapes. 

 
Figure 8. Examples of collected daily reports (upper) and 

construction instructions (under) 
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Since this model is created based on the topographic surface 
data using 3D survey data, it has the feature that a rough ground 
shape can be visually grasped by the ground model. 

Voxels are created by comparing the closest point cloud data 
with respect to the reference point cloud data and calculating 
the difference. 

 Since software that has the function of changing the mesh 
width and height of voxels was used, it can be expressed as a 
cube or a rectangle. 

In general, the voxel calculation method can be a one-point 
method, a four-point average method, a four-point columnar 
method, a topographic model (TIN) method, or the like. This 
time, the voxel has a specification that occurs when the 
difference volume exceeds 1/2 of the voxel volume, and the 
following method is adopted. 
・Mesh width and height: 50 cm Output with voxels on all 

sides 
・Voxel calculation method: 1 point method 
By displaying the voxel data overlaid on the point cloud data, 

it can be seen that the construction part can be effectively 
extracted (Figure 9, 10). 
 In addition, the following is displayed separately for each 
lapse of time (Figure 11). 

3.7 Additional discussion on the voxel size 
and data retention format based on the 
knowledge obtained from the exchange 
of opinions with a mechanical 
earthmoving company for the use of 
time-series change information at 
construction sites 

Additional discussion on the voxel size and data retention 
format based on the knowledge obtained from the exchange of 
opinions with a mechanical earthmoving company for the use 
of time-series change information at construction sites 

We presented these voxel modeled data and asked the 
construction company that specializes in mechanical 
earthworks to utilize the time-series change information of 
construction sites. As a result, the following points were 
received. 

Table 2. Main opinions from earthmoving constructors 
 Opinion content 
1 I think expressing in voxels is good because attributes 

can be associated. It is important to consider how the 
surface water flows. (This is also a provision of MLIT) 

2 As earthwork companies, the construction cost is not the 
best construction plan. In the face of various market 
constraints, we are planning to make sure that the 
equipment and human resources that can be arranged 
will be used without waste. It would be good if we could 
include things such as constraints. 

3 If the construction process can be converted into data, it 
could be used as a basis for explaining the process to the 
orderer and for understanding the difficulty of the work. 

Among the above points, from the viewpoint of the 
examination of the voxel model, the point that we should 
emphasize is that it corresponds to the provision of the 
inclination angle for drainage regarding the surface finish of 
earthwork during construction execution setup. 

 
Figure 9. Change amount displayed as voxel on the point 

cloud data in Site-B 
 

 
 Figure 10. Change amount displayed as voxel on the 

point cloud data in Site-A 
 

 
Figure 11. Continuous display of earthwork amount for 

each day in Site-A 
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 Based on this recognition, the factors affecting the 
topographical shape were extracted from the precautions for 
earthwork described in the construction standard specifications, 
which are applied to the construction ordered by MLIT      
(Table 3). 

Table 3. Main provisions in MLIT specifications related 
to earthwork topography 

Provision 
Name 

Provision Content 

1-2-3-3 Embankment 
 
2. 
Prevention of 
embankment 
sliding  

When the embankment is carried out on 
the ground with the slope steeper than 1: 4, 
the flat step cutting (minimum width and 
height are 1.0m and 0.5m) must be carried 
out, and the embankment and the site 
board must be closely adhered to prevent 
the slide, except for the case where the 
instruction is given. 

3. 
Finished layer 
thickness 

In embankment construction, the finished 
thickness should be 30 cm or less and 
compacted flat. 

6. 
Wastewater 
treatment at 
 the end of 
 work 

When the contractor finishes the 
embankment work or interrupts the work, 
the contractor must provide a cross slope 
of about 4% on the surface and compact it 
evenly to ensure good drainage. 

In order to be able to confirm these provisions or regulations 
with the voxel model, it is necessary to study the size of the 
voxel. Based on sampling theory, we need to be able to 
extract less than half the size of the observed object. 
 It may be necessary to display in a size different from the 
vertical and horizontal directions, such as 0.5 m or less in the 
vertical and horizontal directions and 0.15 m or 0.1 m or less in 
the depth direction, in order to address all of the points pointed 
out. 

When utilizing time series change information at the 
construction site for accountability to the orderer, it is necessary 
to consider not only the display format of these data but also the 
data retention format of the actual voxel model. 
Although it is a voxel model, the actual data format may also 
have a practical idea of having coordinate data of the center 
point of each voxel and linking the data to it. 

The discussion on this point requires further study by 
grasping the following trends. 
・Initiatives for intelligent compaction at FHWA 
・Data handling cases in other fields (compared with data 

capacity from hand rig cases on a computer for large 
amounts of data) 

4 Conclusion 
 The following findings were obtained in this research. 

・Efforts to automate construction work plan of construction 
machinery will hold the key to the realization of automatic 
construction in the future. 

・ To realize the construction work plan of construction 
machinery support AI, construction history information as 
learning data is required. 

・Construction history information consists of basic time-
series data of topographical shape data, quality relations 
associated with it, and construction constraint data. 

・The usefulness of the voxel format as a data display or data 
storage format. 

・Through the trial of voxel display and the exchange of 
opinions with practitioners based on it, it is necessary to set 
the voxel size up to 0.5 m in width and height and 0.15 or 0.1 
m in height direction along with the effectiveness of the point 
cloud data.  

・Further investigation of data handling precedents in other 
fields such as consistency with similar efforts in other 
countries and medical care is effective. 
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Abstract – 
Adaptation of dated residential towers is an 

urgent issue due to aging housing infrastructure and 
growing demand for affordable housing. 
Computational design methodologies have the 
potential for facilitating optimized design strategies 
driven by improved energy performance and reduced 
life-cycle carbon emissions. Modular Construction 
(MC) can also increase efficiencies in the design and 
implementation of building adaptation projects and 
minimize construction waste. The application of MC 
in the adaptation of existing buildings is gaining 
interest with improvements to MC technologies and 
processes, as well as large-scale adoption. There are 
currently no frameworks for the integration of MC in 
the adaptation of complex buildings driven by energy 
performance and Life Cycle Analysis (LCA). To 
address this gap, a framework is developed for 
integrating computational design methodologies and 
design optimization using energy use and LCA for 
improving overall building adaptation processes. The 
building adaptation of Ken Soble Tower in Hamilton, 
Ontario, is used for the functional demonstration. A 
set of extension modules are considered, and various 
adaptation scenarios that conform to set design 
constraints are evaluated for energy use and LCA. 
The results of this study prove the practicality of 
using computational design methodologies for the 
integration of MC in the adaptation of concrete 
residential towers and can promote the efficiency of 
improving existing residential infrastructure.

Keywords – 
Computational Design; Modular Construction; 

Life Cycle Analysis; Building Adaptation 

1 Introduction 
There is a need for the reconsideration of our status-

quo linear approach of design and construction with the 
inevitable end-of-life option of demolition. Adaptation of 
existing buildings and infrastructure has increased over 
the past decade as a response to changing environmental 
conditions, as well as requirements for reducing energy 
use and production of construction and demolition waste 
[1]. For a shift to a circular built environment, there is a 
need to consider building adaptation, including reuse of 
buildings and materials, with a focus on modularity, 
disassembly as a means to facilitate continual loops of 
resources, products and materials in construction [2]. 
Modular construction facilitates maintenance, repair and 
reuse during different life cycle stages of a building and 
minimizes waste generation during construction and 
deconstruction [3]. Incorporating modular construction 
strategies in building adaptation projects, specifically 
modular extensions to existing buildings can improve the 
condition of an existing building while preparing it for a 
circular future in which unnecessary demolition is 
avoided, and the building modules and materials can 
enter multiple cycles of use. 

The success of modular building projects is directly 
related to appropriate early decision-making due to the 
planning and coordination focused nature of modular 
projects. Morphological and modular form generation is 
improved by environmental performance feedback in an 
automated design process [4]. Through early design stage 
optimization, Kiss and Szalay were able to demonstrate 
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environmental savings of 60-80% compared to 
traditional design methods. Life Cycle Assessment (LCA) 
is an essential factor in evaluating the potential 
environmental impact of buildings. Design option 
optimization often considers a limited number of options 
[5], highlighting the need to consider generative design 
options and evaluation methods for correct optimization 
of multiple factors simultaneously. An early-stage design 
optimization tool for modular extension to existing 
buildings needs to consider energy performance, life 
cycle analysis, as well as the design considerations of 
modular building extensions. This research presents a 
framework for integrating performance optimization in 
Modular Construction (MC) for the application of 
building adaptation projects. The critical aspect of the 
proposed model is the integration of computational 
design strategies for simultaneous analysis of MC 
metrics, energy analysis and life cycle analysis. The Ken 
Soble Tower retrofitting project in Hamilton, Canada is 
used as a functional demonstration of the proposed 
framework. 

2 Background 
In a traditional building adaptive reuse feasibility and 

early design process, many uncertain factors need to be 
taken into consideration. The client’s inputs, including 
project requirements, budget and timeline, are taken into 
account as well as an analysis of the existing conditions 
of the building, including building geometry, overall 
status and areas for improvement. The client information 
and analysis are processed by the design team to develop 
design options, to be analyzed by consultants, including 
energy consultants, LCA consultants and cost consultants. 
Feedback from consultants is looped back to the design 
team, and design options are revised intermittently and 
shared with the client for feedback. This cycle may repeat 
many times over many months to arrive at possible 
suitable, non-optimized design options at best.  

Compared to traditionally constructed concrete 
buildings, prefabricated modular construction can reduce 
environmental impacts, increase on-site productivity and 
construction quality [6]. Jallion et al. (2009) 
demonstrated that prefabrication in controlled factory 
environments has been shown to reduce construction 
waste by 52 % [7], and reported by other researchers to 
range typically between 10-15% [8]. Effective assembly 
of prefabricated modular units can also improve on-site 
construction conditions, including reduced construction 
pollution, noise and occupant disruptions, making it an 
ideal strategy for dealing with occupied existing 
buildings and urban areas [9]. MC integrates modular 
design with prefabrication and Design for Manufacture 
and Assembly (DfMA) [10]. A great potential in quality 
and productivity is in prefabrication and modularization 

of buildings and their components  [11]. There are 
multiple levels of modular construction identifies 
including 1) Components and sub-assemblies (i.e. 
millwork, fixtures, etc.), 2) Panelling Systems (i.e. 
exterior cladding), 3) Volumetric Pre-fabricated 
assembly (i.e. kitchen and bathroom pods), and 4) Pre-
fabricated modular units, incorporating complex systems 
of assembly used in combination to form an entire 
building [3], [12]. This research focuses on the 
application of modular units as a complete prefabricated 
unit ready for assembly.  

The current strategies for the design of prefabricated 
buildings are similar in many ways to the design system 
common in traditional construction. The design of 
prefabricated buildings is a systematic process, including 
considerations in design, manufacture and assembly. The 
design process for conventional construction does not 
consider methods and principles for addressing the 
manufacturing process involved in prefabricated 
buildings [6]. The design process and precisely, decisions 
made in the first 10% of projects determine up to 80% of 
the building operation costs after construction [13]. As 
MC relies heavily on design accuracy due to the 
coordination focused nature of their process, the success 
of a modular project is directly related to appropriate 
early design decision-making. 

Environmental design optimization is the process of 
considering and evaluating alternatives in the design 
phase that impact the overall performance of a design. 
Energy use and LCA are important factors in evaluating 
the success of a design strategy and the potential 
environmental impacts of a building. They can be 
considered adequately in the early stages of design. 
Parametric and generative design environments also 
enable optimization of building geometry, allowing the 
designers to test design variation with immediate 
building performance feedback [4]. The consideration of 
multiple factors including cost, energy and life-cycle 
performance has become common in the past decade in 
early-stage design. Granadeiro et al. integrate early 
design stage automation of building envelope design with 
energy simulation using grammars [14]. Yu et al. used 
genetic algorithms and design structure matrix (DSM) to 
support automated spatial organization in the early stages 
of design [15]. 

Modular construction has proven advantages in terms 
of LCA and LCC compared to traditional construction 
and can contribute to more energy-efficient buildings 
through the improved quality of construction [16]. Form 
generation is improved by environmental performance 
feedback in an automated design process [4]. Despite this, 
there are currently no studies highlighting a framework 
for the integration of early-stage design optimization of 
energy use, LCA for MC, specifically for large-scale 
building adaptation projects. Energy use and LCA 
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optimization can be applied using a parametric tool with 
geometry represented mathematically or as topologies 
[17] in combination with the application of MC design
parameters to design building adaptation scenarios that
meet the requirements of modular construction, as well
as optimization of environmental metrics.

3 Computational Design Framework 
The proposed framework is developed in three stages 

to integrate a computational design methodology as well 
as energy and life cycle performance optimizations in 
MC design processes for building adaptation projects: 1) 
analysis and parametrization of the existing building, 2) 
design option generation and simulation and 3) result 
refinement and optimization. Stage one requires manual 
work and processing from the user and project designers 
in processing the existing building and defining 
parameters. Through a step-by-step analysis of the 
building, development of design constraints and 
processing of user inputs, precise design constraints and 
rules are developed for algorithm input. In the second 
stage, the developed algorithm generates and analyzes 
design options for energy use and life cycle performance. 
Design options that meet the set criteria are displayed in 
stage three. The framework enables the user to input 
preferences regarding the generated options, beyond 
which the algorithm will optimize the options for the 
defined factors. After optimization, the user can parse 
through the optimized options and select the most 
suitable. This framework suggests possibilities for the 
incorporation of external databases and previously 
analyzed cases for the development of databases of all 
feasible solutions leading to a predictive model of 
performance feeding the results, to be investigated at a 
later stage of this work. The last two stages of the 
framework are fully automated and can be processed in 
real-time (Figure 4).  

The developed computational framework is 
differentiated by geometric simplicity, integration of 
automated processes and simulation tools and processing 
of direct manual user input in various stages.  Existing 
computational interfaces, plugins and frameworks are 
being used in the development of a cohesive tool that 
integrates existing resources and facilitates integration.  
The generative design tool is programmed using 
Grasshopper® visual programming interface and plugins 
are used within the interface for energy use simulations 
and optimization. One-Click LCA® is used for 
preliminary life cycle emission calculations. Future 
development of the framework will involve the 
incorporation of external databases and analytical cases, 
creating a database of feasible solutions over time and 
developing predictive algorithms (Figure 4).  

The Ken Soble Tower in Hamilton, Canada, is 

selected as a functional demonstration and will be used 
to demonstrate the functionality of the framework in 
various stages.  

3.1 Stage 1 – Analysis and Parametrization of 
Existing Building 

The first stage in the framework is focused on the 
analysis of the existing building and parameterization, as 
well as the development of design constraints. The design 
constraints are developed by processing the existing 
building information, defining design parameters and 
determining user inputs and requirements. Design 
parameters are defined based on analysis of the existing 
building, existing site conditions, and planning 
requirements and restrictions. Design input including 
adaptation strategies to be considered, such as the 
extension of the building, recladding of the envelope, re-
glazing of the windows and enclosing of existing 
balconies. In this research, the extension strategy is 
investigated in the functional demonstration of the Ken 
Soble Tower.  

 In the first phase of stage 1, the existing building 
drawings are analyzed, and the geometry of the existing 
building, including interior spaces and the building     
envelope, are modelled. The existing structure is 
analyzed to determine required design parameters, 
including structural, environmental and spatial 
shortcomings of the existing building. The existing 
building is modelled as zones (Breps) and aggregated 
into topological complexes. The building geometry is 
further discretized into panels and elements at the 
discretion of the project designer.  

For efficient MC design, the least number of module 
variants are required. Development of design constraints 
early in the process, such as a speculative grid for 
modular design, will limit the dimensionality of the 
design problem leading to a heuristic approach and 
increased accuracy of design options generated. For 
building an extension, recladding and addition, for 
example, the following steps are required: 1) building 
parameters defining modular extension parameters; 2) 
module parameters including spatial configurations, 
connection parameters, and growth patterns and 
restrictions; 3) panel parameters including dimensions of 
panel divisions, the spatial organization of panels and 
connection details. To acquire this information, the 
existing building geometry is analyzed in terms of 
dimensional and spatial constraints for the extension, and 
the dimensions of a typical module are determined 
(Figure 1). The typical module dimension and the spatial 
analysis lead to the determination of rules for “growth.” 
Figure 1 demonstrates the points of “growth”, and the 
direction of permitted extension determined by the 
designer. At the level of the determined module size, 
panels are broken down and analyzed in terms of joining 
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conditions that include: 1) attachment of new module to 
the existing building (e), 2) connection of two modules 
together (c) and 3) exterior façade (f). Through multiple 
design exercises, the number of required panel divisions 
for each panel, panels a and b are determined for each 
condition of e, c and f. In the case of the Ken Soble Tower 
project, the variation of module connections lead to 16 
different possible configurations of e, c and f for panel a, 
seven different possible configurations of e, c and f for 
panel b as demonstrated in Table 1. The 23 different 
panel possibilities result in a total of 22 possible module 
configurations.  

As part of the existing building analysis, the LCA of 
the existing building is determined considering the 
existing operational energy use standards. After the 
modules and panels are determined, use the material 
take-offs and calculate the life cycle impact, not 
accounting for energy use for each of the modules 
separately using One-Click LCA. The combination of 
these modules will be used in the algorithm to determine 
the LCA of the combined design options in real-time.  

A user input interface using Human UI® for GH® 
takes into account the preferences of the user regarding 
various aspects, including budget, number of preferred 
units, unit size variations, balconies and window 
placements, etc. An integrated user interface allows for 
changing initial conditions and input values, selecting 
modes and paradigms of operation, and integration of 
user selection and manual search for solutions. User 
interface – using Human UI® depending on the skill level 
of a prospective user, one can use Human UI® only or 
start manipulating the GH® scripts that are part of the 
framework. The user in our framework is defined as the 
designer, modeller or client evaluating building 
adaptation strategies. In our framework, the user can 
input preferences, review and parse through results and 
to reconfigure preferences based on project data in real-
time. The user inputs and requirements include 
constraints for the extension, number of additional units 
required, number of bedrooms per unit and unit square 
footage as well as environmental goals, including energy 
efficiency and carbon targets. The building analysis 
results combined with the input parameters are used to 
feed the developed algorithm for option generation. The 
building inputs and analysis, as well as design and user 
inputs, are combined to create a detailed breakdown of 
the design constraints (B-3) for the development of the 
algorithm.  

3.2 Stage 2 - Option Generation and 
Simulation 

After defining geometry and selecting strategies, a 
virtual grid of speculative possibilities is computed. The 
developed algorithm generates adaptive design options 
by positioning modules and assigning states based on 

the information stored in the grid, previously 
determined in stage 1.  The design options are generated 
using the developed algorithm within GH and 
Topologic is used to track changes in their topological 
structure. 

Topologic® is a software modelling library enabling 
hierarchical and topological spatial representations 
through non-manifold topology [18]. Existing geometry 
is modelled as Breps (directly modelled or extruded from 
existing drawings) and then fed as input to the module 
translating Rhino® 3D Brep object to topologic cells, 
organizing them and forming topologic complexes. The 
set of options is generated through a brute force search, 
being finite and relatively small, allowing for 
computation and comparison of all the possible options. 
A topological structure with cells governs the distribution 
of modules and assignment of states. The generated 
design options will then be analyzed for energy use and 
life cycle carbon simultaneously. 

The net environmental impacts for each building 
adaptation design option consider the LCA of the existing 
building and consideration of the extension of life by 60 
years through building adaptation. The LCA of modules 
and the existing building are calculated in line with EN 
15978:2011 standards [19] for LCA Modules A1 to 
Module D. The energy use of each compiled design 
option is calculated inside GH® in real-time, using the 
Honeybee® plugin. Honeybee® supports 
thermodynamic modelling and creates, runs and 
visualizes the results of energy models using 
EnergyPlus® and OpenStudio® simulation engines. The 
number of extension modules is calculated in 
Grasshopper® in real-time and calculated using the pre-
calculated LCA of each module from stage 1 using the 
following formula (1): 

E"#"$%  = E&[kgCO,e] + ∑ n1	E1	[kgCO,e]	1  + 
	U"#"$%[kWh](U7$8"#9[CO,e/kWh]) (1) 

Where Etotal is total carbon emissions including 
operational energy use, Ei is the carbon emission of the 
existing building excluding operational energy use, n is 
the number modules per module type in each design 
option, M is the type of module used in the design option, 
EM is the emission of type M module excluding 
operational energy use, Utotal is the total energy use of the 
building including existing and extension modules, and 
Ufactor is the local emission factor.  

3.3 Stage 3 – Result Refinement and 
Optimization 

The results of option generation and simulation is 
visualized using the Human UI® interface in 
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Figure 1. Stage 1 – Parametrization of existing 
building, determining typical module sizes and 
panelling configurations, determining possible 
growth patterns, finalizing module dimensions, 
and module configurations, determining various 
module extension options for each existing unit.  

Grasshopper®, through which the user can manually 
review all the generated and evaluated options and refine 
the search for the most viable option via sliders limiting 
the scope of the search. After initial refinement user may 
choose to run a genetic algorithm and optimize further 
using the selected option as an initial population. The 
results can be optimized using multi-objective 
optimization searching for optimal extensions and 
materials used, based on performance (R-Value), cost or 
emissions, and refine the distribution of modules.  

Octopus®, a multi-objective evolutionary 
optimization engine, is used within Grasshopper® for 
optimization of results in stage 3. It allows the search for 
many goals at once, producing a range of optimized 
trade-off solutions between the extremes of each target. 
Octopus® within Grasshopper® is used to optimize 
material qualities of modules’ envelope exploring trade-
offs between energy performance and embodied carbon.  

Figure 2. Typical floor plate demonstration of 
generated design options 1, 14, 16, 97, 24 and 26. 

After a predefined amount of iterations of option 
generations, results are again displayed, and the user can 
make their final choice and export geometry and data to 
a predefined format.  

From the 100 design option permutations, six designs 
demonstrate a range of arrangements for a 20-module 
extension. Figure 2 is a typical floor plate demonstration 
of the six generated options.  Design options 1, 14 and 16 
demonstrate similar performance in terms of energy use 
and LCA. For a 20-module extension, through the 
generative computational design approach, an 8% saving 
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of heating energy use and 5% of life cycle carbon 
emissions was achieved. Design 24 and 26 are similar in 
overall form. Still, the clustering of modules on one side 
of option 26, and the resulting reduction in the exposed 
building envelope, results in option 26 outperforming 
option 24 by 1,895 kWh of heating energy and 10,619 
KgCo2e equivalent of carbon emissions (Figure 3).   

Figure 3. LCA (KgCo2e) and heating energy use 
(kWh) for 100 design option permutations. 
Design options are filtered by area of extension – 
Options 1, 14, 16, 97, 24, 26: 20 module extension 
(206 m2) and Options 12, 15, 23: 13 module 
extension (134 m2). 

4 Conclusion 
Adoption of modular construction in building 

adaptation projects, specifically in extensions to existing 
buildings, is an essential step in a move to a circular built 
environment and facilitating the continual use of 
resources in construction. Parameters and limitations in 
modular design and the opportunity for design 

optimization, highlight the importance of incorporating 
computational design tools in the design of modular 
buildings. In this paper, a framework is presented for a 
computational design methodology integrating modular 
construction in building adaptation projects, while 
optimizing for energy performance and life cycle impact. 
The proposed framework is divided into the three stages 

of analysis and parametrization of the existing building, 
option generation and simulation and result refinement 
and optimization. An existing concrete residential 
building in Hamilton, Canada is used as a functional 
demonstration of stages one, two and part of stage three 
of the framework. In stage one, the existing building is 
analyzed, and a single module size is selected for the 
extension to the existing building. A grid is developed 
using rules for module placement, in consideration of the 
existing building form, interior layouts and required 
building setbacks. As a result, a growth pattern for the 
building is determined. The selected module size is 
broken down into various panelling options that 
accommodate different module configurations.  

An algorithm is developed to generate floor plate 
module configurations based on the set rules. The energy 
use and LCA of each design configuration are calculated 
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Figure 4. Proposed Computational Design 
Framework. Framework is separated into the three 
stages of analysis and parametrization of the 
existing building, option generation and 
simulation and result refinement and optimization 
(the greyed-out portions of the framework are not 
considered in the functional demonstration and 
will be pursued in future stages of this work).  

simultaneously. A result of 100 permutations ranging 
from extension of 10 to 20 modules demonstrate the 
possibility to optimize design option configurations.  

The limitations of this research include the 
exclusion of construction and Life Cycle Cost (LCC) and 
other environmental factors, such as daylighting, from 

the optimization model. It is expected that LCC will have 
a significant impact on design option optimization, and 
including other environmental factors as part of 
simulations in stage 2, can increase the quality of 
generated design options. The design permutations for 
this research were limited to 100 permutations due to 
computing limitations. Generating a larger pool of 
permutations for a single design option will increase the 
quality and reliability of the design process.  

The future of this work will focus on addressing the 
limitations mentioned and on completing the proposed 
steps in the framework not investigated in this research. 
Integration of external databases, linking to other 
analyzed cases, and the creation of an internal database 
of feasible solutions will enable the integration of 
predictive algorithms for enhancing the quality of 
generated design options.  
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Abstract – 
In this paper, with an aim to contributing to 

promotion of this field, the author describes his 
perspective on desirable future situations, and lists his 
ideas and matters to be taken into consideration in 
future efforts, focusing on discussions during 2005-
2008. Here, the author proposes promotion of  design 
methods in which construction improvement is 
incorporated in design, and a proposal that machines 
should be aiming towards substituting human 
operators in principle. 
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1 Introduction 
In the field of construction production engineering, 

construction improvements and efforts to utilize robot 
technology have been continuously ongoing. However, 
author believes that there is still an urgent demand to 
make more improvements. 

 In author’s opinion, the basic concept should be to 
make people working at construction sites happy. For 
example, currently there are the following challenges in 
work sites: 

1. How can production technology such as those in
manufacturing factories be incorporated?

2. A system that allows individual improvements in
high-mix, single-item production, “Multi-product
one-type construction production technology”; how 
can they be diverted and reused?

3. Design improvements found from maintenance and
construction: how can the result be effectively fed
back to design standard?

4. How can we effectively reach the key points of
improvement?

5. How can deaths from accidents be reduced?

In this paper, various images, goals, and approaches
are proposed, with the aim to promote construction 
production engineering. 

This paper proposes hypotheses that have not yet 
been verified or is still under verification. This paper does 
not cover verification of hypotheses. 

2 Towards future construction site 
If a work method and software can be described, it 

can be realized. Author’s image of desirable future are 
outlined as follows. 

2.1 Image of approach towards future 
construction site 

2.1.1 Pessimistic and optimistic view in work sites 

The population in Japan will inevitably decrease; 
however, the workload demand will not decrease. 

A construction site that uses AI and robot technology 
with a fewer number of people is eagerly sought in work 
sites. [1] 

2.1.2 How to resolve time-consuming and 
laborious tasks 

 “Consistent data sharing from design to
maintenance” is one example of good approach
There are various types of support to realize this
goal.

 By visualizing overall processes, changes in
construction plans, adjusting arrangements /
procurement for setup changes, and  meetings
will become much easier.

 Documents are naturally produced as output if
the work process is done properly.

2.1.3 Sharing of fundamental concept that “Unsafe 
condition should not be allowed” 

 Humans should not perform hard or dangerous
work.

 Machines should do the hard and dangerous
work.

 Danger should be avoided in the plan beforehand.
 Danger should be detected by various data on

site.
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 Eliminating root causes of human errors that
may lead to an accident.

2.1.4 To continue PDCA cycle for technology on-
site 

 Continue improvement and PDCA (Plan, Do,
Check, Action Cycle) on site. (Technology itself,
human system, work method, etc.)

 The technology system itself to be also spiraled
up with PDCA.

 Technology improvement integrated in the
construction project (by the government).

 To be used in construction projects, and to be
used in the construction field to improve.

 New technology to be supported, and the site
does not stop even in case of unfamiliar or
trouble occurring

2.1.5 AI support and growth for people together 

 To invite input from AI engineers.
 AI will help us to be safer and the job rewarding.
 AI supports and talks, and people will grow

together.
 Substitute hard work for people.
“The risk management method using AI” to be

prevalently used. 

2.1.6 Construction plans to also co-evolve with 
people and AI 

At the construction site, there are many uncertain 
factors. There are various factors such as weather, soil 
quality, human factors, utilization of soil generated by 
other works, circumstances of supervision and suppliers. 
Therefore, a robust construction plan is required. 

Visualization of progress makes it easier to 
understand how to improve the construction plan. In this 
case, there is a procurement system environment and an 
accounting system environment that allow the 
construction plans to be changed accurately. 

The records of changes/improvements in the 
construction plan are learned, and the number of cases 
that have been examined in advance increases every year. 
(The front loading continues to increase.) 

The construction plan should prevent accidents 
caused by people's carelessness and mistakes. 

Reduced uncertainties and variability make them 
more robust, while improving plan optimization and 
changing flexibility. By utilizing the work robot, the 
variation in progress is further reduced. 

2.1.7 Valuable labor for workers 

Key important aspects are: high income, shortened 
working hours, an environment to easily take vacations, 
and safe workplace. 

Added-value aspects are: motivated working, comfort 

of workplace, self-fulfillment, social evaluation, good 
image, etc. 

2.2 Image of future construction structure 
2.2.1 Easy to construct, operate and maintain 

“Ease of operation/maintenance” and “Easy to make” 
becomes the evaluation criteria, and the 
learning/feedback mechanism becomes a business 
process. 

If there is a value that has priority over "ease of 
maintenance" and "ease of making", it will be clearly 
stated. 
“ Maintenance” includes operation, inspection, 

diagnosis, repair, replacement, restoration, renewal, 
dismantling, disposal, etc. 

The idea of "easiness" is consistent and easy to 
understand. 

Constraints in "ease of maintenance" and "ease of 
making" will decrease every year due to technological 
improvements. 

“Multi-product one-type construction production 
technology” will improve year by year. 

2.2.2 Evaluation throughout the life cycle 

There are measurement items that serve as indicators 
in inspections and diagnoses. 

This index is measured during construction, at the 
time of completion, and is recorded in the electronic 
history ledger. 

Construction/repair and new technology are 
evaluated for a long time. Where and who did it, and 
whether the work done was good or bad will be evaluated 
later. 

This can lead to both pride and shame. 
A good company will also benefit in the long run. 

2.3 Digitization of the real world 
The rules for recording underground data for 

construction excavation, boring, and geophysical 
exploration are being developed. 

3D terrain models are usually measured with good 
accuracy. 

The current digitalization has the following expected 
cases. 

1. The outline can be designed without a new survey.
2. Depending on the accuracy and accumulation, the

survey may be omitted.
3. Fewer modifications needed from design to

construction.
4. It can be utilized for automatic operation and road

maintenance.
5. We can immediately use the pre-disaster data for

disaster recovery
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3 Hypotheses for problem solving 

3.1 Rules and system design for optimization 
Since the rapid growth period, vertical and horizontal 

division of labor has progressed, and the main body of 
construction site improvement has become unclear. The 
people involved were forced to stay within partially 
limited optimization, which was limited to the area where 
they could improve themselves. 

To expand the scope of optimization, it is necessary 
to make improvements and change rules across multiple 
parties. For this purpose, the client (owner) and the 
government are required to have a certain level of 
involvement and appropriate system design. Institutional 
design requires everyone to believe that those who have 
worked hard and made good ideas are fairly evaluated. 

3.2 Various hypotheses for problems and 
solutions 

3.2.1 Designed to improve safety and productivity 

When improving material manufacturing and on-site 
construction, it is advisable to review the design if 
necessary. At this time, it is desirable to be able to review 
the conditions that constrain the design. 

3.2.2 Overall optimization and information 
utilization suitable for construction 
production 

Information sharing and collaborative operation are 
important for overall optimization such as 
modularization of design, linking of orders and 
procurement/ plant, linking of transportation/ assembly/ 
construction. 

3.2.3 Strategies for effective factory processing 

The method of reducing on-site processing, bringing 
it into the factory after processing, and then assembling 
on-site may be effective even in a small scale. Especially, 
it would be desirable to be able to assemble and install by 
a machine for small scale. 

3.2.4 Process control to ensure productive quality 

In order to estimate the degree of quality variation in 
process confirmation, elucidate the relationship when 
and what should be measured, and incorporate it into the 
process. 

Particularly in the field of civil engineering, it is 
expected to utilize ICT such as automatic measurement 
recording/evaluation and remote attendance, which 
enables flexible process management and setup 
adjustment. 

It is necessary to discuss how to rationalize the 
involvement of people, such as the centralized 

management of a wide area by several people. 

3.2.5 Optimization of logistics such as soil 

It has been said that the bottleneck of earthworks is 
the uncertainty of the time, amount and quality of soil. 
Coordination of excess and deficient soil transportation 
in construction involves many owners in a wide area, and 
there are cases in which stockyards and soil improvement 
are used. It may also be a consideration for the 
government's construction order plan. 

Currently, visualization of transportation is being 
promoted, and we expect that awareness of issues will be 
shared. 

3.2.6 Improvement of quality/quantity 
confirmation 

Level 4 (L4) is a unit of contract modification 
(MLIT(Ministry of Land, Infrastructure and Transport) 
estimation standard in Japan), and the quality/quantity 
confirmation method is determined. It is easy to improve 
if this is digitized from the time of occurrence and 
incorporated into the construction process management 
in a way that requires as few human hands as possible. 

3.2.7 Hierarchical structure of construction/work 
status 

The unit of the state of what you are doing now 
becomes the unit of motion analysis and the unit of 
learning (preparation unit of teacher data), and has a 
hierarchical structure. 

"Which state can be changed next?" is an internal 
description of the state transition in the autonomous case. 

3.2.8 Command system of instruction and 
simulation 

Even if both remote and autonomous are used, a 
command system for construction/work instructions 
from the control is required. 

Construction/work instructions are assumed to have a 
granularity (unit in a hierarchical structure) that is 
commensurate with the work unit utilizing autonomy. 

It is convenient to use this hierarchical command 
system for construction simulation. 

3.2.9 Blasting machines expected to improve work 
environment 

In the case of improving LCC of steel bridges, it is 
desirable to repaint with high durability at least at the 
girder end. For this reason, use of blasting as the substrate 
adjustment is preferred 

For that purpose, it is good to use a blast machine 
system with few scaffolds and enclosures, less scattering 
of dust and sewage, a light load on workers' protective 
clothing and dust masks, and high availability. 
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4 Transformation of safety philosophy 

4.1 Safety philosophy 
The number of deaths from construction labor in 

recent years is about four times the average of other 
industries on a working population basis. From the 
standpoint of utilizing robot technology, the safety 
concept that "unsafety condition should not be allowed. 
People do not do it" should be rigorously pursued. 

In example in Photo 1, this person should not be 
nearby a hydraulic excavator in the first place. He should 
not measure the depth of the ditch. The depth of the ditch 
should be measured by hydraulic excavator. 

Again, the points of thinking are shown below. 

1. Unsafe condition is not allowed. People should not
do unsafe operations.

2. The basic idea is to solve by technology.
3. Some extent of human error is always assumed to

occur. 

Photo. 1. Simulate close work (by PWRI2003) 

The technical points to be pursued are as follows. 

1. Substitute by machine
2. Machine/person separation
3. AI avoidance, etc.

4.2 Keeping people away from dangerous 
work 

If area near the machine is dangerous (Photo 1), no 
one should be present. By using MC/MG (machine 
control/machine guidance), it is possible to assign the 
measuring task to machine. (Photo. 2) It is no longer 
necessary for worker to stand a stick in the ditch to 
measure ditch depth. 

In the future, it is expected that in many situations, 
people will achieve what they do not need do. 

Photo. 2. Depth setting MC 

5 Towards an object-oriented 
construction plan 

5.1 Object-oriented CAD 
3D CAD design data is composed of parts, and the 

data structure of parts can be object-oriented. (Fig. 1) In 
recent years, it has been studied in algorithmic design [2] 
and parametric model design [3]. The image is as follows. 
[4]  

1. Object modules in Library
2. Object modules make up a structure
3. Object modules link Working standards
4. Design with a combination of Object modules

(parts and expansion parametric model).
5. Object modules link Design and Analysis tools
6. Object modules (Parts/group) are written with the

context of construction.
7. Object modules link Estimates
8. Object modules link Supply chain management

Figure 1. Image of Object oriented CAD 
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5.2 Expected functional requirements 
The evaluation index to be optimized and functions 

expected from object-oriented CAD are as follows. 

1. Object modules in Library
2. Object modules make up a structure
3. Object modules link Working standards
4. It can be solved that construction (/temporary

construction) is cheap and quick.
5. It is possible to make a trial design when it consists

of only standard parts.
6. It can be solved using environmental evaluation

indicators such as energy consumption.
7. Support optimization of setup change
8. Simulation can be performed according to work

standard and order.
9. Construction improvement can be described by

work standard improvement.
10. Earthwork site rub module can be used.
11. Object modules must Adjust the worksite

6 Conclusion 
The author’s view on desirable goal and approaches 

towards the goals was described. In particular, the author 
presented hypotheses that should be addressed with high 
priority, with some hypotheses not being discussed for 
more than 10 years. 

This paper lists followings as important aspects to be 
considered: 

1. To share ideas on future construction sites with
others.

2. To place high priority and respect on human time,
safety and purpose of life.

3. To continue improvement and PDCA on site.
4. To support robust optimization for changes in

construction plans and setup changes.
5. Ease of making and ease of maintenance are key

indicators in optimization.
6. To set measurement indicators in life cycle
7. To promote digitization in the real world
8. To set rules and system design for optimization
9. To increase production in factory and reduce on-site

work
10. Factory products to be handled by machines, not by

humans.
11. Monitor process control to ensure productive

quality
12. Optimize logistics such as soil
13. Digitization of quantity and quality for each

contracted minimum unit
14. To aim for a hierarchical structure of

construction/work status 
15. To aim for a hierarchical command system of

instruction and simulation
16. Unsafe condition should not be allowed.
17. Object-oriented construction plan
18. Object oriented CAD for construction sites
19. How work standard improvements can be diverted

and reused

In this paper,  author’s image, goals, and various 
hypotheses were presented. It is the author’s intention 
that such information will lead to discussion and 
promotion in the field of construction production 
engineering. 

The author hopes that further discussions will be 
deepened and research and development and social 
implementation will progress toward the future of 
construction production engineering and robot 
technology utilization. 
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Abstract – 
Studies have shown that early design finalization 

is important for projects utilizing Off-site 
Prefabrication and final assembly on site. Freezing 
engineering design at an early stage has various 
advantages such as streamlined manufacturing and 
timely transportation to site as well as timely 
deployment of adequate resources on site for 
assembly. However, it is very important to ensure 
correct design that can be transported, assembled and 
erected on site in Brownfield Industrial environments. 
EPC (Engineering, Procurement and Construction) 
companies have traditionally adopted a “Suit-to-site” 
approach, where structural members are largely 
tailored to fit at the site in order to avoid rework. This 
approach requires mobilization of a large number of 
resources to site and consumes a lot of time for the 
fabrication and installation works. Mixed Reality 
(MR) systems can be used to ensure correct design 
which can then ensure accurate fabrication and quick 
installation of structures. This paper reviews the 
applicability of different MR systems to the concept 
of Constructible Design for early design finalization 
in a brown-field Industrial engineering environment. 
Structural design review is correlated to different 
tasks of construction that must be performed on the 
field. Applicability of different components of MR 
systems is then evaluated for these tasks. This paper 
finally concludes with selection of suitable MR 
systems for deign evaluation based on correlation 
between construction work tasks and components of 
MR systems. 

Keywords – 
Design Validation; Augmented Reality; Design 

Review; Assembly of Structures; Off-site 
Prefabrication; Constructability Review; Industrial 
Structures 

1 Introduction 
Construction in brownfield industrial environments is 

largely a complex affair due to the large number of 
variables presented by a pre-existing industrial facility.  
The rapid shift in construction technology towards 
prefabrication and assembly at site requires a shift in 
focus to early design finalization [1]. Any modifications 
to design at a later stage cannot be incorporated as such 
changes will lead to major impacts to schedule or budget 
or both. This is largely due to the fact that changes to a 
prefabricated module will result in changes to connected 
modules. Moreover, making modifications or changes at 
site is time consuming as well as labour intensive - 
ultimately a costly exercise. In order to ensure a design, 
a Mixed Reality system could prove to be instrumental 
with review of a design before its fabrication. 

Mixed Reality is a widely accepted term that was first 
proposed by Milgram et al. and can be expressed as a 
spectrum with any form of hybrid combination of Virtual 
Reality (VR) and Augmented Reality (AR) [2] (Fig. 1). 
Because of its evolution, MR today not only concentrates 
on graphics and displays but also incorporates various 
interactions with users including gesture recognition and 
spatial registration (interaction with surrounding 
environment). Owing to rapid development of 
technology in the past decade, differentiation between 
AR and MR can often be difficult [3]. For this reason, 
both AR and Augmented Virtuality (AV) - including use 
of AV on desktop-based systems, are considered as MR 
for the purpose of this review and their applicability to 
Brownfield Industrial Construction.  

Construction in Brownfield industrial environment, 
especially for addition of a new facility, expansion of 
existing plant or re-purposing the process in an existing 
plant is described as challenging at best. One of the most 
critical tasks in such a project is to erect structures suited 
to site conditions in an existing facility within imposed 
time constraints. Such activities can be made more 
accurate, quicker and safer if all the structures related to 
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Figure 1. Reality-Virtuality Continuum. 
Source: Milgram el al[2] 

these activities can be accurately estimated, 
fabricated off-site and delivered to site for assembly or 
direct installation. 

This paper explores the applicability of Mixed Reality 
(MR) technologies for early design finalization. The aim 
of such early design finalization is to arrive at an 
acceptable level of design accuracy which in turn can 
facilitate timely fabrication, delivery and installation of 
tie-in structures thereby avoiding any rework or 
fabrication work at site. This paper concludes by 
recognizing See-through Head mounted devices as the 
most suitable MR systems that can be used to evaluate 
different work tasks in construction, thereby ensuring a 
correct design. 

2 Review Methodology 
For the purpose of review, this paper has been divided 

into the following sections: 

1. Mixed Reality applications
2. Constructability of a Structure and enhancement

with MR systems

While discussing the evolution of MR applications, 
tabulation of features as well as advantages and 
shortcomings of the more recent and relevant 
applications has also been done. The purpose of this 
classification is to then correlate applications with 
principles of Construction (Work Tasks) in section 4.3. 
Recommendation of suitable MR systems to reach early 
design finalization with respect to various facets of 
design is presented in Section 5. 

3 Mixed Reality Applications 

3.1 Literature review of work done on Mixed 
reality in Industrial Construction 

Since its conception, Mixed Reality (MR) has been 
developed to facilitate human-computer interaction. MR 
has been implemented in devices using various 
technologies – right from Desktop based applications to 
Wearable Head Mounted Displays (like the Microsoft 
Hololens and Google Glass [4] [5]) being used in the 
Architecture, Engineering, Construction and Owner-
operated (AECO) industries. 

When it comes to Industrial Construction, Mixed 
reality has seen applications in areas such as Inspections, 

Planning and Monitoring of construction work, 
equipment and material management, training of skilled 
workers and implementing certain safety management 
systems. However, MR can also be used to facilitate 
design reviews of critical structural elements. 

Shin et al. reviewed the applicability of Augmented 
Reality (AR) to various construction tasks in 2008 [6]. 
The mapping of various construction work tasks and 
activities to the relevant features of AR systems led to 
identification of areas where AR can be applied to 
enhance the performance of activities in their research. 
Tracking of materials on site for increased efficiency by 
combining AR with WLAN and GPS information was 
presented by Behzadan et al. in 2008 [7]. 

Similarly, Rohani et al. demonstrated the use of 
Mixed Reality (MR) for development of 4D-CAD based 
construction management systems [8]. Such systems 
enable construction managers to visualize the design of a 
structure along with the reality at a glance and are able to 
translate this information to provide a powerful 
management platform for planning and controlling 
projects. Behzdan et al. explored the use of MR to locate 
computer-generated graphical information in real world 
environments [9]. Such information spatially located 
relative to the user can assist in the performance of 
various complex engineering tasks. 

MR is also being used to train workforce and make 
some of their tasks easier and/or more efficient. Hou et 
al. conducted an experiment to analyze the benefits of 
using AR to train students with no prior experience of 
piping assembly or using AR [10]. They concluded that 
AR could increase efficiency, reduce errors as well as 
optimize cost. Wang et al. conducted research on 
operating simulation system for tower crane based on VR 
[11]. 

Another area where VR has facilitated improvement 
is engineering reviews - In 2017, Berg et al. reviewed the 
potency of using VR for early decision making on an 
industry-based case [12]. The visualization aspect of 
using VR allowed the design team to make decisions 
ahead of usual stages and saved them a lot of effort on 
prototyping. In this aspect, production on assembly lines 
is akin to that seen in a structural fabrication shop. VR 
and AR can thus be utilized to foresee and tackle 
assembly related challenges during design stage rather 
than do that in field during erection stage. Another 
research on the same lines by Freeman et al. confirms that 
use of VR for reviews during design stage can lead to 
significant improvement in participants ability to 
understand the geometry of the model correctly, 
confidently, and quickly, as well as in participants ability 
to correctly and confidently understand the implications 
of a proposed design change [13]. 

These researches are now being applied in field in 
various areas of construction with the help of new 
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technological platforms such as Mobile devices 
(including Mobile Phones and tables), Google Glass, 
Hololens and Trimble Sitevision [14]. 

3.2 Understanding MR systems 
In order to understand MR systems, it is necessary to 

understand their components. A recent state-of-the-art 
review of MR applications in AECO industries by Cheng 
et al. has a sufficient categorization of components for 
analysis [3]. The basic categorization of components falls 
into the following categories – Display, Spatial 
Registration, User Interaction and Storage. 

For the purpose of this review, we will attempt to 
categorize the components of the following devices: 

 Head-mounted See-through displays (likes of
Hololens and Google Glass)

 Head-mounted immersive VR displays (like
Occulus Rift, Samsung HMD Odyssey Windows
Mixed Reality headset)

 Portable Cellphones and Tablets

Table 1 summarizes the categorization of these
components. It can be seen from this tabulation that some 
devices have certain advantages in a particular area that 
renders them feasible for particular application. For 
example, Cell phones or Tablets can be used very 
effectively for outdoor location-based tracking but lack 
immersive experience which can be crucial when trying 
to finalize a design and ascertain its feasibility [15]. 
Similarly, when reviewing a particular structural design 
which has multiple engineering interfaces involving 
multiple approving authorities, mobile devices may not 
make as much sense as use of an immersive display that 
allows for group interaction - like a Cave display. 
Another option for group interaction in field would be to 
use multiple Mixed reality see-through HMD devices 
like Hololens that can be paired together for group 
interactions. 

3.2.1 Display: 

The most important aspect a Mixed Reality system 
interacts with a user is the way it displays the graphics 
along with the real-time visuals. Taking into account the 
devices considered for this review, displays are 
categorized into the following types: 

 VR Displays: VR displays are usually either Head
mounted or immersive CAVE displays connected to
a computer and usually used for VR reviews. These
displays can be instrumental in remote design
reviews also.

 Portable Displays: Portable displays are actually
integrated into portable devices such as Mobile
Phones and tablets. These displays employ either
LCD or LED displays integrated in the device.

 Immersive see-through HMDs: Head mounted
displays originated back in the early 1980s. The
latest development of display technology allows
graphic images projected on transparent glass. This
gives the user an immersive experience, making
virtual graphics seeming as if real, from user’s
perspective.

3.2.2 Spatial Registration: 

Spatial Registration is a feature of MR systems that 
facilitates "Realistic" experience for the user. The MR 
system needs to project correct graphics in front of the 
user’s eyes with respect to their motion in real world or 
in accordance with their commands on a controller device. 
In order to do this, the device needs to "learn" about its 
surroundings. This is known as Spatial Registration. The 
types of spatial registration methods are as follows: 

 Marker Based: Marker-based Spatial registration
utilizes a static image also referred to as a trigger
photo that a the device scans in order to calibrate its
position from the trigger image [16].

Table 1. Categorization of MR System Components 

Device 
Category 

Display Spatial 
Registration 

User Interaction Storage 

See-through 
HMDs 

- Immersive HMD
- Immersive Graphic
over transparent glass

- Marker Based
- Marker-less

- Gestures
- Joystick / Controller

- On-board Storage
- Cloud storage access

VR Displays - Immersive HMD - Marker-less - Joystick / Controller - No on-board storage
Portable 
Cellphones and 
Tablets 

- Portable LCD - Marker Based
- Marker-less
- GPS based
location tracking

- Touchscreen - On-board Storage
- Cloud storage access
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 Marker-less: Marker-less spatial registration works 
by accurate measurements of the 6DOF camera 
pose relative to the real world and matching point 
features in the current image frame to two spatially 
separated reference images [17]. This eliminates the 
necessity for any marker for spatial registration. 

 GPS Based: GPS based spatial registration uses the 
global position and 3-Dimensional orientation of an 
MR system in an outdoor environment for 
calibrating the superimposition of 3D graphics with 
respect to the real world. This is made possible by 
use of a GPS tracker and 3DOF orientation tracker 
in conjunction [9]. 

3.2.3 User Interaction 

In the previous sections we saw how virtual images 
aligned with the real world. Taking this functionality a 
step further, MR systems allow the interaction of virtual 
objects with the real world to simulate real-world 
collisions, occlusions and interactions [18]. In the context 
of construction, this interaction can be very helpful when 
evaluating feasibility of a design or simulating 
construction or assembly sequences. Modes of 
interaction available on devices are: 

 Touch Screen: Predominantly used on Mobile MR 
systems such as Cellphones or Tablets, a Touch 
Screen allows user to interact by clicking on the 
projected image on the device. Various gestures 
such as pinch, pan and rotation can help to interact 
with the available information. 

 Joystick or Controller: Joysticks or controllers can 
be used with most MR systems. However, for 
immersive HMDs, a controller becomes necessary 
if the display is not transparent (i.e. not see-through) 
as interactions with real world will not be very 
intuitive. 

 Hand Gestures: See-through HMDs have a distinct 
advantage when it comes to user interaction. 
Combining the marker-less image tracking with the 
see-through display, the device is able to recognize 
users’ hand gestures and allows interaction of the 
Virtual Graphics with the real world by executing 
commands relayed by hand gestures.[4] 

3.2.4 Storage 

Access to storage on a MR system can enhance its 
usability in construction industry. This feature enables 
the device to function independently. 

 On-board Storage: If the device has storage built-
in, it is called on-board storage. With on-board 
storage, virtual models can be directly loaded onto 
the device and can be accessed in field readily. 

 Cloud Storage: Devices that can access internet via 
cellular network can use virtual models and other 

data stored on cloud drives. A clear advantage in 
this case would be the ability to use a single device 
on multiple sites as models need not be loaded on to 
on-board storage or ability to access very large 
models that are too big for on-board storage drives. 

4 Constructability of a Structure and 
enhancement with MR systems 

4.1 Design in a Brownfield Environment 
In the context of industrial construction, a brownfield 

construction site is a site which is either located within 
an operational facility - such as a capacity expansion 
project or a new facility being installed to enhance 
product quality within an operating plant. 

The major challenges of a Brownfield Construction 
Project consist of access through an operational facility, 
ascertaining location of underground facilities and 
structures, safety concerns due to an operational facility 
and schedule related concerns [19]. In order to carry out 
construction in a safe and timely manner, it makes sense 
to prefabricate structures off-site and then assemble them 
with minimum manpower deployment and in minimum 
possible time. 

Also, another issue that arises out of adopting Off-site 
prefabrication and On-site Assembly is that of 
customization. Any structure that has been manufactured 
off-site cannot be modified on site within the scheduled 
time or budgeted cost [1]. Accuracy of design and 
fabrication is, therefore, of paramount importance. 

4.2 Evaluation of Constructability 
Constructability of any structure can be divided into 

various work tasks that must be completed in order to 
complete a construction activity [6]. The evaluation of 
Constructability stems from ability to perform these work 
tasks as planned and to the design standards. Shin et al. 
identified work tasks as well as construction activities 
that can benefit from Augmented Reality based on 
technology suitability [6]. This study identified the 
following tasks that benefit from Augmented Reality 
applications - Layout, Excavation, Positioning, 
Inspection, Supervision, Commenting and Strategizing. 

The above mentioned work tasks, in that study, were 
adopted from J Everett and evaluated against features of 
AR systems that would enhance the performance of these 
tasks [20]. Out of the identified tasks, the work tasks that 
are important for ensuring assembly of prefabricated 
structures are Layout, Excavation, Positioning and 
Strategizing. Table 2 summarizes the opportunities 
identified in this study for improvement of work tasks by 
implementation of MR. 
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Table 2. Opportunities for evaluating Prefabricated structural design and assembly using Mixed Reality 

Work Tasks Opportunity 

Layout and 
Positioning 

Creation of virtual reference points for superimposition on a reviewer’s view. This eliminates the 
need for physical marking the reference points by extensive surveying process to ensure correct 
location of a structure. This is followed by, projection of a 3D model of prefabricated structure 
based on reference points. This ensures evaluation of interfaces with existing structures and 
avoids any last-minute modifications to fit the structure on site (Suit-to-site works) 

Excavation Creation of a 3D reference for superimposition of subsurface structure for a reviewer’s view. This 
will ensure sufficient space for excavation and can ensure constructability of underground 
structures like foundations. 

Strategizing Projecting 3D image of the complete task can help in visualizing the sequence of various tasks to 
optimize construction or assembly process and to estimate on-field time of critical machinery. 

4.3 Correlation of Work Tasks with MR 
system features 

4.3.1 Layout and Positioning 

Fixing layout for the structure being evaluated is 
largely dependent upon identifying correct reference 
points on the field and then marking the location of 
structure with respect to reference points. MR systems 
can reduce the marking efforts and time required for 
identifying correct location of a given structure by 
projecting the virtual image through a MR system. 
Similarly, Positioning of a virtual 3D image of the 
structure being evaluated, allows the reviewer to 
understand its relationship with the surrounding 
structures and equipment (above ground structures) and 
also helps to visualize any existing loads that may need 
to be accommodated into the prefabricated Structure. 
Refer Table 3 for correlation. 

4.3.2 Excavation 

In a Brownfield environment with underground 
structures and facilities, it is very important to be able to 
visualize the extent of excavation for installation of a 
structure. Any subsurface structural interfaces that do not 
come to fore with As-built information can be discovered 
by an on-site review using an appropriate MR system. 
This is especially important as foundations need to be 
ready to receive prefabricated structure for installation. 
Refer Table 4 for correlation with MR Device 
Components. 

4.3.3 Strategizing 

The task of strategizing requires analysis of the actual 
process of assembly and erection of a prefabricated 
structure. This process takes into account operations such 
as logistics, assembly, lifting as well as connecting to any 

existing interfaces. Strategizing is very different from 
other work tasks as it is not performed exclusively on site 
and requires collaboration between different teams. Refer 
Table 5 for correlation with MR Device Components. 

5 Conclusion 
Based on Correlation of Work Tasks with MR system 

features in Section 4.3, we can conclude that see-through 
HMDs present the best features for reviewing design of 
prefabricated structure in a brownfield industrial 
installation. They have the most immersive experience of 
review - all the while being able to see the real world. 
They have one of the more accurate spatial registration 
capabilities which can be further enhanced by use of 
external attachments to a centimeter level accuracy. 
User-interaction while using these is very easy and 
doesn’t require any additional device or controller for 
inputs. These devices can be used for expert reviews as 
well as collaborative reviews and can help to discover 
any potential issues for assembly and final installation - 
thus helping to finalize a structural design much earlier. 
Another advantage of using these devices for reviewing 
a critical design is the enhanced customer experience that 
builds more confidence towards a design firm’s 
capabilities. 
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Table 3. Correlation of MR System components with work tasks for Layout & Positioning 

MR System 
Components 

Work Tasks Layout & Positioning 

Display 

VR Display VR Displays can be used for conducting a Virtual Reality design review or for 
reviewing any structures remotely when access to a site is restricted [21]. 

Portable 
Display 

Device camera is able to produce image of real world on the screen, which is 
then superimposed with the Virtual image. The only disadvantage with this 
display is that one hand is occupied with holding the device. 

See-through 
HMD 

These displays have an inherent advantage as the real world is seen through 
transparent glass and the virtual image is projected on the glass producing an 
immersive display. 

Spatial 
Registration 

Marker-based A quick and accurate way to calibrate the device camera [22], this technique, 
however, requires installation of markers on sites. Accordingly, this technique 
can be adopted for smaller projects. 

Marker-less Marker-less registration is able to self-calibrate the device to its surroundings 
by comparing them with pre-captured reference images [17 and thus results in 
a seamless experience. Also, with marker-less registration, changes to the scene 
can be detected with the MR system, highlighting any potential clashes. 

GPS-based GPS based spatial registration on mobile devices has an accuracy of ±10 metres. 
However, attachments such as Trimble Sitevision are able to enhance the 
accuracy of measurement and location up to 1 cm [14]. The only disadvantage 
of using GPS for spatial registration is that it requires clear view of sky and can 
have issues in tight spaces that experience "Canyon" effect. 

User 
Interaction 

Touchscreen The only disadvantage of using a touchscreen is that it requires use of both 
hands - one to hold the device and other for interacting with the device. 

Hand Gestures Identifiable by select MR systems, Hand-gestures can be an excellent way of 
providing input to a device. Using hand gestures for input also means that both 
hands are free while not providing any input. 

Storage 

On-board On-board storage can be particularly useful when using the device 
independently and on a remote location devoid of any cellular network or WiFi 
access. However, this can also be a limiting factor when using large files. 

Cloud Advantageous when accessing large files and when a single device is used 
across multiple projects / locations. Needs proper wireless network. 

Table 4. Correlation of MR System components with work tasks for Excavation 

MR System 
Components 

Work Tasks Excavation 

Display 

VR Display Can only be used for remote reviews. Not suitable to review on-going activity. 

Portable Display Portable Displays can be used for reviewing interface with subsurface structure 
but have a narrow field of view since they are small and non-immersive. 

See-through 
HMD 

See through HMDs provide the maximum information in an immersive 
environment. Reviewing the structural interfaces for excavation using See-
through HMDs can help to discover any potential issues [12]. 

Spatial 
Registration 

Marker-based Marker-based spatial registration can be effective when reviewing a specific 
area for interfaces during excavation as it needs pre-installation of markers. 
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MR System 
Components 

Work Tasks Excavation 

Marker-less Marker-less spatial registration would be preferred for evaluation of subsurface 
structural interfaces as it can identify any changes to the site’s surroundings. 

GPS-based Using GPS-based spatial registration is not particularly accurate to a centimeter 
level of accuracy. However, if used with enhancements such as Sitevision [14], 
it can be used to review work done. 

User 
Interaction 

Touchscreen Pinch action on a touchscreen can be used to closely examine a virtual model 
and may prove to be useful due to limited field of view. 

Joystick / 
Controller 

When reviewing a site remotely, it may be necessary to use keyboard and 
mouse as controllers to navigate withing the model or recording of the review. 

Hand Gestures Hand gestures, when coupled with see-through HMDs allow interaction and 
feedback without use of additional equipment. 

Storage 

On-board Particularly useful when using the device independently and on a remote 
location devoid of any cellular network or WiFi access. 

Cloud Advantageous when accessing large files and when a single device is used 
across multiple projects / locations. Needs proper wireless network. 

Table 5. Correlation of MR System components with work tasks for Strategizing 

MR System 
Components 

Work Tasks Strategizing 

Display 

VR Display Useful for desktop reviews, a VR display like CAVE can be useful in team 
reviews related to assembly and lifting activities required for erection of a 
prefabricated modules [12]. 

See-through 
HMD 

Some HMDs have collaborative capabilities and can be used for reviewing 
activities using virtual holograms. 

Spatial 
Registration 

Marker-based Marker-based registration can be used for on-site team reviews. 

Marker-less Marker-less registration is intuitive and can be used while strategizing. When 
users are seated around a table, wearing see-through HMDs, the devices can 
read the table’s surface and project holograms for review. 

User 
Interaction 

Touchscreen Large touchscreen displays can be used to convey ideas by marking while 
carrying out group reviews. 

Joystick / 
Controller 

Keyboard and mice are generally used to navigate within a virtual space. 
Animations showing performance of important activities may also require user 
inputs to start, pause and end. 

Hand Gestures Hand gestures can be useful when carrying out reviews using see-through 
HMDs. Users can interact with holograms using hand gestures to navigate to 
different areas of a hologram or to highlight, zoom-in and out of the views. 

Storage 

On-board Very important for VR or CAVE reviews as the virtual models require a lot of 
storage. However, this may not be the apt storage solution for multiple HMDs 
accessing the same virtual model. 

Cloud Can be used to ensure currency of the virtual model and also ensures that 
multiple users can access the same virtual model and review its feasibility. 
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Abstract – 
The advantages of using modular and offsite 

construction compared with the traditional 
construction methods are numerous due to its 
efficiency in delivering shorter schedules, lower cost, 
higher quality, and better safety. However, one of the 
biggest challenges facing the prefabrication industry 
today is the inherent difference between financing 
traditional construction and the upfront capital 
requirements for modular and offsite construction. 
Any solution for this problem should introduce better 
coordination among developers, banks, financial 
partners, lending institutions, manufacturers, and 
general contractors. Financing modular construction 
is challenging as banks are not familiar with the 
characteristics of this modern industry, and it is all 
about risk and return. Financing also helps in 
reducing risk for developers and allows them to 
undertake projects without having the upfront capital. 
However, few studies in literature focused on the 
financial modeling for modular and offsite 
construction. This paper is presenting a state-of-the-
art literature review for current practices concerning 
financial modeling for modular and offsite 
construction. This review discusses current 
challenges for financing this industry, as well as the 
introduced initiatives by governments to facilitate 
financing of modular and offsite construction. 
Conclusions are presented regarding the current 
practices for funding the prefabrication industry. 
Furthermore, recommendations are drawn for 
encouraging the development of prefabricated 
housing, and its ability in solving the current shortage 
of housing in different parts of the world. 

Keywords – 
Instructions; Financial Modeling; Modular; 

Offsite Construction, Literature Review.  

1 Introduction 
Shortage of affordable housing for low-income 

renters is affecting every state and metropolitan area in 
America. The private market is not producing enough 
affordable new rental housing to these renters, because 
rents they can afford do not typically cover development 
and operating costs for rental housing [1], while public 
supporting subsidy is absent on this regard. Mayors of 
Philadelphia, New York and San Francisco confirmed 
that modular construction is a solution to the housing 
problem in their cities [2] due to its reported advantages. 
However, many studies investigated barriers of modular 
construction to increase its market share [3, 4, 5, 6, 7 &8]. 
These barriers include 1) modular and offsite 
construction’s negative stigma; 2) lack of evidence for 
successful application of modular and offsite 
construction; 3) lack of unified building codes and 
operational standards for modular and offsite 
construction; 4) traditional procurement systems does not 
fit practices of modular and offsite construction; 5) 
conventional financing tools and cash flow structures 
does not enable the use of modular construction.  

Rahman [3], Smith and Rice [4] listed the difficulty 
in financing, as one of the main barriers to implement 
offsite construction, because it requires higher initial 
capital compared to traditional approach.  The Canadian 
construction innovations report [5] highlighted, 
cash flow challenges for modular and offsite 
construction when using the traditional cash 
flow system and outlined the need to restructure project 
financing for publicly funded projects to enable the 
application of modular construction.  Salama et al. [6, 7 
&8] emphasized the need to create financial models that 
fit the characteristics of modular construction and to 
create special conferences for lenders to discuss the 
different nature of financing modular and offsite 
construction. 

The same studies also suggested to create special 
lending banks and changing policies for financing 
modular builders as well as convincing insurance 
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companies to lower insurance rates for modular buildings. 
Furthermore, they also recommended universities to 
design cost management methods and lending programs 
that consider characteristics of modular construction. 
This paper presents a literature review for current 
practices in financing modular and offsite construction 
and discusses different initiatives that encourage 
financing modular builders.  

2 Challenges 

2.1 Large upfront capital requirements 
The production and procurement processes for 

modular construction require material and overhead costs 
to equal up to 60 percent of a module’s total cost. Hence, 
manufacturers ask for an upfront payment of around 50 
percent at the ordering time to procure materials in short 
period of time to increase efficiency of manufacturing [9]. 
This large upfront capital requirements from 
manufacturers can affect bank reserves, so banks and 
institutional lenders would ask for any collateral to 
reserve some money on their equity to avoid scrutiny 
from regulators [10]. 

2.2 Perception of ownership 
During manufacturing, modules are considered 

personal property of the manufacturer and it does not 
become real private property until delivery and assembly 
onsite [10].  Many banks don’t release financing 
instalments until modules are installed onsite to ensure 
that their money is utilized in real property. However, 
manufacturers want to get paid before delivery of 
modules to avoid the transfer of ownership status from 
personal to private property which can lead to legal 
complication to future payment disputes [11].  These 
differences in understanding for perception of ownership 
of modules complicate financing instalments and the 
whole financing structure. 

2.3 The immature market 
Modular construction developers who lack the 

experience in this industry, face uncertainty in scheduling 
and pricing which results in risks’ inconsistencies. Banks’ 
evaluations for their projects can change and financing 
costs would increase for developers [12]. Banks are also 
concerned regarding project completion if a 
manufacturer becomes bankrupt.  
Few American companies can manage high-rise modular 
projects, and lack of proven manufacturing would make 
banks request additional contingency funds to satisfy 
projects’ uncertainty [13].   Immature market affect 
pricing of manufacturers and it would make it unreliable.  

2.4 Progress monitoring for manufacturing   
Progress monitoring for manufacturing is hard for 

modules that can be manufactured simultaneously for 
multiple projects.  Materials allocation is crucial for 
identifying a collateral to get financing from any bank. 
Securing financing for modular construction can be more 
difficult than traditional projects because banks would 
not prefer the increased risk associated with progress 
monitoring of manufactured modules [12].  

2.5 Lack of support from authorities  and 
financial sector   
Lack of support from financial sector is a main 

challenge for offsite construction due to many reasons 
like the high profitability of lenders who finance 
traditional housing [14]. Many offsite manufacturers 
have to internally finance their projects until the end of 
manufacturing. Hence, only the most successful builders 
can manage large-scale projects with reasonable cost. 
Production of modules can begins six months before 
delivery of first module on site based on size of different 
projects, while procurement of materials should start 6-7 
weeks before manufacturing [15]. This means modular 
manufacturer has to pay for materials and then pay for 
labor during manufacturing of modules while banks 
release construction financing after delivery of modules 
to construction site. Depending on project size, modular 
manufacturer may need $16-$20 million before receiving 
any financing from lenders [15]. Lack of political will 
from regulatory authorities to motivate lenders to change 
their policies is also questionable [14].  

2.6 High lending rates 
Lending rates for offsite construction are higher 

than its value for traditional construction because it is a 
relatively new concept and many banks lack the full 
understanding of it [16]. However, these rates will be 
changed by time after more research and development 
initiatives are undertaken, and higher scale of this market 
is achieved. For example, a two-year traditional 
construction project can make the developer pay half of 
the cost up front for the land and the other half is paid 
throughout the two years of construction. However, for 
modular construction project with a compressed project 
time of one year, the whole payment can be due upfront, 
while financing could be required for only one year 
instead of two years. If cost of capital is assumed to be 
10 percent, then financing costs would be reduced by 5 
percent of the total project cost [16]. 

2.7 Financial impact and considerations 
The potential financial impact from utilizing 

modular and offsite construction should be investigated 
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and compared to stick-built construction before project 
can start. Financial impact is different from a state and 
country to another and many factors should be studied to 
assess financial impact such as the high labor cost in 
some countries. Economic situation for housing market, 
debt situation, and developer capabilities affect also the 
financial impact which has to be evaluated before taking 
a decision to utilize offsite construction [11].  

2.8 Transportation and storage costs 
Transportation and storage costs are essential for 

modular and off-site construction. However, lending 
banks may not consider them while providing 
construction financing [17]. Additional costs may also 
face developers such as renting trailers for transportation, 
and wrapping prefabricated modules to protect them 
from weathering effects and possible damages. These 
costs are challenging if project site and manufacturing 
facility exist in different countries. 

2.9 Payment certifications for publicly funded 
projects 

If a modular or offsite construction project is publicly 
funded, then its schedule of values may not fit with a 
typical schedule of values developed by the American 
institute of architects (AIA), which determines monthly 
progress payments. Some publicly funded projects may 
not permit some payments certifications in a timely 
manner due to this challenging fact [18]. 

3 Modular and offsite construction team 
For traditional, modular and offsite construction, clients 
are developers or building owners, who may be 
individuals, groups, or representatives for owners. They 
are motivating building projects by providing funding 
and determining the required delivery method, as well as 
construction method utilized, whether prefabricated or 
not, and the level of required prefabrication with the help 
of the design team [19]. Relationship between developer 
and project team for traditional construction is shown in 
Figure 1 where developer may have contracts with 
different designers and consultants (e.g. Architect, 
structural, and civil consultants), and another contract 
with the general contractor who may hire different 
subcontractors. For modular and offsite construction, the 
developer may have a contract with the modular builder 
as shown in Figure 2 who can manage fabrication and 
may or may not hire a general contractor to establish 
building foundation and utilities onsite.  
 

 
Figure 1. Traditional construction team. Adapted from 
MBI report [1]. 

 
Figure 2. Modular construction team. Adapted from 
MBI report [1]. 

4 Financial Modeling 

4.1 Financial modeling from developer 
perspective 

Few studies investigated insights of financing 
offsite construction from developer perspective [11, 20]. 
Cameron and Carlo [11] conducted a quantitative 
analysis to assess the impact of utilizing modular 
construction. Two scenarios were used to measure equity 
internal rate of return (IRR) – which is the annualized 
return of investment in any period of time – in a 
comparison between modular and traditional 
construction. The first scenario is for a project 
comprising six buildings constructed as rent 
development, while the second is for the same project 
assuming it is constructed for sale. It was concluded that 
equity IRR increased when utilizing modular 
construction compared to traditional construction from 
35.1% to 47.5% for the first scenario, and from 25.75 % 
to 27.60 % for the second scenario. Difference between 
equity IRR of first and second scenarios is attributed to 
the earned rental income for part of the development. 
Difference between equity IRR of modular and 
traditional construction is attributed to flexible phasing 
of modular construction since for example, two buildings 
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can be installed onsite to be ready for rental or sale while 
another building is being manufactured offsite. Shorter 
schedules of modular construction allows modular 
developers to reduce interest payments due to the shorter 
loan period and they can make additional cost savings 
due to shortened schedules that would reduce the general 
conditions cost and risk insurance.  

Cazemier [20] conducted a comparative financial 
analysis between a cross laminated timber (CLT) 
building that utilizes offsite construction technologies, 
and traditional concrete and steel building in Australia to 
study economic benefits of using CLT. Feasibility model 
variables such as sales revenue, land purchase price, 
construction cost, construction contingency, professional 
fees, and interest expenses were inputted into 
EstateMaster software to model their effects on key 
performance indicators such as development margin, 
development profit, Return on equity (ROE) – which is 
the total amount of return receive on original investment 
–, and IRR. It was concluded that buildings constructed 
with CLT may result in less development margin, 
development profit, and ROE, however it will increase 
equity IRR due to the reduced investment timeline for 
offsite construction which is the same conclusion of 
Cameron and Carlo [11]. It was also outlined that any 
developer will choose between using CLT or traditional 
buildings based on their investment requirements 
whether they prefer a greater total amount of return for 
shareholders on their original investment by the 
increased ROE, or receive higher annual return of 
investment by the increase of equity IRR [20]. However, 
this study is based on using CLT in the Australian market, 
hence other types of offsite construction such as modular 
or hybrid construction in other markets like USA or UK 
might result in different values of ROE and IRR due to 
the different interest rates, land purchase price, and 
construction costs in both countries.  

 

4.2 Mortgage financing for consumers  
 

Manufactured housing percentage is nearly 6 % of 
occupied housing and accounts for much smaller 
percentage of home loans in the U.S. [21]. Manufactured 
homes are commonly used in Western and Southern 
states as shown in Figure 3 [21], and two-thirds of 
manufactured homes are outside of metropolitan areas in 
the U.S. Residents of manufactured homes tend to be 
older and they have lower net worth and incomes 
compared to residents of traditional homes and they also 
pay higher loan interest rates than borrowers for 
traditional homes [21]. Loans for 68 % of manufactured 
homes are considered “higher-priced mortgage loan” 
(HPML), which is a definition for loans considered to 

have high subprime. While only 3% of loans for 
traditional construction are considered HPMLs [20].  

De Mendoza [22] presented a comparison 
between financial mechanisms for offsite construction in 
New Zealand and different countries such as USA, Japan, 
Australia, and Sweden. The main aim of this study is to 
introduce financial initiatives to encourage offsite 
construction since New Zealand lacks such financial 
initiatives where banks do not issue mortgages for 
manufactured housing. 

 
Figure 3. Percentage of manufactured housing of 
occupied housing units. Adapted from CFPB report 
[21].  

 
Hence, consumers finance these buildings with 

chattel/personal loans which are much more expensive 
than a mortgage. The US consumers’ financing for 
manufactured homes is based on two types of loans [22]; 
1) The chattel loan: which has lower costs at origination, 
requires more equity for principal payments and it results 
in higher interest rates and shorter maturities than 
mortgaging. 2) Manufactured house mortgage: which has 
lower interest rates than a chattel loan but it would have 
higher interest rates than traditional construction 
mortgaging. It has better consumer protections, lower 
overall costs, and longer maturities. The seven steps for 
financing modular construction introduced by M&T 
bank are a good example for manufactured house 
mortgage [23]. These steps include the creation of a draw 
disbursement schedule comprising five draws which are 
disbursed as planned construction milestones are 
completed. These five draws for construction loan are 
disbursed for: 1) completion of foundation; 2) delivery of 
modules onsite; 3) completion of house set; 4) 
completion of interior /exterior button up and siding; 5) 
completion of construction. Then, construction loan 
rollovers to a permanent mortgage when construction is 
completed. Another innovative financing option is 
introduced by DIRTT solutions in USA and Canada to 
lease manufactured homes as leasing cars, where user 
pays for depreciation of the product during leasing period 

1085



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

[19]. This financial model depends on responsibility of 
producers/providers for their prefabricated products to be 
maintained and updated for new leaser after leasing term 
is expired. While the leaser sets leasing terms with 
leasing agent as shown in Figure 4. 

Manufactured homes in Japan are financed using 
mortgages which are based on recourse loan contract 
system [22]. This system is less risky for banks than non-
recourse loan system because if borrowers cannot pay for 
mortgage, they must give up any asset to pay for the loan 
outstanding, while USA is having a non-recourse loan 
system in some states, hence borrowers my default on 
mortgage payments and retain their other assets.   

In Australia, banks are conservative in financing 
manufactured homes [24] because they don’t link 
financing payments to intermediate production stages. 
Hence, some builders have created other alternatives to 
ease financing their prefabricated homes. For example, 
Modscape provides a solution for financing privately the 
construction, then loan is transferred to consumers using 
their own bank when project is completed [21]. Other 
companies established connections with lenders within 
their group of companies (e.g. TR Homes and Resolve 
Finance) [22].  
 

 
Figure 4. Relationships between providers, leasing 
agents, and consumers for leasing manufactured 
housing. Adapted from [19]. 

5 Recent Advancements 
The status of three companies named ZETA factory, 

Factory OS, and Katerra who worked around the bay area 
in California illustrate recent developments of modular 
and offsite construction in USA. The bay area can benefit 
from offsite and modular construction due to 
homelessness issues and high prices of real estates in its 
cities like San Francisco. ZETA factory in Sacramento 
went out of business in 2016 due to lack of capital after 
working for 8 years in the market due to issues with 
ZETA’s procurement and ability to deliver projects on 

schedule [15]. Procurement of materials requires a large 
upfront capital investment before manufacturing to 
deliver modules on time. This is challenging for 
manufacturers, developers and financial partners because 
each stakeholder has different motivations and 
constraints. ZETA factory accepted much of its payment 
after modules were delivered and installed onsite 
according to the timeline and process of traditional 
construction. Insufficient capital of ZETA factory led to 
inability to pay their suppliers in a timely manner and 
inability to hire personnel for pre-construction activities 
of the next job. Another developer outlined that many 
lenders of ZETA factory refused to finance their project, 
and the lender who agreed at the end needed extensive 
negotiations and many exceptions to standard bank 
policies [9]. Hence, the main reasons behind bankruptcy 
of ZETA factory are the challenges of cash flow 
management and lack of timely capital [9]. 

Factory OS and Katerra present a new model an 
integrated start-ups that develops, designs and builds 
panelized and modular construction in North America. 
Both start-ups learned from bankruptcy of ZETA factory 
and they introduce a recent trend where developers own 
offsite construction as a response to recent changes in 
housing market, and both start-ups are supported by 
venture capital investments from the IT industry in 
Silicon Valley to solve the homeless problem [2]. Factory 
OS in Vallejo, California started production in 2018 for 
a deal required by Google’s parent company, Alphabet, 
to construct 300 apartments with a total value between 
$25 million and $30 million [25]. Autodesk and Citi bank 
are also supporting factory floor learning centre at 
Factory OS which is dedicated to research and education 
for industrialized construction. This centre is led by 
Terner centre for housing innovation at UC Berkeley to 
establish a plan for a new rapid response factory using 
the best automations to meet demand of quick housing 
after natural emergencies and disasters. Autodesk is 
providing software collaboration for design, fabrication 
and supply chain management, while Citi bank is 
supporting Factory OS using the initiative of spread 
products investment technologies (SPRINT) to finance 
community development projects and affordable housing 
[26].  

Katerra was established in 2015 and built its first 
manufacturing facility in Phoenix, Arizona after 
recieving more than $1 billion from the Japanese 
SoftBank as its major investor, along with other investors 
such as Foxconn and DFJ, while executives from 
Amazon and Google joined Katerra’s leadership [27]. 
However, some issues regarding project cost overruns 
and delayed schedules were reported [27 & 28]. In 2019 
Katerra shut down its first factory in Phoenix and laid off 
200 workers while some executives were replaced. Then 
another highly automated manufacturing facility was 
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built in Tracy, California as a second generation factory 
for Katerra.  

The business models of Factory OS and Katerra as 
developers and builders follow the business models of 
Lindbacks in Sweden and Sekisui Heim in Japan who 
were managing market volatility using their business 
model for the past 4 decades [2]. Katerra utilized their 
equipment in Phoenix factory from Sweden’s Randek 
which is nearly identical to the ones used by Lindbacks 
in Sweden [2] while focusing more in fabrication of 
panelized construction and Factory OS was focused on 
volumetric modular construction. Australia’s Lend Lease 
Company is also following the same trend of integrated 
supply chain to develop, design, and build for 
multifamily midrise buildings using wood cross-
laminated timber (CLT). However, its operations was 
under review to come up with a new sustainable business 
model [29].  
 

6 Future Opportunities 
Banks are not usually risk-takers and lenders don’t 

consider that offsite construction is affected by both real 
state and manufacturing risks. Repaying the capital 
investment of building a manufacturing facility and its 
ongoing operational expenses affects the business model 
for offsite construction industry and the expected rate of 
return. Range of investment cost is based on size of 
facility and implemented level of automation and it can 
be between $50 million and $100 million [16]. Cost 
impact on each project due to this investment can be 
between 5 % and 15 % of total offsite construction costs 
[16].  Partnerships and joint ventures are needed with 
municipalities, general contractors, and IT industry to 
validate this business model and to reduce any associated 
risks as well as increasing financing schemes for owners 
and developers of modular and offsite construction.  

In USA, Federal and state funding schemes are 
introduced to support collaboration between industry and 
universities to enhance construction productivity for 
modular and offsite construction [2]. The modular 
building institute (MBI) is developing a procurement 
guide for general contractors and modular builders by 
engaging members of the associated general contractors 
of America (AGC) to help project teams navigating 
through lending, bonding, insurance, permitting, and 
inspection for modular and offsite construction which are 
different from traditional construction [2]. 

MBI is also working with an organization named; 
the housing crisis solutions coalition (HCSC) which 
believes that federal affordable housing policies, such as 
low-income housing tax credit (LIHTC) are not efficient. 
HCSC believes that modular and offsite construction can 
develop affordable housing quickly to be occupied earlier 

by low income renters to avoid the need for tax credits. 
However, some states can offer developers’ tax credits as 
the one presented by State of Virginia for innovative 
construction processes that develop housing inventory 
quickly. [1] 

A recent action plan was also suggested to the state 
of Minnesota by industry leaders from around the state to 
make 10% of multi-family residential developments use 
offsite construction in Minnesota by 2025 using five 
steps: 1) Starting multi-sector innovation cohorts to 
explore challenges and potential of using offsite 
construction. 2) Promoting learning opportunities to 
educate lenders, general contractors, and architects about 
benefits and characteristics of modular and offsite 
construction. 3) Enhancing local collaboration to fast-
track pre-approvals for offsite construction projects. 4) 
Incentivizing pilot projects using public-private 
partnership (PPP) which utilize modular and offsite 
construction. 5) Attracting new modular builders and 
investors to Minnesota by an economic development 
campaign [32]. 

In Australia, the federal government is supporting 
the advanced manufacturing growth Centre - which is a 
non-profit advocacy group established in 2015- to issue 
grants for business development.  This centre supports 
manufacturing companies to increase their capabilities, 
scope, and scale [2]. 
In the UK, The housing corporation – which is the non-
departmental public organization that funds new 
affordable housing - started in 2004 to require that 25% 
of new social housing being funded by the organization 
should utilize offsite construction. However, government 
influence on private-sector was limited, and they did not 
provide direct incentives through planning policy or 
building regulations [30]. Hence, the housing, 
communities and local government committee presented 
a white paper to the parliament in 2017 that recognises 
the importance of embracing offsite construction to meet 
UK’s plan for building 300,000 homes a year by the mid-
2020s [33]. The government response to this white paper 
was introduced in 2019 outlining many steps to address 
this issue including their support to financing offsite 
construction using £236m from the home building fund 
to support to projects that incorporate offsite construction 
[34]. As well as establishing an offsite construction 
working group to address barriers to financing and 
insurance of offsite construction.  
 
 
7 Conclusion 

This paper presented a literature review for the 
challenges associated with financing modular and offsite 
construction, and the current trends in financial 
modelling from the developer perspective and in 
mortgage financing for consumers. Recent advancements 
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in financing modular and offsite construction were also 
introduced relevant to the new practices of partnering 
with unconventional financing sources such as venture 
capitals and IT companies, as well as the cash flow 
problems incurred by developers. The future 
opportunities in USA, UK, and Australia were also 
discussed to present different initiatives developed by 
organizations and governments to support the use of 
modular and offsite construction.  
It is concluded that a steady demand and support for 
modular and offsite construction projects could reduce 
any risks associated with the manufacturing and 
construction of this industry. Modular and offsite 
construction projects need to explore new sources of 
funding and need to develop new sustainable business 
and financial models.  
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Abstract – 
Modular Integrated Construction (MiC) is an 

advanced type of modular construction focusing on 
addressing high-density high-rise buildings and is 
adopted as a new policy initiative in Hong Kong. 
Previous studies have examined the potential for 
using different methods and technologies to support 
project delivery in offsite and modular construction. 
However, there is a lack of systematic exploration and 
a paucity of examination of smart-tech solutions for 
MiC project delivery. This paper aims to develop a 
novel methodological framework of smart project 
delivery of MiC for achieving a better understanding 
of the complex process of MiC and ensuring the 
successful delivery of modular projects. This 
framework systematically structures the science, 
methods and technologies at four layers: sensor and 
data capturing, data storage and analysis, data 
visualization, and decision making. Drawing on the 
framework, key functions and technologies are 
explored through a systematic literature review, 
theoretical analysis and development, and focus 
group discussion with stakeholders. The framework 
provides a methodological basis for developing an 
integrative smart-tech platform for MiC project 
delivery. The findings of this paper are informative to 
practitioners and researchers for gaining a better 
understanding and implementation of MiC smart 
project delivery. The findings also contribute insights 
into the scientific methods and techniques of data 
capturing, analysis, visualization and use for dealing 
with complex and dynamic processes of modular 
building in high-density urban contexts. 

Keywords – 
Modular Construction; Modular Integrated 

Construction; Smart Technology; Project Delivery 

1 Introduction 
Modular construction (MC) has been adopted in 

many countries with demonstrated benefits including 
enhanced productivity and quality, improved health and 

safety, and minimized construction waste [1-3]. In Hong 
Kong, Modular Integrated Construction (MiC), an 
advanced type of the MC approach, focuses on 
addressing high-density high-rise buildings and has been 
developed as a game-changing approach to innovative 
building project delivery [4]. In MC and MiC, modules 
are produced in factories and then transported to sites for 
installation. It is critical to integrate real-time progress 
information from the factory production, module 
transportation and module installation on site, so that 
project delivery can be well monitored and controlled, 
achieving just-in-time delivery. However, there is still a 
lack of systematic exploration and a paucity of 
examination of smart-tech solutions for modular building 
project delivery. 

This paper aims to develop a novel methodological 
framework of smart project delivery of MiC for 
achieving a better understanding of the complex process 
of MiC and ensuring the successful delivery of modular 
projects. This framework systematically structures the 
science, methods and technologies at four layers: sensor 
and data capturing, data storage and analysis, data 
visualization, and decision making. Drawing on the 
framework, key functions and technologies are explored 
through a systematic literature review, theoretical 
analysis and development, and focus group discussion 
with relevant academics and practitioners. The 
framework provides a basis for developing an integrative 
smart-tech platform for MiC project delivery. The 
findings of this paper are informative to practitioners and 
researchers for gaining a better understanding and 
implementation of MiC smart project delivery. The 
findings are also insightful in terms of the scientific 
methods and techniques of data capturing, analysis, 
visualization and use for dealing with complex and 
dynamic processes of modular building in high-density 
urban contexts. 

2 Background 

2.1 Modular construction in the world 
Modular Construction (MC) is a novel approach to 
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innovate building construction by using the Design for 
Manufacture and Assembly (DfMA) theory and 
advanced manufacturing and logistics technologies. A 
seminal definition of MC was provided by Gibb [5] as 
the building approach with three-dimensional (3D) units 
that enclose usable space and form part of the completed 
building or structure. MC has been adopted in countries 
including UK, US, Canada, Germany, Australia and 
Singapore, with demonstrated benefits including 
accelerated onsite construction, improved health and 
safety, enhanced productivity and quality, and minimized 
construction waste [1-3].  

However, the adoption of MC has largely been for 
houses and low-rises, with only a small number of 
modular high-rises such as one of 44 floors using steel 
frame modules in London and another of 40 floors using 
concrete modules in Singapore [see 6]. There is yet little 
experience in and scarce knowledge of delivering 
modular tall buildings. For the small number of modular 
high-rises, reported benefits and challenges co-existed 
[1-2]. For example, the project Apex House, a 29-floor 
modular building in London, was found to have achieved 
the benefits: (1) 12-month saving in construction 
duration, (2) on-site waste minimized to 2%, (3) the 
number of on-site workers reduced to 40, but also 
encountered issues such as the need for (1) more training 
for workers in factory as well as on site, (2) enhancement 
of the capability of module supply chain, and (3) early 
logistics planning [1]. Another example is the ‘B2 Tower’ 
project, a 32-floor residential building in New York, 
which was completed with severe time and cost overrun 
and broken project partnership. Attributors to the failure 
were found to include absence of employee training, lack 
of a comprehensive plan, insufficient quality control, 
constraints from labor unions and limited supply chain 
capability [7].  

The merits of and challenges to adopting MC for 
high-rise buildings are not entirely understood by 
industry and public [3]. The design, production and 
construction of modules for high-rises face more 
technical challenges than for low to medium-rises [2]. 
The challenges are more significant in high-density 
maritime cities such as Hong Kong, Singapore, London, 
New York and Sydney where high-rise buildings are 
constrained by high-density urban environments and 
challenged by strong monsoons. However, there is a 
paucity of examination of MC tall buildings in high-
density cities. 

2.2 Modular integrated construction in Hong 
Kong 

Modular Integrated Construction (MiC) is based on 
but advances the MC approach, and is first defined by 
Pan and Hon [4] as “a game-changing disruptively-
innovative approach to transforming fragmented site-

based construction of buildings and facilities into 
integrated value-driven production and assembly of 
prefinished modules with the opportunity to realize 
enhanced quality, productivity, safety and sustainability.” 
It has recently been adopted as a new policy initiative as 
stated in the Policy Address 2017 of the Hong Kong 
Government [8].  

The MiC initiative in Hong Kong was set in the 
Policy Address to mainly address two significant issues 
facing the construction industry: workforce shortage and 
very high construction cost. There are several ongoing 
high-rise MiC pilot projects, including two 17-storey 
blocks of student residence on a 3-storey podium at The 
University of Hong Kong and one 16-storey block of 
staff quarter on a 1-storey podium at The Hong Kong 
Science Park [9]. These projects adopt the MC systems 
available in the market within the existing planning and 
design process and practice. The benefits of MC 
demonstrated in other countries [1-3] are actually highly 
consistent and associated with time, cost, quality, safety, 
sustainability and productivity, and thus should also by 
large be achievable for MiC in Hong Kong. The potential 
of MiC to have a transformative impact on the 
construction industry is also recognized [10]. However, 
there is a lack of empirical evidence to support the 
advantageousness of MiC and clear knowledge to guide 
the successful project delivery that could thereby 
promote the wide uptake of MiC. 

2.3 Previous research related to modular 
building project delivery 

Previous studies investigated the challenges facing 
the delivery of MC building projects. For example, 
McGraw-Hill Construction [11] surveyed the American 
construction industry and their report revealed clients’ 
major concerns such as the early commitment to design 
and engineering work, the higher requirements for 
transportation, and the constrained number of suppliers. 
Yang et al. [12] identified that MiC has many new 
challenges and more stringent requirements in project 
delivery than conventional construction methods and 
other types of offsite approaches. For example, onsite 
works for MiC depend heavily on integrated modules 
manufactured offsite, which implies that onsite works are 
especially vulnerable to poor quality control and delivery 
delays. There are difficulties identified in logistics 
control, especially when involving complicated and 
expensive cross-border transportation for overseas 
module supply [1]. Decisions to support the successful 
delivery of MiC projects with optimized performance in 
time, cost, quality and safety require a clear 
understanding of the complex process of MiC and 
leveraging of new technologies. 

There have been attempts on the use of smart 
technologies to support project delivery in MC/MiC. Han 
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et al. [13] integrated simulation models and post-
simulation 3D-visualization techniques for MC to 
support project managers’ precise planning of production 
process and construction operation. Ramaji and Memari 
[14] developed information delivery framework for
standardizing information exchange mechanisms to
facilitate Building Information Modeling (BIM)
implementation in modular buildings. Li et al. [15]
explored the integration of Radio Frequency
Identification (RFID) with BIM in the precast concrete
factory for scheduling and supply chain management.
Niu et al. [16] examined the potential of integrating
Geographic Information System (GIS) and BIM for MiC
logistics management. These studies and technology
applications are promising for tackling different delivery
issues in MiC, but there is still a lack of systematic
exploration of integrative smart-tech solutions for MiC
project delivery.

3 Research Methods 
This paper aims to develop a novel methodological 

framework of smart project delivery of MiC for 
achieving a better understanding of the complex process 
of MiC and ensuring the successful delivery of modular 
building projects.  

The framework was developed through an iterative 
process including literature review, theoretical analysis 
and development, and focus group discussion with 
relevant academics and practitioners. The research 
process is illustrated in Figure 1. First, the 1st round 
literature review was done on research works regarding 
MC/MiC, project delivery frameworks, and relevant 
smart technologies. Second, by integrating literature 
review results with theoretical analysis, an initial 
framework of smart project delivery of MiC was 
developed. Third, drawing on the initial framework, key 
functions and technologies were explored through a 2nd 
round literature review, through which the framework 
was concretized and refined. Fourth, focus group 
discussion was conducted with relevant academics and 
practitioners to verify and further refine the 
methodological framework with embedded functions and 
technologies. The details of focus group participants are 
presented in Table 1. Purposeful sampling was used to 
select focus group participants to cover MiC clients, 
contractors, suppliers, relevant government departments, 
as well as academic and professional bodies who have 
responsibility for MiC research and consultancy. 

Figure 1. Research process of developing the 
methodological framework of MiC smart project delivery 

Table 1. Participants in focus group discussion 

Item Description Number 
Primary area 
of practice 

Contractor (with ongoing 
MiC project) 

3 

MiC supplier 3 
Client (with ongoing MiC 
project) 

4 

Government and its 
agencies 

3 

Universities and 
professional bodies 

10 

Years of 
experience 

6-9 4 
10-19 5 
More than 20 years 14 

Total 23 

4 A Methodological Framework of Smart 
Project Delivery of MiC 

Successful delivery of construction projects heavily 
requires the reliable monitoring and control of project 
performance in terms of cost, time, quality, safety, and 
environment to satisfy stakeholder requirements via 
effective communication [17]. While existing literature 
[17-19] has addressed decision making issues of what 
and how performance should be measured, this present 
paper aims to provide a fundamental exploration of the 
underlying methods and technologies to support decision 
making in project delivery intelligently.  

The proposed methodological framework of smart 
project delivery of MiC is illustrated in Figure 2, which 
systematically structures the science and methods at four 
layers: sensor and data capturing, data storage and 
analysis, data visualization, and decision making. The 
key scientific questions to address include:  

• What types of information are needed for MiC
smart project delivery?

• How such information can be represented and
exchanged in various computing models with
accuracy to suit different project stages?

• How such information can be analyzed and
visualized for decision support?
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Figure 2. A novel methodological framework of 
smart project delivery of MiC 

4.1 Sensor and data capturing 
The fundamental layer is sensor and data capturing, 

which is related to the collection of different types of 
information during different phases (see Figure 3) to 
effectively record and track relevant types of information, 
thereby supporting MiC project delivery.  

During the production phase, tagging technologies, 
such as barcode [20], RFID [20], or Near-field 
communication (NFC) [21], can be fixed to individual 
modules for recording production information, e.g. 
module weight and dimensions, material sources, 
producers, quality checking and testing records. During 
the logistics phase, Global Position System (GPS)-based 
[22] and Bluetooth-based sensors [23] can be used for
real-time tracking and tracing of module locations, which
can further provide useful information for logistics
coordination. During the on-site construction phase,
images can be taken by site cameras and drones [24] to
capture real-time information on module delivery and
installation for efficient site planning and progress
monitoring. Besides, different physiological sensors
integrated into wearables [25] can be used to monitor
fatigue and working conditions of workers for
occupational safety and health management, such as
electrocardiogram (ECG/EKG) sensors for heart
monitoring, electromyography (EMG) sensors for
muscle monitoring, and electroencephalography (EEG)
sensors for brain monitoring.

Figure 3. Examples of sensors used for MiC smart 
project delivery in the Greater Bay Area 

Useful insights were obtained through the focus 
group discussion. Several professionals raised the 
concern of accuracy requirement (e.g. tracing the module 
in the factory to the exact on-site location) for selecting 
suitable sensors. Besides, some participants suggested a 
life-cycle management perspective that covers the stages 
from planning through operation and maintenance. In this 
regard, temperature, humidity, light and pressure sensors 
can be adopted to monitor the built environment; strain 
gauges can be used to measure strain on the module 
structure, thereby monitoring the health condition of the 
modular building. 

4.2 Data storage and analysis 
The second layer is data storage and analysis, through 

which the collected data from using smart sensors can be 
processed with a cloud-frog-edge computing integrated 
strategy (see Figure 4).  

Figure 4. Cloud-frog-edge computing strategy for 
data storage and analysis 

1093



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Cloud computing [26], and its extension, fog 
computing [27] and edge computing [28] can be used for 
dealing with different data and tasks of MiC. In general, 
cloud computing [26] is used for tasks that require large 
computing capacity but allow longer response time; frog 
computing [26] can be used for tasks that require a 
middle level of capacity; edge computing [28] is used for 
tasks that require immediate responses and small 
computing capacity. For example, in the case of onsite 
module installation using computer vision to detect the 
status of the modules, the monitoring task requires 
immediate responses from video streams and do not 
require a very large scale of computing compacity, edge 
computing should therefore be considered. While if the 
task is like logistic planning that requires large 
computing compacity on route selection but does not 
require immediate response, cloud computing should be 
adopted.  

Based on such a data storage and analysis platform, 
real-time progress monitoring and control function can 
be developed for MiC projects to achieve just-in-time 
delivery. Machine learning algorithms can be integrated 
to predict potential progress delays and risks for better 
decision making. The concern of platform robustness was 
also discussed during the focus group meeting, in terms 
of how to integrate different data sources and extract 
information for different functions and how to manage 
and secure big data effectively. It is therefore important 
to consider information compatibility and design the 
information exchange schemes. 

4.3 Data visualization 
The third layer is data visualization, where BIM is the 

core technique that provides the interface for 
professionals to access data for project delivery.  

The integration of GIS with BIM [16] is recognized 
as critical in digitalizing the logistics process for logistics 
planning and decision making. The integration is 
achievable through building geometry data 
communication between BIM (e.g. Revit) and GIS (e.g. 
ArcGIS) platforms for concurrent modelling of buildings. 
An example is given in Figure 5. Based on the BIM-GIS 
integration, the transportation and installation status of all 
modules can be visualized with their location and broader 
environment information for better logistics management. 
In addition, augmented reality and virtual reality (AR and 
VR) [29-31] can be used to enhance BIM for supporting 
effective execution of construction activities. For 
example, AR can provide workers with installation 
details of each type of module in a 3D view, from which 
workers can easily understand where and how to install a 
module. 

Figure 5. An example of BIM-GIS integration 
(after [16])  

4.4 Decision making 
The top layer is decision making, which deals with 

the managerial issues of how the analyzed and visualized 
information can be used for data-driven decision support 
in MiC project delivery. Technically, this layer should 
involve the design and development of desktop software 
(e.g. [17]) and mobile application to provide user friendly 
interfaces for decision making. 

From a top-down perspective, identifying key areas 
of decision making [32, 33] is a preliminary task to 
support technical design of lower layers. By defining 
decision criteria and decision making rules, automated 
monitoring and control can also be achieved.   

From a bottom-up view, data visualization can 
support decision making of stakeholders in an easily 
understandable manner and provide actionable insights 
for project delivery. First, decision makers can easily and 
quickly assess project delivery progress based on 
visualized data, thereby making timely and informed 
adjustments. For example, the real-time progress for 
module delivery can be visualized and compared with the 
scheduled time to support logistic planning and 
coordination. Second, different stakeholders can 
effectively communicate with each other based on data 
visualization for making joint decisions easier, and also 
can track the works of other stakeholders to make self-
adjustment. Third, alternative plans or different remedial 
actions for identified issues can be clearly evaluated 
through data visualization to support decision making.  

5 Discussions 
The successful delivery of MiC building projects 

requires accurate and reliable monitoring and control to 
unleash the full benefits of this “factory assembly 
followed by on-site installation” [7] construction method 
for achieving its advantageousness. There are a variety of 
intelligent methods and technologies available to support 
MiC smart project delivery. However, how to effectively 
integrate various methods and technologies to provide 

1094



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

different functions and fulfill stakeholder requirements is 
still a challenging issue. The developed methodological 
framework in this paper should address this knowledge 
gap by providing a systematic approach for 
understanding many methods and technologies and 
establishing technical plans for MiC smart project 
delivery. Table 2 summarizes the examples of methods 
and technologies with different functions for achieving 
MiC smart project delivery. 

MiC is a very new concept and its feasibility of 
adoption for high-rise buildings still remains unclear [1]. 
More research is needed to discover the full potential of 
MiC and how successful implementation can be achieved. 
In this regard, the developed methodological framework 
should support the exploration and examination of best 
practice for the successful delivery of MiC projects. It 
provides a benchmarking tool for analyzing different 
technologies and their integrations to best orchestrate the 
complex process of MiC project delivery. 

From a practical perspective, the developed 
methodological framework should support the 
establishment of a workable platform, which could allow 
optimization for achieving MiC smart project delivery 
and visualization of the whole process to project 
stakeholders for better engagement and continuous 
improvement. 

Table 2. Examples of methods and technologies for MiC 
smart project delivery 

Layer Method and 
technology 

Function 

Sensor and 
data 
capturing 

Barcode, 
RFID, NFC 

Record production 
information 

GPS, BLE Track module location 
Camera Track onsite 

installation progress 
Physiological 
sensors 

Monitor fatigue and 
working conditions of 
workers 

Temperature, 
humidity, 
light and 
pressure 
sensors 

Monitor the built 
environment 

Data storage 
and analysis 

Cloud 
computing, 
frog 
computing, 
edge 
computing 

Preprocess raw data, 
match computation 
tasks with suitable 
computing capacity, 
and data storage 

Data 
visualization 

BIM Data manage and 
exchange center  

GIS Provide intuitive 
logistic information 

AR/VR Assist construction 
activities 

Decision 
making 

Desktop 
Software, 
Mobile 
Application 

Interfaces for decision 
making 

6 Conclusions 
Modular Integrated Construction (MiC) is an 

advanced modular construction approach by particularly 
addressing complex and dynamic high-rise building in 
high-density urban contexts. It has shown a great 
potential for the betterment of building construction, but 
there is still a lack of systematic exploration of how 
successful project delivery of MiC can be achieved. This 
paper has developed a novel methodological framework 
of smart project delivery of MiC. The developed 
framework systematically structures the science, 
methods and technologies at four layers: sensor and data 
capturing, data storage and analysis, data visualization, 
and decision making. Drawing on the framework, key 
functions and technologies were explored through a 
systematic literature review, theoretical analysis and 
development, and focus group discussion.  

The framework provides a basis for understanding 
different technologies and methods for MiC project 
delivery. The findings contribute insights into the 
scientific methods and techniques of data capturing, 
analysis, visualization and use for dealing with the 
complex and dynamic processes of modular building in 
high-density urban contexts. Future study will establish 
an integrative smart-tech platform based on the 
developed framework to support project delivery of MiC 
using real-life projects.  
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Abstract – 
Remicon, an important material constituting the 

structure of a building, needs an efficient quality 
management system throughout the entire process 
from production to delivery, including production 
management, shipment-transport management, and 
delivery management, to ensure the required 
performance by the contractor. Nowadays Remicon 
factories becoming smart factories and automated 
form for systematic and accurate management 
throughout the entire process from production to 
delivery, including product management, 
manufacturing facility management, transportation 
management and quality management based on 
advanced IT technology and computerization. 
However, data generated from sensor technology, 
big data processing technology, and SCM system, 
which are currently applied to the Remicon factory, 
are managed through single server management 
system. A single server has a high possibility of 
forgery and loss of data, which makes it less reliable 
for quality management of Remicon.  

In this study, we propose a Remicon quality 
management system based on the hyper-ledger 
fabric, a private block chain. This is a system that 
can digitally generate information that needs to be 
verified by the quality manager to secure the quality 
of Remicon at each stage of ‘mixing-transport-
delivery' and share it to all nodes participating in the 
block chain network to guarantee data reliability. In 
addition, the Dapp (distributed application) of each 
node has different ledger access rights. So Remicon 
manufacturers belonging to different channels do 
not share sensitive information, but contractors and 
government can view the status of all Remicon 
quality management at the construction site. 

Keywords –  
      BlockChain;   Remicon;   Ready  mixed  concrete; 
Quality Management; Concrete 

1 Introduction 
Ready-mixed concrete (Remicon), which is com-

posed of raw materials, is manufactured by mixing 
materials according to the pre-designed mixing ratio at 
the factory. Unconsolidated, flexible concrete, which is 
Remicon, transported to the construction site within a 
regulated time and then subjected to a quality evaluation 
for constructability and durability through quality tests. 
Remicon, an important material constituting the 
structure of a building, needs an efficient quality 
management system in all processes from production to 
delivery, including production management, shipment-
transport management, and delivery management, to 
ensure the required quality. The general Remicon 
quality management system manages mixing ratio 
reports, shipment-entry times, and field test reports 
based on paper documents. Most of the time, documents 
are accumulated for a period of time and then batched 
together and sent to the top, which takes considerable 
time and energy to organize and computerize the 
information [1]. This conventional quality management 
of Remicon can cause various problems. For instance, it 
is very difficult to informatize the data of the Remicon 
because when production period, mixing ratio 
management is completely dependent on the factory. 
Therefore, the contractor cannot accurately evaluate the 
Remicon quality [2]. In addition, Remicon has the 
characteristics of 'Just in Time', so the value as a 
product is lost after more than 90 minutes, so the 
supplier must send it to the site according to the date 
and time requested by the orderer [3]. However, there is 
no way to determine whether the specified time has 
been observed [4]. On the other hand, the quality test 
information is not shared in real time due to insufficient 
computerization of the quality test of the Remicon. 
Therefore, even if the one Remicon truck is judged 
carrying defective product, the defective Remicon 
continues to produce, and the defective Remicon 
continuously deliver in the field [2]. Also, it is difficult 
to check if the quality test inspection report issued by 
the quality management inspection agency is forged at 
the construction site, and even if the test report is kept, 
there is no basis to judge whether the test and inspection 
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were done if there is no raw data. [5]. 
Recently, research has been conducted on how to 

simplify the work by automatically computerizing the 
quality management data produced by the Remicon to 
increase the efficiency of the Remicon quality 
management and share data in real time [1][5][6][7]. 
For example, a Reimicon production system using an 
internet network, real-time Remicon delivery-transport 
management through a location tracking device, and a 
quality test management system through a mobile 
device. However, existing information systems are 
managed through a central server and use a method of 
storing data in a central database. Centralized servers 
can operate as a single point of failure (SPoF) 
vulnerable to security, accessibility and availability [8]. 
These shortcomings, like Remicon's paper invoice 
documents, have the potential for concealment and 
manipulation. In addition, when a concrete defect 
problem occurs, there is a risk that it is difficult to 
determine the responsibility of the Remicon factory and 
contractor [9] through artificial intervention. With this 
solution, a new way is needed for quality managers to 
figure out the quality of Remicon without skepticism 
about the authenticity of Remicon based on reliable 
quality management data. 

2 Related Works 
○ General Remicon quality management process 

Currently, the Remicon industry is implementing 
quality management based on paper documents. In 
general, there are a large number of record registers for 
document management, which complicates the 
description and classification, and errors and loss of 
information occur during documentation. In addition, 
due to the excessive amount of documents, the 
documenting work through the manual of the quality 

manager is burdensome, and the lack of quality 
management technique makes it difficult to establish 
history management and evidence data [6]. 
○ Digitalized Remicon quality management process 

In order to solve these problems, large-sized 
Remicon companies such as Eugene, Sampyo, and Aju 
have recently built a service model to apply advanced 
technologies such as information and communication 
technology (ICT) and artificial intelligence (AI) to the 
Remicon industry. 

Eugene Company has applied Air (Artificial 
Intelligence for the Remicon industry), a Remicon 
manufacturing/management system, to domestic plants. 
It aims to strengthen the competitiveness of autonomous 
production by improving production efficiency using 
sensor technology and optimizing logistics using AI. 

Aju is building a service model applied with 
information and communication technologies such as 
machine learning, chatbots, and robot process 
automation. The quality manager can automatically 
check the aggregate usage and check the incoming and 
outgoing of the Remicon truck by mobile. In addition, it 
is possible to determine whether quantitative supply 
between aggregate suppliers is made by replacing paper 
invoices with electronic invoices. 

Sampyo developed a chatbot to check the necessary 
information such as the Remicon shipment volume, 
delivery specifications, order quantity, and truck 
allocation interval in real time. In addition, by 
establishing an ‘integrated operation system’ that applies 
ICT technology, it is planning to integrate and manage 
individual shipments of 26 Remicon factories across the 
country into 5 regions. 

Daewoo E&C introduced the concrete quality 
management mobile app 'Baroque' to all sites so that the 
site quality manager can digitize and track the concrete 
quality test work with the app. Concrete test log 
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includes construction site, concrete specification, 
concrete supplier, slump, air volume, chloride content, 
compressive strength of 7 and 28 days and test photo. 

Biz Korea built their own Remicon quality 
management system to check material consumption in 
conjunction with panel and shipment management. In 
addition, it is possible to check whether the Remicon 
products are matched by automatically producing the 
shipping invoice. then, check the weighing error of the 
panel to manage whether it was produced according to 
the specifications. 
 
○ limits of Improved Remicon quality management 
system

 
Currently, Remicon's quality management is being 

researched by applying various technologies. It mainly 
deals with mixing ratio management, delivery 
management, and on-site quality testing to improve the 
efficiency of quality management that can occur during 
the mixing-transport-delivery process. However, the 
part regarding securing reliability of quality 
management data generated during the supply chain 
process of Remicon was found to be insufficient. 

The management supervisory authority was keen on 
whether or not the quality managment of Remicon has 
been carried out, and in April 2018, the Ministry of 
Trade, Industry and Energy conducted a “Survey on 
Eradication of Poor Remicon” to investigate whether 
the cement content was insufficient or the mixing ratio 
was manipulated. In addition, in August 2018, the 
Ministry of Land, Infrastructure and Transport inspected 
the status of quality management in 779 Remicon 
factory nationwide to intensively check whether the 
mixing ratio of Remicon materials was false, and also 
confirmed whether a quality test was conducted. As 
such, the emphasis is placed on the reliability of the 
quality management of Remicon. 
 
○ Research for securing supply chain reliability 

Wang, et al studied the transparency and real-time 
information sharing of PC quality data for each 
procurement step by utilizing blockchain in the PC 
(Precast Concrete) Supply Chain section [9]. 

Abeyratne, S.A conducted a study on the Ready 
Manufacturing supply chain using blockchain 
technology to strengthen the reliability of each 
participants and also mentioned the need to combine 

blockchain technology with IT technology [10]. 
A Lanko researched on the efficiency of quality 

management of procured construction materials by 
introducing blockchain technology to minimize human 
intrusion using RFID technology in the procurement 
process of construction materials and to strengthen the 
reliability of information [11]. 

The Mediledger Project was developed by LinkLab 
and Chronicled to help manage the supply chain of 
medicines, including transportation of medicines that 
must comply with trajectory and tracking regulations 
[12]. 

N. Nizamuddin applied a blockchain technology to 
document management to study a system in which 
various stakeholders can verify and approve documents 
through a decentralized environment [13]. 
 
○ Theoretical considerations 

Blockchain-based SCM (Supply Chain Management) 
is already applied to various industrial groups [14] and 
researched and proved that it can be sufficiently used in 
Remicon quality management through use-case. It is not 
difficult to implement an SCM system for efficient 
management by connecting individual quality 
management system at specific stages of mixing, 
transportation and delivery of the above-mentioned 
Remicon in one process [15]. Securing the reliability of 
quality management data using blockchain can be 
sufficiently approached by collecting and managing 
computerized data produced by the individual systems 
mentioned above. This prevents forgery and integrative 
management of data at the mixing-transport-delivery 
stage by integrating blockchain data storage with an 
existing Remicon quality management system rather 
than creating a new system. 

3 Research Scope and Method  
Blockchain technology meets the goals of this study 

with the advantage of sharing data using distributed 
ledger technology and securing the reliability of stored 
data. Therefore, this study intends to present a Remicon 
quality management system using blockchain 
technology. 

In order to ensure the quality of Remicon, the 
information required by the quality manager is digitally 
generated and stored in the blockchain distributed 
ledger. Through this, the framework of the Remicon 
quality management system that can guarantee the 
reliability of data will be described. 

It analyzes important quality-related data in the 
remicon production system using the currently 
developed Internet network, real-time remicon transport 
time management through location tracking device, and 
quality test management system through mobile devices. 
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In addition, it analyzes the data flow that distributes and 
stores the necessary information through the chaincode 
running on the blockchain. 

4 BlockChain Overview 

○ Blockchain 
Blockchain is a distributed data storage technology. 

This structure ensures data integrity, reliability, and 
cannot be forgery by disclosing and sharing transaction 
details to all nodes participating in the transaction in a 
P2P manner without keeping transaction records on a 
centralized server. There are two main types of 
blockchain. There is a type (permissionless blockchain) 
where anyone participates in and verifies transactions, 
while there is a distributed ledger system where only 
predetermined participants can access the network 
(permissioned blockchain) 

 
The permissionless blockchain has the advantage 

that anyone can participate in transactions and 
verifications, but does not meet the purpose of this study 
in that all nodes participating in the network can view 
the information uploaded to the ledger. The purpose of 
this study is that the permissioned blockchain that 
allows only a predetermined participant to access the 
network (view data) is required in order to set the node 
authority so that only those concerned with Remicon 
quality managment can access and input data [16]. 

 
○ Hyperledger Fabric 

Hyperledger Fabric provides a permissioned 
network and security by keeping transactions 
confidential. In addition, it is possible to automate 
business processes using chaincode and verify the 
identity of network participants with the MSP function. 
Therefore, it is possible to clarify the responsibility and 
network configuration with reliable nodes. In addition, 
through the Channeling function, the ledger can be 
released only to authorized participants, thereby 
preventing indiscriminate data access. 

5 BlockChain based Remicon Quality 
Management System 

This chapter describes the development of a 
Remicon quality management system based on 
blockchain technology to increase the reliability of 
stored data. The developed system constructs a 
Permissioned-Private network using Hyperledger Fabric 
blockchain technology. Therefore, the important 
information produced at each stage of the quality 
management of the Remicon can be distributed and 
stored so that the quality manager can access the 
information. 
 
○ system architecture 

This system divides the chaincode function 
according to the type of information produced in each 
process of mixing-transportation-delivery and 
distributes the individual information on the quality 
management of Remicon. 

The chain code consists of an insert data function 
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that stores the values input from the Remicon factory, a 
sensor function that stores GPS data of the Remicon 
truck and test data, and a picture function that stores 
pictures of the test process. It is composed of create 
concrete placing status sheet function for convenient 
reading by quality manager by reconfiguring mixing 
ratio information, transportation information, and test 
information. 

Distributed client applications that operate on this 
blockchain-based Remicon quality management system 
are divided into Remicon factory, field quality managers, 
concrete testing institute, and quality manager according 
to the user's role. In order to use these applications 
separately for each user, Hyperledger's Membership 
Service Provide (MSP) function manages the necessary 
authority (account) to call each function of the 
chaincode for each user. The authorized user sends data 
through the application with the corresponding account. 
The transferred data is verified again through the 
process of identification and signature verification in the 
consensus process to verify the reliability of the data 
produced by the user(quality management data 
producer).  

The Remicon quality management data of each step 
is called a create concrete placing status sheet function 
as an application for quality managers after a step of 
checking an account at the request of the quality 
manager. Therefore, the stored data is arranged in a 
certain form and the quality management of the 
Remicon is provided to the quality manager. 

 

In addition, through the channel MSP, producers of 
Remicon quality management data can access the 
corresponding ledger, but not the data of other ledgers. 
For example, Remicon A factory can judge whether 
their Remicon has been properly delivered to the 
ordered site and tested, but cannot see the order history 
of Remicon B factory belonging to other ledgers. In this 
way, the quality manager can read the quality 
managment contents of the Remicon in all ledgers, but it 
is designed not to share sensitive information among the 
Remicon factories. 
 
○ Smart Contract architecture 

 The essence of the transaction is the invoking of a 
smart contract (chaincode), deployed into the 
blockchain network to enable interaction with the 
shared ledger. 

Fig 5 illustrated the interaction flow with the 
chaincode. The client inputs the function name and 
arguments to initialize the truncation and peers access or 
modify the ledger via chaincode based on multiple 
application. Generally, two operations are involved in 
chaincode: the “init” and “invoke” functions. The “init” 
function is called when initializing or upgrading 
chaincode; “invoke” is used in response to transaction 
proposals to query or update the ledger. In this system, 
the “invoke” function is composed of eight specific 
functions: InsertDB, UpdateTransportationTime, 
UpdateSlump-Test, UpdateAirTest, UpdatePressureTest, 
Update-Picture and QueryDB.  
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○ Function 
The functions and calling authority for storing or 

viewing Remicon quality management data through the 
client application are as follows Fig 6. 
 “QueryDB” function is used to obtain the Remicon 
quality management data and attributes value. The last 
seven functions are invoked when Remicon is produced, 
transported, and delivered, respectively. 

6 Features of the Developed Remicon 
Quality Management System 

In general, Remicon quality management checks 
whether the performance required by the contractor is 
secured on a document basis. It is difficult to judge the 
existence of improper quality management records that 
can be forged. In contrast, the developed blockchain-
based Remicon quality management system used 
computerization and sensors as a way to minimize 
human intervention when storing mixing ratio reports 
produced at the mixing stage, compliance with time 
regulations during transportation, and test data after 
delivery. Therefore, it reduced human-error and allowed 
quality manager to view the reliable quality 
management data in real time. 

○ Mixing process 
Data for preparing shipping invoices are received 

from the Remicon panel, which is a system that 
automatically calculates the mix ratio of Remicon 
according to the order specifications of the construction 
company and automatically weighs raw materials. Input 
RemiconID, Quantity, Destination, Order-Specification, 
Mixing Ratio, Due date data into Remicon Invoice Info 
table in charge of Remicon production information in 
Production Process. 

 
○ Transport process 

Departure Time and Arrival Time are recorded in 
the Transportation Info table in charge of managing 
transport time information in the transport process by 
analyzing the GPS data attached to the Remicon.  

 
○ Site Test process 

The sensor corresponding to the test info table in 
charge of the Remicon quality test data put into the 
delivery process by receiving the slump value, air 
volume, and chloride content of the Remicon through 
sensorization of the on-site test equipment. In addition, 
pictures for each test are transmitted. 
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○ quality test institution process 
The strength of the specimen on the 7th and 28th is 

measured by the in-house quality testing laboratory or 
the external quality testing institution. After receiving 
the data through the strength measurement sensor, 
record the compressive strength of 7 and 28 days in the 
Test Info table in charge of the Remicon quality test 
data in the delivery process. Also, pictures for each test 
are transmitted. 

 
○ Automation of Remicon quality management 
documents 

The quality manager (Contractor, Government, Factory 
Quality Manager) can easily comprehend the status of 
the quality management of the Remicon by 
automatically filling in the digital document of the 
concrete placing status sheet in a certain form by calling 
all stored Remicon quality management data. 
 
○ Data Base 

Fig 9 show indicate what kind of data would be 
stored in blockchain. Remicon Invoice Info, 
Transportation Info, and Test Info data produced by 
each quality management data producer accessing the 
application with the corresponding account during the 

quality management process are as follows. The data to 
be registered in the block chain is Remion ID, quantity, 
Destination for Remicon, order specification from 
contractor, mixing ratio of Remicon, due date for 
delivery, Remicon truck ID, truck Departure-Arrival 
time, test result(slump, air, chloride, strength) and 
picture of test. This information is continuously 
recorded through a step-by-step process, and each data 
can know who and when stored the information and the 
account who generates the action. The action execution 
result is stored in the blockchain in the form of a 
transaction. By checking the transaction history, it is 
possible to grasp at what stage there is data forgery, and 
finally, to ensure the reliability of the Remicon quality 
management information producing. In addition, the 
quality manager can view reliable Remicon quality 
management data. 

 

7 Conclusion 
In this study, we proposed to form a trust protocol 

for quality management through transparent disclosure 
of quality management details among data producers by 
utilizing blockchain technology. 

The proposed system can prevent the generation of 
false results by accessing the distributed application 
used by the producers of Remicon quality managment 
data at each stage through the corresponding account. In 
addition, it is meaningful in that it is possible to perform 
the quality managment of Remicon with integrity, 
confidentiality and reliability. This ensures transparency 
through the transaction history of which data is inputted 
and when data is stored according to the process, and 
makes it possible to clarify the responsibility even if a 
concrete defect occurs. since both the contractor and the 
Remicon factory can share the quality data, the factory 
can read the field test contents and have confidence in 
the quality of their product. In addition, the access rights 
of each blockchain network participant node's ledgers 
are different, so that remicon factory belonging to 
different channels do not share sensitive information 
like how much be ordered or payed, but contractors or 
national supervisory authorities, etc. can view the status 
of all remicon quality management at the construction 
site. it is expected that the national supervisory authority 
will be able to solve the problem of document 
forgery/falsification in the process of inspecting whether 
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the quality managment of concrete at the site has been 
properly performed by reading the concrete placing 
status sheet of digital document based on trusted data. 
 

In this study, in order to solve the Oracle problem (If 
information is posted on the blockchain, it is almost 
impossible to correct it, and forgery is impossible, so if 
incorrect information is uploaded from the beginning, 
the information cannot be trusted) when computerizing 
the Remicon quality management data produced at each 
stage, it was designed to minimize human intervention. 
This presupposes the direct transmission and reception 
of computerized quality management data generated 
from sensor technology, data processing technology, 
and SCM systems currently applied to the Remicon 
industry. In order to connect with the data transmission 
part of the computerized Remicon quality management 
system, it is necessary to open and interwork with the 
system API of the corresponding company, and 
optimization to meet compatibility is expected. In 
addition, due to the nature of the blockchain, all quality 
management data are disclosed, and sensitive concerns 
that each company's core technology is leaked out 
should be adjusted. 
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Abstract – 

Lending inspiration from the manufacturing 
industry, industrialized house-builders have adopted 
some of its characteristics such as high 
standardization of configurable products and 
manufacturing processes. Standardization of product 
and information flow within industrialized house-
building has shown to beneficially increase offsite 
manufacturing efficiency. They have however not 
been able to transfer the increase in efficiency to 
onsite construction, leading to it being one of the key 
issues resulting in delays. For offsite manufacturing, 
previous research has suggested Bill of Material 
(BOM) as a structure to define information for in 
manufacturing phases. However, due to the variation 
in workflow between offsite manufacturing and onsite 
construction, the structure of a BOM for offsite 
manufacturing cannot be reused in onsite 
construction, ultimately resulting in increased data 
redundancy and recreation. 

A conceptual model of a BOM for onsite 
construction has been developed inspired by Bill of 
Materials (BOM), Work Breakdown Structure 
(WBS), Location Breakdown Structure (LBS), 
Standard Operating Procedure (SOP) and Work 
Instructions (WI). The conceptual model utilizes 
space structure LBS to link spaces with SOPs. 
Furthermore, it also utilizes WBS to link SOPs with 
WIs.  

The BOM for onsite construction is generated by 
a transformation from offsite manufacturing P-BOM. 
Streamlining the information flow and 
transformation between manufacturing and 
construction phases open the possibility to develop 
IT-solutions for industrialized house-builders. By 
developing existing IT-systems to reduce data 
redundancy, the fragmentation between offsite 
manufacturing and construction sites could be 
utilized by reusing existing data. The conceptual 

model supports multiple information views and 
allows for information filtering determined by the 
performed work and project. 
Keywords – 

Bill of Material; Industrialized House-building; 
Data Redundancy; Work Breakdown Structure; 
Location Breakdown Structure; Work Instructions; 
Information filtering; Offsite Manufacturing; Onsite 
Construction 

1 Introduction 
Industrialized house-building (IHB) has been 

considered as one of possible solutions to achieve the 
desired increase in effectiveness and efficiency of the 
construction sector [1]. It has therefore been a major 
research area in Sweden, where the Swedish construction 
sector has been a driving force in achieving a substantial 
development of industrial house-building. IHB has been 
characterized by high standardization in platforms for 
basic house types, configurations as well as offsite 
manufacturing [2]. It has shown several benefits within 
the construction sector, including assurance of product 
quality, higher productivity, improved control over 
manufacturing processes and even improved storage 
management within onsite construction [3]. IHB has led 
to an increase in the amount of information produced, 
handled and gathered around a project [4]. Usage and 
distribution of information within offsite manufacturing 
have drastically improved in recent years through a 
highly integrated offsite engineering, design and 
manufacturing process [2,3]. 

IHB could potentially improve the efficiency of 
onsite logistics, material handling, progress tracking and 
other onsite activities [3]. To achieve that, its 
management system must be well integrated with the 
already existing offsite manufacturing systems. This is 
however far from reality, where onsite construction is 
wasting resources searching, sharing or recreating of data, 
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indicating a clear information flow detachment between 
prefabrication, assembly and construction site [5]. 

The degree of redefinition is based on the needed 
level of flexibility to achieve the desired customer value 
from the product [6]. Therefore, it is important for the 
information structure to be flexible according to 
company needs and clients demands. 

Inspired by the manufacturing industry, some 
companies in the industrialized construction sector have 
adopted information structures relying on the Bill of 
Materials (BOM). BOM has the potential to describe the 
breakdown of a product for IT systems, with the intention 
of organizing information in a form that makes it usable 
to visualize multiple information views as well as 
different phases of a product’s life cycle [7,8]. For this, 
BOM structures need to be integrated with the existing 
manufacturing systems [3]. 

The purpose of this study is two-folded. First, explore 
how BOM could be extended to onsite construction. 
Secondly, analyze how the extended BOM for onsite 
construction could reduce data redundancy as well as 
fragmentation between offsite manufacturing and onsite 
construction. 

2 Research Approach 
The study uses Hevner’s design science (DS) 

approach [9], focusing on data collection from five case 
studies consisting of unstructured interviews, 
observations and supplemented by a literature review. DS 
is utilized to research and explore models for onsite BOM, 
by combining unstructured interviews and observations 
from case studies to identify practices and structures of 
construction sites. 

Three companies have been observed in the study, 
two IHB companies (A and B) and one traditional 
construction company (C). In total these make up five 
study product cases, two with company A, one with 
company B and two with company C. A and B have been 
chosen due to them being the leading IHB companies in 
Sweden and have during the latter years focused on their 
processes and information flows, thus represented the 
leading edge of digitalization of the industry. C is one of 
the five biggest contractors in Sweden and focuses on 
construction site digitalization. 

The literature review has been an iterative process; 
each phase of the research has yielded concepts that have 
been further reviewed and incorporated into the paper, 
which also has led to further unstructured interviews and 
discussions. The literature review started out with basic 
concepts such as the status of Information structures, 
BOM, Building information modelling (BIM) and 
Information filtering.  

3 Theory 

3.1 Information structure & Bill of Materials 
A major limitation in current Building Information 

modelling (BIM) practices is the prevailing activity-
based focus of the construction industry, rather than 
information-centric [10]. Information structures, 
attributes as well as multiple information views are 
important for an IT-system to be able to support a variety 
of construction processes under the life cycle of a 
building [11]. A way to handle this is through 
standardization in the form of BOM. Creation of a 
common information structure and a basis for 
information flow provides the opportunity for IHB to 
integrate their products into IT-systems and therefore 
simplify communication not only within the company 
itself but also with other companies [7]. BOM can be 
used to describe the structural breakdown of a product 
and its relationship with sub-assembly, parts and 
materials. The BOM has the intention of organizing 
information so that it can be used in IT-systems under 
multiple different phases of its life cycle and for a variety 
of cases by using different information views optimized 
for each specific task [7,12,13]. 

When it comes to BOMs in construction, more 
specifically in IHB, research has exemplified definitions 
created for design and offsite production phases, there is 
however little published research on onsite construction 
within the context of IHB. 

Within design and offsite manufacturing, research 
focuses mainly on Engineering BOM (E-BOM), 
Manufacturing BOM (M-BOM) and Process BOM (P-
BOM) as well as their transformations, see Figure 1. 
Transformation between these BOM types occurs by 
modifying the information structure hierarchy, adding or 
even deleting data from the parent BOM [8]. E-BOM 
often works as the essential source of information for all 
other types of BOMs, meaning that all other forms of 
BOMs are subtypes of an E-BOM [8]. Therefore, it is 
important to keep E-BOM as the foundation of BOM 
structure when a transformation occurs. 

 
Figure 1. BOM Transformation [7]. 

Research defines E-BOM as a BOM utilized by 
designers with the intention to represent the product 
structure from an engineering viewpoint and is often 
produced by CAD/BIM systems [14]. M-BOM 
represents the manufacturing assembly sequence of a 
product. Its structure is perceived as a series of 
hierarchical groups and is generated from an E-BOM 
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transformation, in which additional information of 
manufacturing sequence is added to the structure [14]. P-
BOM is utilized in offsite manufacturing and is generated 
from an M-BOM transformation with inclusion of 
detailed process information for assembly of modules 
and its components [8]. 

3.2 Location Breakdown Structure 
Location Breakdown Structure (LBS), see Figure 2, 

is a hierarchical structure of spaces that can be used 
within a project [15,16]. LBS is intended to decompose 
spaces into smaller units, where each descending level 
has higher detail of space definition, resulting in a more 
usable and manageable LBS. Space is a geometrical 
volume which contains information describing a specific 
portion of the construction site as well as its relation to 
other spaces. Different detail levels can be used 
depending on the needs of each task. Detail planning and 
finishing related tasks is often preferred to be conducted 
at the highest level of detail [17]. The highest level in the 
LBS hierarchy usually represents the construction site of 
the project, and the lowest level often is represented by 
apartments. However, it is also possible to have each 
individual room in the apartment at the lowest level. 

 
Figure 2. LBS example for a construction 

project. 

3.3 Work Breakdown Structure 
Work Breakdown Structure (WBS), see Figure 3, is a 

project breakdown from the perspective of construction 
tasks, where the completion of the project is related to the 
tasks being done [18,19]. WBS is intended to decompose 
the tasks into smaller tasks that are more manageable by 
creating a hierarchical structure of tasks [20,21]. Each 
descending level in the WBS hierarchy represents the 
subdivision of tasks and an increase in detail of task 
definition. Usually, the highest level represents the entire 
project and the lowest level being work packages. It is at 
work package level that tasks can be assigned to 
individuals, teams or even contractors [20,22]. WBS 
must be used with an appropriate level of task detail, as 

unneeded decomposing will end up requiring additional 
management efforts and higher cost [20]. Using WBS 
can improve process management, process definition, 
scheduling, risk analysis, cost estimation and project 
organization [21,23]. 

 
Figure 3. WBS example for a construction 

project [24]. 

3.4 Standard Operating Procedure & Work 
Instruction in construction 

Standard Operating Procedure (SOP) is a documented 
manual of a company’s established practices [25]. 
According to Nakagawa, a well-documented SOP 
utilizing companies’ experience is essential to reach 
increased construction quality and consistency as well as 
reduction of scheduling waste, environmental impacts 
and safety risks [26]. To achieve its goals, a SOP needs 
to contain information about construction methods, 
assembly sequence, activity duration, safety instructions 
and preparatory work [25,26]. 

Work instruction (WI) is a documented manual of a 
company’s construction methods [27,28]. Traditionally, 
it is created as text documents containing a list of 
instructional tasks to guide the assembly process of a 
building project, it can include shop drawings, 3D models, 
animations and pictures [29]. A WI includes sequenced 
instructional description of tasks, safety information as 
well as a list of resources such as tools and materials 
[28,29]. To avoid assembly process errors, delays and 
damaging the credibility of WIs, it is of utmost 
importance to ensure that WIs are updated in a quick 
manner [29,30]. 
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4 Conceptual Model Development 
The current information structure according to 

studied cases of offsite P-BOM cannot be reused for 
onsite construction, with the main reason being the 
variation in workflow. The industrialized offsite 
manufacturing and assembly process is done in a factory 
single assembly line. Components and parts are being 
assembled while the semi-finished modules are being 
moved from one workstation to another. Meaning that the 
factory defines specific workstations in which specific 
tasks and resources are being used. This enables 
optimization of tasks and resource management within 
the factory as well as minimizing the resource usage. Due 
to spaces being the non-movable components in onsite 
construction. Instead, it is now the workers and resources 
that are being moved. While the construction is ongoing, 
unlike assembly line production, new spaces are 
becoming available, leading to a more complex and 
dynamic relation between spaces that needs to be taken 
into consideration. 

This paper proposes the creation of a new BOM for 
onsite construction, called onsite BOM. Onsite BOM 
aims to improve data sharing by streamlining the 
information flow process and reducing data redundancy. 
For that, an onsite BOM is defined, its transformation as 
well as its dependencies. 

4.1 Transformation of BOM 
Generally, all forms of BOM transformation are 

derived from either E-BOM or M-BOM [8]. However, 
due to the existence of reusable information within offsite 
manufacturing, and to achieve the aim of reducing data 
redundancy as well as information recreation, the concept 
is instead based around a transformation of offsite P-
BOM to onsite BOM, see Figure 4. This transformation 
gives access to information that before was unavailable 
to the construction site and had to be recreated or 
modified. From E-BOM, it gets access to information 
about module types, properties, location of modules as 
well as components within modules. It even gets access 
to space data from E-BOM, information used to identify 
room types, room properties while simultaneously 
identifying module relations as well as space 
requirements and limitations. Sequence of module 
assembly for onsite construction is available from the M-
BOM and can be used to identify delivery order of 
modules, assembly order of modules as well as delivery 
date estimation to construction site. 

Offsite leftover tasks are leftover tasks allocated to 
onsite construction from offsite manufacturing and the 
information is available to access from P-BOM to 
identify additional work instructions required for project 
completion. Reuse of its data can result in data 
redundancy reduction as currently this data is manually 

recreated by site managers as well as skilled workers. 

 
Figure 4. Concept of BOM Transformation from 

offsite P-BOM to onsite BOM. 

4.2 Location Breakdown Structure 
To manage and utilize generated spaces within onsite 

construction a concept of LBS for IHB has been 
developed from the case study, in which variations of 
space types and their relation are identified according to 
needs of IHB. 

• The highest level in the LBS hierarchy embodies 
the whole space that the construction site will 
occupy, called Product or Project. 

• The first descending level in LBS is Buildings, 
this hierarchy embodies the separate buildings 
within the product to create a distinction between 
the building volumes as well as maintain 
information independently between them. 

• The second descending level in LBS is Levels, in 
which spaces are hierarchically organized with a 
higher level of detail according to their floor 
level in the building. 

• The third descending level creates a distinction 
between apartments and stairwells, in which all 
apartments and stairwells are identified. 

• For apartments, the fourth descending level in the 
hierarchy maintains information about the room, 
including its room type. 

• The lowest descending level in LBS is Modules, 
it defines the bounding space of modules 
manufactured offsite and is derived from either 
Room or Stairwell. 

This structure of LBS gives an identified module 
relation with other modules by identifying which 
modules create which rooms or stairwell, see Figure 5. 

In the concept, Modules have been put as the most 
detailed level of the space, while they arguably could 
have been placed under Buildings or even under Levels. 
Information on Modules are often only required in early 
stages of onsite construction with exception to offsite 
leftover tasks, while Levels and Apartments are used 
from the beginning until completion of construction. 
Therefore, having the highest level of detail results in it 
not being required as often when performing construction 
tasks and can therefore be more often filtered from the 
information view. 
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Figure 5. Concept of LBS for IHB projects. 

4.3 Relations of BOM for onsite construction 
The concept, Figure 6, utilizes the structure of LBS to 

link spaces with SOPs to create a relation between 
construction tasks and associated spaces. Each work 
instruction within a SOP contains information of what 
spaces it needs to be performed on, with what resources 
as well as what its space restrictions and requirements are. 
To put in context, see Figure 6, a SOP is performed for 
replacement of a window due to a leftover task. It 
includes two WIs, one for removal of the window and 
one for its installation, due to it being a leftover task, the 
SOP is linked to the Module, the highest level of detail, 
and therefore accessing the available information about 
the module from offsite P-BOM, including type, 
dimensions and other specifications of the window.  

The concept has spaces as the sole carriers of 
construction status to establish a communication hub 
with all other SOPs. The links between WI, SOP as well 
as LBS ensures a consistent information interoperability 
between them under all levels of detail. Information 
interoperability is essential to dynamically modify the 
sequence of WI and SOPs to adjust according to 
construction sites continuously changing demands. It is 

Figure 6. Concept of onsite BOM for IHB projects linking LBS with SOPs, WIs, AS and instructions.  
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also essential, when looking for an information structure 
that supports information filtering, as in showing the 
right amount and type of information to the right target 
group in information views. Information needs to be 
interoperable in the information structure for it to be 
synchronized and filtered to the correct target group. The 
breakdown structure of information makes filtration 
possible as it specifies all the existing relations under all 
levels of detail for the system, therefore showing the ones 
needed as well as the ones that can be filtered out. The 
existing types of relation in the concept are: Space – 
Space, Space – SOP, SOP – WI, SOP – Alternative 
sequence, Alternative sequence – WI, WI – WI and WI - 
Instructions. 

Alternative sequences (AS), see Figure 6, are 
alternate WI arrangements within a SOP that can be 
triggered for foreseeable changes or issues that can be 
required to conduct a SOP correctly. The study shows 
that AS changes the sequence of WI within a specific 
SOP. A SOP has therefore accessibility to information 
available within its WI sequence and AS. AS consists of 
a ruleset describing its intentions, multiple alternative 
WIs and a description of said WIs. It reduces the 
managerial demands for when modifications are 
necessary, for example due to weather or construction 
tolerance related issues that occur commonly. In addition 
to that, it decreases data redundancy by reducing the need 
for modification of construction sequence as well as 
recreation of WI specific for special cases. 

The conceptual BOM is built to ensure that SOPs can 
be assigned to any space independent of its level of detail. 
This is done by ensuring that available and required 
information within spaces stay consistent independent of 
spaces level of detail. Inspired by the hierarchical 
structure of the decomposed task structure of WBS, a 
hierarchical structure of SOP, WI and instructions have 
been developed and later been integrated with LBS. To 
put in context, see Figure 6, a SOP was developed for 
roof cassette montage, it has been broken down into two 
WIs and further into seven and three instructions, 
respectively. 

 A SOP is linked to a space either directly or through 
one of the SOPs it is linked to in a sequence. In cases 
where a previous SOP exists, that SOP must be fully 
completed, or as an exception for it to be moved to the 
next SOP in the sequence. According to theories, a SOP 
has the requirements of containing a title, description of 
its usage and step-by-step instructions, known by WIs. 

To secure quality of work and safe work procedures, 
foremen and site managers can use lists of predefined 
WIs. According to theories and interviews a WIs for 
onsite construction needs to include an instructional 
description of itself, safety notes, list of tools, machinery, 
components, materials, instruction durations, space 
requirements, space restrictions, number of required 

skilled workers as well as their work qualifications. 
In addition, the study has shown the need to link SOPs 

to spaces for identification of task locations. AS is 
required to quickly be able to adjust to constant 
construction demands and changes. SOPs correlation 
with WI is designed with intention to reduce data 
redundancy as well as the need for recreation of said data 
as the occurring data sharing between SOP and WI. 

The concept may achieve this by ensuring that no data 
redundancy exists between SOP and WI, and that data 
only exists in a single place with a single owner. 
Additionally, it aims to ensure that a SOP gets access to 
all data within its WIs and therefore be able to further 
generate additional information such as a dynamic list of 
resources to a changing construction site such as when 
delays or shortages occur. 

5 Discussion & Conclusion 
The adopted characteristics of the manufacturing 

industry, in which most of its engineering and 
manufacturing is done offsite, this study highlights some 
major issues with IHB. The existing need of conducting 
a certain amount of work at the construction site has been 
a bottleneck, the non-structured information flow has led 
to data redundancy and fragmentation between offsite 
manufacturing and onsite construction, further increasing 
the issues. By usage of BOM structure, this concept aims 
to improve data integration, reduce fragmentation by 
streamlining the information flow. Additionally, 
identifying information types and possible 
transformation sources of the information to the 
construction site could ensure that data redundancy can 
be minimized. 

Based on observations, onsite construction in IHB 
mostly utilizes shop drawings, Excel sheets and to some 
extent even cloud storage with none of them promoting 
data integration. Resulting in data redundancy, 
information is recreated into separate documentation 
with no bi-directional connections.  

A real-time information view opens the possibility of 
optimizing the construction site and its sequence, by 
filtering the information and showing only the necessary 
information to the user. Concept hierarchical structure of 
level of details opens the possibility to filter information 
based on a variety of parameters, such as locations, 
number of skilled workers, their qualifications, etc. 
Making it possible to generate information views, as an 
example, a view for a painter, in which the painter gets 
access to information displaying SOPs and WIs 
associated with tasks they are qualified to and is ready to 
be performed. 

Leftover tasks were a common occurrence that 
worsened the situation for construction sites by 
increasing the demand for communication between 
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onsite and offsite. Non-standardization of the tasks and 
information availability has resulted in site manager’s not 
being able to optimize the workflow or assign teams for 
conducting these tasks, ordering of replacement 
components and parts has been a demanding process. 
Therefore, we believe that transformation of BOM to 
onsite BOM would facilitate the work of the site manager, 
since the factory can potentially utilize the 
transformation to allocate leftover tasks with SOPs and 
resources, thus reducing data redundancy and data 
fragmentation between offsite and onsite. Furthermore, 
transparency of SOP and WI communication has the 
possibility of reducing the risk of construction errors. 

Onsite BOM has the potential to simplify the process 
of maintaining and updating SOPs as well as WIs within 
a construction. This is done through standardizing of 
information flow and information requirements between 
offsite manufacturing and onsite construction as well as 
the whole company in general. A combination of the 
information structures of WBS, LBS, SOPs and WIs has 
shown the potential to manage the information flow by 
BOM for onsite production. 
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Abstract –  

With a focus on mechanical earthworks, 
automation of limited operations is progressing with 
regard to driving operations such as hydraulic 
excavators, bulldozers, and compaction rollers. The 
Ministry of Land, Infrastructure, Transport and 
Tourism is promoting public works that positively 
utilizes automated construction equipment and the 
like for the purpose of improving productivity at 
construction sites. 

 In the future, it is expected that the scope of 
automation of construction machinery will expand 
due to further technological advances such as AI and 
IoT. In that discussion, it is instructive to note that the 
classification of automation driving in automobiles 
serves as the basis for discussion of technology 
diffusion. Regarding automated construction 
machinery as well, in considering the promotion of 
the introduction of this technology into society, we 
believe that it is useful to formulate a concept at the 
autonomous construction level. 

In this paper, while referring to cases such as 
classification of automation driving in automobiles, 
while paying attention to the differences between 
automatic running of vehicles and autonomous 
construction of construction machines, a conceptual 
draft of the level of autonomous construction by 
construction machines is proposed. In addition to 
showing the results of the study, the additional study 
issues that became clear in the study process are 
shown. 

 

Keywords – 
Autonomous; Construction; Level concept; 

Construction machine 

1 Present situation for ICT in mechanized 
construction field and necessity of 
roadmap or concept of level for 
realization of automatic construction 

1.1 Short history of introducing construction 
machinery and Machine control. 

Mechanization of construction work has progressed in 
crane work and earthwork. After the Meiji Restoration, 
electric shovels were developed in Japan in the 1940s and 
were mainly used in large-scale earthwork sites [1]. 

In Japan, the mechanization of construction work has 
been rapidly promoted since the Second World War. In 
order to improve the supply capacity for the enormous 
demand for infrastructure, the construction machinery 
used by the United States during the war were paid off to 
japan government and construction industry, and then 
and then through technical cooperation with overseas 
companies, domestic construction machinery 
manufacturing took place again. Nowadays, several 
construction machinery manufacturers in Japan are 
competing to contribute to mechanization of construction 
sites in the world (Figure 1, [1]) [2],[3]. 

Since the 1980s, in the midst of rapid anxiety about the 
aging of the working population, automation and 
autonomy were sought for earthwork, which was the 

    
Kobe Steel (1930)              Komatsu(1943)                    SCM(1961)                                 Hitachi(1965)） 

Figure 1. Example of construction machinery manufactured by a Japanese manufacturer [1] 
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most mechanized construction field. 
Around 1990, hydraulic excavator manufacturers 

developed and commercialized semi-automatic hydraulic 
excavators. Operating a hydraulic excavator is a difficult 
operation in which the operating levers of the boom, arm, 
and bucket are moved simultaneously. However, with 
this semi-automatic product, the system automatically 
assists the hydraulic valve by the operator only operating 
the arm operation lever, and the bucket blade edge moves 
linearly for shaping. 

Unfortunately, the economic downturn caused a 
recession and many workers returned to the construction 
site, so these did not lead to large sales. 

Then, taking advantage of the spread of GNSS 
technology, an information presentation technology was 
developed that assists construction machine operators to 
visually confirm the difference between the cutting edge 
and the topographical design information. In the 2000s, 
these were called machine guidance systems in Japan and 
have been introduced in hydraulic excavators and 
bulldozers. (In Europe, this is called “Machine Control”.) 

Nowadays, semi-automated technology and its combination 
are used to provide hydraulic excavators and bulldozers that 
assist shaping operations at any place in the construction site 

using 3D design information and real-time position information. 
In Japan, this is called 3D machine control [4]-[7]. 

Also, within a limited environment, trials have been made to 
automatically construct embankments by operating a plurality 
of such construction machines programmatically [8]. 

The Ministry of Land, Infrastructure, Transport and 
Tourism of Japan has set a future vision of realizing automatic 
construction in order to increase the production per worker in 
the construction field amid the rapid aging of the population 
(Figure 2, [9]). 

1.2 Present situation for ICT in mechanized 
construction field and necessity of 
roadmap or concept of level for realization 
of automatic construction. 

On the other hand, there are some differences in the 
understanding and evaluation of the actual situation of the 
developed semi-automated level among the parties concerned. 
Both the overestimation and the underestimation have caused 
cases in which the introduction of users is hindered and the 
policy making of the administrative agencies promoting the 
utilization becomes difficult. 

The public works orderer wants to utilize these technologies 
to facilitate the supervision and inspection work such as step 
confirmation during construction. However, there are concerns 
that such misunderstandings will cause difficulties. 

Please note that the content presented in this paper is not the 
official view of the Japanese government at this point, but is a 
report at the stage of consideration as a national research 
institute. 

2 Investigation study on roadmap and 
technical level concept classification of 
automation driving 

First, we reviewed the progress of the study on the 
roadmap for realizing automation driving in Japan 

(Figure 3, [10]) 
In Japan, the “Autopilot Study 

Group” established by the 
Ministry of Land, Infrastructure, 
Transport and Tourism held 
discussions and compiled the 
“Driver Assistance System 
Advancement Plan” in 2013. 
After that, with the Cabinet 
Secretariat as the secretariat, the 
Prime Minister's top meeting: 
Advanced Information and 
Communication Network Society 
Promotion Strategy Headquarters 
was launched, and at that meeting 
the roadmap for realizing 
automation driving is being 

 
Figure 2. Concept of future vision for construction work 

[9] 
    

 
Figure 3. Movement around definition of autonomous driving level [10] 
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discussed. At that meeting, the first version of the 
“Public-Private ITS Concept/Roadmap” was formulated 
in 2014. 

In the discussion there, the definition by the US 
Department of Transportation NHTSA and the 
discussion on the ERTRAC/Roadmap were investigated, 
and the definition of automation driving was referenced. 
With the aim of defining the concept of level 
classification and refining the scope of the roadmap, 
representatives of automobile manufacturers, 
government officials, and other parties continue to hold 
discussions and update the roadmap every year. 
Discussions and revisions were also held in response to 
the drastic revision of SAE/J3016 in 2016.9. 

In Japan, a system that automatically stops the 
traveling vehicle by detecting people or objects was 
introduced due to the technological development of 
several manufacturers. For that reason, the terms "safe 
driving support system" and "automation driving system" 
existed before. The discussion of correspondence and 
consistency between those terms and the terms defined in 
the discussions such as NHTSA was an important issue. 

In addition, a service was offered to reduce automobile 
insurance costs in response to the introduction of these 
systems. For this reason, the concept of responsible 
relationship between the driver and the safe driving 
support system installed in the automobile was also 
discussed. 

In automation driving, what role the driver and self-
driving car should share, and how to organize the 
components of the task of driving were important 
subjects of the discussion. 

In the 2016 revision of SAE/J3016, these issues were 
organized as DDT, OEDR, DDT fallback, ODD, etc. 

The roadmap for automation driving in Japan also 
follows this concept. 

These conceptual arrangements have contributed 
greatly to clarifying the evaluation of technical contents 
as well as the definition of automation driving (Table.1, 
[11]). 

Based on these discussions, revisions to the concept 
and roadmap of automation driving in Japan have been 
made. This has led to deepening of discussions and 
progress of work mainly in the following points. 
・Clarification of manufacturers' priority development 

products and enhancement of management strategies 
・Discussion from the perspective of how automation 

driving can help solve social issues 
・Clarification of use cases that should be preceded 

(* Mobile services in depopulated areas (Level 4 bus 
operation by remote monitoring, etc.) 

・Discussion on how much resources the government 
should devote to the social introduction of self-driving 
cars. 

(*Positioning of advanced driving systems for safe 
driving, etc.) 

・ Revision of relevant laws and regulations by the 
government 
(*Revision of technical standards for automobiles and 

consideration of new formulation) 
・ Adjustment of existing laws and regulations for 

experiments in real environments  
(* Clarification of necessity of road use permission 

rules by police, review to enable experiments of 
remote monitoring vehicles) 

3 Conceptual study of autonomous 
construction level in construction 
machinery that is becoming more 
automated 

3.1 Arrangement of element concepts that are 
the basis of level division 

-The survey and consideration in the previous section 
confirmed that the role played by the roadmap is effectively 
useful for the social introduction of technology. In addition, 
useful points were confirmed regarding the roadmap and level 
conceptual studies for the automation of construction work. 

In particular, it is effective to sort out the concepts of DDT, 
Vehicle control motion, OEDR, Fallback, and ODD, and we 
took steps to sort out this point of view regarding automation of 
construction work. 

Table 1. Elements Concept [11] 
Element Definition or Meaning 

D
D

T 

Sustained 
lateral and 
vehicle 
motion 
control 

Sustained lateral and vehicle motion 
control 

OEDR 
(Object and 
Event 
Detection 
and 
Response) 

The subtasks of the DDT (dynamic 
driving task) that include monitoring 
the driving environment (detecting, 
recognizing, and classifying objects 
and events and preparing to respond 
as needed) and executing an 
appropriate response to such objects 
and events (i.e., as needed to 
complete the DDT and/or DDT 
fallback 

DDT fallback 

Complete action or Response to 
when DDT operation is difficult to 
continue (i.e. Transiton to Minimal 
Risk condition) 

ODD 
(Operational 
Design Domain) 

The specific operating domains in 
which the ADS (Automated driving 
systems) is designed to function. 
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Table.2 is the corresponding concept that we have examined 
(Table.2). 

Here, as a new element, we propose to add "Work area 
setting/Task allocation" separately from “DDT”. 

It is because that we define automatic construction in 
mechanical earthworks as changing the existing terrain to 
the terrain shape shown in the design drawing of the area 
without human intervention. 

If you think in that way, the construction setup will 
emerge as the next necessary element after the above 
Task (corresponding to DDT) and fallback. 

For example, if the automatic excavator digs the 
ground all the way to the surface of the design shape, the 
dump may create a slope that cannot carry the soil. In 
order for the work to proceed properly, it is necessary to 
determine the order of the excavation work positions of 
the excavator and the depth at which each is to be 
excavated in stages. 

In addition, when performing construction with a 
bulldozer, just because the ground at that point needs to 
be excavated, the construction does not proceed simply 
by pushing down the cutting edge. If you do not set up a 
plan for where to push the soil and carry it, that is, the 
traveling route, the work will not proceed. 

From this perspective, we added the construction setup 
as the adding new element. 

However, we recognize that there is room for further 
discussion on these points. For example, an already 
developed car navigation system is responsible for 
searching for the movement from the current position to 
the destination in automation driving. And this car 
navigation is outside the scope of the roadmap (Figure 4, 
[12]).  

Considering the current location as the current 
topography and the destination as the design drawing, 
considering how to reach it is equivalent to route 
selection, so there may be a way of thinking that the 
construction setup is outside the roadmap. 

Since the proposals in this paper are tentative, we 
expect many opinions. 

3.2 Tentative plan of level division concept in 
automatic or autonomous construction 

Based on the above concept of functional elements and 
whether they are shared by people or systematization, we 
propose the level divisions concept (Table.3). 

The outline of the six levels and the descriptive definition of 
each level follows the table of automobiles. Of course, this 
division depends on the combination of the realization of each 
element, so the level division also changes depending on how 
the element is considered. 

In addition, between level2 and level3, we set level2.9 as the 
realization of automation with a single construction machine 
among the components of level3. 

It is level 3 after level 2 when it is classified as a commercial 
level. However, among the development factors required 
before reaching Level 3, automatic excavation of hydraulic 
excavators is being realized in research. We think that it is 
necessary to realize Level 3 after Level 2 in order to have a 
significant meaning in practical use. However, level 2.9 may 
also be useful as a practical category when performing 
embankment compaction as a single task. 

In addition, referring to the discussion on the roadmap for 
automation driving in Japan, we described the technologies that 
have already been realized and the technologies that are 
expected in the future at each level. 

In Japan, the semi-automatic control of the shovel is called 
MC, and please note that it is different from Europe. In Japan, 
a system that gives guidance to operators is called MG. 

The automatic embankment construction system at the dam 
site realized at Kajima corporation was set to level 3, but this 
may be a point of discussion. 

Furthermore, similar to the discussion on the roadmap for 
automation driving in Japan, the safety equipment introduced 
to prevent accidents where construction machinery comes into 
contact with people on-site was not included in the table. This 
is an area where it seems to be highly effective as a utilization 
destination of AI for image analysis based on deep learning, 
which has undergone remarkable technological innovation 
these days. However, this is because the highest level was 

Table 2. Elements Concept of Automation construction and comparison with Automation driving one 
Automation driving Automation construction 

Element Element name Definition or Meaning 

D
D

T 

Sustained lateral and 
vehicle motion control TA

SK
 

Control work 
device 

Control of work device of construction machine (including 
movement of construction machine) 

OEDR 
(Object and Event 
Detection and Response) 

OEDR Detection of the changes of work objects and terrain shapes and 
procedure changes due to changes in them 

DDT fallback Task fallback What to do if the construction machine system cannot control 
the task  (Site Condition change, Changes in soil quality etc) 

－ Work area setting / 
Task allocation 

Construction execution planning or setup 

ODD 
(Operational Design Domain) ODD (Site Condition change, Changes in soil quality etc) 

 

1117



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

organized from the viewpoint of a realization route to 
autonomous construction that does not involve people on-site. 

We think that this point is also subject to debate, depending 
on how to utilize the roadmap and considering the possibility of 
human intervention at the site of autonomous construction. 

Table 3. Level Concepts of Automation or Autonomous Construction  

     Level 

Name or Narrative Definition 

Task 

Task 
fallback 

Work area 
setting / 

Task 
allocation 

O
D

D
 

Product Control 
work 
device 

OEDR 

0 

Non automation 

Operator Operator Operator 
Foreman/ 
On-Site 
Agent 

n/a 

 
The work area of each operator is determined 
by the instruction of the foreman, and each 
operator controls construction machine in the 
allocated area, using finishing stake as a guide. 

1 

Work Support 
Operator 

(with 
position 
information 
support) 

Operator Operator 
Foreman/ 
On-Site 
Agent 

Lim
ited 

Machine 
Control 
 
In Japan,  
called 
“Machine 
Guidance” 

The foreman (or on-site agent) divides the 
work range, and in that work range, each 
operator controls construction machine based 
on work device position information obtained 
from sensor and inputted 3D design digital 
data. 

2 

Work Device Control Assistance 

Operator 
and 

System 
Operator Operator 

Foreman/ 
On-Site 
Agent 

Lim
ited 

“Semi-auto” 
 
In Japan, 
called 
“Machine 
control” 
[4]-[7] 

The foreman (or on-site agent) divides the 
work range, and in that work range, the 
operator controls construction machine 
basically, the control system assist its control 
based on work device position information 
obtained from sensor and inputted 3D design 
data . 

2.9 

Work Device Control Automation 

System 
System 
(Monitored 
 by 
Operator) 

Fallback-
ready 
Operator 

Foreman/ 
On-Site 
Agent 

Lim
ited 

Multiple 
realization 
cases at the 
research 
stage. 
(Hydraulic 
Excavator, 
Wheel 
Loader) 
[13],[14] 

The foreman (or on-site agent) divides the 
work range, and in that work range, control 
system controls construction machine to work  
based on work device position and current 
terrain information obtained from sensor and  
the inputed 3D design digital data. When the 
work is completed, it is in a standby state 
automatically. 

3 

Semi-auto combination construction 

System 
System 
(Monitored 
 by 
Operator) 

Fallback-
ready 
Operator 

Foreman / 
On-Site 
Agent 
and 
System 

Lim
ited 

KAJIMA 
corporation 
“A4CSEL” 
called 
"Quad accel" 
[8] 

The foreman (or on-site agent) divides the 
work range basically, and system assist. And 
in that each work range, the control system 
controls construction machine to work, the 
operator supervise those machines. Automatic 
stop when it is difficult to continue appropriate 
work. 

4 

Conditional automatic construction 

System System System System 

Lim
ited 

 
 The system is used to perform work plans from 

the planned completion (design drawings) and 
work division to each construction machine in 
the work that consists of only specific 
conditions and specific work types. Each 
construction machine carries out work 
autonomously and autonomously. 

5 

Automatic construction 

System System System System 

U
n-lim

ited 

 
 

Automation of construction in all case. 
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4 Additional study issues clarified in this 
study process 

4.1 Need for automatic generation system of 
construction execution setup (Between 
Level2 and Level3) 

At the construction site, the person in charge of the 
construction and the work team leader who receives the work 
instructions from the person in charge of the construction 
decide the work place and work goals for the day and work 
plans. Further, in many cases, detailed work preparation is left 
to the operator himself, and his know-how has not been 
formalized. It became clear that a solution to this point was 
required. 

Note that a large amount of learning data is required when it 
is assumed that this problem will be solved by AI. 

NILIM is considering the need for an approach by AI as a 
system to realize this function. In addition, we are conducting 
activities to collect on-site data as learning data for construction 
setup creation support AI. This will be announced in another 
paper (Figure 5). 

4.2 Necessity of roadmap composition with 
"improvement of safety at construction 
site" as policy objective 

The goal of the autonomous construction movement in 
Japan is to let the machines do what they can do, as a 
countermeasure for labor shortages in the construction industry. 

However, the cause of the labor shortage in the construction 
industry is that the construction industry is dangerous. Further, 
in order to realize a completely safe machine earthwork, it is 

beneficial to construct an on-site environment where people do 
not mix with heavy equipment. This final goal matches the 
definition of automatic construction set above. 

Also, by setting a roadmap with safety as the main goal, it is 
possible to put the technology of safety measures at the time of 
contact between people and construction machinery on the 
roadmap. 

The above-mentioned person detection technology will be 
required when a third party enters the construction site even if 
autonomous construction is realized in which workers and 
construction machinery do not coexist in the future. 

Due to these advantages, it is useful to construct a roadmap 
that aims to realize safety in order to realize automatic 
construction. 

4.3 Necessity of refining the level concept 
when assuming development 

 In this level conceptual study, autonomous construction of 
machine earthworks was assumed, and it was expanded to 
other types of work in level 5. However, in addition to this 
positioning, the work of earthmoving also differs depending on 
the type of machine adopted, so it is necessary to make detailed 
the level classification that assumes them. 
 To this end, it may be useful to proceed with the discussion 
from the perspective of developing the hierarchy of ideas that 
correspond to the original ODD in more detail, based on the 
correspondence relationship of DDT. 
(*We are aware that the Public Works Research Institute of the 
National Research and Development Agency is working on 
this point, and we are exchanging opinions. I would like to ask 
you to continue your studies.) 

 

 
Figure 4. Functional component classification according to SAE J 3016 [12] 

1119



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

4.4 International terminology issues 
In addition, there are some confusions among Japanese 

stakeholders due to differences in terms such as MC in Europe 
and Japan. 

In the future, when broadly discussing the roadmap and the 
concept of level, it is necessary to make efforts to organize the 
term definitions between countries. 

However, it may be difficult to make a complete agreement 
because there are differences in the construction sites and 
backgrounds of construction in each country. 

5 Conclusion 
① The following effects were confirmed as the roles of the 

automation driving realization roadmap. 
1) Clarification of manufacturers' priority development 

products and enhancement of management strategies 
2) ・Discussion from the perspective of how automation 

driving can help solve social issues 
3) Clarification of use cases that should be preceded 
4) (* Mobile services in depopulated areas (Level 4 bus 

operation by remote monitoring, etc.) 
5) Discussion on how much resources the government 

should devote to the social introduction of self-driving 
cars. 

6) Revision of relevant laws and regulations by the 
government 

7) Adjustment of existing laws and regulations for 
experiments in real environments  
 

② Based on the discussion on automatic operation, we 
created a draft of Level classification based on the concept 

of functional elements in automatic construction and the 
current technical situation. As a concept of functional 
elements, the category of 3) is newly added. 

1) Task (Concepts corresponding to “DDT”) 
① Control work device 
② OEDR (Object and Event Detection and 

Response) 
2) Task fallback 
3) Work area setting / Task allocation : Construction 

execution planning or setup (Additional element 
candidates not in automation driving) 

4) ODD (Operational Design Domain) 
 
③ Based on the concept of functional elements of 

Automation Driving and the current state of technology, a 
draft for Level Concept was created.  
 

④ The following additional considerations were confirmed 
from these processes. 
1) Need for developing construction execution setup 

setup generation system. (Between Level2 and 
Level3) 

2) Necessity of roadmap composition with 
"improvement of safety at construction site" as policy 
objective. 

3) Necessity of refining the level concept when 
assuming development 

4) International terminology issues 
 

The definition of automatic construction, functional 
elements, and level conceptual divisions shown in this paper are 
all in the trial stage. Opinions from interested parties are 

 
Figure 5. NILIM project outline 
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welcome. In response to those, further discussion will be 
deepened in the future. 
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Abstract – 
In the construction industry, there is often a need 

to identify and localize assets and activities on the 
jobsite to assess and improve the performance of their 
associated processes. Traditional methods for 
monitoring construction activities are costly and 
time-consuming. Excavators and dump trucks are 
among the most common assets used in the 
construction industry. Consequently, accurately 
monitoring their activities can reduce time and 
increase the efficiency of progress monitoring. 

With the presence of cameras on jobsites and the 
advancement of methods based on artificial 
intelligence and computer vision, progress 
monitoring activities can be automated. Furthermore, 
by using techniques such as deep learning, a wider 
range of data resources can be processed, and 
oftentimes more accurate results can be produced for 
the purpose of object detection. 

This research proposes a computer-vision 
approach that utilizes a Mask Region Based 
Convolutional Neural Network (Mask-RCNN) to 
detect excavators and dump trucks in a construction 
site. This research investigates an innovative 
technique to achieve high accuracy object detection 
using relatively small datasets. To overcome the 
problem of overfitting and improve generalization, a 
pre-trained model based on a Microsoft COCO 
dataset is used as a network that presumably has 
already been trained to distinguish basic features. 
Finally, the model is further fine-tuned to minimize 
validation loss. 

Keywords – 
Computer Vision; Artificial Intelligence; Deep 

Learning; Mask R-CNN; Construction Monitoring; 
Progress Management 

1 Introduction 
An efficient and effective workforce improves the 

time and cost performance of construction projects [1, 2]. 

Accurate progress monitoring, safety management, and 
quality control activities require skilled labor with 
adequate supervision, which in turn increases time and 
project costs. 

With the advancement of methods based on artificial-
intelligence, computer vision and deep learning, the 
abovementioned activities could be automated, leading to 
time and cost reductions. Specifically, there is a growing 
trend to use computer vision approaches to detect 
construction machinery from video outputs. These 
technologies could help project managers to access more 
accurate data in order to monitor construction assets, 
facilitate progress management and manage site safety.  

To address this need, a region-based deep learning 
architecture called Mask R-CNN is utilized in this study 
to detect and segment excavators and dump trucks in the 
images from jobsites using a relatively small dataset.  

The main objective of this research is to develop an 
improved deep-learning-based network to enhance the 
accuracy of predictions and decrease the processing time. 
The study’s sub-objectives are to:  

1. Develop a network for automatic detection of
machinery (i.e. excavators and dump trucks) on
construction sites from captured videos based on
machine learning algorithms.

2. Train and validate the network on a small dataset.
3. Fine-tune the network’s parameters to further

increase its performance.

2 Related Works 
AI techniques can assist project managers in 

monitoring and analyzing job site activities [2, 3, 4, 5, 6, 
7]. Furthermore, AI approaches can be used for safety 
management to monitor and reduce risks [8, 9, 10, 11, 12]. 

Machine learning techniques can be deployed to 
detect construction machinery on jobsites. Project 
managers can utilize the information about these assets to 
increase the efficiency and safety of the projects.  

Deploying an Unmanned Aerial Vehicle (UAV), Kim 
et al. [13] presented a visual monitoring method that 
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could automatically measure proximities among 
construction vehicles and workers. They localized 
objects using a deep neural network, YOLOv3, and 
developed an image rectification method that facilitates 
the measurement of actual distances from a 2D image. 
Struck-by hazards around workers could be detected with 
this method, making timely intervention possible. 
YOLOv3 provides bounding boxes for detected objects, 
but it is unable to generate pixel-level masks. 

In another study, Kim et al. [14] developed a vision-
based method to classify equipment operations in video 
data. The framework consists of four stages: equipment 
tracking, individual action recognition, interaction 
analysis and post-processing. The hybrid detector used in 
this study consists of ferns and a random forest 
classification algorithm, which uses a sliding window to 
propose bounding boxes and cannot provide shape data. 

To detect dense multiple vehicles from UAV, Guo et 
al. [15] presents a deep learning approach that uses a 
single-stage detection (SSD) algorithm with orientation-
awareness and integrates it with a developed feature 
fusion module. Similar to YOLOv3, the SSD algorithm 
is unable to provide pixel-level mask data for the detected 
objects. 

3 Methodology 
In this research, two common classes of construction 

vehicles, namely excavators and dump trucks, are studied. 
Due to the unavailability of open datasets, a dataset of 
341 annotated images of excavators and dump trucks is 
created to train the proposed network. In order to develop 
a high-quality dataset of these heavy machineries in 
construction sites, public domain images were gathered 
through Google Image® and Flicker®. Some 269 images 
are used for the network training, while 72 images are 
assigned to the evaluation process. VGG Image 
Annotator (VIA) [16] is used to annotate the images of 
the dataset to provide the ground truth for the training 
process (Figure 1).  

 
Figure 1. Data annotation using VIA [16] 

Since the size of the dataset is relatively small, pre-

trained weights for the MS COCO dataset are used as a 
transfer learning technique to overcome overfitting 
problem and increase the accuracy.  

3.1 Instance Segmentation 
In this study, an instance segmentation technique 

called Mask R-CNN is used, which can provide pixel-
level boundaries for each detected object. Mask R-CNN 
has a new ability to segment objects in addition to 
classification and detection, compared with its 
predecessor Faster R-CNN [17]. 

As illustrated in Figure 2, first, the feature map of the 
entire image is extracted using a ResNet-101 architecture 
as a convolutional backbone. Then, a Region Proposal 
Network (RPN) analyzes the developed feature map and 
proposes candidates for object bounding boxes. To 
resolve Faster R-CNN’s problem regarding the pixel-to-
pixel misalignment between network inputs and outputs, 
a quantization-free layer called Region of Interest (RoI) 
Align is utilized, which preserves spatial locations. After 
fixing the misalignment problem of the bounding-box 
candidates, using fully connected (FC) layers, the 
network can classify objects and recognize bounding 
boxes and in parallel, a convolutional layer unit predicts 
masks that are applied separately to each RoI [17]. 

 
Figure 2. Mask R-CNN architecture 

3.1.1 Loss Function 

A multi-task loss is defined on each RoI as the sum of 
the classification loss (Lcls), the bounding-box loss (Lbox), 
and the mask loss (Lmask) [17]. 

𝐿 = 𝐿𝑐𝑙𝑠 + 𝐿𝑏𝑜𝑥 + 𝐿𝑚𝑎𝑠𝑘 (1) 

3.2 Training Method 
As shown in Table 1, the hardware setting is Laptop 

ROG Strix GL502VS with a NVIDIA GTX 1070 8GB 
GPU. It has an Intel Core i7 7700HQ as CPU processor 
and 16GB of RAM. Concerning the limitation of GPU 
memory, we use 1 image per GPU for each mini-batch 
and each epoch consists of 100 steps. 

Table 1. Hardware setting 

ROG Strix GL502VS 
CPU Intel Core i7 7700HQ 
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GPU NVIDIA GTX 1070 8GB 
RAM 16GB 

Matterport’s implementation [18] of Mask R-CNN on 
Python 3, Keras, and TensorFlow is used. The backbone 
of our network is ResNet-101 and we utilize only one 
class of data augmentation in our training phase, which 
consists of horizontally flipping 50 percent of the images. 
As described in section 3, pre-trained weights on MS 
COCO are used as our initial network weights. We 
adapted a multi-phase training strategy to fine-tune our 
results. In the first phase (first 5 epochs), only the top 
layer (heads) of our developed network was trained with 
the learning rate (lr) of 0.001. Next, for epoch 6 to 15, 
ResNet stage 4 and up were trained with lr of 0.001, while 
the rest of the layers are frozen. In the third step, for 
epoch 16 to 30, ResNet stage 3 and up were trained and 
lr decreased to 0.0001. In the final phase (epoch 31 to 40), 
all layers of ResNet were trained with lr of 0.00001. 
Table 2 presents the specifications of the developed 
multi-phase training. 

Table 2. Multi-phase training specification 

Phase Epochs Training layers lr 
I 1-5 Only top layer 0.001 
II 6-15 ResNet stage 4 

and up 
0.001 

III 16-30 ResNet stage 3 
and up 

0.0001 

IV 31-40 ResNet all layers 0.00001 

3.3 Metrics for Evaluating Performance 
The network’s performance is evaluated and 

quantized using two metrics: Average precision (AP) and 
inference time, which is the amount of time the network 
requires to do the prediction. 

3.3.1 Average precision (AP) 

 According to the definition of Pascal VOC 2010 [19], 
for a specific value of Intersection over Union (IoU), the 
AP measures the precision/recall curve at recall values (r₁, 
r₂, etc.) when the maximum precision value drops. The 
AP is then computed as the area under the curve by 
numerical integration [20].  

𝐴𝑃 = ∑(𝑟𝑛+1 − 𝑟𝑛) 𝑝𝑖𝑛𝑡𝑒𝑟𝑝(𝑟𝑛+1) 
𝑝𝑖𝑛𝑡𝑒𝑟𝑝(𝑟𝑛+1) = max

𝑟̃≥𝑟𝑛+1

𝑝(𝑟̃) 

 
 (2) 

The metric mAP is the average of AP over a range of 
IoU from 0.5 to 0.95 at intervals of 0.05 (AP@ [.5:.95]) 
[20]. 

3.3.2 Detecting Threshold 

To eliminate network predictions having a low 

confidence score, only detected instances above the 
threshold level of 0.9 are considered in the final results. 

4 Results 
Over the 40 epochs of training the network, the 

minimum validation loss function took place at epoch 38 
with a value of 0.1889. Figure 3 illustrates the loss 
function of the network at each epoch. As shown in Table 
3, the total training time was 68 minutes on 1 GPU. 

 
Figure 3. Loss function at each epoch 

Table 3. Training time 

Phase Training time 
I  7 min 
II 24 min 
III 48 min 
IV 68 min 

4.1 Metrics Results 
The results of the average precision of the network 

predictions are reported in Table 4. 

Table 4. Average precision results 

Average precision 
AP50 0.8792 
AP75 0.7438 
mAP  0.5984 

The inference time is calculated by averaging the time 
required to segment 10 images, which amounted to 
3173 ms with the current hardware setting. 

4.2 Examples of network predictions 
As illustrated in Figure 4 and Figure 5, the network’s 

performance was excellent for the classification task with 
a confidence score nearly equal to 1, while keeping a 
reasonably high-performance level on segmentation with 
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an IoU measured above 0.85. 

 
Figure 4. Excavator example (Confidence 
score/IoU), network prediction (red line) vs. 
ground truth (green line) 

 
Figure 5. Truck example (Confidence score/IoU), 
network prediction (red line) vs. ground truth 
(green line) 

Although the developed network performs with a 
good level of accuracy on most testing images, there are 
some situations in which the network segments the 
instances weakly. For example, if there is an occlusion in 
the image, as illustrated in Figure 6, the network has 
difficulty recognizing the proper boundaries of the 
occluded objects. For example, in the case of Figure 6, 
the IoU for the excavator was as low as 0.485. 

Another condition that dramatically affects the 
network’s performance is low illumination. As shown in 
Figure 7, the overall lighting in the image is low. The 
network confidence score associated with the truck was 
consequently below the detecting threshold of 0.90, 
which means the truck cannot be detected by the network. 

 
Figure 6. Example of Occlusion (Confidence 
score/IoU), network prediction (red line) vs. 
ground truth (green line) 

 
Figure 7. Poor illumination example 

5 Discussion 
A deep learning model is developed to segment 

excavators and trucks utilizing a relatively small dataset 
of public domain images. 

By using a small dataset, complications arise in the 
training process as the network faces challenges such as 
overfitting. Transfer learning, data augmentation, and 
fine-tuning techniques were used to decrease the effect of 
overfitting and increase the accuracy of results. 

To deal with the challenges associated with occlusion 
and low lighting, it is proposed that a larger training 
dataset should be created to enhance the network’s 
performance. In this study, the use of data augmentation 
is limited to flipping, yet the use of a conclusive data 
augmentation that deals with occlusion and lighting 
should be considered in future studies. 

With the current hardware setting, the inference time 
was measured as 3173 ms, which is high for real-time 
applications. By using a more powerful hardware setting, 
the inference time could be decreased. Additionally, 
other implementations of Mask R-CNN should be tested 
to avoid slow performance related to weak network 
implementation. 
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6 Conclusion 
In this study, a deep learning model was developed to 

accurately detect and segment two types of construction 
machineries. The network’s performance resulted in an 
average precision of 0.8792 and inference time of 
3173 ms, using a relatively small dataset and a transfer 
learning technique.  

The pixel-level segmentation approach can provide 
the spatial information about objects. Compared with the 
previous approach relying on bounding boxes to measure 
proximities between vehicles, the generated pixel-level 
masks increase the accuracy of the proximity calculations 
related to safety control and decrease false safety alarms. 

The number of vehicle classes in the proposed model 
could be increased to include a broader range of 
machineries and could be used to efficiently manage 
construction assets and monitor safety on jobsites.  

The network performs poorly when objects are 
occluded or poorly lit. In future studies, it is proposed that 
a larger and more diverse dataset be used to overcome 
problems such as occlusion and poor lighting. Further 
work is also needed to study the effect of data 
augmentation on the network performance when it faces 
occlusion or illumination challenges.  
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Abstract –
The construction industry has insufficient 

utilization of standard work and workload. 
Generally, scheduling for construction projects 
follows the common sense of the industry. The 
sequencing of activity and its duration 
estimation is highly dependent on the experience 
of the experts who are assigning them to the project, 
and it is a considerable barrier for automating 
scheduling process.  

To overcome this challenge, the FP-Growth 
algorithm, which is an automated unsupervised 
learning tool, applied to create a platform for the 
acquisition of knowledge from actual construction 
schedules which are the outcome of experienced 
experts. The main advantage of this method in 
comparison to supervised learning models is the fact 
that it can generate contractor-specific rules from a 
given schedule and also identify a variety of potential 
path when it is applied for multiple projects which 
are similar to each other. The main contribution of 
FP-Growth Algorithm to this research is in 
finding association rules between sets of 
activities and identifying recurrent patterns in 
the sequence of activities, their duration, logical 
relationship (FF, SS, SF, FS) and specifications in 
different sections of construction projects.  

The model applied on schedules of two case 
studies with different occupational function and 
structural material. The model substantiated to be 
capable of learning and identifying various rules 
including activity durations, predecessor activity 
and logical relationship and lead times that can 
happen in between two related activities.  

Keywords –
    Unsupervised Learning; Construction Scheduling; 

Rule　Learning; Machine   Learning; Association rules;
FP-Growth Algorithm 

1 Introduction 

Construction project schedules are heavily replying to 
schedulers' expertise and corporate scheduling 

approaches. 
Also the construction industry always faces delays 

and change orders.[1] Poor planning, lack of flexibility 
during change orders and inconsistent resource allocation 
are the leading causes of delay, which are instigated 
directly by deficiencies in scheduling practice. The main 
goal in scheduling is to set a baseline for activity 
relationships and their duration while considering 
optimized tradeoffs between time, cost and resources. 
The scheduling process mostly based on personal 
experience of planners and lacks standardized sets of 
work items. The complex nature of the scheduling 
process with the presence of logical and resource-based 
constraints makes it difficult for project planners to 
generate the optimum schedule persistently [2]. Hence, 
construction management practice needs more dynamic 
and integrated schedules.  

Previous works on the issue mainly focus on small 
and partial sets of activity for projects and try to find a 
mathematical solution to optimize time while meeting all 
the resource and cost restraints of projects [3]. The 
common shortcoming for all of these studies is that they 
applied in large scale and real-life projects. The main 
approach to overcome this gap and simplify the 
scheduling problems could be binding sets of activities 
together and assign single values of constraint to them [4]. 
Another way is generating association rules based on the 
sequence of activities and use them as constants while 
generating a schedule based on mathematical models. 
While the majority of the solutions for automating 
schedules focus on supervised learning which has to 
establish probabilistic hypothesis to generate a single 
solution for similar scheduling, this research implements 
the Frequent Pattern Algorithm(FP-Growth algorithm) to 
absorb different possibilities and sequences that can be 
performed to create a schedule. FP-Growth Algorithm 
identifies association rules among activities which can be 
different from project to project and instead of having a 
model with given premises, the model learns contractor 
specific rules. The main benefit of using FP-Growth over 
other pattern finding methods is the fact that it is 
compatible with confined groups of datasets which 
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would be the case for current research [5]. After shaping 
the constants for the schedule genetic algorithm would be 
implemented to optimize time for the rest of the project 
based on its tradeoff with resource and cost. 

2 Related Researches 

Time overrun is one of the significant barriers to 
project success. There are a plethora of factors 
contributing to the intensification of this problem. Some 
studies investigated the factors which are instigating 
delays and their importance to tackle the negative effects 
of them on schedules. According to Zidane and Andersen 
[1] who implemented a broad literature review on the
issue, poor planning and scheduling, resource shortage
and poor decision making in change orders are the most
repeated factors in altering construction project time
globally. Different strategies had been applied to improve
each problem.

In addressing resource-constrained scheduling, many 
scholarly works focused basically on using mathematical 
optimization tools. Adeli [6] defines an optimization 
function for minimizing direct cost based on the 
maximum acceptable time for a transportation project 
and applies artificial neural networks to generate a 
solution for the target function. Toklu [7] uses sets of 
concrete-related activities for applying Genetic 
Algorithm as the time minimization tool which sets on 
the stage for other papers to implement a genetic 
algorithm for scheduling problems. Dawood and 
Sriprasert [8] had continued the path adding time-space 
confliction alongside the resource constraint as a variable 
to the mathematical model of optimizing time according 
to cost. In another significant approach to the problem, 
Birjandi and Mousavi [4] differentiated between a set of 
activities that can be bind together and other activities in 
the schedule in modelling and formulating their target 
function for optimization.  There has been plenty of 
similar researches conducted based on optimizing cost 
time relation through the application of some alterations 
using Genetic Algorithm and stochastics [9-16]. 

Koo, et al. [17] concentrate on rescheduling practice 
by developing an anthological hierarchy for categorizing 
critical path activities based on the level of effect they got 
from resource constraint during the project and also their 
effect on their successor activities. Building information 
modelling also applied as a tool to automate data 
generating in some of the recent works where tasks which 
are driven from BIM models are subject to optimization 
to reach the time-cost-efficient solution. 

Faghihi, et al. [3] focused on sequencing activities for 
a limited set of activities in the steel structure model 
while Chen, et al. [18] developed a comprehensive 
module to generate a full schedule of the project through 
linking it with resource and cost data. 

Reviewed works are containing valuable solutions to 
address scheduling problems, but they all share a 
common gap. They generate a single solution for a 
dynamic problem of creating schedules and using 
stochastic models for considering uncertainties to run 
their model.  This is due to the complexity of calculations 
for mathematical models when they engage with a 
plethora of activities and their intensified logical 
relations. Alongside that, they put aside the current 
practice by trying to generate schedules with any kind of 
input from historical data from contractors. Hence, the 
schedules generated in this manner are not expandable to 
complex projects in commercial, residential sections of 
the construction industry. Figure1 summarizes the 
problems and gaps that have been identified in this 
research. 

Figure1. 

The construction scheduling automation literature 

FP-Growth algorithm has the potential to ease both 
problems. By extracting rules from current schedules and 
apply them as constants, uncertainty and thus, the 
complexity of mathematical models can decrease. 
Furthermore, the FP-Growth algorithm has the potential 
to mine project-specific rules schedule by schedule and 
integrate the knowledge of experts with generated results. 

The current study focuses on generating knowledge 
from real-life project schedules. Identifying patterns in a 
sequence of activities as association rules inside a project 
and assessing the significance of them could be the 
missing step in generating automated schedules.  

3 Research methodology and Data 
preparation 

As discussed, the scheduling practice in the 
construction industry lacks consistency and flexibility, 
and both problems could be alleviated through 
automation. Automation can be considered as sequencing 
activities or allocating resources. The current article aims 
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to reduce the complexity of automation in generating 
schedules, by suggesting rules which are driven through 
investigating contractor schedules and reduce variables 
and give more certainty to optimizing models. 
Unsupervised learning has the ability to capture 
underlying knowledge), which is specific to each 
schedule. To be more specific FP-Growth algorithm as 
an unsupervised learning tool is capable of mining 
durations and relationships of activities in a project-
specific manner. 

FP-Growth's main contribution to the research was it 
is ability in Finding frequency among features and 
attribute relationships which were both needed in finding 
a chain of activities that would be repeated in each floor 
or work sections.  

The research uses two construction schedules as the 
case studies to examine the possibility of extracting 
association rules from them which draw a certain and 
meaningful sequence of activities. The first project was a 
multi-story hotel building with a concrete structure 
(CASE 1), and the second one was a 3-story commercial 
building with steel structure (CASE 2).    

For extracting association rules and their significance, 
there are multiple options in the unsupervised machine 
learning realm. The FP-Growth Algorithm selected as the 
data available were confined. While the FP-Growth 
Algorithm works with nominal variables, it fits with the 
type of data that can be extracted from schedules. 

3.1 Preparing data for the FP-Growth 
algorithm 

The next step was transforming the available schedule 
into a decent input for FP-Growth Algorithm. The 
schedules included activities identification number (ID), 
description, start date, finish date, predecessor activity or 
activities and duration. Furthermore, logical relationships 
and sequences like Finish-to-Start (FS), Start-to-Start 
(SS), Start-to-Finish (SF), Finish-to-Finish (FF) gathered 
to be mined and provide more practical rules.  

 While the FP-Growth Algorithm works with nominal 
variables, it fits with most of the attributes except 
duration, which is a continuous value. By rounding all 
times into an integer, this problem solved as well. The 
main challenge here was to identify the type of activities 
from the description section. 

3.1.1 Attribute extraction from descriptions 

 Each project had a specific routine in the description 
section. For CASE 1 schedule, the description part had a 
systemic approach. The operational part separated into 
three main parts. The building had 14 stories above 
ground and description was based on the level of the 
building, the activity, and the section of work on that 
level which can be extracted in excel and put into three 
different attributes. The predecessor for each activity also 

located and expanded in the same row. Table1 shows 
attributes extracted from CASE 1 and their range.  

For CASE 2 dataset available had an attribute as 
activity types like contracts, procurement, structure, 
foundations, interior, paving and etc. In each group of 
activities with the same type, the extraction of attributes 
of section, level and type from the description part was 
the challenging part due to inconsistency in naming 
activities. So, as an instance in the foundation to extract 
attributes from activities, the tags created based on 
possible foundation types. The first step was to know 
what is the foundation type and how it is named 
description section. Tags such as Drill, Drilled, Pier, 
Shaft, Caisson, Mat, Grade, Grade Beam, Slab on grade, 
footing, strip, spread checked on data set and the results 
showed that the building uses drilled piers and grade 
beams for the foundation. Here due to lack of enough 
datasets, general knowledge of construction work played 
a role in guessing tags. By having more datasets, text 
mining can come to help in not only in generating tags 
but also in creating trees of activities which are connected 
based on tags. Table2 shows attribute extracted from 
activities with foundation type and their variety and range 
in CASE 2. 

Table 1. Attributes extracted from CASE 1 

Attribute Range 
Activity 
Duration Integer (weeks) 

Activity/ PRE-
Requisite 

Type 

Section 

Level 

Spec 

Logic 

MB(Mobilization), 
EX (Excavation), 
C.R. (Crane),
SG (Slab on grade),
CS(Concrete)
R.B.(Rebar),
FR (Framing)

1,2,3, ALL 

B2-L14 

PR (pouring), 
FT (footing) 
FR (framing) 
SC (stress cable) 

Finish-to-Start (FS) 
Start-to-Start (SS) 
Start-to-Finish (SF) 
Finish-to-Finish (FF) 
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PRE-Requisite 

Level 
Difference(D) 

Lag 

Integer 

Integer (hours) 

Table 2. Attributes extracted from CASE 1 

Attribute Range 
Activity 
Duration Integer (weeks) 

Activity/ PRE-
Requisite 

Element/area 
of 

Work 

Section 

Level 

Spec 

Logic 

Piers 
Grade beams 
Elevator 
Slab on Grade 
Under Slab 

1,2,3, ALL 

N/A for foundation 

Pour 
Cure 
Forms(edge) 
Forms (Carton) 
Waterproof 
Electrical 
Plumbing 
Reinforcing 
Strip/lift 
Excavation 
Backfill 

Finish-to-Start (FS) 
Start-to-Start (SS) 
Start-to-Finish (SF) 
Finish-to-Finish (FF) 

PRE-Requisite 

Level 
Difference(D) 

Integer 

Lag Integer(hours) 

3.1.2 Attribute extraction from sequences 

For each activity, there might be a predecessor or 

successor activities in a given schedule. So, extracting 
attributes from predecessor or successor has already done 
except the possible connection between predecessor or 
successor and the activity itself. The logic of connection 
(i.e., Finish-to-Start, Start-to-Start, Finish-to-Finish and 
Start-to-Finish) and lags were ones which already 
provided in the schedules. Furthermore, there are some 
locational dependencies which can happen between 
activities. So, to consider that, Level (i.e., floor) 
difference (i.e., Level D) attribute defined as subtraction 
of level in which activity takes place, and the level 
predecessor needs to be done. To monitor sections, 
section-relation attribute defined. As there are only three 
of them in each CASE, all six possible connections 
considered as a different value of the attribute.  

Hence, for a given activity, attributes extracted for 
itself and also for its predecessor shape a row of feature 
for it. If activities have multiple predecessors, a new row 
of feature would be considered for the attributes of the 
same activity and the other predecessor. So, for example 
for and activity with four predecessors there would be 
four rows of features in the dataset which is subject to be 
analyzed by the FP-Growth algorithm. It is evident that 
while covering activities and their predecessors, its 
precisely the same job in the reverse direction if the study 
would focus on the activities and their successors. Hence, 
to eliminate the unnecessary data and keep dataset 
consistent only the predecessor relations considered as 
the basis. 

3.2 Implementation of FP-Growth Algorithm 

In the previous section, the activities and each of their 
predecessor analyzed and expanded into a row of features. 
FP-Growth algorithm implemented to figure out if there 
is a significant pattern among the rows of features, While 
all the attributes could get finite values (either it is integer 
or string), an operator used to transfer or nominal 
variables into binominal. Dummy encoding used to 
separate columns for each value of a single attribute to 
make it more flexible to use in the FP-Growth model. 
Furthermore, the model applied to sets of activities with 
the same attribute of type in both CASE 1 and CASE 2 
to give more realistic results. The process of data 
preparation and modelling has done in RapidMiner 
Studio®. The overall process has shown in Figure 2. 
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Figure2. 

Process of implementing FP-Growth in Rapid mining 

The association rules which are driven from the FP-
Growth Algorithm are containing premises and 
conclusions. Premises are the constant parts that we 
would always have in our datasets. Conclusions are that 
might vary when the data changes. In this case activity, 
spec and detail are the constant part, and the parts that are 
needed to get defined as conclusions are the duration of 
activity and its predecessor logic, type, Level D. So, the 
rule generation followed the same logic by separating 
different activity types.  

This process repeated for all the sections of both 
projects and CASE 1 concrete pouring and framing 
generated some rules and in CASE 2 foundation and 
structure came out with some rules that will be discussed 
in section 4.  

4 Data Analysis 

The first group of activities that generated meaningful 
association rules were framings in CASE 1. The main 
reason for that was the fact that the framing activities 
repeated in 14 levels without any sectional consideration. 
The first step was applying FP-Growth to all row of 
features with framing (i.e., FR) as their activity type. 
Here the main output is not all the created rules but just 
identification of most repetitive values in each attribute. 
The most repetitive values were as below: 

As it is discussed in section 3 section, specification 
and type of activity (i.e., Activity Section, Activity Spec, 
Activity Type) and also the type, section and 
specification of predecessor and its logical relationship 
(i.e., SS/FS/FF/SF PRE Requisite Spec, SS/FS/FF/SF 
PRE Requisite Section, SS/FS/FF/SF PRE Requisite 
Type) alongside the Lag (i.e., SS/FS/FF/SF PRE 
Requisite lag) would be components of one rows of 
attributes in the dataset generated from the schedule. 

Activity Section = ALL,  
Activity Spec = IN,  
Activity Type = FR,  
SS PRE Requisite Lag = 0,  
SS PRE Requisite Level D = -5,  
SS PRE Requisite Section = 2,  
SS PRE Requisite Spec = PR 
SS PRE Requisite Type = CS 
FS PRE-Requisite Lag = 14 days, 
FS PRE-Requisite Level D = 1,  
FS PRE-Requisite Section = ALL, 
FS PRE-Requisite Spec = IN,  
FS PRE-Requisite Type = F.R. 

Duration = 3(weeks) 

Before reporting rules resulted from the 
implementation of the FP-Growth algorithm, it is 
necessary to mention that the association rules are 
frequent if-then patterns which can be found through a 
data set and significance of them in identifying recurrent 
patterns are related to support and confidence 
criteria.  Support is an indication of how frequently the 
items appear in the data. Confidence indicates the 
number of times the if-then statements are found true. 

As the first endeavour for finding association rules, 
the search was for the attributes that could be bind 
together in the framing section. To make that happen the 
attributes connections with FR (framing) attribute 
evaluated. Initial interpretation for the outputs was the 
fact that the framing had taken place without any further 
section separation inside each level. It had happened at 
the same time for a single level. (Activity sec=All).  

Premise: 
Activity Type = FR  
Conclusion: 
Activity Section = ALL, Activity Spec = IN 
(Confidence:1, Support:1) 

So, for any given activity with FR (framing) type, its 
section and spec would be as of ALL and IN (interior). 
While doing more detailed rule mining, these three 
attributes could be considered as one for framing related 
rows of features and bind together as the general premise 
in the next steps.  

 Further looking there are two frequent predecessors 
for Framing activities in CASE 1.  The first one has a 
Start-to-Start logic and is among pouring activities from 
the floors above. Second, framing activities from lower 
floors which has a Finish-to-Start logical sequence with 
the desired activity. While the framing activities take 
place in similar square feet in most levels, the duration 
could also be mined as three weeks (Duration=3) which 
is not a rule but a valuable taking for indicating the rate 
crews would work on that.     

Premise:  
Activity type= FR, 
Activity Section = ALL,  
Activity Spec = IN 
Conclusion: 
Duration=3weeks 
(Confidence:1, Support:0.923) 

After figuring out which attributes are the most 
frequent in framing rows of feature, a more specific FP-
Growth algorithm had performed separately on the row 
of features in framing with FS predecessor and also SS 
predecessor. Given rows with FR. as the type and SS as 
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the logic of relation and putting them in the premise 
section of creating association rules, the first significant 
rule was as below: 

Premise:  
Activity type= FR,  
Activity Section = ALL,  
Activity Spec = IN 
Conclusion: 
FS PRE-Requisite Lag = 14 days, 
FS PRE-Requisite Level D = 1, 
FS PRE-Requisite Type = F.R. 
(Confidence:.0.8, Support:0.923) 

Given rows with FR as the type and FS as the logic of 
relation and putting them in premise section of creating 
association rules the first significant rule was as below: 

Premise:  
Activity type= FR,  
Activity Section = ALL,  
Activity Spec = IN 
Conclusion: 
SS PRE Requisite Lag = 0,  
SS PRE Requisite Level D = -5, 
SS PRE Requisite Section = 2, 
SS PRE-Requisite Type = CS 
(Confidence 0.9, support:0.583) 

Based on the analysis on this section for any given 
framing activity that would be inside and will not be done 
on sections in each level. Furthermore, for nearly most of 
the FR activity, there is the FR predecessor with the 
Finish-to-Start relationship in one level lower. There 
would be a 2-week lag between predecessor and 
successor in this case  

Finally, for nearly half of framing activities 
(support=0.583) there is CS (concrete for structure) 
predecessor with Start-to-Start logic which happens in 
Section two and six-level higher than the level that 
activity takes place, without any lags. 

The second part of CASE 1, which generated 
meaningful rules was pouring concrete, and the schedule 
was gathered all the related tasks (forming, reinforcing 
and pouring) into one single item.The process which has 
applied for the framing section utilized here as well. First, 
the most repetitive attributes identified from applying the 
FP-Growth algorithm to all rows of features in CS 
(concrete of structure) section. 

Activity Spec = PR 
Activity Type = CS 
FS PRE-Requisite Lag = 0 
SS PRE Requisite Level D = 0 
Duration = 2weeks  
FS PRE-Requisite Level D = 1 
FS PRE-Requisite Spec = PR 

FS PRE-Requisite Type = CS 
SS PRE-Requisite Lag = 0 
SS PRE-Requisite Level = NA 
SS PRE-Requisite Logic = NA 
SS PRE-Requisite Section = 0 
SS PRE-Requisite Spec = NA 
SS PRE-Requisite Type = NA 

Before starting any further analysis, the frequent 
attributes show that there is not any Start-to-Start 
predecessor for pouring activities while all the extracted 
frequent values for that are showing NA (not applicable). 
Hence, the main focus here remains with Finish-to-Start 
predecessors.  

The first part was searching attributes that could be 
bind with activity type (CS). Implementing FP-Growth 
here gave us the following results.  

Premise:  
Activity Type = CS 
Conclusion: 
Activity Spec = PR 
(Confidence:1, Support:1) 

The duration of activities proved to be minable in the 
CS section while the pouring parts were in equal square 
feet and setup.  

Premise: 
Activity Type = CS 
Activity Spec = PR 
Conclusion: 
Duration = 2 
(Confidence:0.8, support:0.972) 

The level difference and Lag and also type 
predecessor and the support rate of them also evaluated 
by putting them in the conclusion section of FP-Growth 
algorithm while considering Activity type (CS) and specs 
(PR) as the premises. 

Premise: 
Activity Type = CS 
Activity Spec = PR 
Conclusion: 
FS PRE-Requisite Level D = 1 
FS PRE-Requisite Type = CS 
SS PRE-Requisite Lag = 0 
(Confidence:0.9, support:0.889) 

This indicates that for nearly most of CS activity, 
there is a CS predecessor with the Finish-to-Start 
relationship in one level lower. There would be no lag 
between predecessor and successor in this case. All the 
CS activities have PR (pouring) specification, which 
directly relates with the setup that schedule uses in 
gathering all forming, reinforcing and pouring as one 

1133



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

activity. 
CASE 2 undergone the same process FP-Growth 

Algorithm and for foundation section, main rules were as 
below: 

Premise: 
Element= Piers, 
Type= Pour, 
Logic = FS,  
Conclusion: 
Element P=Pre1-Cage 
(Confidence: 1.000, support: 0.375) 

Here our model identified for any pier pouring 
activity there would be predecessor containing pier cage 
with Finish-to-Start relation to that. The reason for the 
decrease in support ratio is the fact that in CASE2, the 
four kinds of logic between activities put in separated 
rows of features. So, the initial ratio divided into each 
logic. For example, the support rate for the appearance of 
Element=Piers and Logic = FS is 0.625.  

For the grade beams, the model came up with 
association rules as below: 

Premise 
Element=Grade Beams 
Conclusion 
Element P=Pre1-Grade Beams 
(Confidence:1.000, support: 0.890) 

Premise: 
Element=Grade Beams,  
Element P=Pre1-Pour 
Conclusion: 
Logic = FS 
(Confidence: 0.917, support: 0.890) 

5  Findings and conclusion 

Implementation of the FP-Growth algorithm for 
CASE1 and CASE2 had a variety of notable findings. In 
CASE1 due to abbreviations in the work description and 
consistent way of naming activities make data mining 
relatively easy comparing CASE2, which had more 
descriptive titles as its activities' names.  

Furthermore, unlike the successful experience of 
extracting duration for activities in CASE1, the model 
experienced lower confidence rates in extracting 
durations in CASE2. The main reason for that was more 
repetitive and typical activities in CASE1 with the 
sequence of activities remaining the same in each floor. 
For buildings with a lower number of floors, the only 
possible way is gathering group of similar projects and 
create full rows of features for them to mine duration. 

In learning the logical relationship between activities 
and their Lag, the model performed well in both cases 

and generated meaningful rules. Start-to-Start and 
Finish-to-Start relationships between activities were 
identified as the most informative rules because they 
were addressing the connection between varying types 
and specifications in most cases which could be the 
cornerstone in shaping a masterplan. For example, FP-
Growth algorithm learned SS relationship between 
framing and pouring five floors away from each other in 
the CASE1, which could be a significant barrier if it has 
not been put into consideration in master and detailed 
planning.  

The model was performing better over CASE2 in 
identifying the sequence of activities ending in a specific 
element. The main reason for that could be the detailed 
description of each activity in their name column. The 
rules were found showed the pier cage as the predecessor 
of pouring for the pier. Also, pouring the pier was a 
predecessor for grade beam related activities with 
excavation specification. The reason for that was the 
broad details provided in naming each activity. The rules 
generated from CASE2 could be used to complete in 
between any two milestones which are identified for 
masterplans with activities.  

To conclude, the research shows the possibility of 
generating rules in micro and macro scale from historical 
data and real-life schedules. Generated rules could 
minimize the uncertainty of mathematical models for 
scheduling as they can function as constant features in 
them. Also, by having hundreds of similar schedules, the 
standardization of construction work can happen through 
generated rules from more descriptive schedules. The 
results also have the capability to be used in generating 
alternative schedules Further uses of the results of current 
research could be in reducing uncertainties in scheduling 
process which can help to optimize the projects' cost-time 
tradeoffs which are highly dependent on the 
mathematical model. By having more learned rules that 
their frequency and certainty had been evaluated, the 
initial schedule could be set up and the allocation of 
resource with the goal of optimizing time-cost function 
happen for remaining activities.   
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Abstract –  

The growing number of bridges and their 
deteriorated conditions on one hand and the budget 
squeeze for their repair and rehabilitation on the 
other call for automated detection of defects and 
smart methods for condition rating of these bridges. 
This paper presents a newly-developed standalone 
computer application for automated detection and 
evaluation of spalling severities in reinforced 
concrete bridges. The application is coded in C#.net 
and makes use of an early developed model for 
detection of surface defects. The method is applied in 
two tiers, in the first tier, a single-objective particle 
swarm optimization model is developed for detection 
of spalling based on Tsallis entropy function. The 
second tier is devised for evaluation of spalling 
severities. It generates a comprehensive 
representation of the bridge deck image using 
Daubechies discrete wavelet transform feature 
description algorithm. The second tier also 
encompasses a hybrid artificial neural network-
particle swarm optimization model for accurate 
prediction of spalling area; circumventing the 
drawbacks of the gradient descent algorithm. The 
developed method was tested using 60 images from 
three bridge decks in Montreal and Laval in Quebec, 
Canada. Results indicate significant superiority in 
area prediction accuracies; achieving mean absolute 
percentage error, mean absolute error and relative 
absolute error of 6.12%, 56.407 and 0.393, 
respectively. The developed method is expected to 
assist transportation agencies in performing more 
accurate condition assessment of concrete bridge 
decks and accordingly assist them in developing 
optimum maintenance plans.   
Keywords – 

Image; Reinforced Concrete Bridges; Spalling; 
Single-objective Optimization; Tsallis entropy;  
Daubechies discrete wavelet transform; artificial 
neural network     

1 Introduction 
Bridges are viral elements in infrastructure systems. 

Meanwhile, they are vulnerable to severe deterioration 
agents such as freeze-thaw cycles, excessive distress 
loads due to traffic overload, sulfates, alkali-silica 
reaction, poor construction practices, etc. It was 
reported that 26% of the bridges in Canada are 
experiencing medium to very poor severity levels. They 
are expected to suffer a further degradation in their 
condition ratings resulting from the increase of backlog 
of intervention actions [1-2]. There are two main 
reasons for the significant deterioration of bridges 
which are: the decrease in the public investment, and the 
high age of bridges. The investment in bridges is below 
the required level to maintain the age of bridges 
constant, whereas the age of bridges increased by 3.2 
years from 21.3 years in 1985 to 24.5 years in 2007. 
Bridges in Quebec have the highest average age 
followed by Nova Scotia. Conversely, Prince Edward 
Island’s bridges have the lowest average age. In this 
context, the average age of bridges on Quebec, Nova 
Scotia, and Prince Edward Island are 31, 24.5, and 15.6, 
respectively [3]. 

In the light of forgoing, it is essential to assess the 
structural condition ratings of bridges in order to 
maintain them within acceptable performance levels. 
The use of machine vision technologies has emerged in 
the last few years because they enable more efficient 
and cost effective assessment of structural components 
than visual inspection. Spalling is an important surface 
defect that is larger and deeper than scaling. It is created 
as a result of corrosion of steel reinforcement and it 
affects the durability and structural integrity of 
reinforced concrete bridges [4]. In this regard, the 
present study proposes a novel method for the 
evaluation spalling in reinforced concrete bridges. It is 
expected that the developed method will enable decision 
makers in improving accuracy, reducing cost and 
minimizing the inherent subjectivity of the visual 
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inspection process of reinforced concrete bridges. 

2 Literature Review 
Several machine vision-based methods were 

developed for the purpose of evaluating of surface 
defects in bridges. Ho et al. [5] developed a method for 
surface damage detection in cable-stayed bridges. In the 
developed method, median filter and histogram 
equalization were applied to improve the quality of 
captured images. The captured images were then 
projected onto principal component analysis sub-space. 
Mahalanobis square distance was then utilized to detect 
the existence of defects through computing the distance 
between the projection of input image and all the trained 
images. Noh et al. [6] proposed a method for the 
detection of cracks using fuzzy C-means clustering. In it, 
a set of morphological operations were employed to 
better reveal the characteristics of cracks and remove 
noise from the background. This encompassed dilation 
operation, manually-tuned masks and connected-
component labelling. It was highlighted that the 
developed method could achieve higher recall and 
precision when compared against other edge detection-
based methods.   

Mohammed Abdelkader et al. [7] introduced a 
two-stage multi-objective optimization-based method 
for the sake of detection of crack images in reinforced 
concrete bridges. In it, invasive weed optimization 
algorithm was employed to find the optimum thresholds 
capitalizing on Kapur entropy function and Renyi 
entropy function. It was found that the developed 
method could achieve mean-squared error, peak signal 
to noise ratio and structural similarity index of 0.0784, 
11.4831 and 0.9921, respectively. Talab et al. [8] 
proposed an approach for the detection of cracks in 
images based on a combination of edge-detection and 
histogram-based algorithms. Sobel filter was first 
applied to detect the edges of crack. Then, Otsu 
algorithm was utilized to classify the image into 
cracking pixels and background. It was deduced that the 
proposed approach could achieve clear and accurate 
identification of cracks with no noise.  

Otero et al. [9] introduced five-stage algorithm for 
the detection of cracks. Anisotropic diffusion filter was 
applied to smooth the image while preserving cracking 
details. Sobel algorithm was utilized to extract cracking 
edges from the image. The resulted images from Sobel 
algorithm were processed using active contours 
technique for the segmentation of cracks. A group of 
morphological operations were then applied to remove 
noise blobs. It was highlighted that the developed 
algorithm could deal with transversal, longitudinal and 
alligator cracks. Liu et al. [10] presented a method for 
the detection of cracks in concrete structures 

capitalizing on multi-scale enhancement and visual 
features. Multi-scale enhancement algorithm supervised 
by gradient information was utilized to filter out noise 
from the images. A combination of Sobel operator and 
adaptive threshold segmentation was used to binarize 
the enhanced images. Closing and small area removal 
morphological operations were then used to integrate 
the fragmented cracks and remove the noises. It was 
found that the developed method could eventually 
achieve higher true positive rate when compared against 
Otsu and morphology-based algorithm in addition to 
percolation model-based algorithm.    

Wang et al. [11] introduced an algorithm for crack 
detection of concrete bridges. In it, adaptive filter o size 
3×3 was employed multiple times to remove any 
superimposed noises. Then, contrast enhancement was 
applied to the processed images to retain detailed 
information of the target crack as much as possible. An 
integration of Otsu threshold segmentation and modified 
Sobel operator were used to detect cracking pixels 
present in the image. It was inferred that the developed 
algorithm could achieve absolute error of 0.02 mm in 
the detection of cracking width. Pavithra et al. [12] 
developed an image processing-based method for the 
detection of cracks in concrete structures. Median filter 
was employed to remove salt and pepper noise that 
corrupts the images. Threshold segmentation was 
applied to separate the cracking pixels from the 
background. Erosion and dilation morphological 
operations with manually tuned structuring elements 
were applied to better detection the details of cracks. 
The outputs from Grey-level co-occurrence matrix 
alongside statistical features of the images were used as 
an input to the cascaded random forest classifier for 
cracking detection. The developed method was able to 
achieve a detection accuracy of 98%.  

Shehata et al. [13] developed two models for the 
estimation of cracking width using feed and cascade 
forward back propagation artificial neural network 
models. Each crack was divided into segments and the 
maximum width of each segment was computed. It was 
reported that feed forward back propagation artificial 
neural network provided higher prediction accuracies 
achieving mean absolute testing error of 10.3%. 
Andrushia et al. [14] presented a method for structural 
concrete crack detection using a combination of image 
processing algorithms. Anisotropic diffusion filter was 
first employed to smooth the input images. The filtered 
images were then fed into the six sigma statistical 
method to separate the foreground cracking pixels from 
the background. The developed method outperformed 
some state of the art methods accomplishing mean 
squared error, peak signal to noise ratio and mean 
structural similarity of 62.41, 35.63 and 0.923, 
respectively. Jain and Sharma [15] proposed an 
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automatic system for the detection of severity levels of 
cracks. After applying histogram equalization and 
contrast enhancement, the processed images were 
segmented using K-means clustering algorithm. 
Different settings of K-means clustering were 
investigated, whereas it was found that random 
initialization with Euclidean distance provided better 
results. A fuzzy inference system was then devised for 
crack risk prediction based on aggregated score.  

3 Proposed Method  
The primary objective of the present study is to 

develop a computerized platform for the automated 
detection and severity assessment of spalling in 
reinforced concrete bridges. This research study extends 
on a method earlier developed by the authors for the 
recognition of surface defect type in the image [16]. The 
flowchart of the proposed method is depicted in Figure 
1. In this context, the framework houses five main 
modules, namely data prep-processing, automated 
detection, feature extraction, automated evaluation and 
method validation. It should be mentioned that the 
spalling detection and assessment of its severities are 
described and validated separately. In the first module, 
the input true-color image RGB  is transformed to the 
grayscale image to accelerate the computational 
process,  whereas the intensity values of the gray level 
image are varying from 0 to 255. The images are resized 
to 200×200 to better capture the details and 
characteristics of spalling present in the images.    

The performance of machine vision algorithms 
depends on the quality of the input images which may 
be corrupted with noise during acquisition and 
transmission phases. Noise is undesirable random 
fluctuations in the color and brightness of the image. In 
this context, the proposed method utilizes Frost filter to 
remove noises from the input images while retaining the 
fine details and edges of the object of interest. Frost is 
an exponentially weighted average filter that employs 
local statistics to reduce separate and multiplicative 
noises. It is based on computing an image coefficient of 
variation which is equal to the ratio of local standard 
deviation to the local mean of the noisy filter. Frost 
filter can be mathematically expressed as follows [17-
18].  

     
R^(τ) = � Kαe−α|t|                                                         (1)

n×n

 

Such that; 

α =
4

nσ^2 ×
σ2

I2                                                                     (2) 
t = |X − Xo| + |Y − Yo|                                                     (3) 
Where; 

K  denotes a normalizing constant. σ^2  stands for the 
image coefficient of variation. σ2  denotes the local 
variance. n  represents the moving kernel size. I 
represents the local mean.  

Processing of defects images in reinforced concrete 
bridges is a challenging task because of their complexity, 
low contrast, color distortion and non-uniform 
illumination. In this regard, the proposed method 
utilizes min-max gray level discrimination approach for 
the sake of improving the contrast of images. This is 
accomplished through increasing the gray level 
intensities of the spalling pixels meanwhile decreasing 
the intensities of the non-spalling pixels [19].   

The second module is designated for automated 
detection of spalling. Image segmentation is one of the 
basic and critical operations used to analyze the 
retrieved images in pattern recognition applications. It is 
the process of dividing the image into non-overlapping 
multiple segments based on some attributes such as 
color, intensity and texture. In this regard, optimization-
based method proved their efficiency in dealing with 
complex image segmentation problems in various 
applications [7]. In the present study, bi-level 
thresholding is applied to segment the spalling images 
by designing a single-objective particle swarm 
optimization model that aims at maximizing Tsallis 
entropy of the image. The output of this module is a 
single threshold T that classifies the image pixels into 
two classes: the spalling (foreground) and surface 
(background).  

The third module is the feature extraction of the 
captured images. It comprises the use of Daubechies 
discrete wavelet transform. It decomposes the input 
original image into four sub-images via high-pass and 
low-pass filters. The four quadrant sub-bands are called 
HHn, LLn, HLn and LHn. For instance, LLn is generated 
through employing low-pass filter for both rows and 
columns. LHn is generated through employing low-pass 
filter for rows and high-pass filter for columns [20-21]. 
The fourth module is the automated assessment of 
spalling severities. The proposed method (ANN− PSO) 
utilizes particle swarm optimization algorithm for both 
parametric and structural training of back propagation 
artificial neural network. This involves autonomous 
optimizing the weights of artificial neural network and 
its best possible architecture. In this context, artificial 
neural network is trained through formulating a 
variable-length single-objective optimization problem 
which encompasses a fitness function of minimization 
of mean absolute percentage error of spalling area. The 
optimized artificial neural network is then appended and 
adopted to simulate the testing dataset for its 
performance evaluation. Particle swarm optimization 
algorithm is a widely-recognized meta-heuristic that 
proved its efficiency in dealing with complex and 
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diverse optimization problems such as allocation of 
irrigation water [22], resource-constrained project 
scheduling [23] and damage detection using vibrational 
data [24].    

The automated detection model is validated through 
comparison against Otsu algorithm. It is an 
unsupervised algorithm that is used to segment an image 
by maximizing the variance between the segmented 

classes [25]. The performance of the automated 
assessment model is evaluated against the back 
propagation artificial neural network for its validation. 

 
 
 

 
 

Figure 1. Main modules of the developed spalling detection model 

4 Method Development 
This section describes the basic computational 

procedures of Tsallis entropy algorithm and particle 
swarm optimization algorithm.  

4.1 Tsallis Entropy  
Assume an image I  that contains L  gray-levels 

{0, 1, 2, 3, … … . . L − 1}. Tsallis entropy can be defined 
using Equation (4) [26-27].   

Sq =
1−∑ (Pi)q  k

1

q − 1                                                              (4) 

Where; 
k  represents the total number of possibilities in the 
system. q denotes Tsallis entropy or entropic index.  

Tsallis entropy of a whole system can be 
described based on the pseudo additive entropic rule as 
shown in Equation (5).   
SqA+B = SqA + SqB + (1 − q)SqASqB                                     (5) 

Tsallis entropy of the two classes C1 and C2 
can be computed using Equations (6) and (7), 
respectively. Tsallis entropy is computed based on the 
calculation of the probabilities of occurrence of the gray 
levels Pi, whereas ∑ PiL−1

i=0 = 1 

SqC1(T) =

1−� � Pi
PC1�

q
T−1

i=0
q − 1 , PC1 = � Pi

T−1

i=0

              (6)  

SqC2(T) =

1−� � Pi
PC2�

q
L−1

i=T
q − 1 , PC2 = �Pi

L−1

i=T

              (7)  

Where; 
SqC1(T) and SqC2(T) represent Tsallis entropy of  the two 
classes C1 and C2, respectively.  

Thus, the objective of the optimization 
problem is to find the gray threshold T , which 
maximizes Tsallis entropy of the segmented classes as 
per Equation (8).   
F(T) = max (SqA + SqB + (1− q)SqASqB)                         (8) 

4.2 Particle Swarm Optimization  
Particle swarm optimization is a population-based 

meta-heuristic that was first introduced by Eberhart and 
Kennedy. The basic computational stages of particle 
swarm optimization algorithm are depicted in Figure 2 
[28-29]. It is inspired by the social behaviour of 
migrating flock of birds. Each candidate solution is 
called “particle” and a population of randomly 
positioned particles in the search space is called 
“swarm”. Each particle in the multi-dimensional 
solution space is characterized by its position and 
velocity. During each iteration in the evolution process, 
each particle monitors its current position, the best 
position it achieved and its own flying velocity. The 
position and velocity of each particle is updated 
according to its own best flying experience and the best 
position achieved by the entire swarm. In this regard, 
the position of the best particle in the swarm is obtained 
based on the pre-defined fitness function(s). The 
computational procedures of particle swarm 
optimization algorithm combines local and global 
search which helps in providing a proper balance 
between exploration and exploitation. The positions and 
velocities of the swarm of particles in the trajectory are 
updated as follows.  
  
vi(t + 1) = w × vi(t) + c1 × r1 × (pbesti(t) − xi(t))

+ c2 × r2 × (gbest(t) − xi(t))        (9) 
xi(t + 1) = xi(t) + vi(t + 1)                                         (10) 
Where; 
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xi(t)  and xi(t + 1)  denote the position of the i -th 
particle in iteration t and t + 1, respectively. vi(t)  and 
vi(t + 1)  represent the velocity of the i -th particle in 
iteration t and t +, respectively. pbesti is the individual 
local best position that particle i achieved so far. gbest 
stands for the global best position achieved by the entire 
swarm. c1and c2  are two acceleration coefficients that 
denote cognitive learning, and social parameters, 
respectively. They enable controlling the global and 
local guides. r1  and r2  represent two uniformly 
distributed random numbers searching search for better 
solutions along the direction towards the personal best 
and global best. w  refers to the inertia weight. It is 
advised to start with a large inertia factor and then it 
decreases within the evolution process to enable both 
global and local explorations. 
 

 
Figure 2. Flowchart of particle swarm 

optimization algorithm  

5 Method Implementation  
A dataset comprising of 60 real-world images are 

used as an input to experiment the proposed method 
such that 50 images are used for training while the 
remaining 10 images are used for testing. These images 
are captured from bridge decks in Montreal and Laval, 
Canada using Sony DSC-H300 digital camera of 20.1 
megapixel resolution. All the calculations and 
optimization algorithms took place on a laptop with an 
Intel Core i7 CPU, 2.2 GHz and 16 GB of memory.  
Sample of the spalling images used is presented in 
Figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Sample of the spalling images  
 
 

(a) Image “A” 
 

(b) Image “B” 
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In the automated spalling detection model, Tsallis 
entropy index is assumed 0.5. With respect to the 
particle swarm algorithm in this model, the number of 
iterations and the initial population size are assumed 30 
and 10, respectively. The cognitive learning and social 
parameters are assumed 2 while the inertia factor is 
assumed 0.5. Figure 4 demonstrates the segmented 
image of spalling after the application of the single 
objective particle swam optimization-based 
segmentation method alongside the segmented image 
after the implementation of Otsu algorithm. As can be 
seen, the developed detection model successfully 
recognized the spalling. However, Otsu algorithm failed 
to discriminate the spalling pixels from the background 
causing a lot of distortion in the image. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Visual representation of spalling detection 
models 

At the level of spalling evaluation, the ANN− PSO 
model is composed of one output neuron for the 
prediction of spalling area. The optimization parameters 
of the developed ANN− PSO  model are recorded in 
Table 1. It is found that the optimum numbers of hidden 
layers and hidden neurons are one and two, respectively. 
Tangent sigmoid is the optimum transfer function. A 
comparative analysis between the ANN− PSO  model 
and the back propagation artificial neural network is 
presented in Table 2. The comparison is carried out 
using mean absolute percentage error (MAPE), mean 
absolute error (MAE) and relative absolute error (RAE). 
It can be inferred that the developed assessment model 
substantially outperformed the conventional artificial 
neural network through reducing MAPE, MAE and RAE 
by 76.65%, 71.47% and 71.43%, respectively.   

Table 1. Optimization parameters of the developed 
𝐀𝐀𝐀𝐀𝐀𝐀− 𝐏𝐏𝐏𝐏𝐏𝐏 model 

Parameter Corresponding value 

Minimum number of 
hidden layers 

1 

Minimum number of 
hidden neurons 

1 

Maximum number of 
hidden layers 

10 

Maximum number of 
hidden neurons 

10 

Initial population size 200 
Number of iterations 400 
Cognitive learning 2 
Social parameter 2 

Inertia weight 0.5 
 

Table 2. Performance comparison between the spalling 
evaluation models 

Model MAPE MAE RAE 

ANN− PSO 6.12% 56.407 0.393 
Artificial 

neural 
network 

26.21% 197.756 1.376 

6 Conclusion  
Routine visual inspections are mandatory to build 

condition assessment models. Nevertheless, they are 
prone to subjective judgments. This can lead to 
inaccurate deterioration models and intervention actions. 
In this context the present study introduces a novel two-
tier method for the automated detection and evaluation 
of spalling in reinforced concrete bridges. 

Results obtained from the visual comparison 
demonstrated superiority of the spalling segmentation 
model of the developed method. It was able to establish 

(a) Segmented image using the developed detection 
model 

(b) Segmented image using Otsu algorithm 
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well-separated thresholds as well as more compact and 
homogenous clusters. On the other hand, Otsu algorithm 
failed to detection spalling pixels in the image. With 
regard to the spalling evaluation, it was concluded that 
the developed spalling evaluation model managed to 
reduce of the prediction error by values ranging from 
71.43% to 76.65% with reference to the artificial neural 
network. Accordingly, the developed method can be 
deployed as an efficient tool to provide safer, productive 
and more reliable inspection of reinforced concrete 
bridges.  
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Abstract –  

The construction industry has been forever 
blighted by delay and disruption. To address this 
problem, this study proposes the Fitzsimmons 
Method (FM method) to improve the scheduling 
performance of activities on the Critical Path before 
the project execution. The proposed FM method 
integrates Bayesian Networks to estimate the 
conditional probability of activity delay given its 
predecessor and Support Vector Machines to 
estimate the time delay. The FM method was trained 
on 302 completed infrastructure construction 
projects and validated on a £40 million completed 
road construction project. Compared with 
traditional Monte Carlo Simulation results, the 
proposed FM method is 52% more accurate in 
predicting the projects’ time delay. The proposed 
FM method contributes to leveraging the vast 
quantities of data available to improve the 
estimation of time risk on infrastructure and 
construction projects.  

 
Keywords – 

Construction Schedule; Machine Learning; 
Project Delay; Critical Path Method 

1 Introduction 
At present, around £100bn is spent in the UK each 

year on infrastructure investments [1], making the 
delivery of infrastructure 70% of the total spending on 
the National Health Service. By 2030 it is estimated that 
around £19bn a year will be wasted on the avoidable 
costs generated by poorly delivered infrastructure 
projects [2]. This is a worrying trend in an age where 
populations are aging and productivity in the UK 
economy has stagnated [3]. Experts estimate that for 
every £1 invested in infrastructure, the benefit to the 
economy is £2.841 [4]; the money wasted on poorly 
delivered infrastructure would equate to as much as 
£35bn per year in unrealised economic benefit. The cost 
to the global economy would be $620bn each year, if 
the trend were extrapolated worldwide [5], with around 
$1.1tn of potential loss. While delays are only part of 

the picture, it has been argued that they are among the 
most significant culprits in undermining the successful 
completion of infrastructure investment [6,7]. 

Recent research used machine learning methods to 
predict project delay, including naïve Bayesian [8], 
Bayesian Belief Network [9] and logistic regression 
[10]. In practice, some software packages (e.g. Deltek 
Acumen Fuse) enable users to pre-define delay factors 
and its correlations while modelling risk. However, the 
analysis of these packages is still inarticulate and does 
not have a strong evidentiary basis. 

This research aims to create a more objective and 
evidence-based framework for schedule risk analysis, 
given the theoretical limits and incompatible software in 
risk analysis. The proposed solution – the FM Method 
simulates risks on the critical path and predict project 
delay. Hence, the proposed method can provide the 
project manager and schedulers insights about the 
potential risks of their planning before execution, thus 
enable effective planning. 

This paper starts with reviewing literature 
ineffective planning and project duration prediction, 
followed by the proposed FM method, analysis results 
of FM method and a discussion of analysis results. The 
conclusion is summarised at the end.  

2 Literature Review 
This section provides a comprehensive review in 

construction project delay estimation. This section starts 
with a review in schedule quality, followed by 
commonly used methods in predicting construction 
delay. Research gaps and questions are summarised at 
the end.  

2.1 Schedule Quality 
Late project delivery is affected by many factors 

either internally or externally, from engineering design 
to project management [11]. External factors including 
weather [12,13] and macroeconomic conditions [14] 
being unpredictable and uncontrollable. Whereas 
addressing internal factors, and in particular schedule 
quality [15], can significantly reduce the chance of late 
delivery [16]. A quality schedule uses expected outputs, 
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resource and space constraints, and technical expertise 
to determine an optimal and achievable schedule of 
activities. Subjectivity and uncertainty hinder the 
production of quality schedules.  

Schedulers estimate time-risk on construction 
projects and allocate time contingency for high-risk 
activities to minimise the possibility of project delay in 
common practice. However, the estimation of time-risk 
on construction projects is done subjectively, largely by 
experience, and the penetration of academic concepts 
into the realm of common practice is negligible [17,18]. 
Including time continency is one of the trickiest areas of 
project planning, as it deals with a level of uncertainty 
which can be challenging to calculate and understand 
without detailed knowledge of historical records [19]. 

2.2 Predicting construction delay  
The most traditional way to detect project delay in 

the practice is the Critical Path Method (CPM) [17,20]. 
CPM connects a series of construction tasks with 
defined dependency links to create a directed acyclic 
graph (DAG) network. Programme Evaluation and 
Review Technique (PERT) is a variant of CPM that 
accounts uncertainty with Beta distribution [21,22]. 
Azaron et al. [23] look at refining the bounds of the 
project duration risk by introducing the concept of a 
dynamic Markov PERT model. The approach estimates 
societal factors such as war, strikes and inflation to 
make activity durations non-static over time. However, 
it is an untested model, but it begins to link external 
factors, deterministic CPM, PERT, and correlation 
together in an interesting way. 

To add covariance and correlation effects to PERT 
and MCS, Ökmen et al. [24] construct a system called 
Correlated Schedule Risk Analysis (CSRAM), which 
uses simple subjective inputs on a range of project risks 
including weather, soil conditions, labour productivity, 
and material/resource availability factors. However, 
CSRAM does not address the crucial problem of 
subjectivity and opinion-based analysis, a factor 
commonly associated with disputes in contracts [25,26]. 
Furthermore, the empirical evidence that this technique 
is scalable and works across a range of projects types is 
lacking. 

Recent researchers predict project delay using 
machine learning methods (e.g. Artificial Neural 
Network (ANN)) based on influencing factors 
(including the project manager’s experience). Kog et al. 
[27] create a neural network for determining schedule 
performance from extraneous project factors, including 
project manager’s experience and monetary incentive to 
the designer. Attal [28] used the overall duration and 
cost of highways projects to train a series of ANN to 
determine the key project features to be used in a 
duration prediction model. Hola et al. [29] take a more 

specific approach, using ANN to predict earthworks 
durations. Similarly, Bhokha et al. [30] predicted the 
duration of building construction using ANN. 

A promising solution to the problem of co-variance 
and project uncertainty is the Bayesian Network (BN) 
approach. A BN is a probabilistic DAG network, with 
nodes representing outcomes and arcs, or links, 
representing the conditional relationships between the 
nodes [31]. In this respect, they are very similar to 
construction schedules, where each task could be 
considered a node and each logic link a conditional 
dependence relationship. BN has been successfully used 
in several fields, including medical diagnoses [32] and 
modelling of complex interactions including operational 
risk [33], environment [34], and road traffic accidents 
[35]. Consequently, several recent studies have 
proposed a framework for using BNs to enhance 
schedule risk analysis [36–38]. 

2.3 Research gaps and questions 
Three research gaps are identified through extensive 

literature: (1) it is not known how well the subjective 
risk analysis studies scale up to large infrastructure 
projects – they either set out an untested framework or 
use small sample projects to demonstrate accuracy; (2) 
the studies which use data have done so at a macro level, 
which does not allow risk simulation and assessment of 
a baseline schedule to be undertaken; (3) natural 
language processing techniques have not yet been 
optimised for construction industry language. In essence, 
the research problem left unsolved is that there is no 
unified approach which seeks to model uncertainty in 
project schedules using historical data to validate all of 
the inputs into the process. 

This study aims to answer the following research 
questions: (1) What techniques can be employed to 
prepare historical construction schedule data for 
prediction model training? (2) What effect will the 
application of these techniques, combined with 
prediction modelling have on the accuracy of time-risk 
simulation models? 

3 Proposed Method 
This section provides the proposed method. It starts 

with an overview of the methods. This study proposes a 
framework - Fitzsimmons (FM) Method for simulating 
schedule risk which combines the strengths of Bayesian 
Networks, Support Vector Machines and Monte Carlo 
Simulation to simulate project outcomes. Figure 1 
presents an overview of the proposed FM method. This 
study targets an analysis risk of the critical path 
statically, not dynamically. Therefore, the change of 
critical path is not evaluated in this model.  The 
following subsections explain the proposed FM methods 
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in detail. 

Figure 1. Overview of the proposed method 

3.1 Word Embedding 
Word embedding (Word2Vec) was used to add 

semantic meaning to the words in each task description. 
The two neural network architectures identified for this 
purpose were Skip-gram and Continuous bag-of-words 
(CBOW) embeddings. CBOW and Skip-gram are recent 
methods that learn word embedding representation and 
predict target words from context [39], but work 
inversely [40]. CBOW predicts target words from 
source text words; while, Skip-gram predicts source text 
words from target words [40]. 

It is unavoidable that there are similar activities, in 
terms of its functionality; for example, ‘pour concrete 
for ring beam’ and ‘concrete ring beam’. Since 
distinguishing the semantic differences between 
activities remains challenging, this study clustered 
activities into topics using Gaussian Mixture Modelling 
(GMM). GMM is a probabilistic model for representing 
normally distributed subpopulations within an overall 
population [41]. The most common and well-used topic 
modelling methods are Latent Dirichlet Allocation 
(LDA) [42] and Latent Semantic Analysis (LSA) [43]. 
These models have been shown to work well for large 
corpora and documents, where keywords may appear 
several times [44]. Whereas, the average construction 
task description length is 5-10 words, rendering 
LDA/LSA largely ineffective. Hence, this study 
employed GMM to cluster construction activities. The 
optimal number of clusters was determined by using 
topic coherence as a reference. After several iterations 
of the test, it was difficult to determine a precise 
optimum number of topics.  

3.2 Bayesian Probability 
This study measures activity duration deviation, 

rather than activity delayed duration, to simulate the 
project duration. Early finished activity may also lead to 
project duration variation. Activity duration deviation is 
estimated as follows: 

𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = . !"#$%&	($)%#*+,
-)*.*,%&	($)%#*+,

− 11 × 100%   Eq. (1)
In this study, BN is used to estimate the probability 

that each activity duration will deviate based on its 
characteristics and position within the CPM network in 
this study. The probability of activity duration deviation 
derived will be used as input in the next step. Figure 2 
presents a simplified BN that estimates the probability 
of activity duration deviation.  

𝑌"

𝑌'

Figure 2. Simplified BN 

3.3 Support Vector Machines 
Support Vector Machines (SVM) is a classification 

method which distinguishes classes via solving a 
constrained quadratic programming problem and 
inserting a hyperplane [45]. SVM is used to predict the 
duration growth percentage of activity. Different from 
BN, SVM estimates the duration deviation of the 
current activity. Except for the probability of duration 
deviation derived above, SVM inputs also include the 
level of concurrent activity, estimated duration, and 
previous activity duration deviation. The dataset was 
split into train and test subset with a ratio of 80/20%, to 
avoid overfitting, to train an accurate SVM.  

SVM, in this study, predicts the duration growth 
percentage of activity, as highlighted earlier. A task of 
200 days and a task of 2 days could both find a 
prediction of 400% duration increase, but with different 
levels of impact to project delay. Therefore, this study 
calibrates duration growth percentage into a relative 
number as compared to the activity’s duration. Eq. (2) 
explains the duration growth percentage calibration: 
= (2 × 𝑌' × 𝛿 × 𝜇)/(2 × 𝛿 × 𝜇 + 𝑌' × 𝛿 × 𝐸𝐷) Eq. (2) 

Where𝑌" is the calibrated duration growth of a given 
activity, 

 is the predicted duration growth of a given 
activity by SVM, 

𝛿	is the standard deviation of all durations in the 
project being simulated, 

𝜇 is the mean activity duration for the project 
being simulated, 

𝐸𝐷 is the estimated duration of the given activity. 

OutputFM methodInput

Schedule Data
Activity 

classification

Risk SimulationWeather Data

Economic Data

Conditional 
Probability 

Analysis

Duration 
Prediction 
Modelling

Predecessor Current Successor

Expected 
Weather

Level of 
Activity on 

site

BN influencing factor

CPM activities

1146



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

3.4 Risk simulation 
The simulation algorithm intended to calculate the 

average finishing position of each task over a nominal 
number of simulation iterations. This gives a time-
distributed profile of tasks that can be used as the output 
of the risk analysis simulation. It is conceptually based 
on the Monte Carlo Simulation algorithm but with 
uncertainty and SVM to predict the deviation 
parameters. A beta distribution is used to determine the 
final duration deviation factor, to ensure that the 
duration uncertainty parameters change from one 
simulation iteration to the next. This distribution is 
parameterised by the SVM model prediction. The author 
chose this method to capture the strengths of MCS and 
PERT in modelling duration uncertainty. This model 
can be described as truly dynamic. With each iteration, 
the SVM input values will change and the duration 
deviation estimate will change with them, giving a 
broader range of possible values for the duration of each 
task.  

4 Data Collection and Analysis Results 

4.1 Data Collection and Pre-processing 
The schedule data was collected from two 

construction and engineering firms. One of the 
organisations is a tier one contractor who directly 
delivers large infrastructure projects on behalf of public 
and private sector clients. The other is a schedule 
management consultancy that provides services to 
clients and contractors in several engineering disciplines. 
Both were requested to provide as-built schedules and 
initial baseline schedules for infrastructure projects 
regardless of the project outcome. The files were 
provided in the software-native Primavera P6 ‘.XER’ 
format. 

In total 560 project files were collected, of which 
302 were valid. Some were invalid due to corrupt native 
files or a lack of ‘actual versus planned’ information. 
Figure 3 below shows the split by project discipline, 
with a relatively broad range of projects included. In 
total 444,173 tasks were added to the dataset, using an 
algorithm which interrogated the native schedule files 
and extracted any useful information into a large data 
file in ‘.txt’ format. For context, a simple analysis of 
‘task count vs. project value’ suggests that every 1,000 
tasks represent £20m in project value. This indicates 
that the database may be equivalent to as much as 
£8.9bn in completed infrastructure. 

This study pre-processed activity names to secure 
accuracy, before feeding activity names into analysis 
models. Pre-processing steps include tokenisation, 
lemmatisation, stemming and removing stop words. 

Tokenisation is a process that transforms text into 
tokens which are readable in a computer language [46]. 
Lemmatisation and stemming are used to reduce the 
effects of inflectional form and words’ morphology [47]. 
Stop words (e.g. ‘and’, the’) and punctuation was 
removed, to get eliminate the unmeaningful words. 

Figure 3. Data Distribution 

4.2 Analysis Results 
After pre-processing, data were fed into the 

proposed FM method. The following subsections 
summarise analysis results of each step from word 
embedding to simulation results.  

4.2.1 Word Embedding 

The first step in the proposed FM method represents 
construction activities’ names with word vectors and 
clusters similar activities into topics. This study used 
Word2Vec to represent construction activities names 
with word vectors, as highlighted in Section 3.1. The 
hyperparameters of the Word2Vec model are the 
number of training iterations, the context window length, 
and the vector size [48]. A range of 5, to 50 iterations 
was tested with no significant improvement in 
performance, so the default value of 5 iterations was 
used. The context window of 8 was selected based on 
the average concatenated task description and section 
heading length. The default vector size of 100 was used, 
which is suggested by literature [49,50]. In total 5,496 
unique words were used in the embedding process, 
training across a raw dataset of 3.1 million co-occurring 
words. 

Following that, similar activities are clustered into 
topics using word vectors as input. Topic modelling is 
an unsupervised learning method and determining the 
number of clusters is challenging. This study used the 
coherence score to determine the optimal number of 
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clusters. It is found that the score settles between 10 and 
25 topics, with higher scores towards 20 by plotting the 
coherence score. Intuitively, this feels appropriate. The 
design manual for roads and bridges [51] has 16 
volumes; if more topics are allowed for procurement, 
rail and mechanical & electrical trades, then 20 is 
reasonable. 

4.2.2 Activity Duration Deviation 

The SVM kernel selected was the radial basis 
function (RBF), which enables the SVM to perform 
well with high-dimensional non-linear data. The results 
of the activity duration growth percentage are 
summarised in Figure 4. The mean value of activity 
duration growth percentage is 114% with a standard 
deviation of 631%. The result indicates that on average, 
activities are delayed for 114%, as compared with its 
original duration.  

Figure 4. Distribution of Duration Deviation 

Using variations about the mean is not the optimum 
way to simulate activity by activity variance, as shown 
in Figure 4. The value is heavily skewed by a few 
extremely high variance numbers, which in normal 
circumstances might be considered outliers. The issue 
with treating this as a normal distribution problem is 
that the data will never be normally distributed. 
Schedule duration growth works such that most samples 
sit around the 0% growth point – the ‘quicker than 
planned’ activities are bounded at -100%, whereas 
increased durations have no upper boundary. This 
makes deciding what constitutes an outlier a particularly 
difficult activity as normal conventions, involving 
excluding data over a certain standard deviation (𝜎) 
threshold, cannot be meaningfully applied to datasets 
with large right-skewed distribution tails. The activity 
duration deviations appear to more closely represent a 
Weibull distribution as discussed by [52]. Perhaps an 
approach to modelling duration risk which instead 
selects duration deviation from a Weibull rather than a 

normal distribution would be a more appropriate 
methodology. 

Significantly, the high variability was smoothed to 
give estimates with an average variance of around +68% 
against the original duration estimate, when using SVM 
with a radial basis function kernel to predict the 
variance in an activity. The SVM results predict that 
some activities could finish earlier, and some activities 
could be late for 1,500%, which is more than enough to 
raise a red flag to those looking for significant risks. 

The accuracy of SVM results is 80% in predicting 
whether an activity is delayed, on time or early on the 
test set. The SVM model predicts a standard prediction 
error of 122% of activity duration. This may seem 
extreme, but in a very random training set with a 
standard deviation of 870%, this is remarkably accurate. 

4.2.3 Risk Simulation 

The last step is the risk simulation. The case study 
used was selected randomly and excluded from model 
training. The selected case study is a port renovation 
work with a contract value at £40M in the UK. This 
project finished 26 weeks later than its originally 
estimated duration. The key risks in this project were 
that the piling on the existing dock – the ground 
conditions and existing substructure - were unknown, as 
well as the condition of the existing aging structures. 
These were additionally subject to tidal working 
constraints, which exacerbated the delays experienced 
because of the realisation of the above risks. 

Figure 5. Baseline schedule vs FM simulation 

MCS was run first, using inarticulate risk parameters 
derived from the literature review (best case = 90%, 
most likely = estimated duration, worst case = 130%). 
Following that, the proposed FM method was run to 
estimate the project finishing time and compare results 
with the MCS results. The MCS results suggested that 
the project will delay for 1 week; whereas results of the 
FM method suggested that the project will delay for 38 
weeks, which is 52% more accurate than MCS results. 
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Figure 5 shows a comparison of the baseline schedule 
and the FM simulation over project completion. In 
addition, the FM method output has succeeded in 
assigning large time delays to the piling works and tidal 
interface works, so in this case study it can be 
considered a relative success.  

4.3 Results Interpretation 
The case studies and hypothesis test indicate that the 

proposed FM risk simulation methodology is 
significantly more accurate than the state of practice – 
Monte Carlo Simulation. The standard prediction error 
was 35 weeks for MCS and 12 weeks for the FM. This 
suggests that the FM could be 52% more accurate than a 
standard MCS model. Despite these promising results, 
the error for the simulation of 12 weeks is still very high 
and the SVM model prediction standard error is also 
very high at 122% of the activity duration. There is 
ample scope to improve on the predictive accuracy of 
this model, although it may require a good deal more 
high-quality data than what has been gathered in this 
research. 

It is also apparent from the case study that the risk 
simulation methodology is unable to detect some of the 
most significant reasons for project delay; namely: 
changes to scope, problems with land access, and 
unexpected existing site conditions. It is difficult to see 
from the available literature how this might change in 
the future, but the mitigating factor for contractors is 
that the time and costs associated with much of those 
types of delays should be recoverable through standard 
out-of-court contractual claim mechanisms. This would 
remain a highly significant problem for project 
promoters. The evidence is also compelling that 
construction activities experience delays greater than 
those commonly allowed for in schedule risk analysis 
practice. 

5 Discussion 
This study proposed an FM method which integrates 

BN and SVM to predict project completion time under 
uncertainty. This study focuses on analysing activities 
on the critical path to predict project duration. A 
domain-specific task classification model for 
construction schedule data has been demonstrated. This 
is an approach which combines unsupervised machine 
learning – word embedding – with Gaussian mixture 
models and has been adapted from methods intended to 
topic model social media, revealing promising if 
imprecise results. Bayesian Networks are used to 
calculate the conditional probabilities associated with 
the independent and duration deviation variables. Using 
tables of these conditional probabilities the problem is 
turned into a simpler Naïve Bayes or converging 

Bayesian Network to calculate the probability of a task 
changing from its original estimated duration. MCS 
results suggest that the project will delay for 1 week; 
whereas results of FM method suggest that the project 
will delay for 38 weeks, which is 52% more accurate 
than MCS results.  

In summary, there is no single technique that can be 
applied to the complex task of measuring risk in a noisy 
sequence of construction operations, using only the data 
contained within a Gantt chart schedule. Understanding 
how multiple techniques can be employed to add 
meaning to a construction schedule dataset, however, is 
a useful contribution towards leveraging the vast 
quantities of data available to improve the estimation of 
time risk on infrastructure and construction projects. 
Using these techniques, machines can learn about highly 
complex construction projects without being explicitly 
programmed, which presents some exciting 
opportunities for construction practice. 

The topic modelling techniques proposed in this 
research could be used for a range of other purposes 
including automatic schedule alignment of costs and 3D 
objects in 5D modelling. Similar natural language 
techniques could also be used to monitor sentiment 
across a company’s portfolio of projects, delivering a 
contemporaneous health check. Construction schedules 
are possibly the most up-to-date and comprehensive 
records on large construction projects; harnessing the 
value of the data they contain is a significant area of 
opportunity. 

6 Conclusion 
This research presents a new framework for 

construction schedule risk analysis. It represents the first 
approach to use machine learning to pre-process noisy 
construction schedules for a novel hybrid application of 
Bayesian Networks (BN) and Support Vector Machines 
(SVM). The proposed solution (the Fitzsimmons 
Method) was trained and tested on large infrastructure 
projects. The FM method looks at the delay risks before 
project execution and simulates the delay risks on the 
critical path. Hence, the proposed method provides the 
project manager and schedulers insights about the 
potential risks of their planning. The method is built on 
the work of several studies describing how machine 
learning can be used to approach the problem of 
understanding construction schedules. It has been 
shown that using large datasets to train prediction 
models can lead to superior simulation results on a 
limited sample, doing so with a technique eminently 
scalable to larger datasets and higher numbers of test 
projects. In tackling the problems associated with 
construction schedule data, some valuable contributions 
have been made to research around applied artificial 
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intelligence. The proposed method is limited to predict 
the delay of critical path statically. Future research can 
investigate the incorporation of dynamic modelling to 
facilitate a real-time project delay prediction.  
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Abstract 
Recently, Off-Site Construction (OSC) is being 

actively applied to improve productivity by efficient 
factory-based production method rather than on-site 
production. 

 In OSC-based construction process, problem is 
the accurate quality inspection for the members 
produced in the factory is carried out but the quality 
inspection for the members shipped from the factory 
and brought to the site is not performed properly. The 
existing problem in OSC-based Precast Concrete 
member site detection is on-site workers have to check 
the members directly, which is very time-consuming 
and expensive, and the detection accuracy is low. In 
addition, quality inspection is performed only in the 
unit of sample, not all members  

 This study classifies the major detection items of 
PC members by analyzing the importance of all the 
detection items of PC members based on the PC 
member quality checklist that workers have used for 
on-site detection of PC members. 

 The items that can automatically detect the 
damage of PC members are derived, and the types of 
damage necessary for the detection of each member 
such as deformation, crack, and wear are classified. 

 Then, in order to apply the automatic detection 
technique, the data according to the damage type is 
collected respectively, and the damaged part is 
automatically detected through the machine learning. 
The detected damaged area is reclassified according 
to the degree of damage. Finally, based on the degree 
of damage, the status of the member is automatically 
identified and automatically reported to the checklist. 

Keywords – 
Off-Site Construction(OSC); Precast Concrete 

member; Artificial Intelligence; Automated Quality 
Inspection 

1 Introduction 

1.1 Background and objectives of the research 

Recently, the construction industry has introduced 
“Off-Site Construction (OSC)”, which is a factory-based 
production method, rather than an existing site-
oriented production method, to increase productivity 
and efficiency of work and to enhance the 
competitiveness of the construction industry. OSC is a 
method in which members, parts, and pre-assembled 
parts are produced in advance in a factory, and then 
transported to a site where such construction 
materials will be assembled and building will be 
constructed. In the process of OSC-based construction, 
accurate quality inspection is performed on parts 
produced in factories. However, the exact quality test 
has not been performed on the members that have 
been transported from the factory and brought into 
the field. The existing problem in OSC-based PC 
member field test is that it takes a lot of time and 
money and the test accuracy is poor because workers 
have to test the members brought into the field after 
being checked with the naked eye. In addition, due to 
the lack of manpower in the field, only the sample 
units are being tested. Members shipped from the 
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factory may be damaged or get defected during 
transportation to the site. Therefore, it is essential to 
test the quality of the imported material in the field. 
In order to detect the breakage or defect of the 
member, recently, studies on image-based defect 
detection, such as concrete cracking and surface 
defect detection of electronic components, have been 
actively conducted using one of deep learning 
technologies, the Convolutional Neural Network 
(CNN). In addition, several researches have been 
conducted on quality inspection automation support 
systems using mobile devices such as Smart phones 
and tablet PC to support efficient quality inspection 
and management of construction and buildings by 
field workers. Therefore, in this paper, research was 
conducted to support more efficient and accurate test 
of field workers on PC members brought into the site. 
The main concepts of the automatic quality test & 
reporting system presented in this study are as 
follows. First, it prevents errors that may occur due to 
the manual writing of the PC member test checklist 
that workers are using during the existing inspection. 
Second, it prevents the loss of the test checklist and 
the detection by the subjective judgment of the 
worker. Third, the test results are automatically 
recorded and saved in a quality checklist through a 
mobile device-based quality test system. Finally, it 
assists field workers to figure out the quality status of 
PC members according to damage criteria. 

1.2 Study method and procedure 

This study was conducted by the following 
procedures. First, the quality test automation support 
system using mobile devices such as Smart phones 
and tablet PC to support defect detection through AI 
technology-based image learning and efficient quality 
inspection and management of construction and 
buildings by field workers. Second, all test items in the 
collected PC member test checklist were analyzed to 
classify the main test items to be tested in the field. 
Third, when A.I technology is applied based on the 
main test items classified above, items that can be 
tested for member damage are automatically 
reclassified. In addition, the member's damage types 
such as breakage and cracks were classified to enable 
automatic defect testing of the member. Fourth, in 
order to apply AI-based automatic test technology, 
data according to the type of damage was collected 
and the member's damaged area was automatically 
detected through deep learning. In order to classify 
the detected damage sites in more detail, damage 
criteria according to the degree of damage were 
established. Lastly, the quality of the member is found 
according to the damage criteria, and a configuration 
diagram of an automatic quality test system based on 
a mobile device capable of automatic reporting is 
presented. 

2 Analysis of previous studies 

2.1 Automatic quality defect detection using 
A.I technology

In the past, quality test of structures or members 
has been performed by the operator's eyes. The 
quality test by the operator's naked eye takes a lot of 
work time and manpower, and the subjective 
judgment of the worker can be involved, so there is a 
problem of objectivity and reliability. Recently, to 
solve this problem, deep learning technology has been 
applied to perform more efficient and accurate quality 
tests on various objects such as concrete structures 
such as buildings, roads, bridges, tunnels, and 
electronic products. In order to perform such an 
automatic quality defect test, research on image-
based defect detection using a convolutional neural 
network (CNN), one of deep learning technologies, 
has been actively conducted. Figure 1. Conceptual diagram of automatic quality 

inspection reporting system 

1153



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Kim[1] carried out a study to detect cracks in 
concrete ground structures by applying deep learning 
and image processing techniques. 

Lee[3] re-learned Inception-v3, one of the deep 
learning neural network models, using concrete crack 
photography, and carried out a study to recognize and 
visualize cracks in concrete photography using the 
retrained model. 

Jung[5] applied deep learning and image 
processing technologies to recognize cracks in 
concrete and conducted research on algorithms that 
testers can check for crack width and length 
information. 

In Kim's research[2], deep learning models that 
are actively used in recent image analysis fields for 
image-based concrete crack detection are classified 
into four types (image classification model, object 
detection model, shape refinement model, and 
instance refinement model). This study compared and 
analyzed the performance of crack detection of 
representative models of ResNet-101, Faster R-CNN, 
DeepLab, and Mask R-CNN. 

Choi[4] carried out a study on the detection of 
defects on the surface of electronic components by 
using a convolutional neural network (CNN) for the 
inspection of surface defects of electronic 
components with high detection difficulty and 
insufficient learning data. 

As a result of analyzing the previous studies, most 
of the studies that automatically recognize or detect 
the presence or absence of a concrete surface defect 
on the existing structure or member have been 
actively carried out, but researches on automatic 
quality defect detection for quality testing of 
members are still insufficient. 

Table 1. A.I-based automatic quality defect detection 
related research 

Research 
area Research subjects 

CNN- based 
crack 

detection 

Crack detection of concrete ground 
structures using deep learning and 

image processing techniques 
Visualization of information on the 

width and length of cracks in 
concrete using deep learning and 

image processing technology 

CNN-based 
crack 

detection 

Comparison and analysis of crack 
detection performance of deep 
learning models (ResNet-101, 

Faster R-CNN, DeepLab, Mask R-
CNN) 

CNN-based 
damage 

detection 
and 

classification 

Detection of surface defects in 
electronic components using a 
convolutional neural network 

(CNN) 
Damage detection and 

classification of damage in sewer 
pipes using a convolutional neural 

network (CNN) 

2.2 Automated quality inspection using IT 
technology 

During test activities such as quality inspection, 
safety inspection, etc. for construction work or 
buildings, field workers should be familiar with 
various test information such as design drawings, 
specifications, and inspection items. They write the 
completed items directly on the checklist, and write a 
report after the test activity. In order to solve the 
inefficiency and inconvenience caused by the 
repetitive work of these workers, in recent years, 
workers in the field use a mobile device such as a 
Smartphone or a tablet PC during the test activity. For 
more efficient and accurate test quality test 
automation, several studies have been conducted. 

Yoon[7] has established and prototyped a quality 
inspection system for the temporary construction, 
which is the basis for the development of an electronic 
work support system based on the construction test 
information, so that the quality of the construction 
work can be improved by accessibility of necessary 
information and the systematic inspection is 
performed through automation of inspection work. 
Research was conducted to develop the type. 

In order to improve the efficiency of quality 
inspection, Choi[10] carried out a study on the 
development of a quality inspection system for a 
temporary construction in connection with BIM that 
can automate related tasks and systematically store 
and manage various quality inspection information. 

In order to enable mobile devices to be used for 
safety during building safety inspection, Ko[6] carried 
out a research to develop a prototype for regular 
inspection of buildings by deriving the existing safety 
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inspection practical problems and core required 
functions. 

Oh[8] carried out a study to collect information on 
the quality inspection and defect management of 
apartments in real time using PDA and the web, and 
through this, it is an apartment quality inspection and 
defect management system that enables efficient 
business processing among related actors and 
support for generational history management.  

Seo[9] carried out a study on the 'automated 
levitation railroad facility automatic inspection 
system'. to improve the maintenance efficiency and 
advancement of the magnetic levitation railway using 
the vision system, check the main inspection items of 
the track facilities, and automatically analyze the data 
to detect abnormal points and provide the user with 
location information of abnormal points.  

As a result of analyzing the previous studies, the 
researcher found that several studies have been 
conducted on the quality inspection automation for 
the ongoing construction or completed facilities, but 
studies on the automation of the quality test to check 
the quality of the member to be assembled before 
construction starts, such as OSC-based PC 
construction are still insufficient. 

 
Table 2. Automated quality detection using IT 
technology 

Research 
area Research subjects 

 
 

Automated 
construction 
information 
management 

 
 

 
 

Prototype research for development 
of electronic work support system 
based on construction inspection 

information 

Development of quality inspection 
system based on rule-based 
temporary construction in 

connection with BIM 

 
 

Automated 
defect 

inspection 

Development of prototype for 
periodic inspection application 

using mobile devices 
Development of PDA and web-
based apartment housing quality 

inspection and defect management 
system  

 
Automated 

Safety 
inspection 

Development of Vision-based 
magnetic levitation railroad facility 

automatic inspection system  

 

3 Analysis of PC Member Quality 
Checklist 

3.1 Derivation of main inspection items for PC 
Member 

In this study, a PC member test checklist was 
collected from a PC member specialist to develop 
automatic PC member quality test reporting 
technology. 

The quality test of the PC member produced in the 
factory is based on the test checklist items as shown 
below. After the test is over, members with no 
abnormalities are brought to the construction site by 
a transport vehicle by attaching a test checklist. As the 
members brought into the site are likely to have been 
damaged or damaged during loading or 
transportation, so the field workers perform a quality 
test on the members one again. Workers carry check 
construction name, member code, manufacturing 
year, month, date, product inspection mark, crack, 

Figure 2. PC member quality inspection checklist 
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breakage, deformation, etc. in accordance with the PC 
Construction Standard Specification. Therefore, the 
main items to be tested in the field according to the 
specifications of the PC construction standard 
specification were classified as shown in the following 
figure2. 

3.2 Deriving inspection items that can be 
measured using A.I technology 

In order to support more efficient and accurate 
quality testing by on-site quality test workers, items 
that can be automatically tested for quality among the 
main items of the quality checklist derived above 
were classified as the following table3. 

Table 3. Inspection items by A.I 

Checklist Check items 
 

 
 
 
After demolding 

 
Horizontal x vertical 

x length of the 
member 

 
Surface condition of 

the member 
 

Displacement status 
of members 

4 Automatic quality inspection based on 
A.I 

4.1 Classification of damage types and 
establishment of damage criteria 

In this study, in order to check the surface 
condition of a member among testable items by 
applying deep learning technology, the member's 
damage type was classified into cracking and 
breaking. Later, in order to train the CNN model, 
which is one of the deep learning techniques, each 
image data of cracks and fractures was collected. The 
image data was secured through photographs of 
Google images and concrete cracks existing on the 
inside and outside walls, floors, and road surfaces of 
buildings. In addition, in the case of damage criteria 
for the quality condition of PC members, if the crack 
width exceeds 0.3mm based on the contents specified 
in the PC construction standard specification, it was 
classified as Class 1 crack, if 0.2~0.3mm, classified as 
Class 2 crack, and if 0.2mm or less, such fine cracks, it 

was classified as Class 3 crack. In the case of damage, 
the damage criteria was established by classifying the 
damage to the 1st class damage if the joint part was 
damaged by 200mm or more, the second class 
damage if the edge of the base plate was damaged, and 
the third class damages for other damages.  

 
Table 4. Damage types and criteria 

Damage 
Type 

Rating   Rating criteria 

 
 

Crack 

Class 1 Crack width 
exceeds 0.3mm 

Class 2 Crack width 
0.2~0.3mm  

Class 3 Crack width 0.2mm 
or less 

 
 
 
 
Breakage 

 
 
 

 
Class 1 

 
 

Class 2 
 
 
 

Class 3 

 
Damage to joints 
over 200mm 
 
Breakage of the 
edge of the bottom 
plate 
 
Damage other than 
Class 1 and 2 

 

4.2 CNN-based image learning and defect 
detection 

After collecting the image data for each type of 
damage, the image was modified by resizing and 
labeling each image to enable image learning through 
CNN. Afterwards, image learning was performed 
using Faster R-CNN model, which has high test 
accuracy and high detection speed, among several 
CNN models. 500 images were used for training image   

data and 100 images were used for test image data. 
As a result of learning and testing of Faster R-CNN, it 
was identified that cracking and fracture recognition 
and detection are possible as follows. In addition, a 
study was carried out to enable detailed visualization 
of defects by applying an algorithm to visualize 
numerical values for the width and length of the crack. 

The deep learning algorithm for automatic 
member defect test is largely divided into a stage of 
learning the damage image, a stage of extracting the 
damage feature (length and width of the crack), and a 
stage of visualizing the damage information. Defect 
detection is visualized through the calculation of the 
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pixel for the damaged part and the damage type 
detection through the Canny Edge Detector in the 
damage feature extraction step. Based on this, 
member quality test results are output along with the    
check of the test checklist items. 

    

 

5 Automatic quality inspection reporting 
system 

The configuration of the automatic quality test 
reporting system is as follows. First, set the member 
to be tested. Second, run the camera App mounted on 
the tester's mobile device to take an image of the 
target member. Third, defects are detected and 
visualized through image analysis. Fourth, after a 

Figure 5. As is – To be Process of Quality Inspection Work 

Figure 3. Automatic crack and breakage detection 

Figure 4. Member defect automatic detection algorithm 
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defect is detected, a test checklist is automatically 
loaded in the mobile device system. Finally, the main 
items in the checklist are checked. After the check is 
completed, the test checklist file is saved in the 
database. Test related data can be converted into file 
formats such as xls, pdf, jpg, txt, etc., and shared and 
stored in the worker PC.  
Therefore, it is possible to automate member damage 
detection and test checklist inspection through a 
mobile device-based automatic quality test reporting 
system. 

6 Conclusions 
In this study, the researchers proposed an 

automatic quality test reporting technology to 
increase the test efficiency and accuracy of field 
quality testers for OSC-based PC members. In order to 
implement the automatic quality test technology, the 
damage type of the PC member was classified into 
cracks and breaks, and image learning was conducted 
using the deep learning model Faster R-CNN. In 
addition, damage criteria were established based on 
the PC construction standard specifications to figure 
out the quality status of PC members. Through the 
automatic quality test reporting technology of this 
study, on-site testers can more easily detect damages 
such as cracks and breakages of PC members, and 
finally identify the member status according to the 
damage criteria. 

In the future, in order to complete the automatic 
quality test reporting technology suggested in this 
study, it is necessary to add a process of technology 
verification and feedback with workers through 

practical system development and field application. In 
addition, since this study only discovered cracks and 
breaks on the member surface when applying A.I 
technology, it is expected that the quality test method 
for the deformation of the member itself, such as 
bending or warping of the member, can be completed 
through further study.  
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Abstract –  
Although execution is generally the phase during 

which challenges faced by the construction industry 
become apparent, it only represents the tip of the 
iceberg. Execution depends on the effectiveness of 
construction planning and control – an area 
identified by researchers as in need of improvement. 
Production Strategy is a fundamental step and a 
critical component of production planning and 
control where decisions are collectively made to 
properly allocate and deploy resources to achieve 
project objectives. The Production Strategy Process 
(PSP) involves a massive information transfer and 
requires a high level of communication between the 
project team members. The increased complexity 
and sophistication of construction projects along 
with the rapid advances in emerging technologies 
has fueled construction companies’ interest in 
technology as a source of innovation. One technology 
that has gained great interest in recent years is 
Augmented Reality (AR). AR, a pillar of the fourth 
industrial revolution, offers powerful capabilities to 
enable the next generation of PSP and provides 
companies significant opportunities to maintain their 
vitality and competitive edge. This research 
investigated the integration of AR with PSP and the 
impact that AR can have on the process. An AR-
enabled PSP prototype was developed for the 
Microsoft HoloLens headset and was validated on an 
ongoing construction project. The results showed 
that AR has the highest impact on PSP in three areas, 
namely analytical, tracking, and informational.   

Keywords – 
Augmented Reality; Prototype; Production 

Strategy; Re-engineering 

1 Introduction 
While the importance of the construction industry as 

a main contributor to the prosperity of nations has been 
well documented, volumes have been written about the 
long-standing challenges facing this industry. The 
daunting decline in productivity, cost and schedule 
overruns, costs of rework and waste, loss of information 
when design documents are translated into construction 
documents, and inability to execute according to the 
plan are, to name a few, some of the major challenges 
that researchers have been investigating [1].  

One common trait with the above-mentioned 
problems is that they all occur during execution, which 
depends on the effectiveness of production planning and 
control systems – an area identified by researchers as in 
need for improvement [2]. 

Construction researchers noted that major issues in 
production planning and control are caused by the 1) 
inadequacy of traditional project management theory 
and 2) improper applications of information 
technologies (IT) [3]–[5], [2], [6]. Inspired by 
innovations in manufacturing, the application of Lean 
Production and the advancements in Information and 
Communication Technologies (ICT) have been at the 
core of addressing the deficiencies in the traditional 
planning and control system. New innovative 
production planning and control systems such as the 
Last Planner® System (LPS) emerged and were 
empowered with the integration of Building Information 
Modeling (BIM) [7]. While the implementation of LPS 
results in a more predictable workflow, a greater degree 
of team-building, respect, and reliable delivery of tasks, 
the system does not presuppose any specific work 
structure [8]. Researchers have investigated a location-
based work structure, namely Takt-Time Planning. Takt 
is a German word that means ‘beat’ or ‘rhythm’ and is a 
Lean concept used to establish flow [9]. 

The complementary nature of Takt-Time Planning 
and LPS was investigated and studied by various 
researchers. The concepts of Takt-Time Planning were 
then added to the LPS in the form of a new stage, 
named Production Strategy [10]. 

Production Strategy is an integral part of production 
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planning and control and is essential to developing a 
reliable and balanced production plan [11]. [1] noted 
that The Production Strategy Process (PSP) involves a 
massive information transfer and requires a high level of 
communication between the project team members.  

The increased complexity and sophistication of 
construction projects along with the rapid advances in 
emerging technologies has fueled construction 
companies’ interest in technology as a source of 
innovation [12]–[15]. One technology that has gained 
great interest in recent years is Augmented Reality (AR). 
AR, a pillar of the fourth industrial revolution, is 
described as both an aggregator of information and an 
information publishing platform which allows users a 
spectrum of capabilities to 1) passively view displayed 
information, 2) actively engage and interact with 
published content, and 3) collaborate with others in real-
time from remote locations [1]. AR offers powerful 
capabilities to enable the next generation of PSP and 
provides companies significant opportunities to 
maintain their vitality and competitive edge. This paper 
builds on the work of [1], which proposed an AR-
enabled PSP future state. 

2 Research Objective and Methodology 
This research investigated the integration of AR into 

PSP and the impact AR can have on the process. The 
methodology employed to achieve the research 
objective consists of 1) reviewing the current state of 
PSP and its challenges, 2) exploring the capabilities of 
AR, 3) identifying how the AR capabilities can address 
PSP challenges, 4) developing an AR-enabled PSP 
prototype for the Microsoft HoloLens headset, and 5) 
validating the prototype on an ongoing construction 
project through a survey and analyzing the impact of 
AR on PSP. 

3 Production Strategy Process  

3.1 Current State 
[8], who noted that LPS does not presuppose any 

specific work structure, indicated that work structuring 
happened before project control – i.e., before lookahead 
planning could occur. [10] introduced PSP as the third 
step of LPS. Therefore, Production Strategy is 
implemented after the project team has set the 
expectations for the project in Master Schedule level 
(step 1) and has broken down the project into phases 
(such as overhead, exterior) and identified the activities 
to be carried out in each phase in the Phase Scheduling 
level (step 2). The Production Strategy level is where 
the project teams collectively develop a production plan 
for each phase. [7], [1] interviewed subject matter 

experts on PSP and provided a detailed explanation of 
the process. The authors explained that PSP consists of 
a prerequisite step and five other principal steps. 

The prerequisite step highlights the importance of 
collaboration among the project team which consists of 
the General Contractor and Trade Partners (also known 
as Subcontractors). PSP is, thus, best implemented on 
an Integrated Project Delivery (IPD) project. The five 
steps consist of: 
 Step 1 – Perform sequence and flow analysis of a 

phase: Project team reviews 2D construction 
drawings for a certain phase and agree on the 
sequence of construction activities and identify the 
direction of the flow.  

 Step 2 – Gather information: The General 
Contractor conducts one-on-one meetings with the 
last planners of individual Trade Partners and ask 
them to 1) highlight on the 2D construction 
drawings how much work they can perform in one 
day (daily production), and 2) to group the 
highlighted daily productions into production areas 
with five days’ worth of work.  

 Step 3 – Develop Common Areas: The General 
Contractors collect the documents produced in Step 
2 from each last planner, overlays them, and 
attempts to identify common production areas.   

 Step 4 – Define Production Areas: The General 
Contractor works with each last planner to ensure 
that the scope of work within the developed 
common areas can be completed within five days. 
Depending on the situation, the last planner might 
need to adjust their production information or the 
General Contractor might need to adjust the 
common areas. 

 Step 5 – Validate the Production Strategy: The 
General Contractor shares the initial production 
plan with all Trade Partners and solicit their 
feedback. The production plan is then revised and 
updated.  

3.2 Current Challenges 
[7] noted that PSP is information-dense, lengthy, and 

iterative and identified 11 challenges associated with the 
current process, namely: 
 Collaboration: The lack of effective visual 

rendering in the traditional 2D drawings does not 
support collaboration. 

 Communication: 2D drawings, unlike 3D models, 
do not embed detailed information on building 
components, which can result in misunderstanding 
and miscommunication among different 
stakeholders, leading to inefficiencies in the PSP. 

 Decision-making: Specific information needs to be 
extracted from these drawings and processed to 
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formulate the necessary knowledge for making 
decisions and taking actions. The nature of the 
existing PSP does not support the rapid and right 
decision-making. 

 Detection of Errors: 2D drawings do not allow for
efficient design coordination, which can lead to
inaccurate production input.

 Documentation: The documentation of the current
PSP is decentralized where necessary data is often
stored in various forms across different devices or
locations.

 Efficiency: The one-on-one meetings with the last
planners of each activity and the iterative process to
develop common production areas and balance the
workflow are time-consuming.

 Information Access: A variety of information and
data is needed to feed the production plan. Project
Participants often need to review multiple
documents and software to access the needed
information. For example, while 2D drawings are
useful to illustrate the spatial arrangement of a
project, numerical information is often not
represented.

 Information Flow (Navigation): 2D drawings and
paper-based information storage that planners rely
on often hinder information flow.

 Input Accuracy: Some information depicted on the
2D drawings may not be current or consistent,
which complicates the decision-making process of
PSP participants. Therefore, when last planners
highlight their daily production capacity, they are
not provided with the actual quantity of their daily
production.

 Interpretation of Plans (Spatial Cognition): 2D
drawings present an individual view that is subject
to individual interpretation.

 Safety: It is not easy for engineers to discuss and
identify construction safety problems and
considerations based on 2D drawings.

4 Opportunities to integrate AR 

4.1 AR Capabilities 
[16] explained that opportunities for supporting a

process with Information technology (IT) fall into nine 
categories. The opportunities to integrate AR – an 
emerging and promising technology in the realm of IT – 
into PSP can be also grouped into those nine categories, 
defining the capabilities of AR, as explained (in 
alphabetical order) below: 
 Analytical: Data analytics and AR build off one

another.  AR can provide real-time in-situ
information visualization of multi-dimensional data

[17]. AR brings a new dimension to present and 
visualize and interact with big data. The technology 
also offers a new medium that supports users in 
analyzing data [18]. AR enhances the perception of 
the user which leads to a better cognition and an 
enhanced understanding of the environment. Better 
cognition results in more processed information, 
wider understanding, and more effective learning 
leading to more successful and accurate decisions. 
AR supports the decision-making process by 
displaying the needed information and enhancing 
collaboration between those involved in the process 
[19].  

 Automation: AR systems allow the automation of
processes. Information can be automatically
generated in real-time and displayed onto the real
environment [20].

 Disintermediating: With the transition to the digital
era, technologies such as AR has the potential to
disrupt industries and intermediate and
disintermediate processes [21]. AR overcomes the
big hurdles of data capture, storage, processing, and
integration and therefore creates a new kind of
disintermediation.

 Geographical: One of the greatest potentials of AR
is the development of new types of collaborative
interfaces. AR can be employed to enhance face-to-
face and remote collaboration where remote
participants can be added to the real world. AR
enables a more natural co-located collaboration by
blending the physical and virtual worlds to increase
shared understanding. Researchers identified five
key features of collaborative AR environments: 1)
Virtuality – objects that don’t exist in the real world
can be viewed and examined; 2) Augmentation –
real objects can be augmented by virtual
annotations; 3) Cooperation – multiple users can
see each other and cooperate naturally; 4)
Interdependence – each user controls their own
independent viewpoints; and 5) Individuality –
Displayed data can be different for each viewer
[22].

 Informational: AR overlays digital content and
contextual information onto real scenes which
increases the perception the user has of reality.
Furthermore, information can be captured from the
user and saved for later analysis [23].

 Integrative: AR is a new source of context-rich data
that allows the user to connect the dots between
cross-functional teams [24].

 Intellectual: AR supports tacit knowledge exchange.
A remote expert can transfer their tacit knowledge
through AR via demonstration. Graphics, audio,
and video could be used to effectively transfer tacit
expert knowledge through AR [25].
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 Sequential: AR systems support the performance of
activities/tasks in parallel. This is also enabled with
the remote collaboration feature that AR provides
[20].

 Tracking: AR can visualize BIM data along with
the real world of each construction activity and
therefore, the status of the activity (complete, in
progress, delayed) can be monitored and tracked,
allowing the generation of an automatic report to
check the progress of an activity [26].

4.2 Matrix of AR capabilities and PSP 
Challenges 

Once the capabilities of AR have been identified, 
ways of integrating AR to overcome the challenges of 
the current PSP listed in the previous section are 
discussed. The nine impact areas laid the foundation for 
exploring opportunities to address the challenges 
encountered in the current process. A matrix was 
created to identify how each challenge will be addressed 
using the AR impact areas (as shown in Table 1). A 
detailed description of how AR can address each 
challenge is provided as follows: 
 Collaboration: AR can be used to create a unique

collaborative experience. Co-located users can see
shared virtual objects (3D and 2D) that they can
interact with. AR has the potential to augment the
face-to-face (local) collaborative experience and to
enable remotely stationed people to feel that they
are virtually co-located [27]. AR allows multiple
users to be actively engaged in the PSP.

 Communication: [28] reported that AR facilitates
communication and discussion of engineering
processes in real-time. AR supports the
broadcasting of the user’s view into a different
screen allowing other users to freely exchange
information.

 Efficiency: [29] showed that AR can improve
performance time and mental effort in collaborative
design review. AR can be a proactive approach that
enables efficient re-planning [26].

 Decision-Making: [30] stated that using AR can
result in better planning by reducing wastes of
overproduction, waiting, unnecessary movement,
and unnecessary inventory. AR can be used to
make a well-informed decision on resource
allocation and dynamic adjustment. AR has the
capability to process real-time graphics which
allows the user to process data faster and more

effectively [31]. 
 Detection of errors: [30] mentioned that the

integration of AR and BIM allows subcontractors to
immediately recognize the interdependencies
between activities. BIM provides the capabilities to
identify activities and their interdependencies, and
AR serves a visualization tool that provides a
context for the work that needs to be performed in
the field. AR also displays singular and integrated
views in real-scale, context, and time and allows
the planners to accurately recognize design errors,
which can, therefore, minimize repeated work.

 Information Access: While BIM aims to
consolidate and archive all relevant information
related to the project, the merge of AR with BIM
improves the information search and access. Users
can also filter the 3D model by enabling and
disabling different construction phases, levels,
activities, and components. Users can also select
elements in the 3D model and extract information
corresponding to that element. Furthermore, an AR
system can be connected to other databases that
contain other planning and relevant information
that the user can search for and extract.

 Information flow: Replacing 2D drawings and
paper-based information storage with data-rich 3D
models projected using AR facilitates a seamless
flow of information from one stage to the other,
providing planners with the needed information at
the right time.

 Input Accuracy: AR allows the last planners to
better recognize inter-relationships and links
between activities. Furthermore, information can be
associated with each element, and the user can
select a certain component and visualize and read
its corresponding information (such as properties,
the material used, geometry, etc.). BIM can identify
the interdependencies between the various activities,
and AR offers a powerful visualization tool to
supply such information to the last planner who is
directly involved in the execution phase. AR can
make the interdependencies between activities more
explicit [26].

 Interpretation of Plans: AR can display any chosen
single view or integrated view into the real view of
the user. The challenge to construct a mental model
can be alleviated with AR because 3D models are
visualized [26].
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Table 1. Matrix of AR Impact Areas and PSP Challenges 

C1 C2 C3 C4 C5 C6 C7 C8 C9 

Collaboration      

Communication    

Decision-Making   

Detection of Errors    

Documentation     

Efficiency    

Information Access    

Information Flow  

Input Accuracy    

Interpretation of Plans   

Safety Integration    

*C1 – Analytical | C2 – Automation | C3 – Disintermediating | C4 – Geographical | C5 – Informational | C6 –
Integrative | C7 – Intellectual | C8 – Sequential | C9 – Tracking

5 Prototype Development and 
Implementation  

Developing a prototype is a way to simulate and test 
the operations of the new process [16]. Instead of 
describing the new process, prototyping allows the user 
to visualize and experience it. The prototype developed 
in this research is a small-scale, quasi-operational 
version of the AR-enabled PSP. 

The AR-enabled PSP prototype is developed for the 
HoloLens, one of the most widely anticipated display 
devices for the AR market. Additionally, a study 
conducted by [32] surveyed 128 construction 
professionals and showed that Microsoft HoloLens is 
the device that is most commonly used in construction.  

The cross-platform Unity 3D game engine was used 
to build a proof-of-concept of the AR-enabled PSP. 
Developing for the Microsoft HoloLens requires the use 
of the Universal Windows Platforms (UWP) to create 
3D (holographic) applications. Such applications use 
Windows Holographic Application Program Interface 
(API). Therefore, Microsoft recommends the use of 
Unity to create 3D applications for the HoloLens.   

The 3D model used for the prototype was a 
Navisworks model of an ongoing healthcare project that 
was acquired from a construction company. The model 
had a Level of Devolvement (LOD) 350. From the 
moment the 3D model was acquired to the time when 
the validation phase would take place, it was anticipated 
that the construction team would be developing the 
production strategy of the overhead to the third floor of 
the project. Therefore, a series of selection sets were 

created in Navisworks to only show the overhead work 
of the third floor. Figure 1 shows the first view that is 
displayed to the user and consists of the user menu and 
the section of the 3D model that was used. 

Figure 1. User’s First View of the menu and the 
3D model 

6 Prototype Validation 
Once the prototype was fully developed and 

implemented, it was validated on the ongoing healthcare 
project. A short presentation was delivered to 
participants to introduce them to the research topic, 
review the steps of the PSP, explain the technology 
(AR), outline the research objective, and provide an 
overview of the demonstration software. Participants 
were also provided with short tutorial videos that 
demonstrated the functionalities of the prototypes and 
asked to familiarize themselves with the software and its 
capabilities. In addition, the means of interacting with 
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the prototype (gaze and air-tap, and tap and hold 
gestures) were explained and demonstrated to the 
participants.  

Participants were first asked to test the prototype 
and were then asked to complete a survey to capture 
their feedback. Physical and digital copies of the survey 
were distributed and a total of 20 surveys were obtained. 

6.1 Participants Information 
Participants were asked to select their age 

category. 45% of participants were between 18 and 34 
years, 35% between 35 and 44 years, 15% between 45 
and 54, and the remaining 5% between 55 and 64. 
Participants were also asked to specify their current job 
title. 5 out of the 20 participants are Project Managers 
and 3 participants are Field Engineer. Single responses 
were collected from participants with the following 
titles: Project Engineer, Project Technology, Virtual 
Design and Construction (VDC) Specialist, Project 
Manager/BIM Manager, Steamfitter Foreman, Foreman, 
Mechanical/Electrical/Plumbing (MEP) Coordinator, 
Senior Project Manager, Director of Production 
Planning and Innovation, Production Engineer, BIM 
Coordinator, Member of the Performance and 
Innovation Resources Team. 

The respondents’ expertise in construction 
ranged from 2 years to 27 years, with average expertise 
of over 13 years. Collectively, the respondents totaled 
248 years of experience in construction. During their 
years of experience in the construction industry, the 
number of projects that the participants worked on 
ranged from 2 to over 100 projects. Out of these 
projects, participants were asked to identify the number 
of projects on which they have been involved in PSP. 
The respondents’ experience with PSP ranged from 1 
project to over 20 projects. 

6.2 Technology (AR) Evaluation 
The survey included two sets of questions to solicit 

participants’ opinions and feedback regarding the 
capabilities of AR as a promising technology in PSP. 
The first set of questions asked participants about their 
level of agreement with four statements using a five-
point scale of strongly disagree (1), disagree (2), 
undecided (3), agree (4), and strongly agree (5). The 
results displayed in Figure 2 show that, on average, 
respondents agree that AR enhances their cognitive 
understanding of the process, facilitates the decision-
making process, provides the user with the needed and 
desired type of information, and allows for a natural 
way to interact with the displayed information. 

The second set of questions asked participants to 
rate the impact of the nine AR capabilities on PSP using 
a five-point Likert scale of very low (1), low (2), 
moderate (3), high (4), and very high (5). The results are 
reported in Table 2. 

k-means cluster analysis was then performed to
identify the capabilities that have the highest impact on 
PSP. Cluster analysis is a statistical method used to 
group data by comparing each candidate AR capability, 
for example, to the other AR capability already in the 
cluster. If the difference between the candidate AR 
capability and the other AR capability already in the 
cluster is significant, then the candidate AR capability is 
assigned to a different cluster.  

The cluster analysis grouped the nine AR 
capabilities into three clusters based on the participants’ 
average impact, with each cluster encompassing three 
areas. The three areas of Cluster 1 are the areas where 
AR has the highest impact on PSP and are as follows: 
Analytical (3.95), Tracking (3.79), and Informational 
(3.74). 

Figure 2. Technology (AR) Evaluation Criteria 
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Table 2. Clustered Table of the impact of AR Capabilities on PSP 

AR Capability Explanation Average Impact Clusters 
Analytical Improving the analysis of information and decision making 3.95 

Cluster 1 Tracking Closely monitoring process status and objects 3.79 
Informational Capturing process innovation for purposes of understanding 3.74 
Geographical Coordinating process across distances 3.63 

Cluster 2 Integrative Coordinating between tasks and processes 3.58 

Sequential Changing process sequence or enabling parallelization 3.47 
Automation Reducing human labor from a process 3.16 

Cluster 3 Disintermediating Eliminating intermediaries from a process 3.16 
Intellectual Capturing and distributing intellectual assets 3.05 

6.3 User Experience 
Another question in this section asked respondents 

to describe their experience using the AR-Enabled PSP. 
Figure 3 shows that participants saw this experience as 
engaging, interesting, innovative, fun, and easy. 

Figure 3. User Experience (generated with WordItOut) 

7 Conclusions 
As interest in AR continues to grow, this paper explored 
the impact of AR on PSP – an information-intensive 
process. The current state of PSP and its challenges 
were first reviewed. Then, nine AR capabilities were 
discussed and a matrix was developed to explain how 
these capabilities can address the PSP challenges. Next, 
an AR-enabled PSP prototype was developed for the 
HoloLens and validated on an ongoing healthcare 
project. Twenty construction practitioners were asked to 
test the prototype first and then completed a short 
survey. Survey results showed that participants agreed 
on average that AR enhances their cognitive 
understanding of the process, facilitates the decision-
making process, provides them with the needed and 
desired type of information, and allows for a natural 
way to interact with the displayed information. 
According to participants, the average impact of the AR 
capabilities varies between high and moderate with 

Analytical, Tracking, and Informational being the areas 
with the highest impact (cluster 1). Overall, participants 
saw this experience as engaging, interesting, innovative, 
fun, and easy and recognized the value AR can add to 
the PSP. 

While this paper focused on integrating AR into 
the production planner process, further studies can build 
upon this work and study the integration of AR 
throughout the entire production planning and control 
system. 
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Abstract – 
Recently, the demand for base-isolated structures 

has been increasing, especially in Japan. For reliable 
construction of seismic isolation devices, contractors 
must ensure that the area ratio of the air bubbles 
occupying the backside of the base plate does not 
cross the threshold, which is decided by the 
structural designer. However, the backside of the 
base plate can include larger and more air bubbles 
than ordinary concrete surfaces as it is difficult to 
pour concrete into the foundation properly. 
Additionally, the inspection process includes many 
time-consuming tasks. Therefore, it normally takes 
about one week or longer after concrete work to 
perform the inspection.  

We present a method to automate the tasks 
relating to inspection, including image preprocessing, 
air bubble extraction, and calculation of the area 
ratio of the air bubbles, using conventional image 
processing and a convolutional neural network 
(CNN) to speed up the inspection.  

While CNN normally requires a significant 
amount of training data to achieve high performance, 
it is generally difficult to collect such a large amount 
of high-quality data. We have conducted thorough 
accuracy inspections to evaluate the appropriate 
amount of training data required. Additionally, we 
have verified the effect of data augmentation and 
compared the performance of certain typical CNN 
architectures. 

As a result, our method has obtained results that 
are close to those of manual inspection by a skilled 
inspector. We can conclude that our method can 
reduce the overall inspection time by 50% compared 
to conventional methods. 

Keywords – 
Base-Isolated Structure; Concrete; Visual 

Inspection; Air Bubble; Bug Hole; Machine 
Learning; Deep Learning; Image Processing 

1 Introduction 
The demand for seismic base isolation has increased 

Figure 1. Cross-section of base-isolated 
foundation 

Figure 2. Methodology to cast concrete 
underneath a baseplate 

due to the number of earthquakes experienced across the 
world, especially in Japan. Seismic isolation devices are 
installed at specific levels of the building in a base-
isolated structure to reduce the tremble caused by 
earthquakes. As shown in Figure 1, seismic isolation 
devices are installed on the base plate, which is set on 
the base-isolated foundation. To integrate the base plate 
into the foundation correctly, it is necessary to pour 
concrete with the base plate in place, as shown in Figure 
2. This pouring process could lead to the formation of
air bubbles underneath the base plate, which should be
avoided. As these bubbles negatively affect adhesion,
their area ratio should be decreased to increase the
adhesion force. However, the removal of the base plate
is not allowed during the construction phase to check
for the presence of air bubbles. Therefore, a full-scale
construction field test is required before the base-
isolated foundation work.

Superstructure 

Base-isolated 
Foundation 

Seismic Isolation 

Device 

Base Plate 

Base Plate 

Base Plate Air vent 

Hopper 
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A field test is conducted to inspect whether the ratio 
of the area of the air bubbles to that of the concrete 
surface satisfies the criteria that are generally set by 
structural designers. According to [1], the criteria for the 
ratio of the area of air bubbles is defined as less than 
10%, which differs for each project. We need to locate 
air bubbles and measure each bubble’s maximum 
diameter and area to calculate the area ratio. As there 
can sometimes be over 1000 air bubbles, the entire 
inspection process is time consuming and work 
intensive. 

The purpose of the field test is to confirm whether 
the planned workflow of the base-isolated foundation is 
appropriate. Base-isolated foundation work can begin 
when the result of the field test is verified. However, if 
the field test does not pass the criteria, the concrete 
placement plan must be reconsidered. Naturally, the 
field test must also be repeated. 

This study introduces a method to automate the 
entire inspection process in the field test using 
conventional image processing and a convolutional 
neural network (CNN). Additionally, we have 
conducted many accuracy inspections to evaluate the 
appropriate amount of training data and to determine 
which architecture is suitable for the considered purpose. 
The remainder of this paper is organized as follows: 
related works are reviewed in Section 2, the 
conventional inspection method is presented in Section 
3, the proposed method is introduced in Section 4, the 
experiments and results at the actual site are described 
in Section 5, and the conclusions are presented in 
Section 6. 

2 Related Work 
Many technologies have been developed to improve 

productivity in concrete work [2]. Their scope is not 
restricted to construction as they can be applied to 
inspection. Visual inspection is one of the important 
examinations in concrete work. Prasanna et al. [3] 
developed an automated crack detection algorithm for 
robot inspection.  

As in the present study, previous research has used 
CNN and other machine learning approaches to tackle 
this issue. Cha et al. [4] developed a crack damage 
detection method based on a CNN architecture. They 
mentioned that CNN is more robust than conventional 
approaches, such as the Canny and Sobel edge detection 
methods. Gang et al. [5] tested certain typical CNN 
architectures for tunnel crack detection. As listed here, 
many studies have focused on automatic crack detection 
systems.  

However, certain studies have also focused on 
automatic air bubble detection on the concrete surface. 
Yoshitake et al. [6] developed a method for tunnel 

lining. Gang et al. [7] developed a CNN-based method 
and compared it to Otsu’s thresholding method and 
Laplacian of Gaussian (LoG) algorithm. They 
concluded that their method was more robust against 
various light conditions. Fujia et al. [8] tested a popular 
CNN architecture for semantic segmentation, which is a 
major field in computer vision. The goal of semantic 
segmentation is to classify the class labels at the pixel 
level. 

In contrast to prior studies, this study specifically 
focuses on the concrete surface of the backside of the 
base plate in base-isolated structures, rather than the 
concrete surfaces on more classical architectural 
elements, such as walls and columns. The backside of 
the base plate normally includes more air bubbles than 
the surfaces of other architectural elements, as it is 
difficult to vent the air from the bottom of the base plate 
properly. Additionally, it is not possible to check how 
the concrete is being filled during the construction 
owing to the base plate structure. Therefore, the bottom 
of the base plate can include many air bubbles, of sizes 
larger than those on ordinary concrete surfaces. In a 
report focusing on the detection of air bubbles at the 
bottom of the base plate, Mitani [9] and Katoh [10] 
evaluated the accuracy of their method, which 
connected 2 CNN architectures that were used for object 
detection and semantic segmentation. However, the 
main targets of most object detection methods based on 
CNN are the objects, which are along the XY 
coordinates. This is due to the manner in which object 
detection methods are trained. In the training process, 
they normally evaluate if they properly detect the target 
objects by using bounding boxes that are along the XY 
coordinates. In contrast, air bubbles are multi-oriented 
objects. Therefore, they can be impediments in the 
training process as their bounding boxes can cover a 
wide area of the concrete surface and may intersect with 
other air bubbles.  

In contrast, as semantic segmentation methods 
generally do not depend on the axes on which target 
objects are based. Thus, we only used a CNN 
architecture for semantic segmentation to deal with 
various types of air bubbles. Additionally, this paper 
presents a method to automate the entire inspection and 
air bubble detection processes. Here, we employ 
conventional image preprocessing approaches, followed 
by semantic segmentation with a CNN structure, to 
detect air bubbles accurately. Each of these processes 
will be explained in Section 3. 

3 Conventional Inspection Method 
In the field test, according to the construction plan, 

concrete work is conducted at the beginning, after 
which the base plate is removed. Marking work is then 
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completed as a preparation for the area ratio calculation 
(Figure 3). If the area ratio satisfies the criteria, the 
construction site can proceed to the actual construction 
phase. The area ratio calculation in conventional 
inspection is composed of the following steps. 

1. Color the air bubbles red by hand using markers.
(Figure 4)

2. Take a picture of each grid.
3. Preprocess pictures, through keystone correction,

cropping, and resizing of each picture using an
image processing software.

4. Color the areas that are not on the backside of the
base plate, as this is outside the scope areas of the
inspection. (Figure 4)

5. Automatically extract the colored air bubbles
identified in step 1 using the software. If necessary,
correct the extracted results manually.

6. Exclude the air bubbles that are less than the
specified diameter. (Figure 4)

7. Repeat steps 3 to 6 for each grid.
8. Automatically calculate the area ratio of the air

bubbles against the area of the concrete surface.

It is important to note that certain tasks need to be 
carried out carefully. To perform accurate automatic 
extraction in step 5, it is necessary to color the air 
bubbles accurately in Step 1, and then take a picture 
from the front of the concrete surface as much as 
possible in Step 2. Although keystone correction in Step 
3 is necessary irrespective of how carefully the pictures 
are taken, the lower the distortion, the higher the 
obtained image quality. The areas identified as out of 
scope in Step 5 indicate locations that can be ignored. 
These not only include the outside of the backside of the 
base plate but also on bolts, air vent holes, and pressure 
inlets. As shown in Figure 4, these areas are colored 
using different colors so that they are ignored during the 
color extraction process in Step 8. Additionally, a 
negligible minimum diameter is normally set for this 
inspection. The air bubbles that are smaller than the 
minimum diameter need to be colored in Step 6 (colored 
black in Figure 4). After all the grids are processed 
completely from Steps 1 to 6, the area ratio can be 
automatically calculated by using the color extraction 
method. 

The conventional inspection method involves a lot 
of manual work. Additionally, the number of 

pictures to be processed can reach up to 100 per 
specimen. Further, if the construction site has multiple 
design types of base-isolated foundations, the field test 
must be conducted for each design. Thus, the tests need 
to be performed by a skilled inspector to hasten the 
entire process. However, despite having a skilled 
inspector for the field test, the process takes about a 
week after the completion of concrete work to obtain 

Figure 3. Concrete specimen and marking work 

Figure 4. Before preprocessing (Left), result of 
preprocessing (Right) 

Figure 5. Example of processed marking 
recognition, keystone correction, and cropping 

the test results when using the conventional inspection 
method. 

4 Methodology 

4.1 Automation of preprocessing using a 
conventional image processing method 

The preprocessing described in Step 3 in the 
previous section includes keystone correction, cropping, 
and resizing. This is necessary to calculate the area ratio 
in the real scale from a photograph. The preprocessing 
is performed manually using an image processing 
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Figure 6. Network architecture based on U-Net. Each number describes the number of channels in each 
convolutional layer. 

software. This process takes about one day, even for a 
skilled inspector. 

To automate the keystone correction process, it is 
first necessary to recognize the marked grids 
automatically. In this study, we use a template-matching 
algorithm to achieve this. The template-matching 
algorithm can detect the areas in the image that have a 
pattern similar to the pattern of the input template. We 
prepared simple vertical and horizontal templates to 
detect the grids. As a result, the algorithm can detect the 
grid lines as four different colored lines, as shown on 
the left side in Figure 5. 

Keystone correction utilizes the results of template 
matching. It needs to calculate the conversion matrix 
from a perspective image to an orthogonal image. It 
uses the four corner points detected by template 
matching for this. As a result, we obtain a square image 
that does not contain the perspective distortions, as 
shown on the right side in Figure 5. 

The image is then resized to the specified resolution. 
This process clarifies the relationship between the pixels 
and the real scale. The resolution used in this study was 
set to 2000 px.  

4.2 Automation of air bubble detection using 
a CNN 

In this study, a U-Net-based architecture is utilized 
for automatic bubble detection. The U-Net was designed 
for semantic segmentation, which won the International 
Symposium on Biomedical Imaging (ISBC) cell 
tracking challenge in 2015 [11]. Semantic segmentation 
is a typical task in the machine learning field and is 
performed to classify images in pixel units.  

As shown in Figure 6, the U-Net is mainly 
composed of two symmetry paths for encoding and 
decoding, where each path is composed of multiple 
layers of CNN blocks. Each layer has a connection from 
the encoding path to the decoding path. The connections 
contribute to maintaining a wide context in each focus 
area. The U-Net was originally designed for biomedical 
image segmentation, but its simple architecture can be 
utilized for many purposes, including air bubble 
detection. Therefore, we adopt the U-Net as the base 
architecture of our method. 

CNN is a type of neural network that normally 
consists of many convolutional layers. Each layer has 
many filters, and each filter can be trained to extract 
various types of image features. In contrast to CNN and 
recent learning-based algorithms, conventional image 
processing algorithms are not robust in diverse 
environments. Several studies referenced in Section 2 
report that CNN is more robust to changes in the light 
environment than conventional image processing 
algorithms. 

Although CNN is more accurate and robust, its 

Figure 7. Sample pair of training data 
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training process needs a large amount of training data. 
Additionally, U-Net belongs to a supervised training 
algorithm, indicating that the training dataset needs to 
have not only images but also labels that describe the 
classes to which each pixel in the image belongs. 
Therefore, we collected a large amount of data, as 
shown in Figure 7. 

While a learning-based algorithm is used for air 
bubble detection, the postprocessing, including 
calculation of each air bubble’s maximum diameter and 
area, uses the thresholding and contour extraction 
method. As mentioned in Section 3, small air bubbles 
that have maximum diameters less than the specified 
length are ignored in the inspection. In Section 5.2, the 
negligible diameter is set to 5 mm. 

5 Experiments 

5.1 Basic Experiments 
We evaluated different combinations of datasets to 

identify a suitable amount of training data to obtain a 
high-performance trained model. We collected 452 
images from 4 construction sites, with varying 
characteristics and light environments. Additionally, 
four images from each construction site were used as 
test data. Therefore, in total, 436 training data points 
and 16 test data points were considered. Each image 
was divided into smaller images, as processing high-
resolution images requires a large GPU memory. Thus, 
the resolution was set to 512 px. 

Precision, recall, intersection over union (IoU), and 
F1 scores were used as metrics to evaluate each result. 
Equations (1), (2), (3), and (4) define these metrics. 
Figure 8 describes each value of the equations, such as 
true positive (TP), true negative (TN), false positive 
(FP), and false negative (FN). In this study, we assign 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(1) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 	
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(2) 

𝐼𝑜𝑈 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
𝐹1	𝑆𝑐𝑜𝑟𝑒 =

2𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)

(3) 

(4) 

Actual 
Positive Negative 

Predicted 
Positive True Positive 

(TP) 
False Positive 

(FP) 

Negative False 
Negative (FN) 

True Negative 
(TN) 

Figure 8. Confusion matrix used for the 
evaluation 

Table 1. Training Dataset 

Dataset Site 1 Site 2 Site 3 Site 4 Total 
S1 10 10 10 10 40 
S2 30 30 30 30 120 
S3 60 60 59 60 239 
S4 223 94 59 60 436 

Table 2. Results of Each Dataset (N = 16) 

Dataset Precision IoU Recall F1 Score 
S1 0.803 0.687 0.835 0.812 
S2 0.874 0.769 0.869 0.868 
S3 0.888 0.769 0.856 0.868 
S4 0.839 0.763 0.897 0.863 

Otsu 0.686 0.563 0.786 0.712 

the greatest importance to the F1 score, as it can 
evaluate not only precision but also recall. 

We prepared four datasets, as shown in Table 1, to 
evaluate the effect of the amount of training data. Table 
2 presents the results obtained using the datasets. 
According to the results, the result of S2 was almost the 
same as that of S3 and slightly better than that of S4. 
The result indicates that 30 images from a construction 
site can contain most of the patterns in the construction 
site. Additionally, we evaluated Otsu’s automatic image 
thresholding [12] as a baseline result of conventional 
image processing. The result is shown at the bottom of 
Table 2. The result is lower in all metrics compared to 
the results of our method, even if the dataset is as small 
as S1. This means that air bubbles are not always darker 
than concrete surfaces and have various characteristics. 

To improve the results, we additionally conducted a 
study using data augmentation (DA). DA is known as 
the general technique to improve the results of machine 
learning algorithms. It includes a wide variety of 
manipulations, but we used only simple image 
processing methods, such as rotation, mirroring, 
expansion, contraction, color channel shifting, 
brightness, and random crop. The results are shown in 
Table 3. It increased the F1 score by 0.024. The result 
shows that DA can work well in our domain as well as 
in the other domains. 

Table 3. Results of Data Augmentation (N = 16) 

Dataset Precision IoU Recall F1 Score 
S4 0.839 0.763 0.897 0.863 

S4+DA 0.885 0.800 0.895 0.887 

5.2 Additional Experiments 
In addition to the experiments presented in the 

previous section, we conducted several experiments to 
identify the generalization of the trained model and 
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prepared additional datasets, as shown in Table 4. 
S4 was the same as the dataset used in the previous 

section. S5 included the data from S4 in addition to the 
data from Site 5, 6, 7, and 8, and S6 included data from 
S5 in addition to data from Site 9.  

Table 4. Training dataset for generalization test 

Dataset Site 1–4 Site 5–8 Site 9 Total 
S4 436 0 0 436 
S5 436 494 0 960 
S6 436 494 32 992 

In this test, four images from Site 9 were used as the 
test data. Site 9 was not included in S4 and S5 and was 
included only in S6. To clarify the results, we used a 
simpler DA approach, such as slight rotation, expansion, 
contraction, mirroring, and random crop, in this test.  

As shown in the result in Table 5, the higher the 
number of training data points, the more accurate the 
result. However, while S5 had almost the same number 
of training data points as S6, the result was not at the 
same level. This means that obtaining good results 
requires more diverse data or data from the construction 
site where our method was planned to be use.  

Table 5. Results against test data from Site 9 (N=4) 

Dataset Precision IoU Recall F1 Score 
S4 0.726 0.615 0.792 0.756 
S5 0.724 0.684 0.927 0.809 
S6 0.913 0.823 0.894 0.902 

Additionally, to evaluate the capabilities of different 
architectures, PSPNet [13] and DeepLabv3+ [14] were 
compared to the U-Net-based architecture. Both PSPNet 
and DeepLabv3+ are known for their well-designed 
architectures that enable them to exploit a broad image 
context. In this study, ResNet-101 [15] was used as the 
backbone architecture for PSPNet and DeepLabv3+. 

We used the S6 dataset to train all the architectures 
during the test. Additionally, four images from 8 
construction sites were used as test data, totaling 32 data 
points for the test. We also used a simple DA, similar to 
that used in the previous test. 

As shown in Table 6, our U-Net-based architecture 
obtained the highest F1 score. This was almost the same  

Table 6. Results of Architecture Comparison Including 
Negligible Air Bubbles (N = 32) 

Including negligible air bubbles 
Architecture Precision IoU Recall F1 Score 
U-Net based 0.873 0.768 0.869 0.865 

PSPNet 0.885 0.643 0.698 0.774 
DeepLabv3+ 0.916 0.704 0.754 0.821 

Table 7. Results of Architecture Comparison Ignoring 
Negligible Air Bubbles (N = 32) 

Ignore negligible air bubbles 
Architecture Precision IoU Recall F1 Score 
U-Net based 0.864 0.687 0.770 0.803 

PSPNet 0.860 0.710 0.805 0.819 
DeepLabv3+ 0.909 0.715 0.770 0.821 

Figure 9. Result of the proposed method 

as the results for S2, S3, and S4, as described in Table 2. 
However, while our U-Net-based architecture can 

detect almost all the smaller air bubbles, we found that 
it sometimes did not work well against larger air 
bubbles. Therefore, we reevaluated the results while 
ignoring the negligible air bubbles. As mentioned earlier, 
the negligible length was set to 5 mm. Table 7 shows 
the results, and Figure 9 shows the predicted result.  

It can be seen that when the negligible length is 
ignored, the results change significantly. The recall of 
PSPNet was increased by 0.097, indicating that it was 
good at detecting larger air bubbles but not smaller ones. 
However, the recall of our U-Net-based architecture 
declined by 0.139. This reveals how well this 
architecture worked against small air bubbles. 
Additionally, Table 7 shows that our U-Net-based 
architecture maintained a comparative F1 score in this 
study.  

From these results, we found that the dataset used in 
this paper needs not only the capability of detecting 
details, but also the capability of wide perception. For 
future work, continuous exploration of CNN 
architectures will be required to achieve higher 
performance. 
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Figure 10. Workload Comparison between Conventional Method and Proposed Method, assuming that 100 
pictures have to be processed. 

5.3 Workload Comparison between the 
Conventional Method and Our Method 

 In this section, the workload between the 
conventional method and the proposed method is 
compared to evaluate the effect of the proposed method. 
The best-performing model in Section 5.1 was used for 
air bubble detection.  

Figure 10 shows the workflow and workload of the 
conventional method and the proposed method. As 
shown here, the conventional method generally took 
approximately one week. The main tasks in the 
conventional method included preprocessing images 
and coloring of the air bubbles by hand. However, these 
manual steps were avoided in our method. At this 
moment, the predicted results still contain some false 
detections. However, as mentioned earlier, the U-Net 
based architecture works well against smaller air 
bubbles.  

Therefore, in this comparison, the inspector did not 
have to care about the smaller air bubbles. The area 
ratio was obtained with a high degree of accuracy by 
correcting the oversight of large air bubbles. The 
surface of the base-isolated foundation used in this 
comparison has 64 grids. Considering these grids, the 
area ratio obtained manually was 6.19%, and that 
calculated by our method, with oversight correction, 
was 6.56%. Additionally, the oversight correction took 
less than 2 hours since the inspector only focused on 
correcting the oversight of large air bubbles. 

Although the performance of our method needs to be 
improved, we have confirmed that it is effective in 
reducing the overall inspection time. Additionally, 
regarding the automation of preprocessing, we found 
that it worked almost perfectly for the expected situation 

where the grid was marked. Although it sometimes does 
not work well when including traces of the base plate’s 
boundary, we conclude that it contributes to improving 
the speed of the preprocessing step.  

From the above results, we conclude that our method 
can reduce the overall inspection time by 50%. 

6 Conclusion 
In this study, we developed a method to automate 

concrete surface inspection of a base-isolated structure. 
This paper presented a method that uses conventional 
image processing algorithms and a learning-based 
algorithm. Conventional image processing algorithms, 
such as template matching, thresholding, and contour 
extraction, were used for preprocessing and 
postprocessing of the images. For the learning-based 
algorithm, we used a U-Net-based architecture for 
automatic air bubble detection.  

In the experiments, we evaluated the performance of 
our method, recording a best F1 score of 0.887. When 
the salient false detections are corrected by hand, the 
difference between the area ratio calculated using our 
method and the area ratio calculated manually by a 
skilled inspector was 0.37%. Furthermore, the workload 
between the conventional method and our method was 
compared. As a result, although the results predicted 
using our method needed to be corrected by hand, our 
method can reduce the overall inspection time by 50%. 

In conclusion, this paper demonstrates the promising 
performance of the proposed method. While there is still 
room for improvement in terms of performance, this 
paper shows that our approach can automate the entire 
inspection process. There are many other promising 
CNN architectures and techniques available to improve 
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the performance. Accordingly, future work should focus 
on exploring better architectures and correcting more 
training data. 
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Abstract – 

A majority of safety accidents in construction 
workplaces stem from workers’ unsafe behaviors. 
Such unsafe behaviors are often caused by “risk 
habituation,” the tendency to underestimate a risk 
after previous repeated exposure to similar 
hazardous situations. Understanding the risk 
habituation process in construction is critical for 
intervening and preventing the unsafe behaviors that 
it causes, but the approaches adopted in previous 
studies, which are retrospective and self-evaluative, 
pose challenges to gaining an unbiased understanding 
of the factors affecting this habituation process. In 
this context, this study exploits virtual reality (VR) as 
an experimental tool to examine the risk habituation 
process in construction and demonstrates the validity 
of the approach. A VR model that engages a subject 
in a road reconstruction project is designed and 
developed, and then is used to repeatedly expose 
subjects to struck-by hazards and warning signals for 
such hazards. The results from the pilot experiment 
indicate that the developed VR model is effective in 
replicating and accelerating the risk habituation 
process, thereby allowing researchers to more 
expeditiously study the factors influencing risk 
habituation process. 

 
Keywords – 

Construction safety; Risk habituation; Virtual 
reality; Unsafe behavior; Safety training 

1 Introduction 
“Habituation” is the decline of a response to a 

repetitive stimulus [1]. Similarly, the capability of a 
stimulus to elicit a response can be diminished when the 
stimulus occurs repeatedly [2]. Such habituation can 
result in workers being less cautious about stimuli 
associated with hazards in workplaces when the stimuli 
present, and therefore to workers engaging in unsafe 
behaviors [3]. This problem is relevant to the 
construction industry, where workers have been found to 

be prone to becoming habituated to hazards after 
exposure to repeated hazardous situations [4] at 
construction sites. Workers who are habituated to hazards 
tend to underestimate risks and put themselves at 
jeopardy of being in an accident [5]. This behavioral 
phenomenon is called “risk habituation” [6], and is 
considered one of the main causes of workers’ unsafe 
behavior. Many researchers and practitioners are 
dedicated to understanding why and how workers 
underestimate risk and engage in unsafe behaviors, but 
previous studies have mostly relied on the capability of 
subjects to recall when they were in hazardous situations. 
Consequently, the results can be biased and cannot 
clearly explain the developmental process of risk 
habituation [7–11]. Furthermore, it is extremely difficult 
to control moderating and influencing factors in risk 
habituation in field experiments, due to their potential to 
harm subjects [12]. In this context, this study aims to 
design and evaluate the validity of a virtual reality (VR) 
model as an experimental tool to examine an individual 
worker’s risk habituation process. 

2 Background 
Around 80–90% of all workplace accidents are 

caused by workers’ unsafe behavior [9,13,14]. Previous 
studies have shown that an individual’s risk perception 
significantly affects his/her unsafe behaviors at 
construction sites. Repeated exposure to hazards in the 
workplace can cause a bias to form in workers’ risk 
perception [15]. Even if workers properly identify 
hazards, they may engage in risky behavior due to 
improper perception and evaluation of risk [16]. Irizarry 
and Abraham [17] examined the factors influencing the 
risk perception of ironworkers, and their results indicate 
that long tenure in working experience at workplaces is 
correlated with unsafe behavior caused by bias in 
workers’ risk perception. Majekodunmi and Farrow [4] 
investigated the risk perception of lift truck operators. 
Their results indicate that repeated exposures cause 
workers to become accustomed to the hazards related to 
their tasks. While these studies indicate that risk 
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Figure 1. Experimental environment: (a) the landscape of the immersive virtual road construction environment, 
(b) the Building Information Modeling-Computer Aided Virtual Environment (BIM-CAVE) 

 
habituation is one of the factors causing unsafe behaviors, 
a knowledge gap still exists as to which specific personal 
and situational factors critically influence the 
development process of risk habituation and how this 
development process can be intervened in, due to the 
methodological limitations of the approaches adopted in 
the previous studies, which were uniformly retrospective 
and self-evaluative. 
 

With the recent development of virtual reality (VR) 
technologies, VR has emerged as an experimental tool 
for examining workers’ unsafe behaviors. VR-based 
safety interventions in previous studies have enabled 
researchers to expose subjects to virtually replicated 
hazardous situations without any actual risk. Albert et al. 
[18] showed that as a safety intervention platform, VR 
can provide close-to-reality simulations. Thus, workers 
can evaluate the risks of hazard very similarly in the VR 
environment as in a real environment. Moreover, VR 
enables researchers to analyze workers’ behaviors in near 
real-time. Many researchers have therefore utilized VR 
to investigate construction workers’ behavior in 
dangerous situations. For instance, Hasanzadeh et al. [19] 
attempted to observe a roofer’s risk-taking behavior in 
the virtual environment (VE) and demonstrated that a 
group of roofers with more safety protection took more 
risks than other groups in the VE. Shi et al. [20] utilized 
a VR model as an experimental tool in order to show the 
effect of accident experiences on workers’ fall risk 
behavior. To this end, this study exploits VR as an 
experimental tool to address uncertainty in construction 
workers’ risk habituation processes. An immersive VE 
for road construction is developed to expose workers to 
repetitive hazardous situations. Leveraging data acquired 
from subjects’ physical responses to hazards in the VE, 
this paper demonstrates the approach’s validity as an 
experimental tool to examine an individual worker’s risk 
habituation. 

3 Methodology 
The objective of this study has been accomplished in 

three phases. An immersive virtual road construction 
environment was built and a cyber-physical interactive 
system that synchronizes the actual movement of a 
subject with a virtual movement in the VE was developed. 
A pilot experiment was then conducted to observe and 
evaluate how the risk habituation process in the VE 
develops. The data from the pilot experiment was 
analyzed to identify the relationship between repeated 
exposures to hazards and subjects’ responses to repetitive 
hazards in the VE. 

3.1 Designing the Scenario 
A road maintenance workplace in which subjects 

would be part of an asphalt milling crew was selected for 
the VE development scenario (Figure 1-a), as such a 
scenario is high-risk and likely to cause risk habituation 
in the VE. Road construction and maintenance work 
repeatedly exposes workers to struck-by hazards such as 
working adjacent to live traffic and heavy construction 
equipment; 532 workers were killed at road construction 
work zones between 2011 and 2016 in the United States 
[21].  The proposed VR model focuses specifically on the 
construction equipment risk, with a subject at risk of 
being struck by a dump truck, street sweeper, or other 
piece of heavy construction machinery. 

 
A normal asphalt removing, and paving work process 

was modeled in the VE. As the first step of the process, a 
milling machine removes the surface asphalt of a 
highway and loads the millings onto a fleet of dump 
trucks to haul off-site. As part of the cleaning crew, a 
subject then follows closely behind the milling machine 

and carefully sweeps the surface to remove debris. 
Behind the subject, a street sweeper moves back and forth 
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Figure 2. Cyber-physical interactive system for hand-movement synchronization; (a) Motion controllers on 

real the broomstick, (b) sweeping in the real world, (c) debris on the surface in the VE 
 

continuously. After that, the paver will lay down asphalt, 
and a vibratory roller will move forward. Next to the lane 
where the asphalt maintenance takes place, a fleet of 
dump trucks intermittently moves to supply materials. 
Live commuter traffic takes place also within the 
construction work area. In this VE, the various pieces of 
road construction equipment (e.g., the milling machine, 
roller, and other machinery) expose each subject to the 
risk of a struck-by accident and allow researchers to 
observe subjects’ responses to repeated hazards. 

3.1.1 Immersive Virtual Road Construction 
Environment Modeling 

Unreal Engine 4 (UE4) was adopted to develop an 
immersive virtual road construction environment. UE4 
offers various project templates, allowing researchers to 
rapidly develop a VE. All models used in this study are 
drawn using Maya and 3dStudioMax. Then, all aspects 
of an immersive virtual environment were created using 
UE4 with a graphical user interface in order to induce risk 
habituation in subjects while working in close proximity 
to live traffic and heavy equipment in the VE. 

3.1.2 Hazards and Non-Player Characters (NPC) 
Setup 

Life-threatening hazards in highway construction 
sites (e.g., adjacent live traffic, heavy construction 
equipment, and a fleet of dump trucks moving near 
workers) were simulated in the VE. All the interactive 
components in the VE respond to behaviors of a subject. 
Behind a subject, the street sweeper moves back and forth 
at a constant speed. An alarm sounds as the street sweeper 
moves forward in order to notify its proximity to a subject. 
The movement of the sweeper is subject to the distance 
between a subject and the street sweeper, and repeatedly 
endangers a subject to struck-by accident. Next to the 
lane where the road maintenance takes place, dump 
trucks intermittently pass by very close to the subject, 
with accompanying warning alarms. These movement 
cycles of the sweeper and dump trucks will continue 
while the subject performs the task. 

3.1.3 Cyber-physical Interactive System 

The level of immersiveness in any VE plays a crucial 
role in VR-based safety training [22]. Feeling the VE as 
a real working environment is an important factor in VR-
based safety training [23]. To achieve the necessary high 
level of immersiveness, a cyber-physical interactive 
system was applied. Motion controllers for a Head 
Mounted Display (HMD) were attached to a real 
broomstick (Figure 2-a), and the movements made by a 
subject sweeping in the real world is then linked to the 
broomstick in the VE (Figure 2-b). This physical 
interaction addresses the limitations of previous VR-
based safety research that did not consider the influence 
of actual human body movements in a VE [8]. Moreover, 
in order to realize a high level of fidelity, around 1,000 
pieces of debris were placed on the road in the VE. This 
debris is responsive to each subject’s sweeping 
movements in the VE. The goal of the subject is to 
remove all debris and clean the entire surface of the road 
by sweeping with the broomstick (Figure 2-c). 

3.2 Risk Habituation Measurement 
In this study, habituation is defined as the decline of 

a subject’s hazard-checking behavior and the increase of 
the number of deviations in the working lane. For the 
purpose of observing the risk habituation development 
process, this model monitors hazard-checking behaviors 
of a subject and documents the distance to the hazard 
when a subject undertakes a hazard-checking action as a 
precautionary action. Hazard-checking behaviors are 
defined as any movement the subject makes to look for 
hazards (Figure 3-a); the measurement system that 
detects subjects’ hazard-checking behavior is validated 
by comparison with video recordings of the experiments. 
The system documents the distance between the subject 
and the sweeper when such checking behavior is sensed. 
In addition, the system records the movement trajectory 
of subjects in order to detect the moment when a subject 
deviates from the working lane, regardless of the risk of 
being struck by the truck. The analysis of the movement 

1178



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

 
Figure 3. Unsafe behavior measurement system; (a) detecting the hazard-checking behavior, (b) recording the 

movement trajectory of a subject 

 
trajectory allows researchers to identify when and how a 
subject becomes habituated to the risk of being struck by 
accident (Figure 3-b). The location of a subject is 
collected with a peak frequency of 30 Hz. 

3.3 Pilot Experiment Conditions and 
Procedures 

A pilot experiment was performed in the Building 
Information Modeling-Computer Aided Virtual 
Environment (BIM-CAVE) at Texas A&M University 
(Figure 1-b). Three subjects who are graduate students in 
the department of construction science were recruited for 
a pilot experiment; none of the subjects had any prior 
hands-on experience with road construction maintenance 
work. The following instructions were given: 1) the 
subjects should follow the milling machine, 2) the 
subjects should sweep away all the debris from the 
working lane, and 3) the subjects should pay attention to 
approaching equipment and warning signals for safety 
purposes. Completing the overall task in the VE took 
around 20 minutes, and once a subject ignored the 
hazards more than 10 times, the experiment was 
discontinued since this was perceived as a signal that the 
subject had become habituated to the risk in the VE. A 
follow-up interview on the perceived immersiveness of 

the environment was conducted after the experiment. 

4 Results and Findings 
By analyzing the data directly acquired from the subjects’ 
hazard-checking behaviors, the process of subjects’ risk 
habituation in the VE was observed. Figure 5 
demonstrates a relationship between the number of 
cycles and checking distances of the respective subjects, 
and the distance between the sweeper and a subject at the 
moment when s/he undertook an action to check the 
approaching sweeper at each cycle. The dashed blue lines 
indicate the designed minimum distance between the 
sweeper and a subject. If the subject didn’t check the 
sweeper’s position until the minimum distance was 
reached, this was regarded as unsafe behavior. The data 
points marked with black in the graphs indicate subjects’ 
unsafe behaviors. The highlighted parts of each graph 
represent the moment where the subjects’ unsafe 
behaviors rapidly increased and give an opportunity to 
identify which subjects became accustomed to the hazard 
more quickly than the others. All distances were 
measured employing Unreal units, the default measure of 
length within the Unreal Engine environment; one Unreal 
unit equals one centimeter. 
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Table 1. Analysis of subjects’ hazard checking behaviors in the VE 

Subject # Mean distance F p-value Slope of the line Correlation coefficient 
Subject #1 984.356 10.106 0.003 - 10.023 ± 2.024 -0.459 
Subject #2 939.512 32.628 < 0.001 - 14.345 ± 2.021 -0.670 
Subject #3 1096.837 44.628 < 0.001 - 54.176± 2.074 -0.818 

 

 
Figure 4. The distance to the street sweeper when 
subjects checked the proximity of the equipment 

 
To measure the strength and direction of the linear 

relationship between two variables, the Pearson 
correlation coefficient, referred to as Pearson’s r, was 
employed. Table 1 shows that there is a statistically 
significant correlation between checking distances and 

the number of exposures to the hazard. The checking 
distance and the number of exposures are moderately 
negatively correlated in the data from Subject #1 (r(39) = 
-.46, p = .003) and Subject #2 (r(41) = -.67, p < .001), and 
strongly negatively correlated in the data from Subject #3 
(r(22) = -.82, p < .001). At the beginning of experiment, 
all subjects immediately responded to the warning 
sounds and looked back to check the source of warning 
alarm. However, as the number of cycles (i.e., the number 
of exposures to the hazard) increased, subjects responded 
more slowly, and the checking distances gradually 
decreased in all three subjects. The correlation coefficient 
and slope of the line of Subject #3 show the strongest 
negative linear relationship among three subjects. 
Subject #3 ignored the hazard 10 times out of 22 times. 
This indicates that Subject #3 became habituated to the 
hazard more quickly than other subjects (Figure 4). After 
the experiment, the subjects reported how they felt and 
why they ignored the hazard. Subjects answered that they 
no longer paid attention to the hazards and began to act 
dangerously from the moment when they focused on the 
completion of the task and started to This debris is 
responsive to each subject’s sweeping movements in the 
VE believe the surrounding hazards would not hurt them. 
Interestingly, Subject #1 relayed that he totally ceased to 
hear the alarm sound of the sweeper when he felt time 
pressure and started to think about how to finish the task 
more quickly. 

The movement trajectories of subjects were plotted 
(Figure 5) in order to examine how close the subject 
moved to the truck when the truck was passing by in the 
neighboring lane. The highlighted points are the 
moments where the subject crossed over the lane 
regardless of the risk of being hit by the truck. Subject #1 
relayed the fact that although at the beginning of the 
experiment he had been thinking about the hazard related 
to trucks, he unconsciously crossed the lane to sweep 
debris on the road. This result showed that analyzing the 
movement trajectory can help in detecting unconscious 
unsafe behaviors of subjects in the VE. Although the 
sample size was small and further studies are necessary 
to confirm these findings, the results of the experiment 
indicate that repeated exposure to hazards in a VE can 
lead to subjects’ risk habituation, highlighting the utility 
of VR as an experimental tool in examining safety 
behaviors.
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Figure 5. Movement trajectory analysis 

 

5 Conclusion 
The results of the experiment indicate that the 

designed VR model is capable of observing an 
individual’s risk habituation process. Although there 
were individual differences, all subjects became 
habituated to repeated hazards in the virtual road 
construction environment. After a certain period of time, 
subjects began to ignore the proximity of the construction 
equipment behind of them and began to cross the lane in 
pursuit of finishing their cleaning task, regardless of the 
risk of being struck by the truck. This highlights the 
opportunities available in analyzing behavioral responses 
of construction workers to hazards in an immersive 
virtual construction environment. For example, a similar 
such VR model could provide a chance to investigate 
which personal factors (e.g., working experiences, injury 
experiences, and personalities) and situational factors 
(e.g., safety rules, the behavior of other personnel in 

working groups) affect workers’ unsafe behavior in 
construction. Future work will also examine VR-based 
intervention mechanisms to prevent construction workers 
from becoming habituated to hazards and engaging in 
unsafe behaviors that might cause life-threatening 
accidents at construction sites. 
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Abstract – 
     Design features  that form urban  settings  such as 
greenery, height of buildings, and variation in the 
building façade (materials, color, and proportion) are 
known to have effects on how people experience 
environments. As the urban population grows and 
shifts to urban settings for living (e.g., 82% of people 
live in cities in the US), understanding the impact of 
urban environments on human experience becomes 
more essential. Previous studies to capture human 
experience in urban settings have been limited due to 
the labor-intensive and manual process of data 
collection (i.e., field surveys). Due to limited 
quantified data on urban design features, previous 
methodologies were constrained to a few 
neighborhoods, hence lacked generalizability across 
regions. Advancements in technologies such as GIS, 
computer vision, and data-driven methodologies and 
accessibility to large image sets on urban settings 
provide opportunities to eliminate the labor-intensive 
process of data collection. With the help of 
technologies, it is possible to quantify how people 
experience cities. This study leverages such 
advancements and aims to develop an automated 
approach for quantifying human experience toward 
built environments regarding their restorative impact 
on citizens. Towards this aim, within the context of 
this paper, we provide the details of a web-based 
crowdsourcing platform developed for the data 
collection at urban scale. We combine Geographic 
Information System (GIS), Google Street View (GSV), 
and JavaScript libraries to build the platform to 
capture the responses of participants on the 
restorative impact of the environments displayed to 
them as images. Based on the geolocation information 
obtained from GIS, we collected high resolution 360˚ 
GSV images within New York City (NYC) and used 
them to collect responses of citizens on structured 
questions tailored to the scope of the study. The 
crowdsourcing platform enables participants to 
evaluate the overall restorative impact of 
environments given in a 360˚ image, and to specify 
areas and design features influencing their evaluation. 

To quantify the influential design features on 
responses, we use semantic segmentation, and 
perform statistical analysis on the dataset to examine 
the impact of each urban design feature on the overall 
restorative impact. The approach will be presented 
for researchers to integrate GIS, Google API, and 
libraries to pull massive urban data for research 
study necessitating a good representation of the built 
environment as inputs. The outcomes will guide 
practitioners in urban redevelopment projects about 
urban design features that are influential. 

Keywords – 
Urban design; Restorative environments; 

Computer vision; Semantic Segmentation; 
Crowdsourcing; GIS; Google Street View 

1 Introduction 
The indoor and outdoor built environment has a 

strong association with restorativeness, which directly 
impacts mental fatigue, stress indicators, and quality of 
life of individuals [1-5]. As the urban population grows 
(82% of Northern American people are living in cities), 
the stress level of the urban residents has increased 
because of reduced space and overcrowding 
accompanied with urbanization [6]. With the aim to 
improve the quality of life, many researchers have been 
focusing on studying the impact of the built environment 
on human perception, including the restorativeness of the 
environment on people [7-9]. Various studies under this 
umbrella evaluated the relationship between the built 
environment and people’s experience (e.g., preference, 
feeling of safety, stress/anxiety) and behavioral changes 
(e.g., reduction/increase in physical activities) in urban 
settings [1-6,10]. Their studies evaluate the built 
environment at micro and macro scales, including 
understanding the effect of various urban design 
elements, such as buildings, streets, and urban design 
blend as a whole. Majority of such empirical studies 
utilized Geographic Information System as a tool to 
quantify properties of such elements in the built 
environment (e.g., urban density, building height), 
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resulting in many street level design elements (such as 
the presence of street furniture, type of building façade) 
being omitted due to the hardship of data collection and 
representation format in existing data sources, mostly 
being shapefiles. In order to reflect street level elements 
as impacting factors on human experience, more recently, 
few studies have utilized urban street imagery and 
machine learning algorithm. These studies used urban 
street images that are prelabeled by people indicating 
how they feel about the environment in the images to 
predict people’s perception (e.g., safety, excitement) 
about a given environment [11-15]. However, previous 
studies used non-panoramic and low-resolution images, 
which lacked rich visual information to give realistic 
experience of streets. In addition, what lacked in those 
approaches are the assessment of individual contributors 
of the type and amount of urban design elements on the 
resulting influence. Such information is essential for 
urban designers/practitioners to shape the urban settings 
with clear knowledge on how they will positively 
influence people’s experience in an area. 

Hence, in this work, we propose the details of a data 
collection platform that will enable (a) capturing rich 
geometric and visual information from multiple 
perspectives in a given area, and (b) correlating the 
overall experience of people in that area with the type and 
quantified properties of urban design elements that make 
up that area. 

2 Literature review 
This study is at the intersection of (a) previous studies 

that evaluated urban design elements on their restorative 
impacts on people, (b) metrics defined for measuring 
restorative capability of an environment, (c) data 
collection methods to measure impact of urban settings 
on people, and (d) contemporary and large image sets 
from urban settings.  

2.1 Urban design elements and their impact 
on human experience 

This work focuses on the restorativeness impact of 
the built environment on human experience, which is 
defined as the potential to recover and increase cognitive, 
physical, and mental capacity of people [27,34]. The 
effects of restorative environments on physical, social, 
and mental well-being has been examined extensively by 
studies in environmental psychology domain [3, 33].  

Kaplan & Kaplan (1989) established the attention 
restoration theory and the value of nature on 
psychological restoration [27]. Based on that, studies in 
environmental psychology domain have empirically 
proved that not only the natural environment but also the 
presence of certain elements in the built environment 

have restorativeness effect on people. Examples of these 
urban design elements are provided in Table 1. Due to the 
high population density of cities, this potential of 
restorative environments in urban settings is significant. 

Table 1. Urban design elements that were studied for 
restorative impact of the built environment 

Urban design elements Reference 
Built 
environ
ment 

Height of buildings [4,5,28] 
Presence of socialization places 
such as cafés and restaurants 

[25,26] 

Width of streets [28] 
Visual complexity (e.g., the number 
of signages, dis/continuity of 
building façade style) 

[23] 

Presence of landmarks and 
historical buildings 

[24,27] 

Natural 
environ-
ment 

Presence and amount of water 
bodies around 

[23,25] 

Presence and amount of vegetation 
(e.g., trees, flowers, plants) around 

[4,5,16-
18] 

2.2 Metrics defined for measuring restorative 
capability of an environment 

One of the first studies that aim at measuring 
restorative impact of an environment is by Hartig et al. 
(1997). Perceived Restorativeness Scale (PRS) suggested 
by that study has been used to capture restorative quality 
of environments in environmental psychology studies. 
PRS was designed to measure the restorative quality of 
environments by capturing four psychological aspects -
which are Being-away (being away from daily concerns), 
Fascination (capacity to drag people’s attention), 
Coherence (clear order of the physical arrangement of 
design elements), and Compatibility (match between 
people’s goals and availability of required activity in the 
place). The original version of PRS composes of 11 scale 
(0-10) and 26 questions. After Hartig et al. (1997) 
suggested PRS, several researches have made efforts to 
make shorter versions of PRS questionnaire and prove 
the usability of new versions of questionnaires 
[5,11,21,22]. In this study, to adopt a user-friendly and a 
shorter version, we adopted PRS questionnaires as used 
in Lindal & Hartig (2013) to capture being-away and 
fascination of built environments in urban settings. Due 
to characteristics of an online crowdsourcing platform, 
the shorter version of questionnaire is more appropriate 
for the participants’ convenience and the reliability of the 
collected information. 
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2.3 Data collection methods utilized in 
literature 

Previous studies are mainly empirical studies that aim 
to define the urban design elements that affect the 
restorative impact of a neighborhood.  Such studies 
examine the direct and indirect effects of physical urban 
design elements (e.g., building height, presence of 
greenery and vegetation, bench) on streets on 
restorativeness, measured through a combination of 
metrics such as the feeling of openness, being away, 
fascination, compatibility, and complexity [4,16-18]. The 
data collection efforts that provide the required inputs for 
these studies can be mainly grouped under three 
categories: (1) field experiments, which include taking 
trips to areas of interest and conducting interviews with 
participants [19,20]; (2) image auditing, which includes 
using static street images with varying context (e.g., 
commercial area vs. historical place, residential area vs. 
parks and recreational areas) and comparing people’s 
responses [21,24]; and (3) 3D modeling, which includes 
generating digital replica of an urban location with 
controlled objects in a scene and asking questions to 
participants regarding their perception of the area [4,16]. 

Each one of the described categories has specific 
limitations: field experiments are labor intensive, image 
auditing is manual for quantitative analysis of each urban 
design element on a scene, and 3D modeling is time-
consuming to get realistic representation in virtual worlds. 
Besides the limitations that are specific to each category, 
they share a common limitation that hinders the extension 
and generalization of research outcomes, because of the 
fact that they could only focus on a specific urban area in 
these labor-intensive data collection processes. Hence, to 
alleviate the limitations in the existing data collection 
processes and enable collection of massive and rich data 
on urban settings, we describe a data collection platform 
that can merge several data sources, slice, and extract 
geometric and location information of areas with rich 
contextual data. 

2.4  Contemporary and large image datasets 
that are generated to measure human 
experience in urban settings 

A few recent studies focused on understanding human 
perception on the aesthetic preferences of people in urban 
settings using images and data-driven methods [29-31]. 
Although these studies differ in the urban evaluations, 
they are worth mentioning here because of the large 
datasets generated for similar purposes. Being one of 
them, the Aesthetic Visual Analysis (AVA) dataset has 
250,000 images with semantic annotation (e.g., cityscape, 
landscape, architecture, etc. already labeled) and ratings 
of people on the images about how aesthetic they find 
[29]. Using the AVA dataset, some of the studies 

examined the possibility of machines mimicking human 
perception toward the selection of places (represented as 
images) with high aesthetic appeals [30,31]. Beyond this 
dataset, a few research studies have generated image sets 
on human perception in street level urban environments 
[11-15,32]. Place Pulse project by MIT Media Lab 
collected human perception regarding safety, wealth, 
boring, beauty, depressing, and livability using 100,000 
images from 56 cities by comparing two street images 
and selecting better image in terms of being safer, 
wealthier, less boring, more beautiful, less depressing, 
and more livable [11,12]. The image ratings are through 
pairwise comparison of two static images, which show 
the place only from one viewpoint and without 
disaggregating the images into influential urban design 
elements on human perception The data platform 
presented in this paper eliminates these limitations by 
enabling (a) capturing high-resolution 360˚ panorama 
images of locations of interests, and (b) annotations on 
images for defining the influential objects in assigned 
ratings by participants. 

The results of previous studies that utilize such image 
datasets to predict human perception indicate that visual 
representations captured in images are reflective of 
human perception and are promising to study urban 
design through leveraging image datasets. Previous 
studies also provide a point of departure about the strong 
indication that a machine can mimic human perception in 
an urban environment if presented with structured and 
large data. With the overall aim to have an empirical 
study on quantifying human restorativeness on urban 
environments, this paper provides the data collection 
platform developed to provide the required input of well-
structured and large datasets for such studies. The 
structure of data is maintained through disaggregation of 
captured images to primitive urban design elements and 
quantifying their influence on the overall human 
experience. 

3 Urban-scale data collection platform 
In this section, we provide the details of the platform 

by introducing the major components of this platform and 
how they function and interact with each other. Major 
components of the platform are explained based on their 
roles in forming the image database (part 1 in Figure 1) 
and in capturing participants input in the crowdsourcing 
phase of the data collection (part 2 in Figure 1). 

3.1 Overview 
An overview of this platform is provided in Figure 1. 

First, the urban image database for images from areas of 
interests should be captured, which includes Geographic 
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Information Systems (GIS) and Google Street View 
(GSV) APIs. The images are stored for locations 
represented with global latitude and longitude 
information of a specific location in Google’s database 
and retrieved by a point by point request through Google 
API. Therefore, to request images through Google API, 
we need to (1) set the spatial boundary of interest using 
GIS, (2) generate a large number of points within the 
boundary in GIS, and (3) request the images and 
metadata (i.e., panoID, geographic coordinate) through 
Google API. During this request, all types of images from 
GSV including the ones about indoor environments are 
also retrieved. Therefore, a filtering component has been 
integrated in the platform that use semantic segmentation 
and unsupervised learning to eliminate images that are 
irrelevant (as detailed in section 3.4). 

The images that stand out after the filtering are stored 
in our database and ready for use in part 2 of the platform 
(labeled with #2 in Figure 1). This part deals with 
capturing and storing response of citizens, who 
participate in the crowdsourcing based data collection. 
The data to be collected includes the ratings of people on 
restorative impact of the environment displayed on a set 
of randomly assigned 360˚ images and the associated 
unidirectional images (i.e., an image from front, back, 
left, right of a selected field of view) along with the 
annotations on images that define sections that were 
influential in participant ratings (see details in section 
3.3). Ratings are captured through a 1-5 Likert on the 
perceived restorativeness scale (PRS) (detailed in section 
2.2). In summary, the data collection platform enables to 
capture:  (1) GSV image, (2) segmentation output of the 
image, (3) crowdsourced ratings on 360˚ and each 
directional image, and (4) annotations of influential 
urban design elements present in an image (Figure 2).  

The following subsections provide further details of 
these components and their functions over the example 

implementation in New York City. 

3.2 Populating the Urban Street Image 
Database 

GSV is an open data source that provides street 
imagery and its metadata, which can be requested by a 
panoID or geographic coordinate. In the platform 
presented here, 360˚ panorama images are captured from 
Google Street View (GSV) in equirectangular projection, 
which is a 360˚ panorama image representation format 
providing a 360˚ horizontally and 180˚ vertically stitched 
image (Figure 4). Extracting the related images for a 

neighborhood of interest, first a spatial boundary is 
defined in GIS. An example boundary (near Washington 
Square Park, NYC) is provided in Figure 3. We generate 
a number of points in GIS (represented as latitude and 
longitude) within this boundary and request GSV images 

Figure 1. Components of the data collection platform and their interactions. 

Figure 2. Data captured and stored through the platform 
for one image. 
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and their metadata for each point generated. As a result, 
generated points within the specified boundary are 
matched with available GSV data as shown in Figure 3. 
As part of the metadata, there is “panoID” which is the 
unique key representing a street view image. Using 
“panoID”, 360˚ panorama GSV images are retrieved in 
this platform. 

Figure 3. Illustration of a spatial boundary selection and 
mapping of GSV metadata within the boundary. Left: 

generated points by GIS; Right: obtained images. 

Using this process, it is possible to populate a large 
image dataset for a neighborhood of interest without the 
need for time consuming manual image collection. The 
image resolution we obtained is 8192 × 4096, which is 
the same quality of 4K 360˚ camera and 4K content in 
VR device, surpassing the problems in previous data 
collection efforts resulting in low resolution images 
(640x640) and lack of visual details. For testing of this 
platform, we captured 2,628 images from NYC 
Washington Square Park area.  

3.3 Projecting images and annotation 
Equirectangular image is a popular format to store 

and convey 360˚ panorama images. However, the image 
is not intuitive to human perspective because it is 
projected as a single flat image with 360˚ horizontal and 
180˚ vertical coordinate in the image (Figure 4). 
Therefore, to use the equirectangular image in the 
platform, the image needs to be converted to a 
perspective projection image.  

Figure 4. Equirectangular image 

Firstly, to capture entire human experience in the 
place at the first page, we used a 360˚ panorama viewer. 
We used open source panorama viewer Pannellum, 
which is built using web programming language (Figure 
5). Next, we extracted unidirectional images from 
equirectangular images (Figure 6). The selected field of 
view are looking front, right, left, back and up along the 
street. 

Figure 5. Equirectangular image projected in a 360˚ 
panorama viewer. 

Figure 6. Unidirectional images (Front, left, up, right, 
bottom along the street) extracted from the 
equirectangular image shown in Figure 5. 

To facilitate capturing parts of an image that were 
influential to a participant’s ratings on restorative impact 
of that image, we set HTML canvas that allow users to 
draw rectangles on sections in images (Figure 7). The 
rectangular shapes on canvas are stored as images during 
the data collection process, which will be segmented 
further in the data analysis phase for quantifying urban 
design elements. 

Figure 7. Annotation capability in the platform. 
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3.4 Filtering out irrelevant images 
The automated population of images from GSV in a 

spatial boundary could result in extracting images that are 
stored in GSV but not representing street views. To 
eliminate such irrelevant images from the image database, 
this data collection platform has a filtering component 
that utilize semantic segmentation and unsupervised 
learning to classify indoor and outdoor images. During 
the initial step of populating the urban image dataset, 
points generated could match to images that are 
representing indoor environments. In order to exclude the 
images related to indoor environments, we used semantic 
segmentation and unsupervised learning. Semantic 
segmentation enables us to parse images and assign a 
class label (i.e., flower, tree, building, car) by pixel level 
and unsupervised learning facilitates clustering based on 
the segmentation output (objects in the image). Since the 
indoor environment has distinct object compositions 
from outdoors, one of the clusters represents the indoor 
images. For semantic segmentation, we utilized the 
HRNetV2 model, which is a neural network based model 
developed by Sun et al. (2019) as a segmentation model 
[35]. Since the objects appearing in indoor and outdoor 
images are distinguished (i.e., indoor: chairs, floor, 
ceiling, refrigerator, as shown in Figure 8; outdoor: cars, 
trees, sky, buildings, as shown in Figure 9), the 
unsupervised learning algorithm can learn the difference 
between indoor and outdoor images based on the 
information from the output of semantic segmentation of 
the image without label. Figure 8 and 9 show 
segmentation results for images captured indoors and 
outdoors, respectively.  

Figure 8. Sematic segmentation of an image from 
indoors. Top: original image; Bottom: segmented 

image, where each colour represents a different category 
of objects. 

The performance of the filtering process has been 
tested using the images captured in Washington Square 
Park boundary as a testbed. For the testbed we generated, 

Figure 9. Semantic segmentation of an image from 
outdoors. Top: Original image; Bottom: Segmented 

image, where each color represents a different group of 
objects. 

We eliminated 406 images from the original urban 
street image set from Washington Square Park. The 
overall accuracy of the model to classify indoor/outdoor 
images was 99.23% and the only error was on Type I (i.e., 
outdoor predicted as indoor) as 5% (Table 2). 

Table 2. Accuracy of indoor/outdoor classification 
model. 

Actual class 
Prediction 

Indoor Outdoor 

Indoor 386 20 
Outdoor 0 2,222 
Accuracy 99.23% 

3.5 Crowdsourcing to capture citizen ratings 
PRS to measure restorativeness impact of a location 

and 360˚ panorama GSV images were integrated and 
implemented as part of a questionnaire in a 
crowdsourcing platform to capture the restorative quality 
of places in urban settings. The crowdsourcing platform 
was developed by utilizing JavaScript and SurveyJS for 
generating the survey forms and integrates to the urban 
street database generated. The questionnaire composes of 
six pages, where each page has the same PRS questions 
(Figure 10). A participant will be given a 360˚ panorama 
image (same as a GSV in Google Maps) on the first page, 
and the rest of the pages will show the unidirectional 
images (along the street: front, right, left, back, up). The 
reason for collecting responses for each disaggregated 
image is since the PRS ratings of the 360˚ panorama 
image includes contributions of each disaggregated 
image.  Additionally, in each unidirectional view of the 
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location (e.g., front), participants are asked to select areas 
that were influential in their ratings of that location’s 
restorative capacity as annotations on the image.  

Figure 10. Crowdsourcing part of the platform. 

 This information is captured and used to update the 
images stored in the filtered database. Figure 11 shows 
examples of images stored in the urban image dataset 
through the utilization of the platform.   

Figure 11. Examples of collected 360˚ panorama images 

4 Conclusion and Future Work 
We developed a data collection platform that 

integrates GIS, GSV, and a crowdsourcing module to 
enable capturing of massive and high-resolution urban 
scale image sets that are rich in visual information. The 
platform also enables marking urban design elements 
present in images and relating them to citizen ratings 
captured through the crowdsourcing component. We 
implemented this platform and developed measurement 
tools to capture a sense of restorativeness towards urban 
street images. The platform uses semantic segmentation 
and unsupervised learning to classify images to exclude 
indoor images retrieved from GSV.  

The collected data is anticipated to be used to identify 
the urban street elements affecting perceived 
restorativeness as a future work. Finally, we expect that 
this platform will be utilized in other interdisciplinary 
studies since the database and platform have the potential 
to be extended to capture other aspects relevant to urban 
studies possibly expanding with other GIS data such as 
census data, land use data, and building data as needed. 
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Abstract -
Productivity and safety are in a trade-off relationship, and

the improvement of the safety management system of con-
struction sites is a pressing issue. Therefore, it is important
to know and analyze information about incidents at real con-
struction sites. However, it is difficult to gather information
about these incidents from workers’ self-reports. Therefore,
in this research, we take an approach to view the workers as
the sensors distributed in construction site and detect these
incidents with the reaction of the workers. Biological signals
such as heart rate, sweating, and muscle activity are the sig-
nals generally used to detect an emotional reaction; however,
requiring workers to attach electrodes to their body during
work is not suitable. Thus, we focused on blinks since they
can be detected without electrodes attached to the skin. This
study aims to investigate changes that occur in human blinks
during an incident at a construction site. For safety pur-
poses, this study used VR technology to simulate an incident
at a construction site. During the simulation, an image of
the subject’s eyes was taken by the camera installed in the
head-mounted display. The results of this study suggest that
humans who face an incident have lower blink rates because
they gaze at the cause of the incident.

Keywords -
Blink; Construction sites; Head-mounted display; VR

1 Introduction
Focusing on current industrial accidents in Japan, the

number of fatalities in the construction industry accounts
for more than 30% of fatal accidents in all industries. The
number of fatalities due to accidents in construction indus-
tries has been on a downward trend; however, the decline
has stagnated over the last decade. This shows that en-
suring the safety of workers at construction sites is an
important and urgent theme. On the other hand, improve-
ment in labor productivity is also an urgent challenge. In
many situations, productivity and safety are in a trade-off
relationship. For instance, the areas, where workers and
construction machines are active, are often separated for
safety reasons in construction sites. However, restricting

Figure 1. Concept of the final goal

movable ranges too narrowly for safety reasons would ad-
versely affect work efficiency. This means development
of technologies for improving safety without lowering ef-
ficiency is necessary.

To improve safety without lowering efficiency, identi-
fying when danger occurs at the construction site is of
utmost importance. It is also generally said that there are
many “incidents” behind the serious accidents that cause
fatalities. Thus, the motivation for our study is to col-
lect information on these incidents. At many construction
sites, these incidents are currently collected through re-
ports from workers. However, these are uncertain methods
because they are subjective on the worker’s memory.

There are two possible methods for detecting incidents
from construction sites. One is by observing the entire
construction site using cameras or LiDAR, and the other
is through the measurement of workers. In this study, we
focused on the latter method.

A previous study detected incidents through the mea-
surement of workers via heart rate variability. This method
is also actively conducted, especially for detecting stress
[1], sleepiness and fatigue[2], and the feeling of “traffic
near-miss” (surprising)[3, 4] among car driver subjects
using heart rate and other indicators. Heart rate is related
to a person’s mental state. During tension, the sympathetic
nervous system is more dominant resulting to higher heart
rates. However, it is generally known that the heart rate in-
creases not only during mental tension but also during ex-
ercise and work. Furthermore, attaching many electrodes
to field workers is not considered as a suitable method.
Therefore, we focused on the element of eye blinks.
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Blinking is associated with various factors such as pre-
vention of corneal dryness, eye purification, eyelid muscle
refreshment, and mental conditions such as anxiety and
tension/attention[5]. A study relates blinking to stress in
driving and using a personal computer[6, 7]. Blinking
is not only measured by electrodes attached to the skin,
but a method has also been developed for measuring it
from images, which is suitable for this study since it is a
non-contact procedure.

The aim of this study is to detect incidents that occur
at construction sites. We aim to detect them by measur-
ing blinks of workers when faced with dangerous inci-
dents. Figure 1 shows our concept. As the first step, it
is necessary to investigate what kind of changes human
blink shows when human experiences a dangerous inci-
dent. This study uses VR technology as a safety precaution
during the simulation of such incidents.

2 Method
VR technology was used to simulate the incident.

Specifically, the subject wore a head-mounted display
while viewing the VR image. A small camera was also
installed in the head-mounted display to observe the state
of blinking during the experiment.

Simple image processing was performed to detect the
state of blinking. Since the camera was fixed to the head-
mounted display, the position of the eyes can be easily
specified manually. First, the brightness and contrast were
adjusted for the obtained image, including the eye region.
Next, the edges of the upper and lower eyelids were clearly
visualized by bilateral smoothing and adaptive binariza-
tion. After image processing, the number of blinks was
counted visually. Similarly, the high-speed opening and
closing of the eyelids that occurred during 100-200 ms was
considered to be a “blink”. Figure 2 shows an example of
this simple image processing.

Figure 2. Simple image processing to blink detection

For comparison, we calculated the blink rate, which
represent the number of blinks per minute. We compared
the blink rate both when the incident is occurring and not
occurring.

3 VR Experiment
3.1 Outline of Experiment

In this experiment, participants watched the simulation
environment of the construction site through a VR video.
During the simulation, an image of the subject’s eyes was
taken by the camera installed in the head-mounted display.
In order to know the scene where the subject perceived
danger, a gamepad was used and the subject was instructed
to press a button during a dangerous scene.

3.2 VR video

The videos shown to the subject in the VR experiment
must reproduce the incident. We focused on incidents
related to collision of construction machines and humans,
which is a very common accident at construction sites. To
prepare videos that are impressive to the subjects, we used
reverse playback. We carefully brought the construction
machine and the 360-degree camera close to each other
and shot a video of the construction machine moving away
from the high-speed 360-degree camera.

We prepared the following four types of incident VR
videos:

• Two types of incident videos in which the hydraulic
excavator goes backwards without noticing the pres-
ence of the worker and almost comes into contact with
the worker. There are two types of stop positions: (i)
long-distance backward and (ii) short-distance back-
ward.

• Two types of incident videos in which the hydraulic
excavator turns unaware of the presence of the worker,
and the tip of the bucket almost comes into contact
with the worker. There are two types of distances
to the excavator: (i) Long-distance turning and (ii)
Short-distance turning.

For that incident VR video, we compared the blink rate
before and after the incident occurs. However, discrepan-
cies may arise when subjects expect that an incident will
occur.

Therefore, we prepared four types of VR videos where
incidents do not occur.

• One type of non-incident scene where the hydraulic
excavator is stationary at a sufficient distance from
the worker (stand by).

1192



37𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2020)

Figure 3. Sample Scene of a VR Video

• One type of non-incident scene where the hydraulic
excavator turns in the opposite direction from the
worker (non-accidental turning).

• One type of non-incident scene where the hydraulic
excavator moves forward and away from the worker
(forward).

• One type of non-incident scene where the hydraulic
excavator crosses at a distance far enough from the
worker (crossing).

In addition, we prepared the videos so that the subject
could see the paper near the subject’s hand. This replicates
a scene where the subject is working at the site while
looking at the paper, such as progress schedule charts. The
subjects were instructed in advance to look at the paper
in front of them while paying attention to the construction
machines as if they were in a construction site. These
eight types of images were about one-minute long each
and presented to the subjects in random order. An example
scene of the prepared VR videos is shown in Fig. 3.

All these VR videos were shot at the Public Works
Research Institute. We used Theta V from Richo and
ZAXIS120 from Hitachi Construction Machinery as the
360-degree camera and hydraulic excavator, respectively.

3.3 Experimental Equipment

The head-mounted display used in the experiment was
Vive COSMOS from HTC. This included headphones for
the audio output of the virtual environment.

The two small cameras installed inside the head-
mounted display were Raspberry Pi Camera Module V2.
To capture a wider area inside the head-mounted display,
the lens of the cameras was replaced with a 195属 wide-
angle lens. Two cameras were controlled by the Raspberry
Pi 3B with a frame rate of 30 fps. This frame rate was se-
lected since blinks are generally captured between 150 and

Figure 4. Two cameras installed inside the head-
mounted display

200 ms. To synchronize the VR video presentation and
camera control, an integrated experimental environment
was constructed using Unity.

The inside of the head-mounted display is shown in
Fig. 4 where the two red circles are the cameras. Since the
inside of the head-mounted display is sufficiently dark, the
camera does not interfere with the subject’s VR watching.

3.4 Participants

Three healthy male volunteers took part in the experi-
ment and supplied informed consent. This study was ap-
proved by the research ethics committee of the University
of Tokyo.

4 Results and Discussion
The results of the VR experiment are shown in Fig. 5.

The blue bar stands for the average of subjects’ blink rate
before the incident occurs, while the red bar stands for
the average of subjects’ blink rate during the incident. The
timing of the incident was determined from the video once
the heavy equipment started to move.

Three results excluding short-distance backward re-
vealed that the blink rate during the incident tended to
be lower than that in the safe state. First, we must consider
the reason why the blink rate did not decrease in Short-
distance backward. Interestingly, the blinks that seemed
to be voluntary were concentrated in the results of one
subject which shows the higher blink rate. This is consid-
ered to be the reason for the higher average of blink rate
in Short-distance backward. Voluntary blinks caused by
some reasons unrelated to VR incidents such as eye itching
become noise in this experiment. Hence, increasing the
number of subjects and performing statistical processing
are recommended to potentially eliminate noise unrelated
to VR incidents.

Next, we discuss the decreasing tendency observed in
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(a) Long-distance turning (b) Short-distance turning (c) Long-distance backward (d) Short-distance backward

Figure 5. Blink rate during incident and safe time

the three graphs. The first possibility is that the blink rate
gradually decreases while watching a VR video for one
minute. In other words, the blink rate is high until subjects
adjust to the brightness of the VR image, and it decreases as
they adjusted to it. Therefore, we calculated the blink rate
in the “stand-by” condition where subject is farthest from
the incident by dividing one minute into 10 seconds each
(0-10 s, 10-20 s, 20-30 s, 30-40 s, 40-50 s, and 50-60 s).
According to the results of the calculation, the blink rate
under the stand-by condition remained almost constant.
Therefore, this consideration was excluded. From this, it
was considered that the decrease in the blink rate shown
in the three graphs is related to the incident.

Another possible cause for the decreasing trend is that
the subjects gazed at the cause of the incident (excavator).
It is well known that the blink rate of a person who is
gazing at something decreases, and this can explain the
decreasing trend properly. The purpose of this study was to
examine changes that occur in human blinks when humans
experience an incident at a construction site. The results
of this research suggest that humans during an incident
have lower blink rates because they gaze at the cause of
the incident.

During application of this approach for incident detec-
tion at construction sites, it is necessary to make a distinc-
tion between blink rate reduction due to incidents from
those due to gaze irrelevant to incidents. In this case, a
combination of saccades and facial expressions is consid-
ered effective.

5 Conclusion
In this study, we investigated the changes that occur in

human blinks when humans experience an incident at a
construction site. The VR experiment was performed us-
ing a VR video simulating an incident scene. Our results
suggest that humans during an incident have lower blink
rates because they gaze at the cause of the incident. How-
ever, increasing the number of subjects is recommended
to further verify the suggestions obtained in this study.
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Abstract – 

An Unmanned Aerial Vehicle (UAV), equipped 
with a Light Detection And Ranging (LiDAR) 
scanner, can collect high-accuracy point cloud data 
of facilities in cluttered indoor environment. Recent 
developments in aerial robotics have demonstrated 
navigation through designated waypoints, yet little 
has been investigated on the trajectory to complete a 
full scan of the environment. This study develops an 
automated approach to integrate scan planning and 
trajectory generation of a LiDAR-carrying UAV. 
The proposed approach converts an as-designed 
Building Information Model (BIM) into an 
occupancy map, where a set of waypoints are 
generated with a greedy algorithm. The shortest 
collision-free path to traverse all the waypoints is 
computed with the A* algorithm and Genetic 
Algorithm (GA). After that, the straight-line 
segments are transformed into a minimum snap 
trajectory formed of piecewise polynomials. The 
planned trajectory is validated with both a 
MATLAB numerical solver and a Hardware-In-the-
Loop (HIL) simulation in the Unreal Engine 4. 

 
Keywords – 

UAV; LiDAR; BIM; Hardware-in-the-loop; 
Motion planning 

1 Introduction 
Terrestrial Laser Scanning (TLS) is commonly used 

in the Architecture, Engineering, Construction and 
Facility Management (AEC/FM) industry for site 
inspection, progress tracking and model generation. 
Traditional ways of TLS involve selection of scanner 
locations and registration of multiple point clouds. This 
process is usually conducted manually by surveyors, 
which is time-consuming and subject to coverage issues 
[1]. A wise approach is to integrate a Light Detection 
And Ranging (LiDAR) scanner with a ground or aerial 
robot, making it a versatile and efficient tool for Mobile 
Laser Scanning (MLS). An Unmanned Aerial Vehicle 

(UAV), owing to its autonomy and flexibility, is a good 
choice for the platform, especially in cluttered 
environments where the walkability is poor. In recent 
years, research in LiDAR-carrying UAVs has 
demonstrated robustness in Simultaneous Localization 
And Mapping (SLAM), as well as autonomous 
navigation in unknown environments [2]. However, 
most existing methods focus on navigation through a 
sequence of designated waypoints, while it is difficult to 
achieve an autonomous flight. The missing segment is 
planning for the essential waypoints to explore the 
environment and complete a full scan. This problem can 
be effectively addressed when prior knowledge of the 
environment is available, such as the design information 
of buildings and facilities.  

This study is proposed to close the loop of scan 
planning and UAV path finding, with the aim of 
facilitating a fully autonomous flight for LiDAR-
carrying UAVs. It starts from an as-designed Building 
Information Model (BIM), which retains the geometric 
and semantic information of a facility and is compatible 
with various data formats [3]. The sensor model is 
constructed based on an existing product [4] to represent 
the perception range, Field of View (FOV), and Level 
of Detail (LOD). A greedy algorithm is designed to 
iteratively maximize the coverage of the planned 
waypoints, followed by a Traveling Salesman Problem 
(TSP) to solve for an optimal path that consists of 
straight-line segments. This serves as a guiding path, 
which is transformed into a minimum snap trajectory 
with Quadratic Programming (QP).  

The planned trajectory is validated first with a 
MATLAB numerical solver, before conducting a 
Hardware-In-the-Loop (HIL) simulation with the Robot 
Operation System (ROS) [5] and Unreal Engine 4 (UE4) 
[6]. The HIL simulation builds on our previous work [7] 
with an extension of automated control input. The 
intended scene is a cluttered indoor environment filled 
with Mechanical, Electrical and Plumbing (MEP) 
components.  

This paper is organized as follows: section 2 
provides a comprehensive review of the related studies 
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on LiDAR-carrying UAVs. Section 3 illustrates the 
proposed methodology on scan planning and trajectory 
generation, followed by the simulation environments 
and results in section 4. In closing, the conclusion and 
future work will be presented in section 5. 

2 Literature Review 

2.1 Scan Planning 
The purpose of scan planning is to ensure coverage 

of the target objects while minimizing the cost of time 
or energy. Compared with traditional TLS, a mobile 
LiDAR scanner automatically enforces overlapping 
between consecutive scans for registration. However, 
similar techniques can be applied for visibility analysis 
and occlusion handling. For example, Argüelles-Fraga 
et al. [8] developed a method to parametrize the 
influencing factors of scan accuracy, based on a circular 
cross-section tunnel. Biswas et al. [1] proposed a BIM-
oriented approach to determine optimal scanner 
locations that maximize the covered surfaces while 
considering occlusions between components. Wang et 
al. [9] presented a greedy algorithm to iteratively 
generate scanner locations around concrete specimens. 
While the above-mentioned studies aim at planning for 
fixed scanner locations, an integrated framework was 
proposed in [10] to generate waypoints of LiDAR-
carrying UAVs and connect them with the shortest path. 
This study provides a clear outline to plan for scanning 
paths, yet little has been discussed on trajectory 
generation and flight control for detailed 
implementation. 

2.2 Localization and Mapping 
Localization is a critical issue for UAVs in an indoor 

environment, where GPS signals are not available. It is 
often combined with mapping to form a SLAM problem. 
The objective of localization is to obtain the 6-DoF 
(Degrees of Freedom) state estimation, including 3 
positions (x, y, z) and 3 orientations (yaw, pitch, roll). 
This can be achieved with internal sensor suites, 
including Inertial Measurement Units (IMUs), LiDAR 
scanners, monocular and stereo cameras. IMUs are 
easily accessible, lightweight sensors that measure 
acceleration and angular velocity at high frequency. 
They are usually fused with other sensory data to 
produce odometry. LiDAR-based solutions, such as 
LOAM [11], outperform vision-based methods in terms 
of cumulative drifts. However, the demand for payload 
limits their application in Micro Aerial Vehicles 
(MAVs). There are also methods that take advantage of 
both types, such as V-LOAM [12], which is ranking the 
top on the KITTI odometry benchmark [13]. 

SLAM problems can be solved with filter-based 

algorithms, such as the commonly used Extended 
Kalman Filter (EKF), Unscented Kalman Filter (UKF) 
[14] that deals with highly nonlinear models and particle 
filter [15] that can handle non-Gaussian distributions. In 
recent years, it is a growing trend to switch from filters 
to graph optimization, integrated with loop closure to 
reduce cumulative drifts. Such examples include ORB-
SLAM [16] and VINS [17]. 

2.3 Motion Planning 
In UAV motion planning, the term “path” and 

“trajectory” are often used interchangeably. According 
to [18], a path can be a continuous curve or discrete line 
segments connecting two positions, while a trajectory 
refers to a path parametrized with time t. In this paper, 
we use “path” to denote straight-line segments 
connecting waypoints, and “trajectory” for high-degree 
polynomials to be followed by a UAV.  

The objective of UAV path planning is to determine 
the shortest collision-free path that connects the take-off 
position, a sequence of waypoints, and the landing 
position. Path planning problems can be solved 
efficiently with sampling-based methods, which 
generate random samples and connect to a search graph. 
Examples include Probabilistic Road Map (PRM), 
Rapid-exploring Random Tree (RRT), and RRT* [19] 
which converges to optimality as samples increase. 
Search-based methods, such as Dijkstra’s algorithm and 
A* algorithm, are also frequently used to find the 
optimal path from a search graph. A* is an extension of 
Dijkstra’s algorithm that evaluates each search node 
with a heuristic function before accessing it. As shown 
in [20], search algorithms can be combined with 
sampling methods to enable real-time processing.  

To transform a path into a trajectory, the simplest 
approach is to solve for the polynomial parameters with 
respect to t, by setting waypoint constraints. However, a 
UAV trajectory is supposed to be safe and feasible, at 
least twice differentiable to produce velocity and 
acceleration. Mellinger and Kumar [21] formulated the 
trajectory as an optimization problem to minimize 
energy consumption and solved with Quadratic 
Programming (QP). Richter et al. [19] extended their 
work to an unconstrained QP and ensured safety by 
adding intermediate waypoints. A different technique 
was proposed by Chen et al. [22] that generates flight 
corridors formed by safe regions, and constrain the 
trajectory within it.  

3 Methodology 
This section describes the proposed methods and 

implementation. An overview of the framework is 
illustrated in Figure 1. The planning phase consists of 
four steps: (1) map construction, (2) waypoint 
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determination, (3) path finding and (4) trajectory 
generation, which are detailed in 3.1-3.4, respectively. 
The target facility is a water treatment plant located in 
Tai Po, Hong Kong SAR. It is a cluttered indoor area 
filled with MEP components, such as pipelines and 
valves. One set of the pipelines, which is part of the 
duplicated layouts, is extracted as the test area. The 
planning phase is implemented in MATLAB, followed 
by the simulations in section 4. 

3.1 Map Construction 
The UAV motion planning is performed on an 

occupancy grid map, where each cell is attached with a 
label, indicating obstacles or free space. The map is 
constructed based on an as-designed BIM of the target 
object, as shown in Figure 2. The model is exported as 
an OBJ file with an add-in [23] of Revit, and meshed in 
CloudCompare [24] to produce a reference point cloud, 
displayed in Figure 3. The reference point cloud 
consists of evenly distributed points, covering the 
surface of the objects. It is represented with the KD-tree 
data structure, which enables fast K-Nearest Neighbor 
(KNN) search for computing safe distance. An empty 
voxel grid is created with resolution s, and a KNN 
search is applied between the grid points and the 
reference point cloud. Depending on the nearest 
neighbor distance d, and the safe threshold θd, each cell 
in the voxel grid is labeled as obstacle (d < 0.5s), safe 
region (d > θd), or buffer zone. Considering the scale of 
the facility, s and θd are determined as 0.5m and 1m, 
respectively. This completes the construction of the 
occupancy grid map. 

  
Figure 2. The as-designed BIM of the target 
components in Revit 

  
Figure 3. The meshed point cloud in 
CloudCompare. Surface density = 1000. RGB 
entries are obtained from the texture. 

3.2 Waypoint Determination 
The objective of waypoint determination is to bridge 

the problem of traditional TLS with that of LiDAR-
carrying UAVs. A greedy algorithm was proposed in [9] 
that maximizes the number of covered surfaces at each 
selection. However, this method is not model-based and 
works only for concrete specimens. In this study, we 
adopt a similar idea that tries to achieve the local 
optimum when generating each waypoint and iterate 
until the requirements are satisfied. Besides, we 
describe the coverage based on the LiDAR model and 
consider occlusion handling. 

3.2.1 LiDAR Model 

The sensor model in this paper is constructed based 
on an existing product, RS-LiDAR-32 [4], of which the 
specifications are listed in Table 1. Geometrically, the 
sensor coverage can be described as the volume 
between two conic surfaces, bounded by the sphere of 
perception range (Figure 4). Given the LOD 
requirement δ and angular resolution θ, the perception 
range L should be reduced according to Equation (1): 

𝐿 =  𝛿/𝜃 (1) 

In this case, the smallest element has a diameter of 5cm. 
Considering the typical measurement error of ±2cm and 
the worst-case resolution 0.4°, the perception range is 
determined as 4m to ensure detection of the pipes. As 
for the FOV, UAVs will not stay horizontal during the 
flight because the pitch, roll angles change according to 
the x-y motion. Therefore, the vertical FOV can be 
reduced to account for the inclination. In this study, the 

 
Figure 1. Workflow of the planning phase 

Map 
Construction
•KD-tree

Waypoint 
Determination
•Greedy algorithm

Path Finding
•A* algorithm
•Genetic Algorithm

Trajectory 
Generation
•Unconstrained QP
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reduction is taken as 10%. 

Table 1. RS-LiDAR-32 specifications 

Horizontal FOV 360° 
Vertical FOV –25° ~ +15° 

Horizontal Resolution 0.1°/ 0.2°/ 0.4° 
Vertical Resolution ≥ 0.33° 

Range 200m 
Range accuracy (typical) ±2cm 

 
Figure 4. Coverage of the LiDAR model. The 
donut shape bounded by two conic surfaces 
(FOV) and a sphere (perception range) 

3.2.2 Greedy Algorithm 

The greedy algorithm is designed to generate a set of 
waypoints by maximizing the number of newly covered 
cells at each iteration, until the stopping criteria are met. 
The algorithm takes all the occupied cells (i.e. obstacles) 
as the target to be covered, and the safe regions as 
potential waypoints. A greedy search is applied to 
determine the safe cell with maximum coverage and add 
to the waypoint list. Detailed procedures are illustrated 
in Algorithm 1. The coverage examination is explained 
as follows.  

For each safe cell, the range search is applied to 
return all the target cells within the sphere of perception 
range. This is also achieved with the KD-tree structure. 
After that, the sphere is reduced according to the FOV 
with Equation (2), where γ is the angle between the 
vector u from the safe cell to the target cell, and the 
body frame z-axis z. This represents the volume 
sandwiched between two conic surfaces from the 
vertical FOV, as illustrated in Figure 4. 

𝛾 = cos−1 (
𝒖 · 𝒛

‖𝒖‖‖𝒛‖
) ∈

𝜋

2
− 𝐹𝑂𝑉 (2) 

The occlusion handling is realized with similar 
techniques. The vector l, which connects the safe cell 
with an obstacle cell, is checked against u. When 
Equation (3) and (4) are both satisfied, the ray to the 

target cell is considered as occluded by the obstacle. 
These equations indicate the cylindrical volume 
centered around u, with radius 1/2 of the grid size. An 
illustration is available in Figure 5. The occlusion check 
is applied for the obstacle cells within the spherical 
range. When all the obstacles return false, the target cell 
is considered as within the coverage. 

ℎ =
‖𝒍 × 𝒖‖

‖𝒖‖
<
1

2
𝑠 (3) 

𝑝 =
‖𝒍 · 𝒖‖

‖𝒖‖
∈ (0, ‖𝒖‖) (4) 

 
Figure 5. Illustration of Equation (2), (3) and (4). 
γ is the angle between u and z, h is the point-to-
line distance and p is the projection of l on u 

 

Algorithm 1 Greedy algorithm 
i ← 0 
waypoints ← empty() 
uncovered_map ← obstacles 
while i < max_iteration 

max_coverage ← empty() 
max_cell ← null 
for cell in safe_region 

sphere ← range_search(cell, uncovered_map, L) 
cone ← reduce_by_FOV(sphere) 
coverage ← reduce_by_occlusion(cone) 
if coverage > max_coverage 

max_coverage ← coverage 
max_cell ← cell 

end if 
end for 
uncovered_map ←  uncovered_map \ max_coverage 
waypoints ← waypoints ∪ max_cell 
i ← i+1 
if max_coverage < quit_threshold 

break 
end if 

end while 
return waypoints 

1198



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

3.3 Path Finding 
After a set of waypoints are determined, the problem 

is to compute an optimal path to traverse all of them. 
According to [10], this can be formulated as a TSP and 
solved efficiently with Genetic Algorithm (GA). We 
adopt similar techniques to solve for a collision-free 
path that ensures the shortest summed Euclidean 
distance. However, this path contains straight-line 
segments and sharp turns that are unsuitable for flight 
control. Therefore, it serves as the waypoint constraints 
for trajectory generation.  

To form the TSP, a cost matrix is required to 
represent the pairwise path cost between the nodes. In 
this problem, it is constructed with the A* algorithm, 
which is applied on every pair of the waypoints. The 
occupancy map is treated as a search graph, where the 
successors of a cell are generated from the 26 adjacent 
cells. The heuristic function is taken as the Euclidean 
distance to the goal, which is guaranteed to be 
admissible. 

After the cost matrix is obtained, the GA is 
implemented as follows:  

1. The initial population is generated with random 
permutation of the waypoints, in bit arrays.  

2. The tournament selection is applied to obtain a set 
of parents based on the fitness function, which is 
the summed path cost of the ordered sequence.  

3. Three operations are applied to produce the next 
generation: (1) copy: select a member and copy 
directly to the next generation. (2) crossover: 
select two parents to produce offspring. Here, the 
order crossover operator is used, which takes a 
subset from parent 1, and arrange the remaining 
bits according to their order in parent 2. (3) 
mutation: select a member and randomly switch 
two bits in it.  

4. Iterate from step 2, until N generations. 

For this study, a population size of 1000 is applied on a 
set of 10 waypoints. The rate of copy, crossover and 
mutation are 9%, 90% and 1%, respectively. The 
optimal solution first appeared after 9 generations. 

3.4 Trajectory Generation 
The UAV trajectories are usually represented as 

piecewise polynomials parametrized with time t, in 
three dimensions, respectively. To ensure kinodynamic 
feasibility, the trajectory is subject to the derivative 
constraints which come from the specified end 
derivatives, and the continuity constraints which ensures 
smoothness. The expression in one dimension is shown 
in Equation (5) and (6), where the trajectory is an N-
degree polynomial with M pieces: 

 

𝑓(𝑡) =  

{
 
 
 

 
 
 𝑓1(𝑡) =∑ 𝑝1,𝑖(𝑡 − 𝑇0)

𝑖
𝑁

𝑖=1
     𝑇0 ≤ 𝑡 ≤ 𝑇1

𝑓2(𝑡) =∑ 𝑝2,𝑖(𝑡 − 𝑇1)
𝑖

𝑁

𝑖=1
     𝑇1 ≤ 𝑡 ≤ 𝑇2

⋮

𝑓𝑀(𝑡) = ∑ 𝑝𝑀,𝑖
𝑁

𝑖=1
(𝑡 − 𝑇𝑀−1)

𝑖   𝑇𝑀−1 ≤ 𝑡 ≤ 𝑇𝑀

 

 
 
 

(5) 

s. t.       {
𝑓𝑗
(𝑘)(𝑇𝑗) = 𝑥𝑇,𝑗

(𝑘)

𝑓𝑗
(𝑘)(𝑇𝑗) = 𝑓𝑗+1

(𝑘)(𝑇𝑗)
 

 
(6) 

To solve for the polynomial parameters pj,i, we refer 
to the method in [21], which formulates the trajectory as 
an optimization problem: the objective is to minimize 
the fourth order derivative (i.e. snap) of the trajectory, 
subject to the continuity constraints and derivative 
constraints. Equation (7) and (8) illustrate the problem 
definition in vector form, where p is the collection of 
polynomial parameters and Q is the Hessian matrix, Aeq 
and deq are the collection of constraints. The minimum 
snap trajectory is a seventh degree (N=7) piecewise 
polynomial, which optimizes the least energy 
consumption. The variable p can be solved with QP. 

min.        𝐽 = ∫ (𝑓(4)(𝑥))
2

𝑑𝑥
𝑇

𝑜

= [

𝒑𝟏
⋮
𝒑𝑴
] [

𝑸𝟏(𝑇1)

⋱
𝑸𝑴(𝑇𝑀)

] [

𝒑𝟏
⋮
𝒑𝑴
]

𝑇

 

= 𝒑𝑻𝑸𝒑 

 
 
 

(7) 

s. t.        𝑨𝒆𝒒 [

𝒑𝟏
⋮
𝒑𝑴
] = 𝒅𝒆𝒒 

 
(8) 

 However, direct optimization of polynomial 
parameters is numerically unstable, because the values 
are usually very small as time t increases.  Therefore, 
we adopt the method in [19] to reformulate the problem 
as an unconstrained QP. A mapping matrix M is 
constructed to transform the variable from polynomial 
parameters p into the end derivatives d. Additionally, a 
binary selection matrix C containing 1s and 0s is 
constructed to separate the fixed derivatives dF and free 
derivatives dP. The derivative constraints and continuity 
constraints are automatically enforced by the selection 
matrix. In this way, the problem is transformed into an 
unconstrained QP. The composition matrix in the 
middle can be further split according to the size of dF 
and dP, as shown in Equation (9) and the close-form 
solution is obtained with Equation (10). The optimized 
end derivatives are transformed back to polynomial 
parameters to compute the trajectory.  
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𝐽 = [
𝒅𝟏
⋮
𝒅𝑴

]𝑴−𝑇𝑸𝑴−1 [
𝒅𝟏
⋮
𝒅𝑴

]

𝑇

 

= [
𝒅𝑭
𝒅𝑷
]
𝑻

𝑪𝑴−𝑻𝑸𝑴−𝟏𝑪𝑻 [
𝒅𝑭
𝒅𝑷
] 

= [
𝒅𝑭
𝒅𝑷
]
𝑻

[
𝑹𝑭𝑭 𝑹𝑭𝑷
𝑹𝑷𝑭 𝑹𝑷𝑷

] [
𝒅𝑭
𝒅𝑷
] 

 
 
 

(9) 

𝒅𝑷
∗ = −𝑹𝑷𝑷

−𝟏𝑹𝑭𝑷
𝑻 𝒅𝑭 (10) 

To construct the Hessian matrix Q and mapping 
matrix M, the time duration Ti for each segment is 
required. In this study, the time is allocated according to 
the Euclidean path cost, based on the predefined 
average velocity at 1m/s. Another critical issue in 
trajectory generation is that the piecewise polynomial 
may deviate from the collision-free guiding path. To 
reinforce safety, collision check is performed along the 
trajectory with KNN search. The positions at each 
timestamp are checked against the nearest obstacle cell. 
The midpoint of guiding path segments will be added as 
an intermediate waypoint if collision is detected.  

4 Validation 
This section describes two separate experiments to 

validate the planned trajectory. The first one is 
performed in MATLAB with the numerical solver 
ode45. A simple PID controller is implemented to 
realize the motion control. The second experiment is an 
HIL simulation in the UE4 environment, where a 
physical flight controller is employed to communicate 
with the simulator. Details are explained in 4.1 and 4.2, 
respectively.  

4.1 MATLAB simulation 
The UAV trajectories are executed with a flight 

controller, which takes in the desired states and true 
states of the UAV at each moment to produce the 
desired motor output. The planned trajectory is 
published in a stream of state vectors [x, y, z, vx, vy, vz, 
ψ, θ, φ, ωx, ωy, ωz]T∈R12, with a fixed frequency. It was 
demonstrated in [21] that the full state vector can be 
reduced to the 3D position and yaw angle [x, y, z, ψ]T, 
due to the differential flatness property. For this study, 
only the 3D position is enforced while the yaw planning 
is left as future work. A PID controller is constructed 
following the nested loops in [25], where the position 
control lies in the outer loop and influence the attitude 
control in the inner loop. The governing equation is 
shown in Equation (11), where e(t) is the error between 
the desired state and true state. The control output u(t) is 

 
Figure 6. Simulation results in MATLAB. In subplot (1), the planned trajectory and the ground truth 
trajectory are plotted with green and blue curves, respectively. The grey cells indicate the obstacles. In (2)-
(9), the desired states and the true states are plotted with blue and red curves, respectively. For the roll and 
pitch angle, the desired values are not commanded, but determined by the horizontal motion, instead. 
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related to the Force and Moment with the Newton-Euler 
equations, as shown in Equation (12) and (13). The 
weight mg and moment of inertia matrix I are 
determined according to the UAV model in [26]. The 
gain parameters Kp and Kd are tuned manually, while the 
Integral term is omitted for simplicity. During the 
simulation, the desired states are the input from the 
trajectory generator, while the true state is computed 
with the ode45 solver, based on rigid body dynamics.  

𝒖(𝑡) = 𝒙̈𝒅𝒆𝒔(𝑡) + 𝐾𝑑𝒆̇(𝑡) + 𝐾𝑝𝒆(𝑡) (11) 

𝑚𝒑̈ = [
0
0

−𝑚𝑔
] + 𝑹 ∙ [

0
0
𝛴𝐹𝑖

] 
 

(12) 

𝑰 ∙ [
𝛷̈
𝜃̈
𝜓̈

] + [

𝜔𝑥
𝜔𝑦
𝜔𝑧
] × 𝑰 ∙ [

𝜔𝑥
𝜔𝑦
𝜔𝑧
] = [

𝛴𝑀𝑥

𝛴𝑀𝑦

𝛴𝑀𝑧

] 
 

(13) 

The simulation result is plotted in Figure 6, where 
subplot (1) is a 3D view of the trajectory and (2)-(9) are 
the UAV states against time. 

4.2 HIL simulation 
The UE4 is an advanced game engine that provides 

highly realistic virtual environment. Besides, it enables 
a wide range of robotics applications, such as navigation, 
computer vision, deep learning, etc. This is the main 
reason why it is selected as the platform for experiment. 
The HIL simulation is carried out based on our previous 
work [7], in which a software pipeline was developed to 
integrate UE4 with ROS. The former provides the 
physics engine and high-quality sensor data, while the 
latter contains abundant packages for robotics 
perception and odometry. The communication between 
them is realized with the ROS master.  

In this simulation, the as-designed BIM of the target 
facility is exported in FBX format and then imported 
into UE4 to create a scene, as shown in Figure 7. The 
planned trajectory is coded into a script as a stream of 
messages with timestamp, position and orientation. The 
script is passed into the UE4 server through an API 
layer, AirSim [27]. The trajectory is executed with a 
hardware flight controller, Pixhawk 4 [28], which 
subscribes desired states and ground truth states from 
the UE4 environment and publish motor outputs to the 
UAV model. A screenshot during the simulation is 
displayed in Figure 8.  

5 Conclusion and Future Work 
This paper presents an integrated framework to 

bridge the robotics problem of UAV navigation with the 
civil engineering application of as-built point cloud 

generation. The framework comprises BIM-aided map 
construction, waypoint-based scan planning, static path 
planning, and dynamic trajectory generation. These 
techniques are verified with a numerical simulation and 
a highly realistic HIL simulation. The results 
demonstrated that the motion planning algorithms can 
deal with complex environments with MEP components.  

The proposed framework can be improved in several 
aspects. First, the yaw planning for trajectory can be 
completed, which is critical for vision-based odometry 
and navigation.  Secondly, the quality of scanning is not 
evaluated. This can be addressed by setting a LiDAR 
sensor model into the UE4 environment to perform a 
virtual scan. Furthermore, it is promising if the 
framework can run in parallel with ROS to achieve real-
time application. This is possible with the MATLAB 
ROS Bridge and it is expected to conduct a real-world 
experiment in future. 

 
Figure 7. The scene constructed from the FBX 
file in UE4. 

 
Figure 8. Trajectory following with the Pixhawk 
4 flight controller. 
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Abstract –  

The purpose of this research is to use digital 
technology to streamline operations and improve 
construction when using non-uniform building 
materials with discrete and differing forms, such as 
those used in traditional wooden buildings. Taking 
irregular timber procurement as a model use case, we 
formulated a method of utilizing 3D scanning 
technology to facilitate inspection and processing 
considerations. 

 
Keywords – 

Traditional building; Wood; BIM; 3D laser 
scanner; Point cloud 

1 Introduction 
Recent years have seen the wider construction 

industry in Japan look to the use of cutting-edge 
technologies in construction work as a possible means of 
increasing productivity. For example, the Ministry of 
Land, Infrastructure, Transport and Tourism has begun a 
set of initiatives, called "i-Construction," to promote the 
use of digital technologies. At the same time, given the 
growing problem of the declining number of construction 
workers with advanced skills, new construction methods 
are needed to mitigate the loss of human resources and 
these advanced skills. Some examples exist of research 
into construction management or processing building 
materials method utilizing digital technology. One is a 
research project by Kano et al., who are exploring a 
method to automatically ascertain the progress of PCa 
projects using 3D laser scanners during the construction 
stages [1]. In terms of research into the machining of 

building materials, Takabayashi et al. have reported on a 
method of generating machining paths for regular, 
uniform timber using robotic arms [2]. One of the key 
points proposed in these research projects is a technology 
to measure the shape of the PCa member and the lumber 
processed accurately. The authors have focused herein on 
digitizing material geometry accurately as one technical 
issue commonly found in the above research and other 
initiatives to refine craftsmanship and manufacturing 
through digital technology. Construction is the process of 
assembling building materials to match design 
information. By digitizing the shape of the building 
material accurately throughout each phase of the 
production process, this technique should allow for using 
complex simulations and automated control of machinery 
during subsequent construction steps. 

The focus in this research is on renovation projects 
involving traditional wooden buildings as the most 
suitable use case. This is because the parts used are not 
mechanically machined such as those seen in industrial 
products, but those in which the processing steps must 
accommodate the unique geometry and form of each tree. 
Shrines, temples, castles and other ancient structures 
were built in Japan long ago, with many such traditional 
buildings remaining in existence and of high value today. 
While wooden buildings today generally use machined 
timber such as laminated wood and CLT, traditional 
Japanese wooden buildings tend to, for instance, employ 
a single timber log for columns or beams and exceptional 
skills are required throughout the entire production 
process, from procurement to processing and assembly. 

Accordingly, we chose to treat the procurement phase, 
which marks the start of the manufacturing process, as a 
case study and propose a method to assist inspection 
work. This method employs 3D scanning technology to 
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digitize the timber geometry during the inspection phase. 
We also propose a method of converting the data into a 
lightweight and general-purpose format, reflecting the 
assumption that the shape data would be used when 
considering how to process the timber in subsequent 
work phases. 

2 Current Workflow 
We begin by enumerating some of the aspects of the 

procurement and processing process in traditional 
Japanese wooden building conservation and renovation 
projects. 

In terms of the procurement process, the timber 
supply chain is very unique and since the timber used in 
traditional wooden structures is generally a single piece 
from a single tree, the materials involved tend to be large. 
Many of these pieces of timber are over 5m long and 
weigh upwards of 1 ton. Construction companies lack the 
commercial flow and know-how to purchase large pieces 
of timber within a short time, making it difficult for 
construction companies to purchase materials directly 
from timber owners. Consequently, construction 
companies must themselves purchase from specialist 
wood suppliers. The construction company 
communicates the design specifications to the suppliers 
and the suppliers collect pieces of timber that meet these 
specifications on the contractor's behalf. Timber obtained 
from the supplier in line with the above is generally rough, 
with only the bark removed and processed into square or 
round shapes. Since the cross-sectional dimension and 
curvature of this timber is unique in each case, 
construction companies inspect the merchandise at the 
warehouse to determine its fitness for a specific portion 
of the architectural design, ultimately purchasing only 
those pieces that pass this check. The current inspection 
covers points like shape, such as length and cross-
sectional dimensions; aesthetics, such as color and 
scratches; and physical properties, such as Young's 
modulus. For shape inspections, 1:1 scale printed 
drawings are laid under the timber to check the size and 
the details are checked via tape measure, while aesthetic 
inspections are conducted visually by the design 

supervisor. In many cases, special measuring instruments 
are used to ascertain the physical properties. In addition, 
the inspector also relies on visual particularities, such as 
the shape, knots, barks caught inside and rots to infer the 
internal condition of the wood and determine whether it 
is fit for use. Given the considerably advanced skills and 
timber processing experience this entails, construction 
companies sometimes assign carpenters to handle 
inspections. The construction company asks the 
carpenter to cut the timber down to match the desired 
dimensions and cut the surface to ensure a consistent 
cross-sectional shape. Any pieces that are intended to 
connect to other parts must be further processed in detail.  

The process by which the shape of the timber changes 
is shown in Figure 1.  

3 Creation of Inspection Assistance and 
Data Conversion Methods 

Two methods, to facilitate inspection work and 
convert the data into a lightweight and general-purpose 
format are explained in detail. 

3.1 Inspection Assistance Methods 
The timber shape is digitized accurately in advance 

and automatically screened by the program, so the 
inspection itself takes place minimizing the number of 
people involved and with maximum accuracy. The 
technical requirements for implementing our proposed 
method are as follows: 

3.1.1 Digitization of Timber Shapes 

First, a 3D laser scanner is used to digitize the timber 
geometry accurately as shown in Figure 2. This is 
because it is a machine that can measure the shape of 
objects very precisely, rendering them as a collection of 
points with three-dimensional coordinates. Many 
commercially available products of this type can measure 
target objects up to ten meters away with error tolerance 
to within 2 to 3 mm, making it sufficiently accurate to 
facilitate timber inspection and processing. The data 
obtained is a collection of point data described by seven 

Figure 1. Process by which the shape of a timber changes 

 

Trees in the forest Timbers after felling Timber at inspection Timber after processing
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text strings: three-dimensional coordinates (x, y, z), laser 
reflection (intensity) and color information (R, G, B). 
This is generally referred to as a point cloud. Next, two 
data processing schemes are implemented to generalize 
the point cloud data and perform registration such that it 
is converted into a general-purpose format for editing by 
common programs using most commercially available 
software. 

3.1.2 Automation Program for Inspections 

Next, we developed a new program used to automate 
the inspection of timber geometry. To replace 
conventional inspection work with programmatic 
processing, the main functions required are: (1) 
automatic generation of the required dimensions, (2) 
superimposition (overlaying) of design blueprints. We 
developed a program to meet the following requirements 
to utilize timber point cloud data for the purposes 
described above:  
a) Ability to read point cloud data 
b) Point cloud data display function 

Most pass/fail criteria are expressed numerically, 
such as dimensions and the position of the dimensions to 
be measured is determined in a horizontal or vertical 
projection plane relative to the timber. We opted to 
display the point cloud data in three two-dimensional 
perspectives, rather than three-dimensional views, 
namely: plan, elevation and cross-section. 
c) Automatic sorting and alignment of point cloud data 

The timber orientation is crucial. Cross-sectional cut 
surfaces, which always includes two sections, are 
referred to as the "koguchi," or cut end, with the root side 
referred to as the "motokuchi," and the other, the 
"suekuchi." A lot of pine timber is bent as a characteristic 
of the material and when using wood, the curvature 
generally faces upward, as a building material to the 
extent possible the area closest to the "motokuchi". 
Accordingly, the location of the "motokuchi," 
"suekuchi," and bend must be determined, even when 
measuring the dimensions. The program we developed is 
designed to automatically arrange the timber rendering in 
the above desired orientation when importing the cloud 
point data. This process involves first generating a 3D 

bounding box for the cloud point data and arranging it on 
the plan view such that the long side of this rectangular 
solid is horizontal. Next, we compare the two point cloud 
sections closest to the two faces on the short side and 
determine that the larger and smaller areas correspond to 
the "motokuchi" and "suekuchi" respectively, arranging 
them such that the "motokuchi" is on the right side in the 
plan view. Finally, all point clouds in the bounding box 
are compared to the point clouds for the cut ends and the 
point clouds in the bounding box are positioned so as to 
appear higher up in the plan view.  

d) Automatic display of dimension lines and figures 
We referred to the inspection sheets used in actual 

inspections and discussions with designers, contractors 
and shrine carpenters, to indicate which dimensions 
should be used to determine a pass or fail. We used this 
insight to develop the program such that it automatically 
generates the exterior dimensions and those implicated in 
downstream processing, to facilitate timber inspection. 
The processing dimensions indicate where the timber (in 
its raw state during inspection) should be cut to obtain the 
desired piece. This cutting process is referred to as 
"kidori." The bend is a key criterion during assembly and 
calculated based on the shape obtained after the "kidori" 
process. When viewing the external timber lines in a plan 
view, the two long sides form the arcs of a curved line 
and represent the "mukuri," calculated as the largest 
vertical distance from the straight line obtained by 
connecting both ends. The names and dimensions of each 
part of the timber are shown in Figure 3.  

・Outer dimensions of the timber: width and height 
of both cut ends, length of timber 

・Timber dimensions: length from the "motokuchi" 
and "suekuchi" sides to the location of the "kidori," 
length of timber after "kidori" cutting (design length), 
camber value after "kidori," and the width and height of 
both cut ends after "kidori" 

e) Overlaid display of blueprint data 
For items for which determining the dimensional 

values is difficult, the system superimposes the cloud 
point data with cross-sectional lines from the blueprint 
when displayed in plan view and these cross-sectional 
lines indicate the sections on which other cut materials 

Figure 2. 3D laser 
scanner 

 
Figure 3. Names and dimensions of each part in timber 

Elevation of Timber“Motokuchi”
(Root side of tree)

“Suekuchi”
(Not root side of tree)

Shape after “kidori” cutting Bent
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Length of timber
Design length (length of timber after "kidori" cutting)Length for cutting Length for cutting
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intersect. Given that timber does not comprise perfectly 
straight lines or curves, it must be checked prior to 
assembly to verify whether it will properly intersect and 
connect with other pieces.  

3.2 Data Compaction and Generalization 
Method for 3D Scan Data 

We propose a method of converting point cloud data 
into a lightweight, general-purpose format such that the 
geometry data of the timber obtained in Section 3.1 can 
continue to be used in subsequent processes. 

We focused on using this solution in the context of 
considering how to process wood after it is procured. 
This process presumes the use of the tool to simulate, 
using a CAD program, how timber would be processed 
and machined for subsequent use. The cloud point data is 
converted into a more lightweight polygon mesh. 

To that end, we employed both the following 
algorithms to convert the data to meet those 
requirements: 

3.2.1 Culling Point Clouds Using Octrees 

When generating polygon mesh data from point cloud 
data, we first mechanically generate triangles using the 
point clouds as vertices. Therefore, creating lightweight 
polygon mesh data requires culling points to a more even 
approximation. However, point cloud data is a collection 
of points measured by laser radially around a 3D laser 
scanner, which means even the same piece of timber can 
exhibit considerable variation in point density depending 
on the scan location. Accordingly, an even thinning 
method using octrees is used to simplify the non-uniform 
point cloud data. Octrees are a representational method 
of dividing a target space evenly on a grid; we believed 
that leaving single point data within the cells of a 
subdivided space would help us obtain evenly culled 

cloud point data as shown in Figure 4.  

3.2.2 Smoothing Using Poisson's Equation 

When creating a polygon mesh using the culled point 
cloud, one issue is noise within the point clouds, which is 
then calculated as part of the vertices, resulting in 
irregularities that differ from the actual shape. The laser 
scanning process functions by estimating the distance 
from time and phase differences caused by laser 
reflection, which implies that some noise is inevitable 
due to airborne dust or dirt on the equipment. Therefore, 
we allowed for the generation of polygon mesh 
containing some noise, then minimized its impact by 
smoothing the mesh. Specifically, we adopted a 
smoothing algorithm using Poisson's equation, as 
announced by Kazhdan et al. [3]. This is the process of 
calculating the average plane of the neighboring faces, 
preventing sharp irregularities and smoothing the entire 
surface as shown in Figure 5. We believe that this step 
allows for generating a polygon mesh that is minimally 
affected by mechanical noise. The resulting polygon 
mesh is archived in STL format. We opted to use STL 
because it is a universal intermediate file format 
commonly used in 3D CAD software in architectural 
systems and simulation and analysis software in other 
fields. 

In this research, we tested the effectiveness of these 
methods in actual projects, the outcomes of which re 
detailed in the next section.  

4 Application to the Project 

4.1 Project Overview 
An actual project to restore a traditional wooden 

building is adopted in this paper as its theme. 

Figure 4. Examples of culling points by octrees 
Using Big Boxes Using Small Boxes

Octree Boxes Octree Boxes

Point Clouds
after Culling

Point Clouds
after Culling

Figure 5. Smoothing polygon mesh 

General Polygon Mesh

Polygon Mesh Using Poisson's Equation

Polygon Mesh

Polygon Mesh

1206



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

About 2,323 trees covering a volume of about 2,000
㎥ were used as the materials for the mainframes; mainly 
Hinoki cypress and pine and square and round pieces of 
timber depending on the part. These were then processed 
into materials by carving out one column or beam from 
each tree.  

The following is an explanation of the inspection 
tasks to serve as the model case for inspection. First, the 
timber to be inspected was laid on the ground in the 
direction for which its warp is parallel. The exposed parts 
in this state, which specifically constitutes both ends of 
the cut section comprising roughly 3/4 of the sides of the 
timber, are subject to inspection. In this instance, a 
blueprint of the designed cross-section with the original 
dimensions was laid between the timber and ground as 
necessary to compare the shapes. This process was 
carried out for all the timber and to move it and turn it 
over smoothly, the timber to be inspected was laid out on 
the ground by the day before the inspection, whereupon 
the timber that had already been inspected was moved 
and stacked in the stockyard in order. The new methods 
were then applied as part of this workflow.  

4.2 Ways of Applying the Proposed Methods 
4.2.1 Objectives 

The first objective involved automatically executing 
inspections related to shape beforehand. The second 
objective involved archiving the point cloud data 
obtained as light and general data to be utilized in post-
inspection processes. 

4.2.2 Targets of Application 

The targets were about 500 poles of round pine timber 
to be used as material for the main frame. This is because 
they had the most complex and unique shapes among the 
materials to be used, presenting the most significant 
potential impact of consequently applying the proposed 
methods. 

4.2.3 Application Period and Location 

The application took place between January 2019 and 
March 2020 in Iwate Prefecture, Japan. 

4.2.4 Equipment Used 

・3D laser scanner (FARO Focus 3D S120) 
・Point cloud editing software (FARO SCENE) 
・Developed inspection assistance program 
・A software package to execute algorithms to cull and 
generalize point clouds: Cloud Compare (free software) 

4.2.5 Ways of Application to the Project 
1.  Inspection Assistance Methods 

Each timber block had its shape 3D scanned twice. 
The first was when the timber was laid out the day before 
the inspection and the second was when the timber was 
turned over after the inspection and moved to the stock- 
yard. To avoid missing any measurements, each timber 
block was scanned from two to four positions and the 
state of the timber pieces the day before the inspection is 
shown in Figure 6. There were two reasons for scanning 
the timber twice. The first was to scan the surface as a 
minimum requirement for automatic inspection prior to 
human inspection. Even if this is done beforehand, there 
are not enough surfaces exposed when pieces of timber 
are stacked and it was considered feasible to inspect the 
shapes when the timber is laid out on the ground. The 
second reason was to avoid adding steps to the usual 
procedures. To utilize the data from the scans in later 
processes, data is required for all the timber surfaces. 
However, the considerable effort would be needed to do 
so before the inspection, as a forklift would be needed to 
move and rotate the timber. Therefore, the second scan 
was carried out when the remaining surfaces would be 
exposed during the usual workflow.  

The point cloud data scanned from multiple directions 
was registered using dedicated auxiliary software and 
converted to point cloud data in PTS format, which is a 

                               
Figure 6. Statement of timbers the day before inspection 
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general intermediate file format, after being separated 
into files for each timber block. 

Subsequently, the inspection assistance program was 
used on the point cloud data for each timber block to 
automatically generate the following dimensions while 
also overlapping the designed cross-section data. 
・Outer dimensions of the timber: The width and height 
of the cross-section at both ends and the length of the 
timber 
・Dimensions after processing: The design length and 
the distance between both ends of the materials carved 
out of the timber, the warp of the materials and the width 
and height of the cross-sections at both ends of the 
materials 

To add, regarding the length between both ends when 
carving out the materials from the timber, the initial value 
was 250mm from the root side of the timber, which was 
set as a standard rule for the project because the pieces of 
timber ordered are 500 mm longer than the design. 

2. Data Compaction and Generalization Method 

The process of simulation the processing shape of the 
timber by the construction department on a post-process 
using polygon mesh data, using the popular 
computational design software programs Rhinoceros and 
Grasshopper. The processing flow was set up to first 
apply the processing rules written in the programming 
language to the 3D timber data before processing and 
then automatically generating the log shape after 
processing. To implement this processing flow, the 3D 
data to be input should be general-purpose surface data 
and the file size must be 10 MB or less. Since the point 
cloud data obtained do not meet this requirement, we 
attempted to transform the data obtained with the method 
proposed in the previous section. 

As the target polygon mesh data specifications, the 

vertices of the triangular meshes comprising the data 
were set at intervals of about 10 mm. The reason is that 
after interviewing a designer who is considering 
machining and a carpenter, when considering machining 
with characteristic distortions and scratches on the timber 
surface in mind, the data suffices provided irregularities 
of 10 mm or more are expressed, because the conclusion 
has been obtained. 

Specifically, since timber used in traditional wooden 
construction is often around 7,000 mm long, point cloud 
data at 9.6 mm intervals can be obtained by dividing with 
93 = 729 grids. 

Then, a polygon mesh was generated using this point 
cloud as its apex and the surface was smoothed using 
Poisson's equation. These processes were carried out by 
combining multiple features available in the free 
software package CloudCompare. 
The results of applying the above processes are explained 
in the following chapter.  

5 Results and Discussion of Applying the 
Proposed Method 

First, we will describe the results of 3D scanning of 
timber. We accompanied timber inspections to apply this 
method during a 32-day period between January 2019 
and March 2020 and performed 3D scans of all 581 logs 
of round timber including re-inspection. The number of 
logs by length is shown in Figure 7. The shortest log was 
2,350 mm and the longest was 16,968 mm, with a median 
length of 6,800 mm. The results of the inspection 
assistance method using these data and of the data 
compaction and generalization method are described and 
discussed in the following section.  

5.1 Results and Discussion of Applying the 
Inspection Assistance Method 

First, we will describe the results of testing this 
method on one representative timber log. A timber log 
7,130 mm long, which is close to the overall median 
length and shaped similarly to many other logs, was 
selected as the test log and will hereinafter be referred 
to as the sample log. The first 3D scan was performed a 
day before the inspection, with the sample log laid out 
on the floor next to four other logs. The 3D scan was 
performed from seven positions around the five logs to 
reduce shielding as much as possible. The equipment 
positioning during the measurement is shown below. 
Four plastic balls, 145 mm in diameter, were placed 
around the log to serve as benchmarks during the 
registration process and laser scanning was performed 
at a resolution of 5,120pt/360°. This density 
corresponds to intervals of about 4 mm at a distance of 
10 meters. Next, the data for the sample log were 

 

Figure 7. Statement of timbers the day before inspection 
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extracted from the obtained point cloud data with point 
cloud editing software and saved in PTS format. Then, 
the inspection assistance program we developed was 
used to automatically generate the dimensional values 
required for inspection. The specific inspection items and 
dimensional values generated with the program are 
shown below. Inspection items: Length of 6,800 mm or 
more, W×H of the cross-section on the root side of the 
log of 550 x 550 mm or more and warpage within 150 
mm ± 30 mm. The automatically calculated values 
included a length of 7,044 mm, a cross-section of 728 x 
663 mm and warpage of 139 mm, which met the 
acceptance criteria. In addition, a cross-sectional layout 
view was superimposed on the point cloud data, so that 
one inspector could make a preliminary evaluation, even 
for shapes that could not be expressed numerically. 
Consequently, the conventional process of comparing the 
log with a full-sized paper diagram placed under the 
timber log at inspection could be omitted for this sample 
log. The preliminary inspection using this program is 
shown in Figure 8.  

We will discuss the results of using this inspection 
assistance method by assessing the required man-hours. 
20 minutes per log are required for the usual inspection. 
The inspection time is shortened by 10 minutes by 
omitting any comparison to a full-sized drawing paper. 
Conversely, the 3D scanning and data processing carried 
out by a single engineer requires about 30 minutes per 

log. The above approach shortened 50 man-minutes out 
of 160, or about 31%. 

In addition, the use of this method created added 
value that were inexpressible numerically. At the request 
of a highly skilled craftsman, we were able to confirm 
dimensions and shapes that were not assessable when 
inspecting the actual timber log in advance. There are two 
specific points, the first of which is warpage. The 
inspection items include confirming the parts that can be 
measured on the outside of the log. Using the point cloud 
data, we could measure warpage from the inside of the 
timber to the top, which is more important for 
construction. The second point is the cross-sectional 
shape of the timber when processed. In this case, we 
could assess the virtual cutting surface using the point 
cloud data, which demonstrates how a highly skilled 
craftsman can perform more sophisticated work when 
using this digital technology. 

5.2  Results and Discussion of Applying Data 
Compaction and Generalization Method 

We will describe the results of testing this method on 
the sample log. The point cloud data obtained in (1) are 
described as a text array of (x, y, z, intensity, R, G, B). 
The point cloud data of the sample log comprised 
1,097,310 data points of heterogeneous density with a file 
size of 67 MB. As a first step, a three-dimensional octree 

 

Figure 8. Statement of timbers the day before inspection 
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was generated by dividing the data into 93 areas and only 
one point was left in the center of each area, reducing the 
data evenly to a density of about 10 mm intervals. Next, 
a polygon mesh comprising triangles and with each of 
these points as vertices was mechanically generated and 
the surfaces smoothed using Poisson's equation to 
produce polygon mesh data of the desired quality. When 
the data was saved in the STL format, the file size could 
be reduced by 88.4% to 7.6 MB. The data conversion 
procedure is shown in Figure 9.  

The data created by the above procedure could be 
used for processing simulation, as shown in Figure 10. 
Specifically, the cross-sectional shape is defined as a 
regular hexagon inscribed in a circle of diameter 550 mm 
and timber is cut along the center line in the long axis 
direction. Usually, simulations are done with a simple 
BIM model for design purposes, but with our method, the 
real shape of the timber log could be used to plan more 
precise processing and extract potential issues. This 
demonstrates that compacting and generalizing the data 
obtained in (1) can enable more sophisticated work, 
including in later work stages.  

6 Conclusion 
In this study, we proposed a method to assist 

inspection using 3D scans of building material shapes 
and a data compaction and generalization method to 
facilitate use of these data in subsequent work stages. We 
also verified the effectiveness of these methods by 
applying them to a traditional wooden castle restoration 
project. Our results showed that the method helped save 
about 4,000 man-hours involved in inspecting building 
materials and that converting the obtained data into 
polygon mesh data about 90% smaller in size made them 
amenable for use in subsequent processing simulations. 
Our results also suggested the feasibility of a highly 
skilled craftsman using this digital technology to perform 
more sophisticated work than with conventional methods. 

In future, we aim to investigate ways to efficiently 
manage the relationship between these data to use data 
obtained with such digital technologies more efficiently 

in the overall architectural workflow and improve 
construction.  

References 
[1] Naruo K., et al., Automated Recognition of Work 

Progress at a Construction Site Judgment of 
Erection Work Progress for Precast Concrete 
Components, J. Archit. Plann., AIJ, Vol. 80 No. 715, 
pp. 2081-2090, Sep., 2015 

[2] Hiroki T., et al., Study on Tool Path Generation for 
Wood Processing Using Articulated Robot, AIJ J. 
Technol., AIJ, Vol. 22, No. 51, pp. 813-816, Jun., 
2016 

[3] Kazhdan M., et al., Screened poisson surface 
reconstruction, ACM Transactions on Graphics 
(ToG), 32(3), pp. 1-13, 2013 

Figure 9. Procedure of data conversion for sample timber 

Point cloud data
before processing

Point cloud data
after culling

Polygon mesh dataSample timber

  

Figure 10. Processing simulation after inspection 

Shape at  inspec

 

1210



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Generative Damage Learning for Concrete Aging Detection 
using Auto-flight Images 

T. Yasunoa , A. Ishiia , J. Fujiia , M. Amakataa , Y. Takahashia 

aResearch Institute for Infrastructure Paradigm Shift, Yachiyo Engineering, Co. Ltd, Japan 
E-mail: {tk-yasuno, akri-ishii, jn-fujii, amakata, yt-takahashi}@yachiyo-eng.co.jp 

 
Abstract –  

In order to monitor the state of large-scale 
infrastructures, image acquisition by autonomous 
flight drones is efficient for stable angle and high-
quality images. Supervised learning requires a large 
dataset consisting of images and annotation labels. It 
takes a long time to accumulate images, including 
identifying the damaged regions of interest (ROIs). In 
recent years, unsupervised deep learning approaches 
such as generative adversarial networks (GANs) for 
anomaly detection algorithms have progressed. When 
a damaged image is a generator input, it tends to 
reverse from the damaged state to the healthy state 
generated image. Using the distance of distribution 
between the real damaged image and the generated 
reverse aging healthy state fake image, it is possible to 
detect the concrete damage automatically from 
unsupervised learning. This paper proposes an 
anomaly detection method using unpaired image-to-
image translation mapping from damaged images to 
reverse aging fakes that approximates healthy 
conditions. We apply our method to field studies, and 
we examine the usefulness of our method for health 
monitoring of concrete damage.  

 
Keywords – 

Auto-flight monitoring; Aging detection; Image-
to-image translation; Concrete infrastructure 

1 Introduction 

1.1 Related Works 
Starting from a climbing robot for inspection in 2000 

[1], there has been much research on autonomous 
robotics for infrastructure inspection [2];for example, 
bridge crack detection [3] using unmanned aerial 
vehicles (UAVs), and so forth. After the deep learning 
revolution in 2014 [4], vision-based infrastructure 
inspection techniques have been researched using deep 
learning algorithms [5]. UAVs as autonomous robotics 
and vision-based deep learning techniques have been 
combined for powerful inspection applications [6]-[9].  

In the field of infrastructure inspection, there are 
useful algorithms to detect damages such as object 
detection tasks and semantic segmentation. However, 
from a supervised learning standpoint, the damaged class 
is a rare event and the dataset including such events is 
always imbalanced, and hence, the number of rare class 
images is very small. When deteriorations are more 
progressed, the less events that occurred to enable image 
collection. Because of this scarcity of damaged data, it is 
difficult to improve the accuracy of supervised learning 
in infrastructure inspection. This is one of the hurdles to 
overcome our underlying problems for infrastructure 
aging detection for data mining from supervised learning 
approaches. Instead, this paper proposes an unsupervised 
deep learning method for aging detection. 

Since 2014, the original generative adversarial 
network (GAN) paper has been cited more than 21,400 
times to date (August 14, 2020). Starting from GAN’s 
invention in 2014, the field of GAN has been growing 
exponentially. Over 500 papers have been published on 
the topic [10]. GANs may be used for many applications: 
not just fighting breast cancer or generating human faces, 
but also 62 other medical GAN applications published 
until the end of July 2018 [11]. 

Furthermore, unsupervised deep learning approaches 
such as the generative adversarial network for anomaly 
detection algorithms have progressed [12]. When a 
damaged image is a generator input, it tends to reverse 
from the damaged state to the health-like state image. 
Using the distance of distribution between the real 
damaged image and the generated reverse aging health-
like image, it is possible to detect the concrete damage 
automatically from unsupervised learning.  

In the field of infrastructure, there are synthetic 
augmentation studies to map from the structure edge 
label to damaged images such as concrete crack and rebar 
exposure [13]. Here, the conditional GAN framework 
pix2pix [14] is one of the most successful one that uses 
paired images, but the image-to-image relationship, i.e., 
the one-to-one relationship, is a strong constraint for 
dataset preparation. In particular, we could not collect 
any unseen damaged image not yet experienced. 
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In contrast, the CycleGAN framework is flexible for 
the case of mapping unpaired images from domain-A to 
domain-B. Even if each number of domain images is 
different, the CycleGAN framework enables the 
optimization of end-to-end unsupervised learning. This 
paper proposes an anomaly detection method using the 
unpaired image-to-image translation framework 
CycleGAN, mapping from damaged raw images to 
reverse aging images as a fake that approximates health 
conditions. We apply our method to field studies 
conducted on two dams in Japan.  

 

 
 

Figure 1. A proposed method using unsupervised 
generative learning and L1-distance detection. 

1.2 Unsupervised Aging Detection Workflow 
Figure 1 shows an overview of our method using 

unsupervised generative learning and L1-distance 
anomaly detection. This method consists of three mainly 
workflow so as to detect aging infrastructures. 

1. Prepare unpaired images dataset: extract from drone 
images into unit size images and divide two 
subgroups with damaged and healthy conditions. 

2. Train generators and discriminators to optimize the 
objective function of CycleGAN network mapping 
functions reverse aging (forward) and deterioration 
(backward), and cycle consistency.  

3. The damage anomalies are visualized by adapting 
the noise threshold to compute the L1-distance 
between the real damaged image and the fake 
output that approximates the health condition using 
the reverse aging generator. 

2 Generative Damage Learning Method 

2.1 Unpaired Dataset Preparation 
Auto-flight images captured by a drone have 43 

images with a pixel size of 6,000 × 3,000 at the upper left 
side of dam-1 in the Kanto region. In this study, we set 
the unit size to 256 × 256. Without loss of resolution, we 
are able to resize the original size to 5,888 × 2,816 
because the resized width is 256 multiplied by 23 and the 
resized height is 256 multiplied by 11, without any 
remaining surplus. This method of preparation results in 
10,879 unit images.  

Second, we classified two groups: a damaged group 
with damaged regions of interest (ROIs) made up of 
4,549 unit images, and a health condition group without 
any damage made up of 6,325 unit images. Furthermore, 
we classified four groups 1) health condition without 
damage (3,852), 2) damaged image (279), 3) blurred 
(353), and 4) repaired region image (69).  

Thus, we create an unpaired image dataset based on 
the minimum number 222 that contains domain-D 
(damaged) and domain-H (healthy). The domain-D 
contains pixel elements of both ROIs and background. 
Similarly, regarding dam-2 in Tohoku region, the auto-
flight drone image has a size of 6,000 × 4,000 pixels, 
from which we extracted 12,600 unit images of size 256 
× 256. This leads to another unpaired image dataset of 
237 images.  

 
Figure 2. Unpaired images dataset: domain-D (damaged) 
to domain-H (healthy) translation using CycleGAN. 

2.2 Damaged-to-Normal Image Translation: 
Reverse Aging via CycleGAN  

Figure 3 shows an overview of our applied 
CycleGAN framework mapping the “reverse aging” 
(forward) function R : D →H and the “deteriorated aging” 
(backward) function F : H →D.  
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Figure 3. Our applied CycleGAN model mapping 
functions R : D →H and F : H →D. Discriminator 
function 𝐶𝐷  classifies whether the image is a real 
damaged image or a generated fake one, and 𝐶𝐻 
discriminates whether it is a real health condition image 
or a fake output image. 
 

As Equation (1) shows, for each image 𝑑  from 
domain D, the image translation cycle should be able to 
return 𝑑 to the original damaged image. This is reverse 
aging (forward) cycle consistency.  

𝑑 → 𝑅(𝑑) → 𝐴(𝑅(𝑑)) ≈ 𝑑. (1) 

Similarly, as Equation (2) shows, for each image ℎ 
from domain-H, both translation cycles R and A should 
also satisfy aging (backward) cycle consistency.  

ℎ → 𝐴(ℎ) → 𝑅(𝐴(ℎ)) ≈ ℎ. (2) 

Equation (3) represents the full objective function that 
consists of the reverse aging adversarial loss mapping R : 
D →H and discriminator 𝐶𝐻 ; the aging adversarial loss 
mapping F : H →D and the discriminator 𝐶𝐷 , and the 
cycle consistency loss to prevent learned mappings R and 
A from contradicting each other as follows:  

ℒ(𝑅, 𝐴, 𝐶𝐷, 𝐶𝐻) = ℒ𝐺𝐴𝑁(𝑅, 𝐶𝐻 , 𝐷, 𝐻) 
                 +ℒ𝐺𝐴𝑁(𝐴, 𝐶𝐷 , 𝐷, 𝐻) + 𝜆 ℒ𝑐𝑦𝑐(𝑅, 𝐴), 

 
(3) 

where 𝜆 controls the relative importance. More detailed 
numerical representation and network architectures of the 
generator and discriminator are shown as references [16]. 

2.3 De-noise Anomaly Detection L1-distance 
Using the prediction output (health conditions as a 

fake output) and the input real damaged image, we 
propose an anomaly detection based on L1-distance. In 
order to detect damage anomalies as a ROI signal (large 
difference), another background noise (small difference) 
is reduced using the background noise threshold 𝜖 as a 
hyper parameter. A larger difference means the 
deteriorated damage, in contrast a small difference stands 
for the background noise, such as stain and moss-grown 
concrete surface. Furthermore, we try to perform blob 
analysis, such as area open, dilate image, and clear border 

analysis. This paper computes the next seven steps of 
image processing as follows: 

1. Predict reverse aging output (healthy as a fake 
prediction) using a trained generator  

2. Transform RGB into grayscale of real and fake 
3. Centralize the median and set the absolute value 
4. Visualize damage anomalies more than the 

background noise threshold 𝜖 , which is the 
maximum peak vector, exceeds the median 

5. Area open to delete four connected elements less 
than 0.3𝜖 (background noise threshold)  

6. Dilate image with structural element “octagon” 
7. Clear image border where the regions are more 

blight than neighbors with eight connected  

3 Applied Results 

3.1 Dataset of Auto-flight images 
Table 1 shows the case study field of two dams in 

Japan from which we collected images of the concrete 
surface via an auto-flight drone. Dam-1 took 20 years at 
an early deterioration stage on the public service timeline. 
In contrast, Dam-2 is located in one of the snowfall 
regions of Japan, and consequently, 62 years passed so 
that several large damages have occurred in appearance. 

Table 1. Dam field profile to data collect by Auto-flight 

Profile Dam-1 Dam-2 
Form Gravity 

Concrete dam 
Arch 

Concrete dam 
Height 156.0 m 94.5 m 
Length 

of Levee 
375.0 m 215.0 m 

Service 
years 

20 years 62 years 

Region Kanto Tohoku 

3.2 Early Damage Study: 20 years 
3.2.1 Training Damaged-to-health Image Reverse 

Aging Translation 

Figure 4 shows the training process of discriminator 
loss using the CycleGAN framework in the Kanto region, 
where the loss values are transformed into the moving 
average within an interval of 300 iterations and plots after 
skipping every 10 iterations. This discriminator classifies 
whether an image is the real image in the domain-H 
(health condition) or if it is a predicted fake output. At 
approximately 15,000 iterations, the discriminator 
recognizes the generated fake image, but after 40,000 
iterations, the fake image often fools the discriminator 
because the generated image approaches the real health 
condition. This testing took 17 hours.  
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Figure 4. Training process of discriminator loss using 
CycleGAN framework in the Kanto region. 

 
Figure 5 shows the training process of generator loss 

using the CycleGAN framework in the Kanto region. 
This generator transforms from domain-D (damaged) 
into domain-H (health condition). After 40,000 iterations, 
the generator approaches a minimum level.  

 
Figure 5. Training process of generator loss using 
CycleGAN framework in the Kanto region. 

3.2.2 Anomaly aging detection using L1-distance 
between raw image and predicted fake 

Figures 6 to 9 show the output results of dam-1, such 
as damaged image (upper-left) and reverse aging “health 
condition fake” (upper-right) that were translated using 
trained generator mapping from damaged to health 
conditions. Both the real damaged and reverse aging fake 
output are subtracted into a gray-scaled L1-distance mask 
output (bottom). Although a small noise level remains, 
our method can detect phenomena such as exfoliation, 
isolated stone, and sand leak. In particular, Figure 9 

shows that sand leak damage is not yet recognized.  
 

 
Exfoliation image-1           Reverse aging fake-1 

 
Anomaly L1-distance-1  

Figure 6. Exfoliation image (upper-left) and reverse 
aging “health condition fake” (upper-right) translated 
using trained generator mapping from damaged to 
normal image. Grayscale L1-distance mask output 
(bottom). 
 

 
Rip-cared image-2            Reverse aging fake-2 

 
Anomaly L1-distance-2  

Figure 7. Rip cared image (upper-left) and reverse aging 
“health condition fake” (upper-right) translated using 
trained generator mapping from damaged to normal 
image. Grayscale L1-distance mask output (bottom). 
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Isolated stone image-3          Reverse aging fake-3 

 
Anomaly L1-distance-3 

Figure 8. Pre-cause pop-out isolated stone image (upper-
left) and reverse aging “health condition fake” (upper-
right) translated using trained generator mapping from 
damaged to normal image. Grayscale L1-distance mask 
output (bottom). 

 

 
Sand leaked image-4            Reverse aging fake-4 

 
Anomaly L1-distance-4 

Figure 9. Sand leak image (upper-left) and reverse aging 
“health condition fake” (upper-right) translated using 
trained generator mapping from damaged to normal 
image. Grayscale L1-distance mask output (bottom). 

 
 

We learn a lesson from this dam-1 case that was 20 
years old. Even if the inspection target class is a rare 
event, by using “reverse aging” generator, any damage 
anomalies could be detected. In studying a dam over a 
period of 20 years, our method is useful for “rip care” on 
the early deterioration stage, such as sand leak and 
exfoliation, so as to avoid subsequent progressive 
damage at the prognosis of concrete structures.  

3.3 Cold Damage Study: 62 years 
3.3.1 Training Damaged-to-health Image Reverse 

Aging Translation 

Figure 10 shows the training process of discriminator 
loss using the CycleGAN framework in the Tohoku 
region, where the loss values are transformed into the 
moving average within an interval of 300 iterations and 
plots after skipping every 10 iterations computing. This 
discriminator classifies whether it is a real image in the 
domain-H (health condition) or if it is a predicted fake 
output image. After 20,000 iterations, the discriminator 
repeats to fool the output image because the generated 
image approaches the real health condition. It took 17 
hours to complete this training process.  

 

 
Figure 10. Training process of discriminator loss using 
CycleGAN framework in the Tohoku region. 

 
Figure 11 shows the training process of generator loss 

using the CycleGAN framework in the Tohoku region. 
This generator maps from domain-D (damaged) into 
domain-H (health condition). After 30,000 iterations, the 
generator approaches a stable level.  
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Figure 11. Training process of generator loss using 
CycleGAN framework in the field of Tohoku region. 

3.3.2 Anomaly aging detection using L1-distance 
between raw image and predicted fake 

Figures 12 – 15 show the detection studies conducted 
on dam-2, similar to those on dam-1; the damaged image 
(upper-left) and reverse aging “healthy fake” output 
(upper-right) were translated using trained generator 
mapping from damaged to health condition image. Both 
the real damaged and healthy fake output are subtracted 
into a gray-scaled L1-distance mask output (bottom).  

 

 
Pop-out crater-born image-1      Reverse aging fake-1 

 
Anomaly L1-distance-1  

Figure 12. Pop-out crater born image (upper-left) and 
reverse aging “health condition fake” (upper-right) 
translated using trained generator mapping from 
damaged to normal image. Grayscale L1-distance mask 
output (bottom). 

 
Soft stone pop-out image-2       reverse aging fake-2 

 
Anomaly L1-distance-2  

Figure 13. Soft stone pop-out image (upper-left) and 
reverse aging “health condition fake” (upper-right) 
translated using trained generator mapping from 
damaged to normal image. Grayscale L1-distance mask 
output (bottom). 
 

 
Crater-like pop-out image-3      Reverse aging fake-3 

 
Anomaly L1-distance-3 

Figure 14. Crater-shape pop-out image (upper-left) and 
reverse aging “health condition fake” (upper-right) 
translated using trained generator mapping from 
damaged to normal image. Grayscale L1-distance mask 
output (bottom). 
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Small pop-out image-4         Reverse aging fake-4 

 
Anomaly L1-distance-4 

Figure 15. Small pop-out image (upper-left) and reverse 
aging “health condition fake” (upper-right) translated 
using trained generator mapping from damaged to 
normal image. Grayscale L1-distance mask output 
(bottom). 

4 Concluding Remarks 

4.1 Contributions and Lessons 
This paper proposed an anomaly detection method 

using the unpaired image-to-image translation 
framework CycleGAN, mapping from damaged raw 
images to reverse aging predicted fake output as healthy 
conditions. We apply our method to field studies 
conducted on two dams, one at its early stages and aged 
20 years on the public service, and another one aged 62 
years, which is located in a cold region. The CycleGAN 
framework is flexible because this input only requires an 
unpaired image dataset such as raw images including a 
damaged ROI and health raw images without damage. 
This is a data-mining merit instead of the paired image 
algorithm, such as that of pix2pix.  

In addition to the merit of more flexible dataset, our 
generative unsupervised approach does not require 
annotation works supervised for any classes, such as 
damaged ROIs and background. After we prepare to 
extract a unit size image and divide a damaged group 
with another health group, we can use unsupervised deep 
learning to perform end-to-end training to create an 
image-to-image translator mapping from the damaged 
domain to the health (normal) domain. Even if the 
inspection target class is a rare event, using a “reverse 
aging” generator, any damage anomalies could be 

detected. Based on our case studies, in a dam 
deteriorating over 20 years, our method is useful for “rip 
care” on the early deterioration stage on the public 
service of concrete structures, such as sand leak and 
exfoliation, so as to delay the later progressive damage.   

4.2 Future Works 
It is necessary to optimize a background noise 

threshold for visualizing the target signal of damage 
anomalies, and for computing the L1-distance between a 
damaged image and predicted fake output that 
approximates healthy condition. This study only 
considered two case studies of concrete structures. In the 
future, we will gain further experience with another 
service periods (e.g. 40 years), much moisture damp 
locations, steel materials, and another infrastructures 
such as bridges and tunnels. We will create damage 
anomaly scores using the L1-distance based on the 
generator of GAN, in addition to featurematching based 
on the discriminator. We will also attempt to build 
another framework that contains a parallel encoder for 
more efficient damage detection.  
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Abstract – 
The shape of a building can be recorded through 

various technologies, such as three-dimensional (3D) 
laser scanners and photogrammetry. The 3D 
measurement technology facilitates the mensuration 
of unevenness of a reinforced concrete structure, 
horizontality of the floor, and drainage gradient. In 
particular, measuring devices with a tilt sensor (e.g., 
3D laser scanners) allow the evaluation of the 
horizontality of buildings using point cloud data. In 
this study, a method is introduced to evaluate the 
drainage gradient using 3D polygon data and a 
physics engine. The point cloud data were acquired 
via a 3D laser scanner and converted into polygon 
data. The polygon data were imported into a virtual 
space through the physics engine. Subsequently, the 
drainage capacity was evaluated by placing water 
particles on the polygon data and observing their 
movement according to the physics engine. The aim 
of this procedure is to evaluate the inclination angle 
of all parts of a building (e.g., rooftop) and develop a 
method for identifying the locations where puddles 
can frequently occur. Our simulation software was 
created using Unity and NVIDIA FleX. In this 
research, a simulation was conducted in which the 
polygon data were imported into the developed 
software, and the drainage situation was predicted. 

Keywords –  
3D laser scanner; Point cloud; 3D surface; Drainage 
gradient; Physics engine 

1 Introduction 

1.1 Background and Related Work 
Point cloud data are composed of a set of points 

containing information related to three-dimensional (3D) 
coordinates and colors. However, because the data are 
only composed of points, they are usually converted into 
3D models and building information modeling (BIM) 
data. Alternatively, data analysis is applied to point cloud 
data, for example, comparing the horizontal plane 
information with the point cloud data to analyze floor 

flatness. Accordingly, several researchers have examined 
evaluation methods using 3D point clouds, shape 
recognition of point clouds, and automatic conversion of 
point clouds into BIM data. 

In the construction industry, approximately half of the 
studies on the application of point cloud data are based 
on 3D model reconstruction [1], and a quarter involve 
geometry quality inspection [1].  

The automatic segmentation of point cloud data into 
building parts (e.g., walls and columns) acquired by a 
laser scanner has been investigated [2]. Research on 
reconstructing point cloud data into a 3D model has been 
performed by creating BIM data for buildings [3] and 
other civil engineering structures, such as tunnels [4]. 
Studies on creating BIM data according to the level of 
development (LOD) specification using point cloud data 
have also been explored [5]. In some studies, point cloud 
data and parametric modeling are combined [6]. For 
example, one study performed a dimensional quality 
assessment of the rebar of a reinforced concrete element 
based on point cloud data. [7]. In recent years, methods 
for directly performing structural calculations from point 
cloud data have been explored [8]. A system 
implemented for floor flatness compliance control given 
a set of point clouds and a 3D BIM model has also been 
proposed [9]. 

1.2 Research Aim 
Point cloud data contain considerable amounts of 

information. For example, surface dirt and deterioration 
of buildings can be observed based on point cloud data. 
Furthermore, because the accuracy of 3D laser scanners 
has improved, it is possible to analyze the drainage 
gradient using the data acquired by the scanner. A 3D 
laser scanner can measure even the slightest unevenness 
in an actual building. 

In several recent studies, methods for automatically 
converting point cloud data into a 3D model or BIM data 
have been investigated. The general BIM data exhibit a 
smooth shape of walls and floors. Therefore, the 3D 
shape information of the building included in the point 
cloud data is typically lost after conversion into BIM data. 
Point cloud data contain the exact shape and color 
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information in the real world; hence, these data include 
richer information than the BIM data of the LOD 500 
level. 

The purpose of this study is to utilize the shape 
information contained in point cloud data. Our research 
aims to devise a mechanism to evaluate drainage 
performance by combining a 3D surface converted from 
point cloud data and a physics engine. 

The objectives of this study are summarized as 
follows: 

(1) Devise a procedure to create a 3D model for
analyzing drainage capacity

(2) Verify water particle movement on a 3D surface
model using the physics engine

(3) Conduct validation of the drainage capacity analysis
results by comparing against actual measurement
data

2 Drainage gradient evaluation method 
using 3D measurement data and physics 
engine  

2.1 Drainage Gradient Evaluation Procedure 
Using Point Cloud Data and Physics 
Engine 

The evaluation method for the drainage gradient 
using point cloud data and the physics engine involves 
the following three steps:  

(1) Measurement using a 3D laser scanner
(2) Creation of a simulation model based on point

cloud data
(3) Evaluation of the drainage gradient using a physics

engine

The point cloud data of a building that are obtained 
using a 3D laser scanner cannot be employed for 
simulation that uses a physics engine. Accordingly, we 
have formulated a procedure for converting point cloud 
data into information that can be applied to such a 
simulation. 

The procedure for converting point cloud data is 
shown in Fig. 1. Two 3D models are used to evaluate the 
drainage gradient using point cloud data and a physics 
engine. The first type of 3D model is a surface model 
converted from point cloud data; the second is a 3D 
model of a sewer created from point cloud data and field 
surveys. 

Figure 1. Evaluation procedure of drainage gradient 
using 3D measurement data and physics engine 

2.2 Level of graphical information acquired 
from point cloud data  

Point cloud data contain rich information; to utilize 
this information, the data are usually analyzed and 
converted into another data format. In this study, we 
categorized the level of graphical information acquired 
from point cloud data. This classification is summarized 
in Table 1. 

A point cloud is composed of 3D coordinates, color, 
and brightness. We can observe the shape and color of a 
building as well as the stains and wet spots on its surface 
based on the color of the point cloud. 

The data containing the information extracted from 
the point cloud data for analysis are derived by 
examining the 3D coordinates of the point cloud data. For 
example, there are certain amounts of data containing 
information on the distance of a point from a horizontal 
plane that represent this distance in terms of color. 

The 3D surface is composed of data obtained by 
converting point cloud data into polygon data. In this 
study, objects in motion were used based on the physics 
engine. 
The simulation model is a 3D model that implements 
various simulations. It is composed of a 3D surface 
converted from point cloud data, a simulation area, point 
cloud data, and 3D models. The simulation model is 
employed to estimate the drainage capacity using actual 
measurement data. 

3D Scanning

Registration and Cutting 
out point clouds

Converting a point cloud into a 3D 
surface by Meshlab

Point cloud

3D modeling 
of drains

3D surface of 
concrete ground 

surface Fluid simulation 
area

3D modeling of drains under 
the ground by 3D Builder

Evaluation of drainage gradient 
in Unity 

Cutting out

Creating a simulation model 
from point cloud data

Evaluation of 
drainage gradient 
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Table 1. Level of graphical information acquired from 
point cloud data 

Level definition Image 

Point cloud data 
Point cloud data is composed 
of 3D coordinates, color, and 
brightness. 

Point cloud data analyzed to 
extract information  
These are data created by 
analyzing the 3D coordinates 
of the point cloud data.  

3D surface 
These data are obtained by 
converting point cloud data 
into polygon data. In this 
study, the data are used for 
moving objects based on the 
physics engine. 

Simulation model 
This is a 3D model that can be 
employed in various 
simulations.  

2.3 Creation of the Simulation Model from 
Point Cloud Data 

2.3.1 Procedure for Creating a Simulation Model 
from Point Cloud Data 

To create a model for simulation, we organized 
three types of 3D data by analyzing and converting point 
cloud data. These three types consist of “point cloud data 
analyzed to extract information” and “3D surface,” as 
summarized in Table 1. Additionally, we created “a 3D 
model of drains under the ground.” However, 
underground drains cannot be measured using a 3D laser 
scanner. Therefore, after examining the point cloud, we 
estimated the position of these drains and created a 3D 
model to represent them. 

Four positions were scanned with the 3D laser 
scanner; Fig. 2 presents a photograph of these 
measurements. The acquired point cloud data of the 
campus building are shown in Fig. 3. These data were 
used to create the simulation model employed in this 
study. 

The procedure for creating a 3D surface from the 
point cloud data is detailed below: 

(1) Register several scanning data
(2) Cut out the point cloud data on the floor
(3) Convert the point cloud data into a 3D surface

model

Figure 2. Measurement scheme in experiment 

Figure 3. Acquired point cloud data of campus 
buildings 

2.3.2 Registering and Cutting Out Point Clouds 

We registered the point cloud data and removed the 
floor point cloud data to convert them into a 3D surface 
model; the cutoff point cloud data are depicted in Fig. 4. 
The installation positions of the 3D laser scanner are 
denoted as A, B, C, and D. The point cloud data captured 
from these four positions are illustrated in Fig. 5. The 
data were classified into four colors (i.e., red, blue, 
yellow, and green) corresponding to the point cloud data 
acquired from these four locations.  

Figure 4. Installation positions of 3D laser scanner 

Figure 5. Point cloud data captured from four 
measurement positions 
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2.3.3 Measurement of Concrete Floor Flatness 
Using a 3D Point Cloud 

The slope of the concrete slab is obtained from the 
point cloud data, and the location of the local minimum 
point is then analyzed, as presented in this section. Water 
accumulates in locations with low elevation. Therefore, 
it is essential to analyze the position of the local 
minimum point to compare the Z-coordinate values with 
the surroundings. 

The analysis of the position of this minimum point 
was performed according to the procedure shown in Fig. 
6. First, as shown in Fig. 6(a), the point cloud on the floor
is extracted. The point cloud is placed on the XY plane
in a 5-cm square grid, and the average value of the Z
coordinate of the point cloud in the grid is calculated.
Next, one grid is selected, as shown in Fig. 6(c), and the
elevation based on the Z coordinate is compared with the
surrounding grids of 11 × 11 cells. If the Z coordinate of
the selected grid has the smallest value in the 11 × 11
cells, then that position is defined as the local minimum
point.

(a) Point cloud on
concrete floor

(b) Point cloud placed on
5-cm square pixel

(c) Comparison of Z-
coordinate values with

surrounding pixels 

(d) Moving the pixel to
be calculated

Figure 6. Calculation procedure of local minimum point 
position on concrete slab surface by point cloud data 

The analysis results of the flatness of the concrete 
floor slab are presented in Fig. 7, which illustrates the 
inclination of the concrete slab towards the four drain 
covers. The positions and elevations of the local 
minimum point on the concrete slab are shown in Fig. 8. 

Figure 7. Measurement of concrete floor flatness using 
3D point cloud data 

Figure 8. Positions and elevations of local minimum 
points on concrete slab extracted by point cloud data 

analysis  

2.3.4 Point cloud data conversion into 3D surface 
model 

The point cloud data shown in Fig. 4 were used 
to convert the point cloud into a 3D surface model 
through MeshLab [10]. The point cloud data consist 
of 6.67 million points, which were reduced to a 
density of point clouds at intervals of 2 cm. Thereafter, 
the point cloud data contained 525,000 points. 
Subsequently, the point cloud data were converted 
into mesh data. Furthermore, hole filling was 
performed using mesh data. Finally, the data 
compression process was conducted until the number 
of faces in the mesh data was 50,000. 

2.3.5 3D Modeling of Underground Drains 

We were unable to measure the shape of the 
drainage and sewer under the concrete slab using a 
3D laser scanner. Therefore, the drain cover position 
from the point cloud data was extracted, and the shape 
of the drainage and sewer was estimated. 
Subsequently, a 3D model of the drainage and sewer 
was created using “Microsoft 3D Builder,” as shown 
in Fig. 9.  
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Figure 9. 3D modeling of underground drains by 3D 
Builder 

2.3.6 Simulation Model for Analyzing Drainage 
Capacity 

We created a 3D model and a simulation model 
to evaluate the drainage capacity. The 3D model 
contains four types of 3D shape data, as shown in Fig. 
10.  

(1) color point cloud
(2) fluid simulation area
(3) 3D surface of concrete floor surface
(4) 3D model of underground drains

In this study, fluid flow simulations were 
performed using the NVIDIA FleX for Unity [11]. 
Therefore, a 3D object, which can engage with the 
fluid “particles”, was used to convert the point cloud 
on the concrete floor into a 3D surface. 

The 3D model of the drain was placed below the 
3D surface of the concrete floor. Four holes on the 3D 
surface were created according to the position of the 
drain cover. Water particles flow through the holes in 
the drain cover into the 3D surface and move inside 
the 3D model of the drain. 

The fluid simulation area is defined as a wall-
shaped object. A 3D model with the wall-shaped 
object of the fluid simulation area is presented in Fig. 
11. This area can prevent the flow of water particles
from the periphery of the 3D surface.

In addition, a colored point cloud was employed 
to observe the dirt and water wet spots on the concrete 
floor. 

(a) 3D point cloud (b) Fluid simulation area

(c) 3D surface of
concrete floor surface 

(d) 3D modeling of
drains 

Figure 10. Four types of 3D shape data for 
evaluating water flow 

Figure 11. 3D shape data for analyzing drainage 
capacity 

2.4 Verification of water particle movement 
on 3D surface model using a physics engine 

The simulation model demonstrated in Fig. 11 was 
used to evaluate whether the water particles moved 
according to the principles of the physics engine. A part 
of the concrete slab measured in this study was wet due 
to water draining from the air conditioner, as illustrated 
in Fig. 12 (a). The water particles were generated 
according to the positions of the drainage of the air 
conditioner, thereby evaluating the water particle 
movement. 
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(a) Point cloud data (b) Floor Flatness

(c) 3D surface (d) 3D modeling of
drains 

Figure 12. Simulation model for verification of water 
particles movement using physics engine 

The simulation was performed in Unity, and 
NVIDIA FleX was used to achieve water movement. The 
simulation for generating water particles in Unity and 
moving them onto the 3D surface is shown in Fig. 13. 
The water particles created by NVIDIA FleX for Unity 
in the 3D measurement model are shown in Fig. 14. The 
diameter of the simulated water particles is 0.03 m. 

Figure 13. Simulation for predicting drainage flow 

Figure 14. Water particles generation by NVIDIA FleX 
for Unity on 3D measurement model 

The evaluation results of the drainage gradient using 
3D measurement data and the physics engine are 
presented in Fig. 15. We confirmed that the water objects 
flowed on the wet parts of the concrete floor. Using the 

visualization data that analyzed the distance of each point 
from the horizontal plane and represented the distance in 
color, we confirmed that the water objects were flowing 
along the low positions of the concrete floor rather than 
on the surrounding area. 

Figure 15. Drainage gradient evaluation result using 3D 
measurement data and physics engine 

3 Results and Discussion 

3.1 Evaluation of drainage capacity when 
water is uniformly generated.  

A 3D measurement model was used to evaluate the 
drainage capacity. The results are presented based on a 
uniform distribution of water particles. Water particles 
with a diameter of 0.03 m are uniformly generated on the 
upper surface of the simulation model. The movement of 
these particles, according to gravity and their flow from 
the drain, was observed. The image in Fig. 16 (a) 
indicates that our system uniformly generated water 
particles. 

These uniformly generated water particles on the 
concrete floor moved to a location with a lower elevation 
than the surrounding area. Thereafter, the water dropped 
into the drainage channel, reducing the amount of water 
on the floor. However, some water particles did not drain 
and instead remained on the concrete floor. The image in 
Fig. 16 (b) illustrates the accumulated water particles in 
the section where the gradient is low. 
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(a) Evaluation progress and results

(b) Evaluation results and concrete floor flatness

Figure 16. Evaluation of drainage capacity when water 
is uniformly generated  

3.2 Situation of drains and sewers under 
concrete floor slab 

In the simulation (Fig. 16), it was observed that 
water particles flowed into the drain and through the 
sewer. As shown in Fig. 17 (a), the water particles 
flowed to the drain located above the concrete ground 
floor. Moreover, Fig. 17 (b) shows that the water 
particles flowed into the drain and sewer under the 
concrete floor slab. 

(a) Situation above the concrete ground floor

(b) Situation of water particles flowing through
drains and sewers under concrete floor slab

Figure 17. Water objects falling into drain 

As shown in Fig. 18, the water particles were 
stored in a storm drain consisting of a catch basin and 
sand traps. It was confirmed that the water particles 
flowed into the sewer through the outlet trap when the 
catch basin was full. 

Figure 18. Water particles accumulating in drainage 
drain and flowing into sewer pipe 

3.3 Verification of Drainage Capacity 
Analysis Results Using Actual 
Measurement Data 

The simulation results of the drainage gradient 
were investigated using 3D measurement data and a 
physics engine. These were compared with the actual 
situation of floor drainage. First, the locations of the 
remaining water objects were compared with the 
unevenness of the concrete floor. The dotted line in 
the image in Fig. 19 (a) denotes the position of the 
valley line on the concrete floor. The figure shows 
that the water objects remain near the valley line of 
the concrete floor with a small slope value. 

The locations of the minimum point elevation on 
the concrete slab are shown in Fig. 20. If the elevation 
is minimum at a 55 × 55 cm area, then this can be 
defined as the minimum elevation point. Considering 
the results shown in Figs. 19 and 20, it can be 
observed that water tends to remain at a point 
relatively lower than the surroundings. 

(a) Drainage gradient evaluation results with point
cloud data 

(b) Concrete floor flatness and position of the
valley line 

Figure 19. Location of remaining water objects and 
valley line of concrete floor 

1225



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Figure 20. Position of local minimum elevation 

The image on the left side of Fig. 21 depicts the 
condition of the actual concrete floor after the rain. 
The image on the right side represents the condition 
of the virtual concrete floor after the water particles 
have been drained. In observing the concrete floor 
state after the rain in the actual world, and based on 
the simulation results, it can be confirmed that water 
accumulates along the valley line portion, as shown 
in Fig. 19.  

From Fig. 21, it was confirmed that the 
simulation results based on the measurement data 
were accurately analyzed to a certain extent. 

Figure 21. Conditions of concrete floor after rain in 
actual world and after water particles are drained in 

virtual world 

4 Conclusion 
In this study, a 3D surface was created from the data 

obtained by converting point cloud data. The data 
representing the concrete floor contained 6.67 million 
points. However, the use of 3D surfaces reduced the 
number of faces to 50,000. The size of the concrete floor 
measured by the 3D laser scanner was 32.45 × 6.11 m, as 
depicted in Fig. 4. We reproduced the concrete floor, of 
an area of approximately 200 m², with a 3D surface 
composed of 50,000 faces. This 3D surface with a 
reduced data size was used to verify that the drainage 
gradients could be evaluated. 

Furthermore, we reproduced the drainage and sewage 
channel under the concrete slab using a 3D model, which 
was used in combination with the 3D surface in the 
drainage simulation. It was confirmed that the water 
particles properly flowed inside the drains and sewers. 

Ultimately, this study verified that the drainage 
gradient could be evaluated using a 3D measurement 
model and physics engine. 
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Abstract –
Drones or Unmanned Aerial Vehicle (UAV) and 

services based on them have been used globally in 
various sectors including but not limited to 
construction, real estate, e-commerce, agriculture, 
utilities & energy, financial services, and media & 
entertainment. Use of such robots have a potential to 
reduce the cost & time and increase safety & 
productivity among other benefits. The use of drones 
is increasing in India and the UAV market is expected 
to grow at a CAGR of 18% during 2017-2023 in terms 
of revenue. While the use of drones is primarily in 
defence sector compared to commercial use, it has 
been reported that drone-based solutions are being 
explored in agriculture, energy & utilities, insurance, 
infrastructure, media & entertainment and mining in 
India. Hence, there exists a need to investigate the 
level of awareness, application, benefits and barriers 
of using drones in Indian construction. 

The primary objective of this study is to 
investigate the level of awareness and the application 
of drones among the key stakeholders in Indian 
construction through questionnaire survey-based 
quantitative research among key stakeholders. The 
study revealed there is high level of awareness of 
drones and low level of usage in Indian construction. 
The overall pattern in the data revealed that the 
respondents have rated most of the indicators highly 
important.  Following are the top-rated attributes: 
Drones must be experimented before using it in the 
construction projects (relevance); Surveying 
(application); Drones provide real time updates from 
the site (benefit); Weather related issues (barrier) and 
Health and Safety (KPI). It has been observed that 
there is statistically significant difference in 
perception among contractors, consultants and 
clients with respect to relevance & application of 
drones and not so for benefits, barriers & impact on 
KPI. 

Keywords –
Awareness; Drones; Indian construction; 

Unmanned Aerial Vehicle (UAV) 

1 Introduction 
The construction industry globally is worth 10 

Trillion Dollars per annum. The countries around the 
world spend around 9-15% of the Gross Domestic 
Product on the construction sector. But the construction 
industry is very fragmented and unorganized. The 
construction industry is facing huge challenges compared 
to other sectors. There is a serious performance outfall 
observed over the decades in the construction industry [1]. 

The challenges such as lack of performance, low 
productivity of labours, lack of data collection and 
documentation, cost over runs of the project, lack of 
adoption of technology, delays in project completion, 
safety issues on site, lack of quality, lack of innovation, 
high expenses and management issues are observed in the 
construction industry [2]. The industry suffers with 
severe shortage of labours, lack of adoption of new 
technology, lack of performance due to decreased 
productivity [3]. Disasters such as one created by 
COVID-19 pandemic demand change in working 
conditions in addition to unavailability of resources. 

One of the ways to overcome these challenges in 
construction operations is to implement automation and 
robotics to improve the performance [4].  Construction 
industry is labour dependent and robotics & automation 
has shown potential improvement in the productivity and 
quality of the construction projects [5]. The emerging 
technologies such as Building Information Modelling 
(BIM), Internet of Things (IOT), Light Detection and 
Ranging (LIDAR)  and robots like bricklaying machine, 
glazing machine, Unmanned Aerial Vehicle or drones, 
autonomous ground vehicles, robotic 3d printing can be 
used to increase the productivity, reduce the cost over-
runs and delays in the project. So there is need for 
adopting the innovative technologies for the development 
of the construction industry [4,6]. 

Drones or Unmanned Aerial Vehicles (UAV) can be 
adopted as potential solution to the challenges faced by 
the construction industry. While the use of drones in 
India is primarily in defence sector compared to 
commercial use, it has been reported that drone-based 
solutions are being explored in agriculture, energy & 
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utilities, insurance, infrastructure, media & entertainment 
and mining in India. The regulation on the use of drones 
in India has been released very recently. Adoption of 
drone technology is in its formative stage in Indian 
construction. Hence there is a need to investigate the 
adoption of drones in Indian construction. It has been 
attempted to study the level of awareness & adoption of 
drones in Indian construction and assess the perspectives 
of various key stakeholders.  

2 Literature Review 

2.1 Drones 
Drones or UAVs also known as Remotely Piloted 

Aircraft (RPA) are the aircrafts which operates without 
the requirement of onboard human pilot and are 
controlled by remotes [7]. Drones vary in the sizes and 
can be equipped with various accessories. The various 
parts of drones include frame for supporting the 
components of drone, propeller and engine which 
constitutes propulsion system for lift off, battery which 
acts as power source, electronic and communication 
system which is used to control drone [8] . The drones 
are attached with sensors which are used for the 
alignment and positioning. Manual interference of the 
pilot is not required due to these sensors[9]. 

2.2 Types of Drones 
Based on the vehicle mass principle the drones can be 

classified as “heavier than air” drones in which the drone 
uses aerodynamics and propulsive thrust, “Lighter than 
air” drones in which the drones which uses the principle 
of buoyancy. Wing type and rotor type come under the 
“Heavier than Air” drones. Wing and rotor are further 
divided as wing type multirotor, fixed-wing, flapping 
wing, single-rotor and fixed wing hybrid[10]. Based on 
take-off and landing it is further divided into two types as 
horizontal take-off and landing(HTOL) and vertical take-
off and landing(VTOL)[11].  

The classification of drones based on total weight 
including payload in India is shown in Table 1 [12]: 

Table 1. Types of Drones 

Sl. No Type Payload 
1 Nano ≤250 Grams 
2 Micro >250 Grams and ≤ 2Kg
3 Small >2 kg and ≤ 25 Kg
4 Medium >25 Kg and ≤ 150 Kg
5 Large > 150 Kg

2.3 Regulations on Drones in India 
The Director General of Civil Aviation (DGCA) has 

released a policy on regulation of drones on 27th August 
and came into effect on 1st December 2018 in India [12]. 
The policy briefs about the classification and restriction 
on drones. The operators must obtain license Unique 
Identification number and Unmanned Aircraft Operation 
permit.   

Any drones imported to India have to obtain 
Equipment Type Approval (ETA) from Department of 
Telecommunication. Except Nano drone all the other 
drone categories should apply for DGCA clearance  

Unique Identification Number (UIN) 
All the drones except Nano Drones must obtain 
the Unique Identification Number (UIN) from the 
DGCA. 

Unmanned Aircraft Operator Permit (UAOP) 
The civil drone operators must obtain the permit 
from the DGCA. The DGCA should provide the 
permit within seven days of the application 
submitted date. The validity of the permit is for 
five years from the date of issue and should not be 
transferred. 

Drones owned by government institutions are not 
required to get a permit. Nano drones operating below 50 
ft and micro drones operating below 200 feet are 
exempted from taking permit and Micro drones. All the 
drones must be within the Visual Line of Sight of the 
Operator. The maximum height allowed for the drones 
for various categories is as follows: Nano drone-50 ft, 
Micro drone-200 ft, Small, Medium, Large drones-400 ft 
above ground level. 

2.4 Application of Drones in Construction 
It has been reported that drones have been used in 

various activities such as damage assessment and 
building maintenance [13], land surveying [9,14], Safety 
inspection [15-17], 3-D modelling [18-20], building 
inspection [21], drone assembly [22,23], monitoring of 
progress [24], site inspection and management [25], 
facility management [26,27], and 3-D printing [28].  

2.5 Benefits and Barriers 
A study of benefits of using drones in construction 

sites reported that safety inspection and accessibility to 
inaccessible location are the top benefits [29]. Some of 
the critical barriers to the use of drones are limited battery 
life and weather-related issues [30]. 

2.6 Summary 
The “Global Construction 2030” states that the 

construction industry will grow by 85% by 2030. 
Construction industry is purely dependent on labour, 
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work and materials involved in construction change. Use 
of robots in construction can have advantages such as 
higher safety by deploying machines for dangerous jobs, 
high quality, increased productivity, and reduction in 
costs [31]. 

The technology adoption rate in the construction 
industry is lagging compared to other industries and 
usage of these technologies is proving challenging for the 
management [15,17]. The traditional techniques are 
replaced by drones and they provide enhanced 
performance and early accomplishment of tasks [32]. The 
drones are needed in various aspects for the development 
of the industry [6]. With limited literature on drones in 
Indian construction and the potential application is 
humongous, there is a need to investigate the adoption of 
drones in Indian construction. Hence, this study is aimed 
at assessing the awareness of the drone technology in and 
analyse the perceptions of key stakeholders on the 
relevance, application, benefits, barriers of using drones 
in construction and the impact of the same on the Key 
Performance Indicators (KPI) of projects. The scope of 
this study is limited to Indian construction and the 
stakeholders involved are Clients, Contractors and 
Consultants.   

3 Research Methodology  
The primary research methods used to achieve the 

intended objectives are literature review and 
questionnaire survey-based quantitative study. An in-
depth literature review in the field of drones in 
construction has been attempted to identify the variables 
of study (relevance, application, benefits, barriers and 
KPI) and the indicators as presented in Figure 1.  

3.1 Experimental Design 
A questionnaire instrument has been designed for the 

quantitative study and deployed online. The 
questionnaire contained seven sections with questions 
related to the respondent’s profile, awareness, relevance, 
application, benefits, barriers and KPI. Five-point Likert 
scales (of agreement and value) are used to measure the 
indicators of the variables identified. The questionnaire 
also had a cover note and two informative short videos 
for clarity and benefit of the respondents. 

Target population for this study are clients, 
contractors and consultants in Indian construction 
industry. Stratified sampling is used.   

Descriptive statistics is used for data analysis. 
Relative Importance Index (RII) is used to rank the 
indicators to understand the relative importance as 
perceived by the stakeholders. ANOVA analysis is used 
to check the statistical significance of the perceived 
differences between clients, contractors and consultants. 
Cronbach Alpha is used for internal consistency and data 

reliability for analysis. 

3.2 Data Collection 
The questionnaire instrument is deployed on Google 

Forms and the enquiries are sent to over 100 prospective 
Indian respondents (clients, contractors & consultants) 
through Email, LinkedIn, and over phone. There are 75 
valid responses received, which includes coincidentally 
25 each from the three stakeholder groups after 
continuous follow-up in a span of 4 weeks. 

4 Data Analysis, Results and Discussion 
The data collected is screened and codified for further 

analysis.  

4.1 Data Analysis 
Cronbach Alpha is used to evaluate the internal 
consistency of the instrument and reliability of the data 
collected for further analysis. The calculated Cronbach 
Alpha values are presented in Table 2.  It is observed that 
all the values are greater than 0.8 (except for KPI), which 
is very good, and the data collected is reliable for further 
analysis. 

Descriptive data analysis is conducted to understand 
the profile of the respondents and awareness levels.  
Relative Import Index (RII) is computed for all the 
indicators and ranked overall and within stakeholder 
groups for observation. ANOVA test have been conducted 
to check for statistical significance in difference in 
opinion of respondent groups. 

4.2 Results 
Among the 75 respondents 88% belonged to private 
sector and rest to public sector.  Majority of the 
respondents (~70%) are from large organisations base on 
turnover (>INR2500M) and number of employees 
(>250). It has been observed that 12, 32 & 56% of 
respondents represent top, middle & operations 
management in their respective organisation. It is also 
interesting to note that most of the respondents (76%) 
less than 5 years of experience and 15 & 8% of 
respondents having an experience of 5-10 & 10-20 years 
respectively (Figure 2). A little fraction of them have 
more than 20 years of experience.  

4.2.1 Awareness and Use of Drones 

The results of the analysis on the awareness and use 
of drones are shown in Figure 3 and 4. The results show 
that 83% of the respondents were aware of drone and 17 % 
of them were unaware. Among the respondents who are 
aware of drones, 85% of them have not used drones and 
15% of them have used drones in various operations.
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Figure 1. Indicators of Relevance, Application, Benefits, Barriers and KPI 

Table 2. Cronbach Alpha 

Variable Questions Cronbach Alpha 
Relevance Q1-Q8 0.87 

Application Q9-Q19 0.90 
Benefits Q20-Q30 0.88 
Barriers Q31-Q39 0.79 

KPI Q40-Q44 0.57 
Overall Q1-Q44 0.94 

Figure 2. Experience of Respondents 

Figure 3. Awareness on Drones 

Figure 4. Awareness and Usage Chart 
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4.2.2 Relative Importance of Indicators (Overall) 

RII has been calculated for all the indicators of chosen 
variables (Figure 1) using the data from all the 
respondents. RII along with the frequency distribution of 
individual ratings of indicators is presented variable-wise 
in Figure 5. The overall pattern in the data and RII 
revealed that the respondents have rated most of the 
indicators highly important. The top-rated indicators 
within the chosen variables are presented in Figure 6.    

4.2.3 Relative Importance of Indicators (within 
stakeholder groups) 

Indicators of the chosen variables are ranked using 
RII that is calculated based on the responses from three 
difference stakeholder groups (C1-Contractors, C2-
Consultants and C3-Clients) in order to compare the 
perspectives of these groups on the relative importance. 
The results are presented in Table 3(a-e). The pattern in 
the results indicate there are differences in the relative 
importance of the indicators. 

Table 3. Relative importance of indicators (within 
stakeholder groups) 

a) Relevance
C1 Rank C2 Rank C3 Rank 

R1 0.73 2 0.77 2 0.70 2 
R2 0.70 4 0.74 3 0.63 5 
R3 0.72 3 0.67 7 0.66 4 
R4 0.70 4 0.63 8 0.62 6 
R5 0.70 4 0.71 5 0.70 1 
R6 0.74 1 0.70 6 0.66 4 
R7 0.73 2 0.78 1 0.69 3 
R8 0.74 1 0.73 4 0.66 4 

b) Application
C1 Rank C2 Rank C3 Rank 

A1 0.77 2 0.79 1 0.77 1 
A2 0.70 5 0.74 3 0.66 7 
A3 0.67 6 0.73 5 0.69 5 
A4 0.64 7 0.68 7 0.70 4 
A5 0.62 8 0.71 6 0.62 8 
A6 0.77 2 0.74 4 0.72 3 
A7 0.75 3 0.79 1 0.74 2 
A8 0.67 6 0.73 5 0.67 6 
A9 0.70 5 0.71 6 0.66 7 
A10 0.78 1 0.78 2 0.74 2 
A11 0.72 4 0.66 8 0.66 7 

c) Benefits
C1 Rank C2 Rank C3 Rank 

B1 0.78 2 0.79 1 0.79 1 
B2 0.79 1 0.74 4 0.73 2 
B3 0.62 10 0.69 7 0.66 6 
B4 0.62 10 0.69 7 0.66 6 
B5 0.70 8 0.74 4 0.70 4 
B6 0.67 9 0.74 4 0.71 3 
B7 0.77 3 0.76 2 0.73 2 
B8 0.73 5 0.73 5 0.70 4 

4B9 0.74 4 0.75 3 0.70 4 
B10 0.72 6 0.73 5 0.68 5 
B11 0.71 7 0.72 6 0.70 4 

d) Barriers
C1 Rank C2 Rank C3 Rank 

BA1 0.72 8 0.70 5 0.72 3 
BA2 0.76 4 0.73 3 0.65 7 
BA3 0.81 1 0.77 1 0.71 4 
BA4 0.75 5 0.74 2 0.68 6 
BA5 0.74 6 0.77 1 0.78 1 
BA6 0.73 7 0.71 4 0.76 2 
BA7 0.77 3 0.70 5 0.70 5 
BA8 0.78 2 0.74 2 0.72 3 
BA9 0.71 9 0.70 5 0.72 3 

e) Impact on KPI
C1 Rank C2 Rank C3 Rank 

K1 0.70 4 0.72 3 0.72 3 
K2 0.67 5 0.68 5 0.64 5 
K3 0.72 3 0.74 2 0.75 1 
K4 0.76 2 0.75 1 0.74 2 
K5 0.82 1 0.72 3 0.66 4 

4.2.4 ANOVA Analysis 

It has been attempted to test this difference in 
perceived relative importance among Contractors, 
Consultants and Clients is by chance or statistically 
significant using ANOVA analysis at 5% significance 
level. The test results are shown in Table 4. 

Table 4. ANOVA Analysis 

Variables F p-value F-crit
Relevance (R) 4.553 0.011 3.011 

Application (A) 3.134 0.044 3.007 
Benefits (B) 2.075 0.126 3.007 

Barriers (BA) 2.948 0.053 3.009 
KPI (K) 1.379 0.253 3.020 

It can be noted that p-value is less than 0.05 for 
variables Relevance (R) and Application (A) that implies 
that there is statistically significant difference in 
perception among C1, C2 & C3. There is no significant 
difference with respect to other three variables. 

4.3 Discussion 
While high level of awareness is a welcome sign, low 

levels of actual usage must be looked in to by promoting 
the benefits/drivers and addressing the barriers. It is also 
supported in the higher ratings for relative importance for 
various indicators. Top rated relevance Drones must be 
experimented before using it in the construction projects 
(R7) implies that there is a need to demonstrate the 
use/benefits of drone through use cases. The most 
relevant applications for drones are Surveying (A1), 
Emergency Response and Accessibility (A10) and Safety 
Monitoring (A7). Necessary action plans may be drawn  

C1-Contractors   C2- Consultants  C3-Clients 
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Figure 5. Frequency distribution & RII of indicators (overall) 
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Figure 6. Top rated indicators based on RII (overall) 

by the professional organisations & educational 
institutions to instil the skills required. The highly rated 
benefits are Drones provide real time updates from the 
site (B1), Drones can fly to inaccessible areas and 
hazardous areas (B2) and Drones help in accurate and 
enhanced data collection (B7). This information may be 
of great value for the construction contractors and drone 
operators. The key barriers for the adoption of drones in 
Indian construction are: Weather related issues (BA3), 
Owner and Management support (BA5) and 
Requirement of skilled professional (BA8). The project 
managers and drone manufacturers/operators may find 
this information useful to plan their business/project 
objectives. Health and Safety (K4), Quality (K3) and 
Stakeholder Satisfaction (K5) are the most important 
KPIs impacted by the use of drones. These are in line 
with the demands of changing business environment. 

5 Summary and Conclusions 
Efficient project delivery is a continuous challenge in 

construction. With growing complexity and uncertainty 
in project environments, it more prudent to promote 
innovate solutions to overcome the challenges and create 
value for the stakeholders involved. Automation and 
robotics have been promising in efficient and safer 
construction projects. However, the uptake of robot 
technology such as drones/UAV is slow in Indian 
construction. It has been attempted to study the level of 
awareness & use of drones as well as benefits, barriers & 

impact on the KPIs. 
It has been observed that there is high level of 

awareness of drones and low level of usage in Indian 
construction. The overall pattern in the data revealed that 
the respondents have rated most of the indicators highly 
important.  Following are the top-rated attributes: Drones 
must be experimented before using it in the construction 
projects (relevance); Surveying (application); Drones 
provide real time updates from the site (benefit); Weather 
related issues (barrier) and Health and Safety (KPI). 
ANOVA analysis revealed that there is statistically 
significant difference in perception among contractors, 
consultants and clients with respect to relevance & 
application of drones and not so for benefits, barriers & 
impact on KPI. 

The sample size of the groups is limited in this study 
and a larger sample size may unfold results that can be 
generalised with much more confidence. It is worth 
investigating the relationship between the application, 
benefits, barriers an KPIs for more insight. Also, a 
detailed study among public & private clients shall be 
useful in formulating strategies for greater adoption of 
drones. 
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Abstract –  

Many of Japan's bridges built during the period 
of high economic growth are deteriorating and 
require proper maintenance. However, due to the 
shortage of specialist in the field of civil engineering 
as well as the declining birthrate and aging 
population, the current bridge periodic inspection 
the proximity visual inspection and the preparation 
of inspection reports require a lot of work by each 
inspection engineer. To promote bridge inspection 
using robots such as UAVs, we have been 
improving efficiency in on-site inspection and the 
documentation of inspection results. The current 
challenges in this effort are the management of a 
vast number of images, image analysis and damage 
detection, and the accurate recording of damage 
locations. In this report, we present the results of 
the accuracy test of 3D bridge data generated by 
Structure from Motion (SfM) and explain the 
management of images using 3D data. 
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Bridge  maintenance; Bridge  periodic 
inspection; Inspection robot(UAV); Structure from 
Motion(SfM);  3D data(Point  c loud data) 

1 Introduction 
Many Japanese bridges constructed during the 

period of high economic growth are aging and require 
proper maintenance. Due to the shortage of specialist 
in the field of civil engineering as well as the declining 
birthrate and aging population, realization of more 
efficient bridge inspection is an urgent issue for proper 
maintenance of bridges. 

Bridge periodic inspections every five years in 

Japan require a lot of labor, time and cost, and for on-
site visual inspection and preparation of inspection 
reports. MLIT (Ministry of Land, Infrastructure, 
Transport and Tourism) which manages bridges, has 
published Guidelines For Using New Technology for 
the purpose of streamlining bridge inspections, and is 
actively promoting the use of inspection robots. 

In that case, it is necessary to efficiently perform, 
Managing the tremendous amount of images acquired 
from robots, Recognizing degradation in image, and 
Accurate recording of degradation position. 

In recent years, UAVs and computer vision have 
been utilized in various fields of civil engineering.[1] 
Among these technologies, we focused on SfM, which 
automatically estimates the shooting position and 
shooting direction of images shot continuously in 3D 
space, generates 3D data of the shooting target. 

In this paper, in order to improve efficiency the 
field work and record creation work of the bridge 
periodic inspection, we report the status of the 
examination up to now regarding bridge inspection 
using 3D data. 

2 Research Content 
In order to verify the possibility of bridge 

inspection using robots and 3D data, we examine the 
following three processes for the South Loop Bridge 
on the site of PWRI(Public Works Research Institute). 

1. Efficient image shooting by a bridge inspection 
robot 

2. Generation of 3D data of bridge by SfM 
3. Image management method using 3D data 
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3 Generation of 3D Data and Image 
Management Using Images of Bridge 
Inspection Robots (UAVs, etc.) 

3.1 Accuracy Verification of Generated 3D 
Data 

In this paper, the bridge was shoot with a UAV 
(Phantom4Pro made by DJI) and a digital camera 
(α7R2 made by SONY). It was confirmed that the 3D 
data of the bridge can be generated by SfM from the 
shooting image and that the position and direction of 
the captured image can be expressed in the 3D space. 
‘Figure 1’

The coordinates of the verification points on the 
actual bridge obtained from the survey criteria and the 
coordinates of the verification points on the 3D data 
were compared. The error of all verification points was 
within 5 cm, which satisfied the quality control 
standard defined by MLIT. ‘Figure 1’ [2] 

3.2 Applicability to Bridge Inspection 
Robot  

Figure 1 shows 3D data generated from images of 
general UAVs and digital cameras. Furthermore, by 
utilizing the robots specialized for advanced bridge 
inspection developed by the Cabinet Office's SIP 
(Cross-ministerial Strategic Innovation Promotion 
Program), more detailed bridge photography can be 
performed. ‘Figure 2’ [3]

By generating 3D data from the images taken by 
such a bridge inspection robot, it becomes possible to 
manage images taken of the damage conditions inside 
members and girders. 

3.3 Management Example of Image 
Shooting Position Using 3D Data 

3.3.1 Bearing

As shown in ‘Figure 3 a)’, the area around the 
bearing is often complicated due to abutments, floor 
slabs, main girders, and various piping. This area is 
generated as 3D data by SfM, and the shooting 

Figure 1. 3D data of South Loop Bridge generated from SfM 

a) Development of infrastructure inspection system          b) Development of UAV for Observing and Hammering
using semi-autonomous multi-copter equipped with          Aged Bridges at Short Range 
flexible electrostatic adhesive device

Figure 2. Example of bridge inspection robot developed by SIP[3] 
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position and direction of the image can be expressed 
as a quadrangular pyramid in 3D space. 

When the image of the bearing is displayed, it is 
displayed so as to match the 3D data, and the accuracy 
of the automatically estimated shooting position and 
shooting direction can be confirmed. 

3.3.2 Slab 

As shown in ‘Figure 3 b)’, the inspection results of 
slab in the current bridge inspection are managed by 
span. When the slab is continuously and 
comprehensively photographed, slab, main girders, 
horizontal girders, and the like are repeated, so a large 
number of images with the same contents are stored, 

Figure 3. Image management example using 3D data 

Figure 4. Bridge periodic inspection method utilizing 3D data 
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and it becomes difficult to estimate the shooting 
positions of them later. 

However, SfM's automatic image shooting 
position estimation and automatic association of 3D 
data with images can improve the efficiency of such 
continuous-image management. 

3.3.3 Inside Girder 

As shown in ‘Figure 3 c)’, It is difficult to manually 
record the image inside girder in the image shooting 
direction. The reason is that the shooting is focused on 
checking the condition of slab, the main girder, the 
anti-tilt structure, etc., and that the shooting is 
performed in a narrow space surrounded by the main 
girder and the horizontal girder. 

By automatically estimating the shooting direction 
of the image with SfM, it is possible to manage the 
image of only the local part such as the bolt inside the 
girder and the corrosion condition of the anti-tilt 
structure. 

4 Bridge Periodic Inspection Utilizing 
3D Data 

4.1 Proposal of Bridge Periodic Inspection 
Method Utilizing 3D Data 

Based on the examination results to date, we 
propose a bridge periodic inspection method that uses 
3D data generated by SfM as a solution to the problem 
which are Efficiency of inspection work, recording 
accuracy of deformed position of bridge inspection. 
‘Figure 4’ This study does not limit the generation of 
3D data, the estimation of the shooting position, 
direction of images to SfM in consideration of future 
technological development and development of this 
inspection method. 

Since this inspection method generates 3D data by 
SfM, it is premised and important that robots shoot a 
comprehensive image of the bridge. After that, the 
inspection engineer will visually inspect only the areas 
where the degradation can be confirmed from the 

images taken by the bridge inspection robot and the 
areas where it was difficult to take images. The 
characteristics of the inspection method are as follows. 

4.1.1 Efficiency Improvement of Visual 
Inspection for Actual Bridge 

When the degradation of the member is confirmed 
on the image, the position of it can be grasped by 
referring to 3D data. In addition, an engineer will 
visually inspect the actual bridge depending on the 
condition of the degradation. 

Therefore, it is possible to narrow down the scope 
of visual inspection on-site by the engineer in advance 
in the office. 

4.1.2 Enhancing the Record of Changes in 
Visual Inspections by Engineers 

The scope of visual inspection by the engineer is 
narrowed down, and more detailed degradation 
inspection can be performed on the degradation, so the 
contents of the recording of the degradation status are 
enriched. 

4.1.3 Upgrading of Degradation Management 
by Utilizing 3D Data 

By managing images and degradations by 
associating them with the three-dimensional data of 
the bridge, the shooting position and shooting 
direction will become clear, and it will be possible to 
guide the degradation shooting with the same angle of 
view in later years. In addition, by comparing images 
having the same shooting angle of view, it is possible 
to contribute to highly accurate progress grasp of aged 
deterioration. 

4.2 Degradation Recording Example on 
Image 

One of the merits of utilizing 3D data in bridge 
inspection is the possible to check and record the state 
of degradation on images managed in association with 
3D data. 

After 3D data is generated from the image by SfM, 

Figure 5. Visual confirmation of image degradation and recording example 
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the image of the member to be confirmed is displayed, 
and the content of the degradation is recorded on the 
image for which the degradation can be confirmed. 
‘Figure 3 a)~c)’ The degradation is recorded in 
association with the 3D data, and the position of the 
degradation can be grasped on 3D data even when the 
image is not displayed. ‘Figure 3 d)’ 

5 Summary 
This paper reported the research results on the 

method of utilizing 3D data for the purpose of 
improving the efficiency of periodical bridge 
inspection. As a concrete content, the basic 
verification result of the 3D data accuracy of the 
bridge generated by SfM was shown, and the image 
management method using the 3D data was proposed.
This paper is summarized as follows; 

1. We proposed a bridge periodic inspection
method using 3D data as a solution to the
problems of bridge inspection (many image
management, accurate recording of degradation
position) when using robots.

2. It was shown that the 3D data of bridges
generated by SfM from the images taken
continuously and automatically by UAV satisfy
the quality control standards set by MLIT.

3. We proposed an image management method and
a degradation confirmation method using 3D
data. The feasibility of periodical bridge
inspection using 3D data was also shown by
introducing application examples.

The information generated by the proposed method 
in this paper, such as a set of image angles and 
perspectives and 3d structure by SfM, has not been 
applied in bridge inspection phase.  Utilizing those 
infomation to improve the whole management cycle, 
which is not limited to the inspection, will contribute 
to improvement of the productivity in the entire 
construction field. Future research contents assume 
points listed below; 

1. Confirmed to the bridge manager and the
inspection engineer "Recording method for
image degradation and expression method on 3D
data" and "Delivery standard and management
method for products of bridge periodical
inspection utilizing 3D data" To do. Based on
the results, we will study the workflow,
functional requirements and related standards for
social implementation.

2. It takes a great deal of effort to grasp the
degradation on the image because the engineer
performs visual inspection. Therefore, we will
study support technologies that can efficiently
detect degradations from images (automatic
extraction of degradations by AI, emphasis on
degradations by image processing).

3. By managing the images at the time of
completion using this method, we will examine
the utility of this method during emergency
inspections such as grasping the displacement
and degradation of the bridge structure after an
earthquake.
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Abstract – 
This study developed a system that generates 

video from a view following a robot, using 
composition CG of the present position of the robot 
using deliberately delayed video on the robot for 
displaying the current position and orientation of the 
robot. The proposed view generation method 
overcomes the disadvantage of conventional methods 
because it always has a close-up view, and has the 
advantage of the video making it easy to understand 
the area around the robot. In this study, we verified 
the advantage of this method experimentally using a 
crawler carrier and the robot, and addressed some 
problems. 

Keywords – 
Past image; Remote control; Bird’s-eye view 

1 Introduction 
When a disaster occurs, unmanned construction is 

used for recovery and investigation using a construction 
machine in a safe area. In general remote-control and 
unmanned construction, the pilot controls using the 
subjective view sent to the pilot’s terminal by a camera 
on a construction machine, or a third-person view sent 
by a camera installed in the surroundings. Subjective 
view has the advantage that it can be seen in front of the 
construction machine at all times, and third-person view 
has the advantage that it is easy to determine when the 
construction machine is about to hit obstacles. However, 
subjective view and bird's-eye view videos have parts 
that cannot be seen or are difficult to see. The purpose 
of this research was to develop a system that generates 
video from a view behind the robot by composition CG 
of the present position of the robot, using deliberately 
delayed video from the robot.  

2 Related research 

2.1 Classification and advantage of camera 
view 

In remote control, camera images are used to 
understand the environment of the construction machine. 

Here, we classify the installation positions of the 
cameras and the obtained images, and describe the 
advantages and disadvantages thereof.  

• Subjective view

Generally, the camera is installed in the driver's seat
of the construction machine, and a subjective image is 
taken as if the operator is looking forward from the 
driver's seat. A typical obtained image is shown in 
Figure 1. 

Subjective images are realistic and easy for the 
operator to imagine, and the device is simple and fully 
contained in the construction machine; thus, the usage 
cost is low. However, the general camera can only 
retrieve limited information because its viewing angle is 
narrower than the human viewing angle. Thus, there are 
cases where multiple cameras are installed or a fisheye 
camera with a wider viewing angle is used [1]. 

Figure 1. Example of subjective view 
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• Swingable subjective view  

In a previous study, the attachment of a swing 
mechanism was attached to the camera to allow the 
operator to check the sides and back to overcome the 
narrow viewing angle of subjective images [2]. 
However, it is not possible to change the large view 
such as leaning forward to check the rear like in a 
manned vehicle, and the viewing angle is limited. In 
addition, the swing mechanism is operated separately; 
VR technology can be used to simplify this[3]. 

• Fixed third-person view 

In unmanned construction, the condition of the 
construction site and the positional relationship of the 
construction machine therein are important. Thus, it is 
common to install cameras on pipe scaffolding or 
prefabricated scaffolding for a broad third-person view. 
An image from a typical fixed third-person-view video 
is shown in Figure 2. The third-person-view video may 
have a sensational discrepancy between the operation 
and the movement of the construction machine, because 
it does not always face the same direction as the 
construction machine; therefore, it requires skill to 
operate. For example, the right crawler must be moved 
to turn the construction machine in Figure 2 to the left. 
In addition, when the distance between the camera and 
the construction machine is large, the construction 
machine in the image may appear small, or another 
object may appear between the two, hiding the 
construction machine. Furthermore, the installation cost 
of the camera is high, and installation of the camera 
itself may be impossible immediately after a disaster. 

 
Figure 2. Representative fixed third-person view 

video 

• Third-person view from mobile robotsthird-person 
view 

In some disaster response robots, a rod is extended 
backward on the robot and a camera is installed in a 
high position on the tip of the rod to obtain a third-
person-view video of the robot surroundings. A typical 
image is shown in Figure 3. In this case, the orientation 
of the robot and the position and orientation of the 
camera always match, and it is easy to grasp the 

surroundings subjectively. Toda et al. obtained a bird's-
eye view from the top in real time by mooring a balloon 
on the robot instead of a stick, and looking down at the 
robot from the camera installed on the balloon [4]. 
Nagatani and others also moored a drone on a 
construction machine [5]. These methods increase the 
total height, which includes that of the camera. 
Moreover, they limit the usable environment because it 
is necessary to physically separate the camera from the 
center of the robot. Further, there is the drawback that 
the image is very shaky owing to the effects of rotation, 
vibration, and wind of the construction machine because 
the robot moves away from the center of rotation.  

The technology of artificially generating a bird's-eye 
view image by synthesizing a plurality of camera 
images mounted on a robot on a plane has been applied 
practically by automobile manufacturers. An example of 
the one put into practical use is the around view monitor 
of Nissan Motor Co., Ltd [6]. Sato et al. applied this 
method to unmanned construction equipment [7]. 
Shimizu et al. applied this method and made it possible 
to move the view [8].  

 
Figure 3. Representative moving third-person view 

video 

2.2 Fixed third-person view using past image 
method 

Shiroma et al. saved a still image acquired by a 
camera mounted on a robot, and synthesized a CG that 
matched the position of the robot in the still image in 
the save history to view the robot from the position 
where the still image was acquired; they proposed a 
method to generate an imaginary bird's-eye view [9]. In 
addition, Kinoshita et al. eliminated the narrow viewing 
angle by shooting still images using an omni-directional 
camera [10]. Figure 4 shows the outline and Figure 5 
shows the generated third-person-view image.  

The fixed third-person-view generation method 
using previous images involves obtaining the fixed 
third-person-view view by using previous still images 
captured by the robot. That is, if the only moving object 
in the image is the robot, the still image once taken is 
used as the background, and the moving robot draws the 
CG according to the position and orientation 
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information. This method has the merit that the amount 
of communication and the associated communication 
delay can be reduced because moving image transfer is 
not required.  

In contrast, the image obtained by this method has a 
fixed third-person-view, and thus there is the problem 
that the size of the image decreases as the robot moves 
away. To solve this, it is necessary to retake a still 
image when a certain distance is reached. In addition, 
moving objects such as humans and other robots are 
perceived as stationary, because moving objects other 
than robots are not assumed. 

 
Figure 4.  Overview of past image method 

 
Figure 5.  Third-person view image by past image 

method 

3 Tracking third-person view video 
method 

3.1 Proposal of tracking third-person video 
method 

We extended the idea of the fixed third-person-view 
generation method using past images from an omni-
directional camera developed by Kinoshita et al. We 
used a moving image instead of a still image, and 
intentionally delaying this to create a CG image at the 

robot's current position. We proposed a method of 
generating a moving view in which a camera positioned 
behind a robot is followed by continuous drawing [11]. 
Figure 6 shows the outline. In this paper, this is called a 
tracking bird's-eye view view. In the case of the fixed 
bird's-eye view image described above, the drawing 
position of the robot and its size change. However, in 
this method, it is always drawn in a fixed size in the 
center of the screen; thus, it has the advantage of being 
easily drivable. In contrast, in the proposed method, the 
amount of communication is not reduced because 
moving images are used. Although the moving object is 
reflected, it is a delayed moving image and does not 
correctly reflect the movement of the object. 

 
Figure 6.  Overview of tracking third-person view 

method 

3.2 Generation method of tracking third-
person view video method 

The generation procedure of this method is shown as 
follows.  
1. The robot saves the current time and the position 

and orientation of the robot along with the moving 
image. 

2. A moving image and robot position and orientation 
that meet the conditions are selected. There are two 
possible conditions to select. 
A) Fixed time delay—Selection of the latest 

moving image where the difference between 
the current time and the shooting time of the 
image is more than a certain value. 

B) Fixed distance delay—Selection of the latest 
moving image where the distance between 
the current position and the shooting position 
of the image is a certain distance or more. 

3. The robot sends the current position/orientation of 
the robot, the selected moving image, and the 
position and orientation at the time of image 
capture to the operator terminal. 
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4. The CG reflecting the current position and 
orientation of the robot is superimposed on the 
moving image received by the operator side, and 
displayed on the screen. The current direction of 
the robot is cut from the moving image when 
drawing so that the CG of the robot is always 
centered. 

3.3 System configuration 
Figure 7 shows the system configuration of this 

research. The upper left side of the dotted line shows the 
processing performed by the robot side, and the upper 
right side shows the processing performed by the 
operator side. These are the contents of the software. 
The lower part of the dotted line shows the required 
hardware. The system on the operator side calculates the 
relative position and orientation from the shooting point 
from the current position and orientation received from 
the system on the robot side and the position and 
orientation at the time of shooting the moving image, 
and synthesizes the CG of the robot with the moving 
image. The positional relationship between the self-
position estimation sensor, the omni-directional camera, 
and the robot must be obtained before the experiment. 
The position where CG is combined with the moving 
image is calculated as follows. Figure 8 shows an 
example of robot behavior. Position/posture 𝑃𝑃𝑝𝑝𝑝𝑝  of the 
camera at the time of shooting when the 
position/orientation of the robot center at the time of 
shooting is the origin, position/posture 𝑃𝑃𝑝𝑝𝑝𝑝 of the robot 
center at the time of shooting, sensor position/posture 
𝑃𝑃𝑝𝑝𝑝𝑝 at the time of shooting, current position/posture 𝑃𝑃𝑛𝑛𝑛𝑛 
of the robot center, The current position/orientation 𝑃𝑃𝑛𝑛𝑛𝑛 
of the sensor is defined as follows. 

𝑃𝑃𝑝𝑝𝑝𝑝 = �𝑥𝑥𝑝𝑝𝑝𝑝 ,𝑦𝑦𝑝𝑝𝑝𝑝 , 𝑧𝑧𝑝𝑝𝑝𝑝 ,𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� 
𝑃𝑃𝑝𝑝𝑝𝑝 = �𝑥𝑥𝑝𝑝𝑝𝑝 ,𝑦𝑦𝑝𝑝𝑝𝑝 , 𝑧𝑧𝑝𝑝𝑝𝑝,𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� 
𝑃𝑃𝑝𝑝𝑝𝑝 = �𝑥𝑥𝑝𝑝𝑝𝑝,𝑦𝑦𝑝𝑝𝑝𝑝, 𝑧𝑧𝑝𝑝𝑝𝑝,𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� 
𝑃𝑃𝑛𝑛𝑛𝑛 = (𝑥𝑥𝑛𝑛𝑛𝑛 ,𝑦𝑦𝑛𝑛𝑛𝑛 , 𝑧𝑧𝑛𝑛𝑛𝑛 ,𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛) 
𝑃𝑃𝑛𝑛𝑛𝑛 = (𝑥𝑥𝑛𝑛𝑛𝑛,𝑦𝑦𝑛𝑛𝑛𝑛, 𝑧𝑧𝑛𝑛𝑛𝑛,𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛) 

The relative position of the position and orientation 
of the camera, the position and orientation of the robot 
center, and the position and orientation of the sensor are 
fixed because they are fixed to the robot. Also, 
assuming that the directions of the camera, sensor, and 
robot are the same, the yaw, pitch, and roll values are 
the same. Therefore, the position and orientation 𝑃𝑃𝑟𝑟𝑟𝑟 of 
the sensor viewed from the center of the robot and the 
position and orientation 𝑃𝑃𝑠𝑠𝑠𝑠 of the camera viewed from 
the sensor are defined as follows. 

𝑃𝑃𝑟𝑟𝑟𝑟 = (𝑥𝑥𝑟𝑟𝑟𝑟,𝑦𝑦𝑟𝑟𝑟𝑟, 𝑧𝑧𝑟𝑟𝑟𝑟, 0,0,0) 
𝑃𝑃𝑠𝑠𝑠𝑠 = (𝑥𝑥𝑠𝑠𝑠𝑠 ,𝑦𝑦𝑠𝑠𝑠𝑠 , 𝑧𝑧𝑠𝑠𝑠𝑠 , 0,0,0) 

When the robot moves as shown in Fig. 8, the vector 

from the camera at the time of shooting to the center of 
the robot after the movement is obtained by the 
following procedure. 

1. Obtain the position and orientation of the 
camera during shooting from the position and 
orientation of the sensor during shooting 

𝑃𝑃𝑝𝑝𝑝𝑝 = 𝑃𝑃𝑝𝑝𝑝𝑝 + 𝑃𝑃𝑠𝑠𝑠𝑠 

2. Obtain the coordinates of the current robot 
center from the current sensor position and 
orientation and the sensor position and 
orientation seen from the robot center 

𝑃𝑃𝑛𝑛𝑛𝑛 = 𝑃𝑃𝑛𝑛𝑛𝑛 − 𝑅𝑅𝑦𝑦𝑅𝑅𝑝𝑝𝑅𝑅𝑟𝑟𝑃𝑃𝑟𝑟𝑟𝑟 

 
However, 𝑅𝑅𝑦𝑦𝑅𝑅𝑝𝑝𝑅𝑅𝑟𝑟 is the following formula. 

𝑅𝑅𝑦𝑦

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡cos �𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛 − 𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝� − sin �𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛 − 𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝� 0 0 0 0

sin �𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛 − 𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝� cos �𝑦𝑦𝑦𝑦𝑦𝑦𝑛𝑛 − 𝑦𝑦𝑦𝑦𝑦𝑦𝑝𝑝� 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1⎦

⎥
⎥
⎥
⎥
⎥
⎤

 

𝑅𝑅𝑝𝑝

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡ cos �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝� 0 sin �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝� 0 0 0

0 1 0 0 0 0
− sin �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝� 0 cos �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑛𝑛 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑝𝑝� 0 0 0

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1⎦

⎤

 

𝑅𝑅𝑟𝑟

=

⎣
⎢
⎢
⎢
⎢
⎡
1 0 0 0 0 0
0 cos�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 − 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� − sin�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 − 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� 0 0 0
0 sin�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 − 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� cos�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 − 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝� 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1⎦

⎥
⎥
⎥
⎥
⎤

 

3. Obtain the current position/orientation 𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 of 
the robot center with the position/orientation of 
the camera as the origin 

𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑃𝑃𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑝𝑝𝑝𝑝 
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Figure 7.  System Configuration 

 

 

4 Figure 8.  An example of robot 
behavior Experiment of generating a 
third-person view video 

4.1 Video generation experiment using 
construction machinery 

4.1.1 Purpose 

Using the proposed method, we attempted to 
generate a tracking third-person-view image from the 
moving image of the omni-directional camera acquired 
while traveled the crawler carrier equipped with the 
implemented robot side system and the information of 
RTK positioning. 

4.1.2 Data acquisition robot side system 

Figure 9 shows the robot system used to acquire the 
data. The installed camera is the omni-directional 
camera which name is “ RICOH THETA V ”. 

 
Figure 9.  Data acquisition robot side system 

4.1.3 Content 

The robot side system shown in Figure 10 was 
installed in a crawler carrier IC 120 manufactured by 
KATO WORKS. Figure 10 shows the dimensions of the 
crawler carrier, and Figure 11 shows the camera 
installation position. The position of the crawler carrier 
was determined using the data of RTK 
positioning.position In this experiment, only the 
position of the crawler carrier and the moving image of 
the omni-directional camera were acquired during 
operation, and the video was generated offline. The 
condition for moving image selection during image 
generation was the fixed time delay described in 2(a) in 
section 3.2. 

 
Figure 10. IC120 dimensions 

 

 
Figure 11. Camera’s position 

4.1.4 Results and discussion 

The video in Figure 12 was generated offline from 
the data acquired during the experiment. The video is 
available at https://youtu.be/HMjuIucaNg4. The 
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generated image confirms that the rough movement of 
the CG of the construction machine matches the 
movement of the actual construction machine, and that 
the view follows the CG. As a result, we demonstrated 
that it is possible to generate a third-person view image 
from the image of the vehicle-mounted camera. There 
was a problem in that the view sometimes caught up 
with CG when the construction machine speed 
decreased. This is probably because the delay time was 
constant and the distance to the camera changed 
depending on the speed of the crawler carrier. There 
was a further problem that the CG skidded and 
oscillated. It is considered that this is because the 
shooting time of the moving image and the acquisition 
time of the position and orientation were not correctly 
synchronized. 

 
Figure 12. Video generated in an experiment using a 

crawler carrier 

4.2 Video generation experiment using a 
small dolly 

4.2.1 Purpose 

Based on the experiment detailed in the previous 
section, we attempted to solve the problem by 
improving the system. The video was generated in real 
time to check for practical problems. 

4.2.2 Implementation on a robot for running 
experiments 

We implemented the system on Beego, a small 
indoor vehicle shown in Figure 13. The installed camera 
is the omni-directional camera which name is “ RICOH 
THETA S ”.The odometry obtained from the number of 
tire rotations was used to acquire the position and 
orientation of Beego. 

 
Figure 13. Mounted small vehicle 

4.2.3 Content 

We generated a tracking third-person-view image 
with the improved system. In the experiment, the 
vehicle traveled from the position shown in Figure 14 
along a 2-m square perimeter, drawn as a dashed black 
line. The turns were made on the spot or without 
stopping. The image selection condition for moving 
image generation was the constant distance delay (75 
cm) described in Procedure 2(a) in Section 3.2. 

 
Figure 14. Indoor experimental environment 

4.2.4 Results and discussion 

An image from the video generated in real time 
while driving is shown in Figure 15; the video is 
available at https://youtu.be/GBiFHKc6bh0. From the 
generated image shows that the camera position 
changed according to the robot's moving and stopping, 
we confirm that the position change of the camera also 
changed with the speed and stopping of the robot. From 
this, we succeeded in keeping the distance between the 
robot and the camera constant. However, the CG was 
drawn at a different position to the actual position. 
When the CG bent inward from the actual robot position, 
especially when it turned smoothly without stopping, it 
was inflated and drawn outside. A visual check 
confirmed that the actual robot position and the CG 
position were shifted by a maximum of approximately 
106 cm. And, the stop position was offset by about 5 cm 

Robot CG is drawn on the current position of the robot 

Background image is a past picture 
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in the direction of travel. It is considered that this is 
because the operation of the program is slow, and the 
delay of the program is unintentionally added to the 
intentional delay. 

 
Figure 15. Video generated in an experiment using a 

small vehicle 

5 Summary and outlook 
This paper described a method to generate a video 

that follows the robot from the back, using the camera 
on the robot, by intentionally superimposing the CG of 
the robot on the delayed video. We implemented a 
tracking view generation method. We conducted 
experiments using two types of robots—a construction 
machine and a small vehicle—and confirmed the basic 
operation. From the experimental results, we prove that 
the third-person view image can be generated from the 
image of the camera on the robot according to the 
theory, and it was confirmed that the distance between 
the robot and the camera can be fixed. A mounting 
problem caused a phenomenon in which the actual 
position of the robot and the position of the CG caused 
an error and the CG skid. As a result, in addition to the 
intentionally generated delay, there was an unintentional 
delay in the program.  

In the future, we plan to reduce the delay in the 
system to more accurately superimpose CG. In addition, 
we aim to demonstrate the superiority of this research 
by performing a subject experiment using the generated 
tracking bird's-eye-view image and other images. 
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Abstract – 

Lean construction (LC) and Building Information 
Modeling (BIM) support an integrated vision for 
short cycle plan-do-check-act cycles of planning and 
control in construction. However, operations control 
tasks, such as delivery of design information to the 
field, monitoring, progress evaluation and error 
detection are still largely manual and thus time-
consuming, costly and error-prone. Innovations in 
construction technologies can be applied to reduce 
cycle time, waste, construction errors and the rework 
that necessarily follows. In this context, we propose 
application of a projection and scanning technology 
to provide workers with real-time information and 
feedback regarding the quality and accuracy of their 
handiwork. The goal is to achieve proper quality in 
the first iteration, with fully automated inspection, 
and no rework.  

As a proof-of-concept, we demonstrate the system 
using an example of wall plastering. The result of 
plaster application is difficult to measure in 
conventional means, and errors are difficult to detect. 
Our system monitors the progress of the procedure 
(Field-to-BIM), evaluates the surface flatness and 
projects corrections onto the surface itself, after 
optimizing with respect to industry standards and 
tolerances (BIM-to-Field). We demonstrate the 
concept in an experimental setup using a Trimble™ 
TX8 laser scanner and an angled adjustable projector. 
The results show high precision detection of wall 
flatness deviations, of up to 2 mm accuracy.  

 
Keywords – 

Building information modeling; construction; 
technologies; Data acquisition; Sensing/recognition; 
Human Machine interaction 

1 Introduction 
Lean construction (LC) and Building Information 

Modelling (BIM) support an integrated vision for short 
cycle plan-do-check-act cycles of planning and control in 
construction [1]. LC aims to maximize the value and 
eliminate the wastes in the construction process while 
BIM supports closer collaboration among project teams 
during the design and construction phases. Yet thorough 
implementation of the potential remains elusive because 
manual methods of information delivery from BIM-to-
field (a process to automatically transfer product and/or 
process information from BIM environment to 
construction field), and of monitoring operations in the 
field and reporting the data to the Information 
Technology (IT) systems (Field-to-BIM: a process to 
automatically collect/collate raw data from construction 
field, to interpret the data and store situational 
awareness information in BIM environment), are costly, 
time-consuming and error prone.  

IT, BIM and other construction technologies (3D 
scanners, sensors and cameras, etc.) can be applied to 
automate these information delivery and collection tasks. 
Especially noticeable is three-dimensional laser scanning 
technology which is widely used around the construction 
industry in tasks like mapping buildings and creating 
detailed as-built models, deterioration tracking, quality 
assurance and progress monitoring. Laser scanners 
provide fast, extremely detailed, easily manageable 
information about their surroundings in the form of point 
clouds. These data can then be processed for useful as-
built information to be recorded and organized. Point 
cloud processing is possible using proprietary software 
tools but unfortunately, their abilities are limited and 
sometimes not accurate enough. Where the use of laser 
scanners is task-specific, the algorithmic support must be 
tailored to meet the unique requirements. 
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In this paper we demonstrate the use of terrestrial 
laser scanning technology and image projection as a 
proof-of-concept for parallel, short cycle time control of 
a construction operation. Figure 1 summarizes the flow 
of the presented proof-of-concept demonstration. The 
specific use-case is a wall plastering operation, and the 
demonstration includes monitoring and quality 
assessment. We implement our algorithmic approach to 
track the progress of construction while detecting errors 
and suggesting corrections, all in near to real-time. We 
showcase the positive effect of information transfer from 
site to BIM using laser scanners and data processing, and 
from BIM-to-field by projecting our results, in the form 
of images, using standard projectors. We demonstrate our 
results with a small-scale experiment, performed in a 
rectangular room, defining one of its walls as our target 
wall.  

2 Related Work 
The following sub-sections discuss the 

implementation of construction tech and computer vision 
for on-site data collection, monitoring, and information 
projection.  

2.1 Construction Technology Integration for 
Automated Site Monitoring Systems 
(Field-To-BIM Data Gathering) 

The construction industry, to date, has many 
construction technologies innovations. Many research 
papers have discussed a variety of technologies with 
potential for improving operation control. Lee and Choi 
presented a study of combination between laser scanning 
and imagery for building reconstruction purposes [2]. 
Shih and Wang reported a laser scanning system for 
controlling the dimensional compliance of finished walls 
[3]. Gordon, Lichti et al. discussed the results of using the 
laser scanning for structural health monitoring [4]. 
Biddiscombe discussed the uses of laser scanning for 
controlling as-built dimensions [5].  

Akinci, Boukamp et al. used spatial raw data 
gathering from the construction field, integrated the 
collected data into the project models, and developed a 
formalism for pro-active QA/QC construction for defect 
detection [6]. Ordóñez, Arias et al. proposed an image-
based approach for controlling dimensions of flat 
elements, but it requires significant human input [7]. 
Bhatla, Choe et al. used a 3D laser scanner to capture and 
record the site progress data. The results were proven as 
more accurate than traditional site progress tracking [8].  

 
Figure 1. Flow of proof-of-concept demonstration. (a) Begin by scanning for progress detection, (b) obtain 
high accuracy as-built point cloud, (c) compare to the as-planned BIM data and detect errors, (d) cost 
optimization, (e) output projection, (f) correction of errors in accordance with image projection on the wall. 
Repeat scanning for updating status and next flow iteration until reaching termination at satisfactory 
conditions. 
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Braun, Tuttas et al. presented a test case of on-site 
progress tracking and recording. The presented work 
discussed ways to transfer collected raw progress data to 
BIM workspace using point cloud technology for 
construction control purposes [9]. 

Pučko, Šuman et al. presented a method where site 
works are constantly monitored, instead of scanning of a 
whole building under construction from time to time [10]. 
As a result, the as-built BIM model is continuously 
updated during the construction cycle. The presented 
method depends on low precision 3D scanning devices 
which are small enough to fix on workers’ helmets and 
on the active machinery as well. The 3D scanning devices 
allow workers to capture the workspace and work that 
has been done, inside and outside of the building, in real-
time. The recorded data include workers’ locations and 
capturing time. The captured point-clouds were imported 
to 4D as-built BIM models. Then, the comparison 
between 4D as-built model with 4D as-planned model 
enabled identification of the differences between both 
models and the deviations from the time schedule as well. 

Current approaches to control surface flatness are 
inefficient. Bosché and Guenet proposed an automatic 
surface flatness control process using laser scanning and 
BIM [11]. Their approach applied straightedge and F-
Numbers methods. Their experiments demonstrated the 
suitability of laser scanning for standard dimensional 
controls and validated its quality and efficiency benefits 
vis-à-vis traditional measurement approaches. Valero, 
Forster et al. presented a method for automated defect 
detection and classification in ashlar masonry walls using 
laser scanning and machine learning [12]. The algorithm 
they developed identifies material defects and 
discoloration. Neither of these methods included in-situ 
feedback to the workers, as our system does. 

Clearly, laser scanning technology is one of the 
leading methods for spatial data gathering. Past success 
encouraged us to choose this technology for our 
experiments. 

2.2 BIM and Construction Technology 
Integration for Information Management 

BIM and construction technology integrated 
applications are still not very common. Alizadehsalehi 
and Yitmen [13] and Patraucean et al. [14] discussed the 
impact of the combination of data capturing techniques 
with BIM in construction companies; both discussed the 
point cloud based method for creating as-built BIM 
models. The results show that site surveying for work 
done on site could be prepared in less time and more 
accurately by overlaying as-designed BIM models with 
3D as-built captured BIM models, than by manual 
surveying. 

Bosché, Ahmed et al. discussed the value of 
integrating Scan-to-BIM and Scan-vs-BIM techniques 

for construction monitoring [15]. They used laser 
scanning and BIM in a unified approach for automated 
mapping of as-built vs. as-planned MEP works to 
monitor earned value (work done), and to assist in 
delivering as-built BIM models from as-designed ones 
(performance measurement). Among the incremental 
improvements of their approach: (1) recognition and 
identification of objects not built at their as-planned 
locations; and (2) consideration of pipe completeness in 
the pipe recognition and identification metric. 

Kim, Chen et al. presented a navigation and object 
recognition method that was implemented and tested 
with a custom-designed mobile robot platform, which 
uses multiple laser scanners and a camera to sense and 
build a 3D environment map [16]. The study shows that 
the 3D colour-mapped point clouds of construction sites 
generated were of sufficient quality to be used for many 
construction control applications such as construction 
progress monitoring, safety hazard identification, and 
defect detection. 

Kopsida and Brilakis have evaluated different 
methods for reality augmentation by BIM model 
information and came to the conclusion that sparse 3D 
data leads to the most robust results when as-built and as-
planned information overlay is requested for progress 
management [17]. 

2.3 Construction Technology Integration for 
Product and Process Information 
Transfer (BIM-To-Field) 

To date, Augmented Reality (AR) has rarely been 
applied to construction control. However, it has the 
potential to improve the efficiency and quality of 
construction work by providing digital content on top of 
physical surface views to assist teams in the field [18]. 
Different approaches to integration of BIM and AR in 
construction have been proposed. Yang and Ergan 
discussed integration of BIM and AR, showing how 
semantic information can be transferred from a BIM 
platform to an AR system to improve the user 
visualization interface [19]. Williams, Gheisari et al. 
proposed an approach for BIM model translation to be 
used in a mobile AR application, which improves the 
direct use of BIM information through AR on-site [20].  

Degani et al. presented an integrated BIM-Robot-AR 
system with self-localization method using data from 
distance sensors to find the probable pose (position and 
orientation) of system in an identified space [18]. The 
study showed the accuracy of self-localization and the 
system’s feasibility for accurate projection of BIM model 
data directly onto physical surfaces in the field. In this 
work, we extend the capability of that system, focusing 
on two-way communication of information, from BIM-
to-field and from field-to-BIM. 
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3 Methodology and Algorithms 

3.1 Initial Assumptions 
To reduce extra effort for unlikely scenarios, a few 

assumptions were made. The main assumption, regarding 
the operational area, is a rectangular shaped room. The 
room is assumed to have four walls, a ceiling and a floor, 
six planes in total, all perpendicular (or parallel) to each 
other. The origin of the coordinate system is assumed to 
lie within the room, in the geometric center. It is also 
assumed to be almost empty, without furniture or clutter. 
These assumptions help organize the initial conditions 
and partially assure consistency in the point clouds 
received after scanning the operational area. In previous 
work, we have demonstrated the ability to localize a 
moving AR projector using Markov localization [18]. In 
this work, we simplify by assuming a static projector in a 
known location. 

3.2 Laser Scan Pre-Processing 
To achieve satisfactory conditions for working with 

the point cloud recorded by the laser scanner, each scan 
needed to be pre-processed. Each scan was acquired from 
two scanning stations and registered manually. The use 
of two scanning stations enhanced the overall accuracy 
of the scanned data. The stations were located opposite 
one another, one on each side of the operation room. 
Combining two scans roughly evens out the point density 
of the entire cloud, since the point spacing grows linearly 
with the distance between the scanned object and the 
laser scanner. Using Trimble Realworks™, the point 
clouds of the two stations were manually registered 
together and aligned with the X, Y and Z axes. Later, the 
alignment is manually refined as discussed in the next 
section. The point cloud was down-sampled by a factor 
of 10, yielding a dataset that was easy to work with 
without compromising accuracy. A RANSAC algorithm 
was applied on the points and a normal was estimated for 
each point based on 10 of its nearest neighbors [21]. This 
normal represents the plane on which the point is 
assumed to lie. Finally, the point cloud's center of mass 
was calculated by averaging all the X, Y and Z 
coordinates of the points. With two stations, each with its 
own deviations, we could refine the alignment between 
the two. In the next section, we will describe the process 
of wall detection. This is needed for two reasons: first, 
we impose no requirements or constraints on the position 
and orientation of the laser scanner during the scans; 
second, as we are capturing the status of the operation at 
partial progress, with possible errors already present on 
site, we can use the as-planned information only as 
reference while making sure the detection of walls, errors 
and progress status are correct. 

3.3 Wall Detection 
Once the point cloud had been pre-processed, the 

walls were detected, and a specific target wall was 
identified. The walls, or planes, of the point cloud were 
detected using a clustering algorithm, K-means [22]. The 
clustering algorithm receives the normals of the points as 
input. The points were then divided into six clusters. 
Each cluster represented one of the walls, the floor, or the 
ceiling. The algorithm also assigns a center of mass 
(COM) to each group, which is not necessarily a member 
of the cluster. This COM was then validated by averaging 
all X, Y and Z arguments of the normal of the points 
related to each cluster. The central normal of each cloud, 
at this stage, has slight deviations from the absolute 
Cartesian axes. This can be fixed effortlessly by 
calculating a transformation between the absolute axes 
and the current plane normals. This transformation was 
then applied to the entire point cloud, aligning it with the 
absolute coordinate system of the as-planned information. 
For simplicity’s sake, the experiment focused on a single, 
randomly chosen wall called the ‘target wall’. The wall 
was identified by its ID output of the k-means algorithm 
and separated from the point cloud. At this stage, all 
elements of the room are known and identified. Any 
construction progress made with respect to previous 
scans can be updated and registered. The process is 
detailed in algorithm 1. 

 

3.4 Plane Optimization 
Two main features of our proposed system are error 

detection and correction. After detecting the error, a cost 
assessment must be performed for the repair operation. 
To estimate this cost, we must know how different the 
current state is from the desired, optimal one, i.e. how 

Algorithm 1: Wall Detection 

Input: 
• Scan of the room [PCL file] 
• Target wall normal vector [float vector]  

Output: Target wall point cloud aligned to wanted vector 
Constants: 

• NUM_OF_WALLS 
• WALL_NORMALS 

Mean_PCL = avg{ PCL (x), PCL (y), PCL (z)} 
Displacement = -1* Mean_PCL 
Normals = find_normals(PCL) 
Normals = rotate normals towards Mean_PCL 
Walls = cluster(Normals, num_of_walls) 
for wall_index :=1 to num_of_walls: 
    normal := avg{ Normals (x), Normals (y), Normals (z)} 
Rotation = angle(normal(1), const_normal(1)) 
PCL = translate and rotate(Displacement, Rotation) 
for wall_idx := 1 to num_of_walls: 
    if wall_normal == target wall normal 
        target_wall_idx = wall_idx 
target_wall_ PCL = PCL (wall_idx) 
rotate (target_wall_ PCL [0,0,1])  
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severe the detected errors are. Note that the optimal result 
does not necessarily conform to the originally designed 
state defined in the BIM model. In certain situations, 
considering underlying deviations from the original 
design, such as deviations in the concrete or block face, 
an optimal result may be one that can be achieved 
economically while still satisfying design performance 
conditions (such as planarity, verticality). The decision 
needs to be made simultaneously with the construction 
operation. As part of our proof-of-concept experiment, 
we are dealing with monitoring and correcting plaster 
application. Our goal is to supply real time improvement 
suggestions and we want it to be optimal in terms of cost. 
A tight constraint we face is the fact that the wall must be 
perpendicular to the floor. In 3D terms, we are left with 
two degrees of freedom for plane adjustments, keeping 
the plane's normal parallel to the floor. Figure 2 shows in 
top view, the exaggerated features of the wall surface 
with a blue line and the red line is the optimal plane. 

 As can be seen in Figure 2a, one option is to move 
the plane along its normal, basically controlling the "d" 
parameter of the plane equation. The equation of a plane 
in the three-dimensional space is: 

𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏 + 𝑐𝑐𝑐𝑐 + 𝑑𝑑 = 0 (1) 

 
In Figure 2b and Figure 2c the second degree of freedom 
is presented – rotating the plane about the Z axis. Each 
one of the two described changes in the plane's location 
results in a different topography of protrusions and 
depressions. Figure 2d shows the grid of cost calculation. 
The calculations are demonstrated in algorithm 2.  

 

 

4 Experiment 

4.1 Experimental Setup 
The experimental setup includes a rectangular, 32 m2 

room (8 m x 4 m), a laser scanner (Trimble™ TX8) and 
a standard projector. As can be seen in Figure 3, the room 
has bare, unfinished walls, a convenient state for 
benchmarking the accuracy of the laser scanner. The 
room is rectangular, and all of its parameters are in 
accordance with the initial assumptions given in section 
3.1. The purpose of the experimental setup is to construct 
a proof-of-concept system that can monitor, assess, and 
evaluate a wall plastering operation. The system is 
required to perform in near real-time and provide a 
complete start-to-end solution. System demands include 
progress monitoring and surface quality assessment by 
error detection and optimal error correction. Three visual 
steps of the flow can be seen in Figure 4. 

4.1.1 Indistinguishable Discrepancies 

A reasonable assumption is that errors of plaster 
application are difficult to notice with the naked eye. 
Imperfections will usually be due to gradual straying 
from a desired plane, without rough changes or 
noticeable edges. 

 
Figure 2. Surface flatness optimization. (a) 
Nominal plane, (b) rotated plane to positive 
angle limit, (c) rotated plane to negative angle 
limit, (d) visualization of grid for cost 
calculations. 

Algorithm 2: Cost Optimization 
Input: 

• Target wall point cloud [PCL file] 
• Nominal plane [plane parameters] 
• Filling up cost [float number]-FU_cost 
• Shaving off cost [float number]-SO_cost 

Output: optimal plane [plane parameters] 
Constants: 

• Target wall absolute normal vector-TWANV 
• Industry tolerance-IT 
• Design constraints-DC 

DC_vec := [0:0.001:DC] 
IT_vec := [-IT:0.001:IT] 
Optimal_plane := Nominal_plane 
Fill_up_cost := 0 
Shave_off_cost := 0 
Cost_TOT = max(FU_cost,SO_cost)*num_of_ PCL _pts 
for D in DC_vec: 
    for Angle in IT_vec: 
        Curr_plane := [Angle, D] 
        Fill_TOT = (num_wall_points > curr_plane)*FU_cost 
        Shave_TOT = (num_wall_points< curr_plane)*SO_cost 
        Curr_cost := Fill_up_cost_TOT + Shave_off_cost_TOT 
        If Curr_cost < Cost_TOT: 
            Cost_TOT = Curr_cost 
            Optimal_plane = Curr_plane 
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In these cases, our system is most useful, which was 

the motivation of this experiment. This experiment is 
performed in the same room, but with a target wall with 
thin cardboard sheets attached to it as shown in Figure 5a. 
The sheets are fixed adjacent to one other and cover most 
of the surface of the wall. The main purpose of the setup 
was to simulate a gradual drift of the plaster surface 
instead of rough, highly visible discrepancies. The target 
wall imperfections were also taken into consideration, 
but their effect was negligible as the optimal plane 
placement is fixed with respect to absolute X, Y and Z 
global coordinates. 

4.2 Experimental Flow 
The experiment is used to show the full extent of the 

construction operation. The main target of our proof-of-
concept experiment was to demonstrate the cycle of 
construction work monitoring, error detection, error 
correction and status update. The experiment comprised 
a few stages, which are discussed in the next subsections. 

4.2.1 First Scan 

The first scan was performed to calibrate and prepare 
the system. Two scanning locations ("stations") were 
used as described in section 3.2. Each scan was 
performed with highest accuracy setup of the laser 
scanner. For the Trimble™ TX8, used in this work, the 
point spacing at 30 m is 5.7 mm. Each scan took about 10 
minutes. Both stations were registered using a proprietary 
software tool that receives manual input – the user needs 
to mark three pairs of locations on both scans. The same 
scan setup was performed twice, both in an illuminated 
environment and in complete darkness. The scans were 
compared, and the results were similar - both point clouds 
met the requirements of section 3.2 and had equal errors. 
In accordance with sections 4.1.1 and 4.1.2, a wall was 
chosen for demonstration purposes and two types of 
plaster lookalikes were applied. 

 
The cardboard sheets were placed on the wall to 

simulate low frequency plaster irregularities and the play 
dough was placed to simulate rough inaccuracies and to 
benchmark the laser scanner accuracy. People find it 
difficult to identify small inaccuracies in a plastered wall. 
This is why the cardboard setup was chosen for the rest 
of the experiment. 

 
Figure 3. Experimental room 

 

 
a 

 
b 

 
c 

Figure 4. Using modelling clay to simulate 
discrepancies in the wall. (a) Hand sculptured 
modelling clay, (b) point cloud of the target 
wall, (c) projection on the target wall. 
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4.2.2 Data Processing 

Data processing was performed as described in 
sections 3.2 and 3.3. After extracting all the points of the 
working wall, a mean normal was calculated and a plane 
was fitted by this normal. This was the nominal plane that 
identified the current baseline target wall from which the 
optimization calculations could start. 

4.2.3 Optimization 

After making sure that the nominal plane was 
perpendicular to the plane of the floor, an optimization 
process was initiated. With the current state of the target 
wall, an optimal plane was derived from the optimization 
process. In some areas the optimal plane was 
"submerged" in the target wall and in others – raised 
above it. This was evident in the projected image as 
different areas had different colors. 

4.2.4 Projection 

A topographic map was produced, relative to the 
direction of the optimal plane normal. A manual 
calibration of the projector's location was done in order 
to project the image on the wall with the correct 
perspective. We have previously demonstrated the ability 
to localize a projector based on an image captured by a 
camera in a known location [18]. As can be seen in Figure 
5b all areas on the target wall that needed to be shaved 
off were colored in shades of red and the ones that needed 
to be filled up with plaster were colored in blue. The color 
map helped with visualizing 3D data in a 2D image. The 
gradient of colors was equally spread between the 
"highest top" and the "lowest bottom". All the high 
contrast areas that can be seen in Figure 5b are edges 
between sheets of cardboard or between a sheet of 
cardboard and the wall itself.  

4.2.5 Additional Iterations 

The cardboard sheets were flattened to simulate a 
flattening procedure in accordance with the projection. 
The room was then scanned once again, with identical 
parameters as the previous time. The second cycle was 
about finer detail correction, in comparison to the first 
one. The scan was similarly processed, and another 
complete flow cycle was carried out, resulting in a new 
heat map. The heat map was projected using the same 
static projector and both iterations included high 
precision projection accuracy with offsets no more than 
1 cm. Within the projected image, the measured errors 
had a mean of 2 mm. The projection process was not 
optimized and can be improved in future executions. This 
procedure can be repeated as often as needed, terminating 
once the work complies with some predetermined 
accuracy threshold.  

5 Conclusion 
In this work we have successfully demonstrated 

practical implementation of a conceptual short cycle of 
construction control composed of progress monitoring, 
error detection and optimal error correction. We have 
planned and carried out a small-scale experimental setup 
dealing with wall plastering assessment.  

The experiment indicated that maximal accuracy is 
within reach and is restricted only by the capabilities of 
the hardware in use, i.e. laser scanner. In our model and 
scan setup we were able to achieve 2 mm accuracy of 
scan that was reflected on the measured results. We have 
iterated over two complete cycles of the flow, improving 
the plastering quality with every iteration.  In each cycle 
we measured the distance between the projected elements 
and the real ones before mending the work. 

We assume that the principles demonstrated by our 
proof-of-concept experiment can be applied to other 

 
a 

 
b 

Figure 5. (a) Using cardboard sheets attached 
to a target wall to simulate minor 
discrepancies in the wall, (b) error correction 
projection on target wall. 
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construction operations, and that our bi-directional 
workflow can help automate operations. We stress that 
from a technological perspective, each task must be 
treated in a different manner with appropriate algorithms. 
The robustness of the specific implementation is 
restricted to the task at hand and cannot be easily 
transferred to other construction tasks. We plan to 
integrate automated localization for the projector in 
future work. 
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Abstract – 

Due to limited funds, road authorities around the 
world are facing challenges related to bridge 
management and the escalating maintenance 
requirements of large infrastructure assets. 
Nowadays, many government organizations have 
published a variety of data to enable transparency, 
foster applications, and to satisfy legal obligations. 
Open governments data like bridge data, weather 
data would help to better assess the condition of 
bridges for maintenance purpose and allocation of 
funds. However, these data sets are fragmented in 
different systems or formats, and their value in bridge 
management are not fully explored. This paper 
proposes a graph-based bridge information modeling 
framework to integrate open government data for 
bridge management. The framework represents 
bridge inventory data as a labeled property graph 
model and extends the model with weather data. 
Implementation of the framework employs python 
scripts for data processing, and neo4j database for 
data management. The framework is demonstrated 
using data from national bridge inventory (NBI) and 
national oceanic and atmosphere administration 
(NOAA). The results show that the proposed 
framework can potentially facilitate the integration 
and retrieval of public government data, and 
effectively support and provide services to bridge 
management. Scripts and used data are also shared 
on GitHub to foster future explorations. 

 
Keywords – 

Bridge management; Open government data; 
Bridge information modeling; Graph database; Data 
retrieval; Knowledge. 

1 Introduction 
As essential infrastructures for transportation, bridges 

are widely seen in both cities and rural areas. Since most 
of the bridges have been built for decades, the 

deterioration of structural assets and more specifically, 
deficiencies related to ageing bridges have become a 
common problem throughout the world[1]. Given that 
theirs conditions are getting worse year by year, there is 
a huge demand for resources and funds to maintain 
bridges every year. For instance, UK has more 160,000 
bridges and it will cost about £180 m to maintain or repair 
bridges in England only according to previous 
research[2]. 

Due to limited funds, it is hard to fulfill the escalating 
maintenance requirements, and the road authorities have 
to make decisions wisely to avoid potential structural 
failures. Thus, structural condition assessment and rating 
are always utilized to choose bridges that with the worst 
conditions[1, 3]. This calls for a national bridge 
database[2] as well as bridge management systems, to 
estimate costs of bridge maintenance accurately. Thus, 
National Bridge Inventory is established as a unified 
database to analyze bridges and judge their conditions, 
for safety and management purposes[2] in the United 
States since 1968. And similar databases are later created 
in other countries. 

Usually, typical bridge maintenance scenarios like 
risk evaluation or condition rating require not only 
structural characteristics, inspections but also other 
factors such as environmental parameters[4]. However, 
environmental parameters such as temperature, 
precipitation are not included in the national bridge 
databases like NBI. And environmental data are still 
missing in most of the bridge management systems[2] 
such as Pontis[5] in the United States, DANBRO in 
Denmark. Lack of environmental data will lead to 
inaccurate assessment of bridge conditions and impact 
the decision-making process. 

Recently, many government organizations have 
published a variety of data to enable transparency, foster 
applications. For example, the public sector information 
directive in Europe, the open data initiative in 2009 in the 
United States, are proposed and open government data 
portals such data.gov.uk, data.gov, and data.gov.sg are 
provided for citizens and stakeholders[6]. The Federal 
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Highway Administration (FHWA) of the U.S. 
Department of Transportation has opened the NBI 
database for public access[7]. While there are also quite 
a few datasets related to environmental data available 
from national oceanic and atmosphere administration 
(NOAA)[8]. Integration of all these datasets will bring 
new opportunities for bridge management and 
maintenance.  

However, to the best knowledge of the author, few 
attentions have been paid to integration of open 
government data for bridge maintenance. Therefore, this 
research explores how to integrate open government data 
and how to use them for bridge management purpose. 
First of all, research methodology and framework are 
proposed in section 2. Then, a labeled property graph 
model is introduced to model bridge inventory data and 
environmental data in section 3, procedures and scripts 
for integration of open government data to create the 
graph model are also explained in this section. While 
section 4 demonstrates how to use the established graph 
model in various data retrieval scenarios related to bridge 
management. Finally, benefits of the proposed method 
and potential future works are concluded and discussed 
in section 5. 

2 Framework 
As mentioned above, various government data have 

been opened for public access, and more open data will 
be accessible in the future. However, these data are 
usually represented in different formats. To integrate 
heterogeneous data from different sources, graph based 
data model are preferred than relational data model 
according previous investigations[9]. 

Thus, this research utilized a similar approach based 
on labeled property graph. As shown in Figure 1, the 
proposed framework consists of five steps, namely, data 
collection, graph modeling, graph creation, model 
extension and application, which are explained in detail 
as follows. 

 
Figure 1. Workflow of the proposed framework 

1. Data collection: first of all, bridge information 
from opened bridge databases like the NBI 
database[7] are downloaded as text files similar to 
csv format, and environmental data is also obtained 
from the website such as the NOAA[8] as csv files.  

2. Graph modeling: considering that the data types, 
property names and values are encoded and 
represented with different rules, for instance, NBI 
database is recorded and encoded following this 
guide[10], structure of the collected data are 
analyzed. Then, key concepts as well as their 
properties are extracted by analyzing corresponding 
guides on data formatting. At last, key concepts are 
modeled as nodes of a graph, with their names or 
classes attached as labels, and relationships 
between concepts are represented as edges. 

3. Graph creation: to create the defined graph model 
in the previous step, a data conversion process is 
firstly implemented based on python scripts. Then, 
all data are loaded into a graph database called 
neo4j, and links between datasets from different 
sources with neo4j cypher scripts if needed. 

4. Model extension: since more open data could be 
accessed, they could be integrated in the graph 
model through model extension. Generally, 
engineers or developers could follow the same way 
as the above-mentioned 3 steps, and the same 
concepts used in different models and links between 
different concepts should be identified to merge 
different data sources and connect different 
concepts together.  

5. Application: finally, the created graph is 
demonstrated with different data retrieval scenarios. 
In this research, basic query showing the capacity 
of graph database, complex query for finding 
bridges linking two states, and spatial query to get 
environmental data from nearest weather stations of 
a bridge are provided. 

3 Graph-based Modeling of Bridge and 
Environmental Information 

3.1 Concept Graph Model 
Following the above-mentioned framework, a 

concept graph model in Figure 2 is first established for 
bridge management purpose. 

In the middle of  Figure 2, concept Bridge is used to 
represent basic information of a bridge. Structure type, 
year built, length, and a few other properties defined in 
NBI database are included in Bridge. Instead of taken all 
data related to a bridge into a single row as NBI database 
did, Route, Feature, Traffic, Navigation, Inspection, 
SpecialInspection, and Improvement are introduced as 
new concepts. Route stands for a road a bridge carries, 
and Features are rivers, creeks, etc., that a bridge 
intersects. Traffic and Navigation capture properties 
related to traffic loads (i.e., cars, trucks, buses) and 
navigation control on waterway. Within these two 
concepts, average daily traffic, vertical and horizontal 

Data collection Graph modeling

Structure analysis

Extract concepts

Define nodes & 
edges

Graph creation

Data conversion

Data loading

Link creation

Application

Basic query

Complex Query

Spatial query

Model extension
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clearance of navigation are usually considered properties. 
Meanwhile, Inspection and SpecialInspection are also 
introduced to model data related to bridge inspections. 
Date of inspection, inspection frequency as well as 
category of special inspections like underwater 
inspection, fractural inspection is considered in the data 
model. Finally, improvements made to a bridge are also 
modeled as Improvement in the proposed model. Cost, 
date and other properties of improvements are considered. 

Moreover, the concepts State, County, and Agency 
are also introduced to represent state, county a bridge 
locates in and the agency which the bridge belongs to. 
According to the NBI database, states are also 
responsible for the maintenance of bridges, and thus a 
relationship ResponsibleFor is defined. 

To better illustrate the proposed graph model, an 
exemplary graph of bridge inventory which shows most 
of the previously mentioned concepts and relationships 
are provided in Figure 3. 

 
Figure 2. Concept graph model for bridge 
management 

 

 
Figure 3. Exemplary Graph of Bridge Inventory 
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At the top of Figure 2, two concepts, Station, and 
Observation, are introduced to model environmental 
from NOAA. Station captures the ID, name, latitude, 
longitude, and elevation of a weather station, while 
Observation represents a few environmental features 
such as temperature, precipitation, wind, observed at a 
curtained time. And a Has relationship is used to model 
the relationship between Station and Observation. In this 
way, an exemplary graph model as shown in Figure 4 
could obtained based on raw data from NOAA website. 

Note that the Has relationship defined in the graph 
model is not only used to link bridges and inspections, 
features, navigations, but also used to connect weather 
stations and their observations. This is where graph 
model shows its power. Another benefit of labeled graph 
model is that relationships can also have properties, as 
ResponsibleFor relationship does in  Figure 3, which is 
quite straightforward for engineers. 

 
Figure 4. Exemplary Graph of Climate Data 

3.2 Data Integration and Graph Creation 
To convert multiple source data into the proposed 

graph model, a data integration and graph creation 
method is adopted in this research. 

Firstly, to transform a data row containing all data 
related to bridges into different concepts, data mapping 
rules are defined based on python scripts. Figure 5 shows 
how to map NBI data tables to Bridge concept and 
ResponsibleFor relationship of the graph model. 
According to the upper part of Figure 5, label of the 
Bridge concept followed by NBI properties used to 
generated its ID are firstly provided. Then, how to map 
each column of the NBI data table to properties of the 
Bridge concept is then defined. Similarly, label and 
property mapping configurations of relationship 
ResponsibleFor are defined at the bottom part of  Figure 
5. Meanwhile, labels as well as NBI properties used to 
created IDs of source and target concepts are also 
provided, which links between different concepts can be 
further created. 

 
Figure 5. Mapping scripts to create graph model 

In addition, since data values of the NBI database are 
encoded following specific rules, python scripts to 
decode and convert the data are also needed. For example, 
latitude and longitude are encoded as a string with 6 
digits in the NBI database, and degree, minute, second 
are represented by the first two digits, the middle two 
digits, and the last two digits respectively. In this way, 
python scrips to convert the string to a float number 
representing the latitude and longitude in radian is 
provided in Figure 6. Another example shown in Figure 
6 is the python script used to convert the year information 
represented with a two digits string in the NBI database. 

 
Figure 6. Scripts to convert NBI properties 

Therefore, with defined mapping rules and data 
conversion scripts, bridge information of the NBI 
database are converted to different csv files, each of 
which persists data of a concept or a relationship of the 
proposed graph model. 

Then, the generated csv files could be loaded in neo4j 
database and the graph is established. As shown in Figure 
7, bridge information could be imported with the csv 
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loading script of neo4j, and nodes representing bridges 
are automatically created. 

 
Figure 7. Data loading scripts 

Furthermore, once nodes representing bridges and 
states are created, the ResponsibleFor relationship can 
also be created by loading corresponding csv files with 
script provided in Figure 7. 

Following the same way, data tables obtained from 
the NOAA website could also be converted and imported 
into neo4j database, thereby creating data nodes and 
relationships related to environmental data. 

If connections exist between data nodes generated 
with different datasets, extra rules could be defined based 
on neo4j script. For example, if ID of concept ConceptA 
from a dataset equals a property PropB of concept 
ConceptB generated by another dataset, then the 
following script in Figure 8 could be used to create the 
relationship RelAtoB. 

 
Figure 8. Data script to create relationships 

4 Demonstration 
Following the previously mentioned workflow, this 

research build a graph model based on data retrieved 
from the NBI and NOAA website. Specifically, NBI data 
of Michigan state from 2011 to 2016 and Wisconsin state 
in 2016 as well as environmental data in Michigan and 
Ohio state from 2015/1/1 to 2016/12/31 are utilized. In 
addition, codes and names of all states and counties are 
also included when creating the graph. At last, there are 
190, 525 nodes with 13 labels and 283, 616 relationships 
with 8 labels created in total. Details of nodes and 
relationships are listed in Table 1. 

According to  Table 1, it is concluded that there are 

25, 410 bridge inventories carrying 1, 509 routes and 
intersecting with 6, 955 features in total. While 30, 737 
inspections, 1, 506 special inspections as well as 3, 879 
improvements were made from 2011 to 2015. In other 
words, about 1.27 inspections were made for each bridge 
on average and only 15.26% of them were improved 
during this period, reflecting that there is a huge demand 
of funds for bridge maintenance. 

Table 1. Number of Nodes and Relationships in 
Generated Graph Model 

Category Label Amount 
Node State 52 
Node County 3, 228 
Node Agency 26 
Node Bridge 25, 410 
Node Route 1, 509 
Node Feature 6, 955 
Node Traffic 25, 747 
Node Navigation 15, 952 
Node Improvement 3, 879 
Node Inspection 30, 737 
Node SpecialInspection 1, 506 
Node Station 179 
Node Observation 75, 345 

Relationship LocateIn 28, 628 
Relationship OwnedBy 25, 411 
Relationship Within 26 
Relationship ResponsibleFor 25, 513 
Relationship Carry 25, 413 
Relationship Intersect 25, 438 
Relationship Has 153, 166 
Relationship SameAs 21 

To further illustrate how the established graph could 
be used for various data retrieval scenarios. Due to 
limited content of this paper, three scenarios are chosen 
to show basic query, complex query and spatial query 
capacity of the neo4j graph database. 

4.1 Scenario 1: Query Data Related to Bridges 
Top of Figure 9 shows a basic query retrieving 

bridges and all nodes they direct to. In the query, putting 
noting in the square brackets means matching all 
relationships, and the arrow implies that only 
relationships directing from bridges to other nodes are 
considered. To limit the results within 25, graph shown 
at the middle of Figure 9 is obtained. 
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Figure 9. Query bridges and its connected data 

It is found that there are 3 bridges built in the year of 
1932, 1980, and 2000 respectively, and two of them carry 
the same route. Meanwhile, a special inspection 
considering fracture critical details is also conducted 
when inspecting the bridge built in 1932. In this scenario, 
it is quite easier to retrieve all information related to a 
bridge with a simple query. It is also possible to match 
certain nodes connected with a specific relationship by 
specifying the relationship’s label in the square brackets. 

4.2 Scenario 2: Query Bridges Linking Two 
States 

Furthermore, it is also possible to retrieve bridges 
linking two states. Query shown at the top of Figure 10 
generates a small graph at the bottom of  Figure 10. 

As illustrated in  Figure 10, two bridges connecting 
Michigan state and Wisconsin state are identified with 
the query. Since the NBI database assigns different 
unique numbers to bridges located in different states, 
there are two bridge nodes representing the same bridge 
in Figure 10. It is also illustrated in  Figure 10 that the 
bridges are maintained together by the two states. 

In this way, it is possible to query bridges carrying the 
same route, intersecting with the same feature, or owned 
by the same agency. 

 

 
Figure 10. Bridges linking two states 

4.3 Scenario 3: Query Nearby Environmental 
Data of Bridges 

At last, given that longitude and latitude of bridges 
and weather stations are available in the created graph 
database, it is also possible to retrieve nearby 
environmental data of a bridge. For example, Figure 11 
shows a query retrieving temperature and precipitation 
observed by nearby weather stations of a bridge for 
underwater inspection purpose. And part of the results of 
the query are listed in Table 2 

 
Figure 11. Query nearby environmental data of 
bridges for special inspection 

It is found that underwater inspection of bridge No. 
000000000011328 is conducted on 2015/4/1 and the 
temperature and precipitation observed by the nearest 
weather station (about 5.92 km away) at the same day are 
1.7℃ and 0.3mm respectively. While similar results 
could be also obtained for the other two bridges. 
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In this way, researchers, engineers, and road 
authorities could extract environmental data from 
weather stations, thereby developing better model for 

condition evaluation and making wise decisions for 
bridge maintenance. 

 

Table 2. Nearby environmental data of bridges for special inspection 

Bridge No. Date Temperature/℃ Precipitation/mm Distance/km 

000000000011328 2015/4/1 1.7 0.3 5.92 

B27007400000000 2015/11/1 6.1 3.8 24.05 

000000000011884 2015/4/1 -2.2 0.3 27.90 

 

5 Discussion 
In this work, a framework integrating multi-source 

open data for bridge management and maintenance is 
proposed and demonstrated in a few scenarios.  

The framework is validated with data collected from 
the NBI database and the NOAA website, since they are 
the public available and could be accesses easily. Despite 
this, it is possible and easy to adapt the proposed 
framework for integrating other bridge databases and 
data sources. For example, bridge database of the UK 
could be accessed from data.gov.uk, then the same 
workflow proposed in Figure 1 can be directly used to 
create a graph model for bridge management and 
maintenance. Similarly, open weather data could also be 
integrated with the same way. Moreover, except for 
bridge data and environmental data, as other open data is 
published, it is also possible to further extend the 
established graph model and continuously integrate more 
data sources.  

With the proposed framework and graph model, it is 
possible for the managers to query related bridge 
information, environmental data as well as their 
connections for bridge management purpose. In this way, 
decision-makers could take open government data as a 
supplement of their private data to further improve bridge 
maintenance process. For example, a manager could take 
a target bridge operated by the agency he/she belongs to, 
query bridges that have similar states and environmental 
conditions with the target bridge from the graph database, 
and by comparing the retrieved bridges with the target 
bridge, he/she could get insights on how to improve the 
inspection and maintenance decisions. 

However, when conducting this research, it is also 
found that the quality and richness of open government 
data still need further improvements. Detailed inspection 
information, other factors such as geotechnical stability, 
subsurface conditions are still not available from open 
data sources. Thus, it is recommended that the 

governments as well as other data providers should open 
more data if possible, and an approach that integrating 
both open data and private data for bridge maintenance 
are suggested. 

6 Conclusions 
As the government keeps opening data for public 

access, there is a trend in integrating multisource open 
data to foster applications and innovations in different 
areas. However, though bridges are essential for 
delivering goods and people around the urban and rural 
ear and there is a huge demand of funds for bridge 
maintenance, value of open government data for bridge 
management has not been explored yet. 

This research investigates how to integrate the bridge 
information and the environmental data opened by the 
government based on graph modeling for bridge 
maintenance. A labeled graph model and python scripts 
for data conversion and integration are proposed. 
Demonstration in different scenarios show the flexibility 
and feasibility of the proposed framework. With the 
proposed method, it is possible to query various data 
related to bridges and retrieve environmental data nearby 
bridges, which are valuable for flood risk assessment, 
vulnerability, damage modeling [5] and decision-making, 
etc. 

In the future, stakeholders are encouraged to open 
more data, such as data of highway network, traffic data 
collected by mobiles or sensors, which could be 
integrated and innovative application in bridge 
management would emerge quickly. In addition, it is also 
recommended to integrate both open data and private 
data as they could complement each other, thus bridge 
managers could make better decisions for bridge 
maintenance purpose. 

What’s more, to foster more explorations and 
applications, scripts used for data conversion and graph 
creation as well as a few exemplary graph queries are 
shared through GitHub: 
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https://github.com/smartaec/OpenBridgeGraph. Other 
researchers could access and modify the scripts for their 
further works. 
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Abstract –  

Building information modeling (BIM) is a rapidly 
developing technology used in the construction 
industry. Many construction companies have 
implemented BIM into their construction processes 
for executing various construction management tasks, 
including four-dimensional (4D) progress simulation 
and cost control. However, 4D progress simulation 
has not been simultaneously integrated and compared 
with cost control thus far. With the execution of this 
simultaneous task, the relationship among project 
progress, construction cost, and project components 
can be explored. Moreover, currently, when 
conducting a cost review, discretionary adjustments 
cannot be performed based on an actual site 
implementation. To this end, in this study, first, the 
quantities of each of the cost items are calculated 
using BIM and are matched with the corresponding 
construction progress. The quantities of each of the 
cost items can, therefore, be included in each 
construction progress report. Next, BIM is integrated 
with the construction cost and the project schedule to 
generate an S curve concurrently with the 4D 
simulation. By using the S curve, cost control can be 
performed according to construction progress. In 
addition, the proposed model can be presented clearly 
by using virtual reality (VR). 

Finally, this study explore the feasibility of the 
proposed model by applying it to a bridge 
construction project. The results indicate that the cost 
of each stage can be clearly determined using the 
proposed model. When a cost item is unclear, it can 
be compared with the simulated construction 
progress. Coordination and management can be 
performed, and any gaps therein can be filled early to 
increase the efficiency of the management process. 

 
Keywords – 

Building Information modeling; Virtual Reality; 
Five-dimensional Simulation  

1 Introduction 
Building information modeling (BIM) is a rapidly 

advancing technology in the construction industry. 
Numerous manufacturers use BIM to manage operations 
during construction, such as four-dimensional (4D)[1,2] 
progress simulations and cost control. Progress schedules 
are linked with BIM components by using 4D progress 
simulations. Accordingly, BIM models are progressively 
developed according to the progress schedules, which 
enable examinations of crucial matters and management 
items during each operation. Cost estimation entails 
quantity calculations using BIM models, which link the 
unit price of each work item and distribute the cost of 
items to corresponding operations[3]. This allows users 
to determine the daily costs incurred from various 
operations and plot a cumulative cost curve (S-curve) [4]. 

Despite the prevalent use of 4D progress simulations 
and cost control in construction companies, they have yet 
to be integrated together to simultaneously determine the 
relationships between progress, costs, and building 
components. Thus, when conducting cost reviews, 
construction companies cannot account for actual 
situations at the construction site or make adjustments 
accordingly. Therefore, this study integrated each cost 
item and its corresponding BIM model into 4D 
simulation task lists and integrated construction costs and 
schedules to generate S-curves. This enabled real-time 
simulation of construction progress by using the models 
and control costs by using S-curves. In addition, virtual 
reality (VR) was used to clearly present the models. 

2 Literature Review 

2.1 BIM 4D Progress Simulations  
Generally, 4D simulations are effective auxiliary 

tools for construction planning and monitoring and help 
convey construction-related information. Early detection 
of conflicting construction items and process problems 
can help construction companies save considerable 
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money. Communication during meetings can help clarify 
problems, discuss issues related to construction 
interfaces, facilitate the attribution of responsibility, save 
communication time, and reduce wasted time resulting 
from misunderstandings. 4D simulations offer visual 
information to no construction personnel, and BIM 
provide easy-to-understand information that allows them 
to solve problems during preconstruction, diminish 
construction risks, control progress, and plan and review 
the planning of building interfaces and circulation. By 
using 4D simulation visual technology, construction 
companies can quickly understand relevant situations, 
which allows them to save communication time, reduce 
construction errors, enhance efficiency, and lower costs 
[5]. 

 

2.2 BIM-based Five-Dimensional Cost 
Control 

Replacing traditional two-dimensional (2D) design 
processes with those that involved the integration and 
visualization of three-dimensional (3D) parameters and 
objects substantially reduces the number of drawings 
used. Moreover, this reduces the amount of work 
overseen by entry-level staff, which effectively integrates 
human resources and streamlines manpower costs. 
Construction schedules and costs are closely related, and 
4D schedule planning enables managers to accurately 
monitor construction quality and progress, thereby 
controlling construction costs. Although effective in 
many respects, traditional 2D drawings are ineffective in 
presenting the number and areas of 3D space in houses. 
Five-dimensional (5D) cost estimates can be employed to 
perform detailed estimation of areas and material costs 
by using drawings. Specifically, this approach considers 
construction companies’ budgets and material unit prices, 
accurately estimates construction costs, and reduces 
material estimation costs [6]. 

2.3 BIM and VR Integration 
Intrgrating BIM and VR is a revolutionary 

breakthrough in the construction industry. BIM enhances 
authenticity, motion capture precision with VR plugins, 
and display resolution. BIM+VR has been promoted in 
the construction and construction marketing fields and 
enable the integration of BIM and VR systems. Such 
system integration prevalently used in the construction 
design industry. Promoting BIM+VR is possible because 
of advances in computer and Internet technology, which 
offer the construction industry enhanced computing 
power and effective software–hardware connections. 
Applying a BIM+VR system in construction projects and 
construction marketing is the result of increased 
investments in relevant systems by the construction 

industry and the public’s improved consumption power 
[7]. 

3 5D Simulation of BIM+VR-Based 
Bridge Construction 

3.1 BIM Model Building  
This study entered various building dimensions from 

2D drawings into Revit to generate 3D models. In general, 
each building component is separated during the drawing 
process to allow users to click on the building 
components separately during component scheduling 
(i.e., when selecting components and their corresponding 
operations) and design (Figure 1). 

 

 

 

Figure 1. Difference between models with and without 
separated components 

 

3.2 Number of Various Components and Cost 
Calculations 

The concrete cost is determined by calculating the 
concrete required using the BIM model and multiplying 
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this number by the concrete unit price. The template cost 
is determined by calculating the surface area (using the 
BIM model) and multiplying this number by the concrete 
formwork unit price. 

Because rebars are not drawn when building the 
models, the rebar cost is determined by calculating their 
lengths by using the rebar distribution diagram, 
multiplying these numbers by their corresponding unit 
weights, and multiplying the total weight by the unit price. 
The same calculation method are employed to determine 
the costs of other materials. 

3.3 BIM Models Integrated with Construction 
Schedules: 4D Simulations 

In this study, work items that needed to be completed 
in the progress schedule network diagram were first 
identified because numerous work items were completed 
prior to actual construction. Because this study only 
investigated the actual construction, work items that were 
completed before and after the construction process were 
removed. According to the progress schedules, work 
items and their corresponding components were 
integrated into a task list to adjust parameters such as 
construction time, animation speeds, animation effects, 
and illumination level to ensure that the 4D simulations 
ran smoothly. 

3.4 3.4. Costs Integrated with 4D Simulations: 
5D Simulations 

The cost of each component previously calculated is 
entered into each progress schedule item. This allows 
users to know the total work item costs when performing 
4D simulations. The users learn of these costs by 
selecting the construction shapes desired and examining 
the cost curves generated. The construction schedule–
cost integration process is described as follows: 
(1) The construction schedules and costs are integrated 

into an Excel sheet. 
(2) The costs are entered as the material costs in actual 

construction schedules. 
(3) The construction shapes in the left column of the 4D 

simulations are selected to generate cost curves. 
 

3.5 VR and 5D Cost Control Integration 
For managers to oversee the construction of a 

building as if they have participated in the construction 
process in person and review the construction progress, 
this study displayed the 5D simulation results in VR 
environments. By using the VR function of Fuzor along 
with external hardware devices, handles, and a VR head-
mounted display, users can observe 4D VR simulation 
models to simulate authentic construction processes. 

External drive equipment that connects the built-in 
VR functions of Fuzor with external VR drivers (e.g., 
STEAMVR.GeForce) include Sony PlayStation, Sony 
VR, and HTC Vive head-mounted displays. Users who 
do not have this equipment at their disposal could have 
used a smartphone with easily accessible VR glasses to 
enjoy the VR experience. 

4 Case Study 

4.1 Case Descripting 
This study use a cable-stayed bridge as a case project. 

The cable-stayed bridge investigated is near the National 
Freeway 1 Daya Interchange, spanned Provincial 
Highway 74, and connected to Shuinan Economic and 
Trade Park in Taiwan. The sketchup model of case 
project is shown in Figure 2. 
 

 

Figure 2. The sketchup model of case project 

4.2 BIM Model Construction 
The bridge was drawn in four stages: the drawing of 

the pier foundation, bridge roads, main tower, and steel 
cables. When drawing the bridge, the Revit group was 
turned on, and the computer-aided design drawings of 
each component were imported. Subsequently, the 
extrusion function was used to draw the bridge according 
to the construction shapes desired and elevations set. All 
components had to be drawn separately when drawing 
the bridge. 

The bridge roads drawn were divided into six 
segments, and the components were drawn using the 
cross-sections of the roads. Because the bridge was not 
straight but curved, this study developed bridge roads 
through the sweeping method in Revit.  

The main tower comprised 14 steel components that 
were drawn separately before being put together. The left 
and right sides each had seven components,. Similar to 
the bridge roads, the components were developed using 
the sweeping method. The main tower model is shown in 
Figure 3. 
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Figure 3. The BIM model of the main tower 

 
Steel cables were found on all four sides of the bridge. 

Each side of the bridge contained 24 steel cables for a 
total of 96 steel cables. The steel cables were drawn using 
built-in components of Revit. Because some road 
surfaces were tilted or had turns and because steel cables 
in different sections varied in length, the cables on the 
four sides were drawn individually, and the cable lengths 
and locations had to be adjusted. Finally, the pier 
foundation, bridge roads, main tower, and steel cables 
were integrated, as presented in Figure 4. 

 

 

Figure 4. The BIM model of the integrated model 

4.3 Number of Each Component and Cost 
Calculations 

The bridge was built using steel and reinforced 
concrete, and the upper and lower parts were constructed 
using steel and reinforced concrete, respectively. 
Calculations revealed that the quantities of concrete, 
rebars, concrete formwork, road steel plates, and main 
tower steel plates used were 15,722.3 m3, 2,081,987.6 kg, 
3,882.2 m2, 844,062.3 kg, and 945,862.2 kg, respectively. 

Revit was used to calculate the volume of the building 
components, from which the quantity could be 
determined. The components calculated included full-
casing foundation piles, foundations (e.g., precast and 
self-filling concrete), piers, top beams, steel roads, 
parapets, asphalt concrete, the steel main tower, and the 
concrete formwork. 

4.4 Costs of Performing Calculations Through 
BIM 

After obtaining the quantity of each component by 
using these calculations, this study searched for the unit 
price of each component by using the unit price database 
prepared by the Public Construction Commission. The 
two variables were multiplied to derive the costs. The 
costs of concrete, rebars, the concrete formwork, road 
steel plates, and the main tower steel plates were 
NT$33,803,035, NT$41,639,753, NT$1,071,484, 
NT$145,321,869, and NT$28,375,866, respectively.  

4.5 BIM Models Integrated with Construction 
Schedules: 4D Simulations 

To clearly grasp the overall construction progress on 
the dates specified by construction companies, the 
construction progress schedules shown in the network 
diagram can be viewed. This enables users to learn about 
the schedules, float time, and progress of each work item 
and facilitate subsequent 4D simulations, as displayed in 
Figure 5. 
 

 

Figure 5. Parts of the schedule of the case project 

 
After displaying the overall construction progress by 

using Project, users are required to enter the names and 
durations of the construction work items in the BIM 
model by using the Fuzor 4D model task creation menu. 
Next, 4D simulations are generated (Figure 6), which 
allows overall construction progress to be observed 
visually. After entering the schedules for all models, 
users can preview 4D simulation results in advance and 
produce smoother 4D simulation animations by adjusting 
parameters such as the animation speed and illumination 
level. 4D simulation animations are produced using 
Fuzor through the following three steps: 
(1) Add simulation items: Select the function “4D 

simulation model” in the menu and turn on the 
function “4D simulation.” Then, add new items for 
subsequent scheduling. 

(2) Set construction dates: Set the overall construction 
start and completion dates. For instance, in this study, 
the “start date” and “completion date” were set as 
“September 23, 2017” and “October 19, 2019,” 
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respectively. 
(3) Add model parameters: After importing the model 

into Fuzor, click on the models to be scheduled and 
set the work items and construction dates to facilitate 
4D simulations for each work item according to their 
schedules. 

 

 

Figure 6. 4D simulation 

4.6 Costs Integrated with 4D Simulations: 5D 
Cost Control 

Costs are integrated with 4D simulations to produce 
BIM 5D simulations. The cost of each work item is 
incorporated into 4D simulations to form cost curves, 
which allows them to be generated when each work item 
was implemented, and corresponding costs are simulated. 
5D simulations are performed using Fuzor through the 
following two steps: 
(1) Enter work item costs:When entering costs in 4D 

simulations, the costs of the component are used as 
the material cost of the work items. For example, the 
cost of hoisting the steel bridge in this study was 
28,375,866. Work item costs could also be entered 
using Project or Excel, as shown in Figure 7. 

(2) Display cost curves: After entering costs in 4D 
simulations, select the function “construction shape” 
to generate cost curves. Cost curves are also displayed 
during 4D simulations, as illustrated in Figure 8. 

 

 

Figure 7. Work item costs 

 

 

Figure 8. Progress curves of cumulative cost 

4.7 5D Simulations Displayed as VR 
In this study, mobile phones were placed in VR Boxes, 

and joysticks were used to move around in the VR 
environment and present the results of integrating VR 
and 5D simulations. In general, 5D simulations are 
displayed through VR through the following three steps: 
(1) Initiate connection: Connect to a mobile phone by 

using Riftcat2.0 and turn on VRidge in the phone to 
connect it to a computer, as shown in Figure 9. 

(2) Place a mobile in a VR Box (as shown in Figure 10) 
and click the option “connect” in Riftcat2.0 to 
connect it to VR. 

(3) After opening Fuzor Project, use the VR button to 
connect the VR environment to the VR Box for 
viewing, as shown in Figures 11 and Figure 12. 

 

 

Figure 9. Link the phone and the computer 

 

Figure 10. VR Box 
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Figure 11. VR environment on the computer screen. 

 

 

Figure 12. VR environment on the mobile screen. 
 

5 Conclusion 

5.1 Benefits of Applying Cost Curves 
This study combined 4D simulations and costs to 

display 5D simulations. 4D simulations enable 
constructions to be viewed as animations, and 
construction progress costs are viewed as cost curves. 
Comparing the simulated cost curves with actual cost 
curves allows identifying actual construction progress 
and construction costs. This enabls construction 
companies to determine whether they are ahead or behind 
schedule on the basis of the discussions and revisions 
made to elevate construction quality. 

5.2 5D Animation Simulations Integrated with 
VR 

Although the group method can be adopted to create 
bridge models by using Revit and incorporated the 

models into projects, 4D simulations exhibit the 
following problem: Only one 4D simulation can be 
performed for identical components in different work 
items. Therefore, different component groups must be 
created for different work items to enable 4D simulations 
for all work items. 

In addition, although higher-standard VR equipment 
(such as HTC Vive) can produce superior and immersive 
experiences, it requires using VR sensors, head-mounted 
devices, and a computer connection, rendering it 
unfeasible in specific locations. By contrast, this study 
used VR Box, connected it to a laptop computer and 
mobile phone, and placed the mobile phone in a VR Box 
to display the VR, which effectively elevated the 
applicability of VR displays. 
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Abstract – 
The automated generation of geometry-only 

digital twins of Overhead Line Equipment (OLE) 
system in existing railways from point clouds is an 
unsolved problem. Currently, this process is highly 
reliant upon manual inputs, needing 10 times more 
labour hours than scanning the physical asset. The 
resulting modelling cost counteracts the expected 
benefits of the digital twin. We tackle this challenge 
using a novel model-driven method that exploits the 
highly regulated and standardised nature of railways. 
It starts by restricting the search for OLE elements 
relative to point clusters of the railway masts. The 
resulting point clusters of the OLE elements are then 
converged with various parametric models of 
different catenary configurations to verify the 
presence of OLE elements and to find the best 
possible fit. The method outputs a geometry-only 
digital twin of the OLE system in Industry 
Foundation Classes (IFC) format. The method was 
tested on an 18 km railway point cloud and achieves 
overall detection rates of 93.2% F1 score for OLE 
cables and 98.1% F1 score for other OLE elements. 
The accuracy of the generated model is evaluated 
using distance-based metrics between the ground 
truth model and the automated model. The average 
modelling distance is 3.82 cm Root Mean Square 
Error (RMSE) for all 18 km data.  

Keywords – 
Overhead Line Equipment (OLE); Geometric Digital 

Twin (gDT); Point Cloud Data (PCD) 

1 Introduction 
Cost overruns are a worldwide phenomenon for 

railway projects, irrespective of the size and the contract 
value. The average cost overruns account for 29% 
projects’ engineer estimates for rail and road projects in 
Europe and the United Kingdom (UK) [1], [2]. For 
example, the London Docklands Light Rail project is 
currently overrunning by over £1 billion in costs and 
three years [3] in duration. These cost and time overruns 

are common partly due to the absence of Information 
and communications technology (ICT) sector-level data 
management for construction/upgrade and maintenance 
of railways. Specifically, the absence of any form of a 
digital representation of railways caused by the 
extensive time required for collecting and processing 
raw data into working models makes it challenging to 
upgrade railways.  

We argue that the need to create and maintain up-to-
date digital twins of railways is an opportunity that 
should not be missed. Digital twins are expected to 
bring significant benefits to time, cost and quality 
parameters of railway projects [4]. These benefits 
include an 80% reduction in time, 10% through clash 
detection and 40% elimination of unbudgeted change 
[5], [6]. Yet, the current cost of creating and 
maintaining the digital twins greatly counteracts the 
perceived benefits of the digital twin. The non-canonical 
shapes in railways require 95% of the total modelling 
hours for manual shape customisation and fitting 
processes [7]. The automation of the twinning process 
will reduce the modelling time and ultimately save costs. 
We presented a method for generating railway masts as 
a first step to tackling this challenge [8], which also 
presented a method for removing the majority of the 
vegetation and other noise data from the input Point 
Cloud Data (PCD). The current paper addresses the next 
step; a method to automatically generate Geometric 
Digital Twin (gDT)s of railway Overhead Line 
Equipment (OLE) systems from airborne LiDAR data. 

2 Overhead Line Equipment (OLE) 
We define the following components as OLE 

elements (Figure 1).  

• Connecting beam - Connects two masts of the same
pair together.

• Contact cable - Transmits power to the train by a
pantograph. They lie in the lowest height among all
overhead cables and shall not be placed less than
5.8 m from the ground [9]. The contact cable runs
in a zig-zag path above the track to avoid wearing a
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groove in the pantograph. The zigzag known as the 
‘stagger’ - is generally achieved using ‘pull-off’ 
arms attached to the support structures. 

• Auxiliary cable – Placed between the catenary and
contact cables, functions as a buffer and reduces the
fluctuation of the cables.

• Catenary cable - Supports the contact cable and
located immediately above auxiliary cables.

• Cantilever - Consists of horizontal and vertical
metal tubes, connects catenary cables to masts. It
supports the catenary projecting from a single mast
on one side of the track.

Figure 1. OLE elements 

3 Research Background 

3.1 Contact, Auxiliary and Catenary Cables 
The process of converting PCD into gDTs of cables 

involves three steps: (1) Extraction of cable points, (2) 
Clustering single cable points, and (3) 3D cable fitting. 
Methods for cable extraction and clustering include: (1) 
Statistical analysis of PCDs based on height, density or 
number of pulses, etc. [10]–[14] (2) Hough transform 
and clustering based on two-dimensional (2D) image 
processing [11], [15], [16] (3) Supervised classification 
based on metrical and distribution features between 
points [13], [17]–[19]. Verification of detected cables is 
performed using a simplified model to fit into detected 
cables in the planar horizontal view [20] or by the usage 
of the Random Sample Consensus (RANSAC) 
algorithm combined with intensity values [21] or a 
polynomial function to fit the model [22]. We review 
each of these for cables in both railways and roads. 

3.1.1 Statistical Analysis of PCDs Based on Height, 
Density or Number of Pulses 

Jwa and Sohn [23] converted the cloud into voxels 
and detected cables using the linearity of the element. 
The method also used point density and segmentation 
analysis to differentiate roof edges, fences and other 
linear assets from cables and to group the points into 

catenary and contact cables. However, their method 
highly depended on the point density and the size of the 
voxel. The method did not work well when the cloud 
had data gaps, vegetation encroachment, and bundled 
cables. Cheng et al. [10] used a similar approach 
following KD trees and a polynomial function for 
clustering and 3D model fitting. The main limitation 
was they ignored the sagging posture of cables. Also, 
the method was influenced by frequent occlusions by 
trees or buildings, ambient conditions such as the 
temperature and the ageing of spans. The high detection 
and clustering accuracies were also attributed to the 
high point density of the data.  

Zhu and Hyyppa [11] used statistical analysis 
considering height, point density and histogram 
thresholds and image processing methods to extract 
cables considering geometric properties. However, the 
thresholds highly relied on the point density and their 
dataset had a clear cut-off edge between cables and trees. 
In the majority of cases, OLE cables are not located at a 
distance away from the surrounding trees and other 
pole-like objects. A similar approach was used in Guan 
et al [14] to differentiate road and off-road points and to 
extract power-transmission cables/power tower points 
from the latter, followed by the extraction of individual 
power-transmission cables via Hough transform and 
Euclidean distance clustering. Finally, a 3D object 
fitting was done using linear and hyperbolic cosine 
functions. However, the method was sensitive to the 
point density of their PCD and did not work well for a 
different point cloud. Following previous methods, 
Cserép et al. [13] used height analysis to filter ground 
points and then used intervals along a selected axis with 
a point counter assigned to each interval to remove 
outliers. Finally, the method extracted cable points 
using using a density analysis and 3D voxels. Yet, their 
method could not reconstruct those cables into 3D 
models as the density algorithms removed some cable 
points as well.  

3.1.2 Hough Transform, and Clustering Based on 2D 
Image Processing 

Liu et al. [15] used statistical analysis and an improved 
Hough transform [24], to segment and to detect cable 
points. However, the thresholds were sensitive to the 
point density of the PCD and further work is needed to 
map the detection results to original 3D data and fit the 
curves to cable points. The method used in Sohn, Jwa 
and Kim [16] segmented cable points using Markov 
Random Field (MRF) classifier, which classifies power 
cables from other linear assets. The locations of pylons 
were used to detect cable span, within which cables are 
modelled with catenary curve models in 3D using the 
piecewise model growing. Yet this method assumed that 
the cables were parallel. 

Contact cable

Mast

Cantilever

Connecting 
beam

Catenary 
cable

Auxiliary cable
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3.1.3 Supervised Classification Based on Metrical 
and Distribution Features between Points 

Kim and Sohn [17] used Random Forests classifier 
as a supervised classification method to detect five key 
object classes which include cables, pylons, building, 
vegetation and low objects. They used 2D Hough 
Transform to 2D points of cables obtained by projecting 
3D points onto a horizontal plane. A similar approach 
has been used in Wang et al. [19] by filtering cables 
using the height relative to the other objects. Then, the 
multi-scale spherical neighbourhoods are used to 
capture the anisotropy and details of cable topology 
structure. Next, metrical and distribution features were 
used to enhance classification accuracy. Finally, using 
Support Vector Machine (SVM) they classified cable 
points. However, both methods were unable to perform 
well when cables become the only object of interest as 
all the feature-based classifiers were highly attributed to 
the five class objects they considered. Furthermore, 
these methods only classified but not reconstructed 3D 
models of any of the class objects.  

Following the same classification process, Guo et al. 
[18] used an improved RANSAC algorithm that
includes similarity detection. A powerline between a
span was segmented into neighbourhood cubes. Then
the points within the cubes were projected onto planes
to detect the similarities amongst the planes. At last,
they detected cables using the inliers selected by
RANSAC. However, the accuracy of the method was
sensitive to the sparseness of the data and did not work
well for a different point cloud. For instance, if there are
few or no points on the cables,  data are classified as
vegetation by default. Also, cables were split into
several pieces or categorised as false negatives when
parts of the cables are being obscured by vegetation or
when there were few points along a section of the line.

3.2 Cantilevers and Connecting beams 
There are only two methods exist that detect 

cantilevers from PCD in Pastucha [25] and Rodríguez et 
al. [26] and no methods exist that detect connecting 
beams. In Pastucha [25], the method used the pattern of 
the points; a cross above the track to indicate the 
presence of cantilevers using RANSAC algorithm. All 
model points are classified as the catenary system in the 
case of positive authentication. Yet, the high detection 
rates were attributed to the trajectory of the mobile 
scanner and the density of the PCD. Besides, all the 
geometrical distances and properties of the objects 
should be manually entered by the end-user. Rodríguez 
et al. [26] detected points of cantilevers using a range 
search algorithm to filter the highest set of points 
relative to the points on the catenary cable. However, 
they could not validate the method since the data set 

was too small, so it only contained one cantilever. 

3.3 Gaps in Knowledge 
Cable scene complexity including data gaps, 

vegetation encroachment [11], [18], and bundled cables 
affected the accuracy of the results of the existing OLE 
elements detection methods [10], [23], [26]. Majority of 
methods were sensitive to the size of the voxels used 
[23], the setting of thresholds, point density [10], [11], 
[14], [15], [18] and to ambient conditions such as the 
temperature and the ageing of spans [10]. A few studies 
disregarded the sagging of the cables [10], while some 
assumed cables as a set of small straight-line segments 
[13], [23] and that cables are always parallel [16]. These 
methods were unable to distinguish cables from other 
straight lines such as building roof edges, fences and 
tree stems [23]. Also, these methods did not perform 
well when reconstructing 3D models of OLE elements 
as the initial filtering removed some of the OLE 
elements points as well [13]. Finally, one of the 
methods used to detect cantilevers considered a very 
small dataset which only contains one cantilever and the 
method did not contain any validation process [26]. 
OLE elements are very thin, hence often represented 
with few or no points. The detection of OLE elements is 
a very hard problem also due to the presence of 
vegetation. These factors render the methods discussed 
for OLE elements detection ineffective. Also, the gDT 
generation for OLE systems in existing railways is 
almost missing in the literature.  

4 Proposed Solution 

4.1 Scope 
Our method focuses on typical double-track railways 

that represent 70% of the existing and under 
construction railways in the UK [27]. Railways are a 
linear asset type; therefore, their geometric relations 
remain roughly unchanged often over very long 
distances. Close inspection of railway PCD validates 
this effect, with repeating geometrical features such as; 
(1) the special relations between masts, cables and the
rails remain fairly unchanged along the railway [9], (2)
the connections between masts and the cables are placed
in regular intervals (roughly 50-70m intervals), (3) the
main axis of the masts (Z-axis) is roughly perpendicular
to the track direction (X-axis) (error tolerance is 11o [9])
and (4) masts are always positioned as pairs throughout
the rail track.

4.2 Overview 
It is often the case that there are few to no points on 

the OLE elements in a railways PCD due to the small 
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size of the cables compared to the size of the asset. This 
is expected and likely to occur no matter what scanning 
technology is used. This creates obstacles that hinder 
the robustness of OLE elements reconstruction. We 
argue that the strengths of model-driven strategies 
(providing fast geometrical models without visual 
deformations [28]) are strong in the scenarios with very 
low point densities meaning the model-driven methods 
can create the gDTs of OLE elements despite poor 
densities and sparseness of the PCD. Hence, our method 
proposed a fitting of pre-defined parametric assemblies 
to the point segments obtained using previously sorted 
mast position coordinates [8]. This proposed method is 
a re-iterative method throughout the track; it exploits the 
railway geometric relations mentioned in section 4.1 
and railway topology as key factors. The workflow of 
the proposed method is illustrated in Figure 2.  

Figure 2. The workflow of the proposed method 

4.3 Extract Point Clusters of OLE Elements – 
Model A 
4.3.1 Point Clusters of Other OLE Elements – C 
Sections 

Initially, we extract point clusters of the OLE system 
includes two railway masts, the connecting beam and 
the cantilever. This unit is hereafter known as ‘C 
section’. We use a crop box filter to extract the point 
segment of the C section. The crop box filter 
automatically extracts all the data inside of a given box, 
by removing any points that lie outside the specified 
range along the specified field.  

In our proposed method we have set three fields, 
which refer to intervals along the X, Y and Z directions. 

The limits are defined relative to the mast coordinates 
so that the filter extracts any points according to the 
given direction and the limits. Specifically, the X range 
is experimentally set to 1.0 m in the direction along the 
track length. This range has been set relative to the X 
coordinates of masts to include the width of the mast 
allowing 0.7 m of a buffer window. The Y range is the 
distance between two masts of the same pair, calculated 
using Y coordinates of the two masts and the 
experimentally set buffer window of 0.6 m, in the 
direction along the track width. The Z range is 
experimentally set to 9.5 m (height of the mast) in the 
direction along the mast. We have experimentally 
eliminated 0.23 m from the ground plane to remove 
ground points as it would suffice to extract the C section 
without shortening the mast. In this paper, we haven’t 
illustrated the graphs representing calculations for these 
parameters due to limited space. This finally gives 
resulting point segments of C sections along the track. 

4.3.2 Point Clusters of Cables 

We use an improved RANSAC algorithm to extract 
point clusters of cables. The method starts by 
determining Bounding Boxes (BB) using mast position 
coordinates along the track to crop the input PCD such 
that the resulting pieces are relatively straight enough 
for any further processing. The general RANSAC could 
not detect cables as lines due to few or no points on the 
cables.  

Hence, we initially up-sampled the points on cables 
to improve line detection. The up-sampling was done 
along the track direction (Figure 3) with defined 
intervals along either side of the actual points. The track 
direction is not constant along a particular direction due 
to the varying horizontal and vertical elevations along 
the track. To determine the track direction prior to up-
sampling, we calculate the range between minimum and 
maximum of X and Y values of each BB and sort the 
general track direction along the X-axis if the X range > 
Y range and vice versa (Figure 4).  

Figure 3. Upsampling along the track direction 

Next, we use two pre-processing steps prior to the 
RANSAC algorithm to improve line detection and to 
reduce the computational cost. 

START Mast position coordinates + Narrowed 
railway  PCD

Step 1: Extract point clusters of C sections of OLE 
elements (Masts, Connecting beam and Cantilever)
Step 2: Extract point clusters of cables
Step 3: Generate dynamic IFC models of OLE elements

Input/Output Model A – Point clusters of OLE elements 
Model B – IFC OLE elements

Step 4: Convergence of Model A and Model B;
i. Sort the correct version (left or right) of the model B
ii. Align the sorted Model B in the correct position
iii. Get the transformation matrices

Input/Output Model B + transformation matrices

Step 5: Use transformation matrices to move Model B 
to the correct position + Merge all elements into one .ifc 
file

END IFC model of the OLE system elements

Red – Actual points
Blue - Up sampled points along 
the track direction

Catenary/Contact cable
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Figure 4. Determining general track direction 

Firstly, we remove the ground plane to eliminate all 
ground points. This ensures all points on the ground are 
removed prior to further calculations. This significantly 
reduces the points for faster computational performance 
and reduces the number of false positives that would be 
caused by the lines on the ground. Secondly, we get the 
XY projection of the cloud. This allows projecting the 
catenary shapes of the catenary and auxiliary cables into 
straight lines so that RANSAC can detect those cables 
despite its curved shape. We then detect cables as lines 
using RANSAC and classify cables based on the heights 
of the lines relative to the track structure. The detected 
cables along with the previously extracted C sections 
are hereafter known as ‘Model A’. 

Figure 5. Point clusters of OLE elements – Model A 

4.4 Generate Dynamic IFC Models of the OLE 
System 

We design a parametric OLE system model; 
hereafter known as ‘Model B’ using standard railway 
electrification guidelines [9] to represent the geometry 
of the real OLE elements. This model preserves 
geometrical properties of the elements, such as angles 
between the different elements, relative distances 
compared to each element of the system. The model 
developed during this research is much simpler 
compared to the real OLE system as the model is 
limited only for the elements defined at the beginning of 
this paper. This limited number of elements simplifies 
the task of adjusting the model while the resulting 
model is still suitable to reconstruct the geometric shape 
of the OLE system.   

The orientation of Model B constantly changes from 
left to right along the track due to the stagger occur in 
the OLE system. However, this alignment might change 
if the track is not perfectly straight so that we cannot 
assume the orientation of the model. Hence, we have 
created 10 variations of Model B, compatible with the 
left and right versions of the 5 types of the OLE 
configurations exist in UK railways [9]. Figure 6 
illustrates only one of those configurations due to the 
limited space. Note that on the actual model, two of 
these configurations (from the same type) are connected 
with cables. 

Figure 6. The left-to-right orientation of one of the OLE 
configurations 

We define each of the OLE elements using extruded 
area solid definition in IFC format. We use the standard 
cross-sectional dimensions given on Network Rail 
standards [9] to define the 2D area profile for each 
element. The extruded area solid defined the extrusion 
of a 2D area; here defined as the section profile, by two 
attributes. One is the extruded direction, defining the 
direction in which the profile is to be swept. The other 
attribute is the distance over which the profile is to be 
swept. For each OLE element, we define these distances 
using either standard height (for masts) or length (for 

Direction of the track     X

Y
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track

Y
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1st pair of masts
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Cantilever Beam 
YM2

Mast 1 
coordinates
X1,Y1,Z1

Mast 2 
coordinates
X2,Y2,Z2

1274



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

every other OLE element). The extruded direction and 
relative angles are derived considering the position and 
the orientation of each element relative to mast positions. 

4.5 Convergence of Model A and Model B 
Iterative closest point (ICP) algorithm aims to find the 
transformation between a point cloud and its reference 
cloud, by minimizing the square errors between the 
corresponding entities. We use this algorithm to 
converge Model B to Model A. Initially, we set Model 
A as the reference cloud; is kept fixed while the left and 
right orientations of Model B are source clouds. We first 
convert Model B into .pcd files and then these source 
clouds are transformed to find the best match with the 
reference – Model A. The ICP iteratively revises the 
transformation of Model B to minimize the distance to 
the Model A, such as the sum of squared differences 
between the coordinates of the matched pairs. Hence, by 
using ICP we first sort the correct orientation (left or 
right) of OLE configuration as the correct orientation 
ideally has the minimum sum of squared differences 
between the coordinates of the target and reference 
clouds. Once we sorted the correct orientation, our 
method then converges the sorted model on to the 
correct position and finally gives transformation matrix 
which provides the corresponding translation vector and 
rotation matrix of the Model B (model) relative to 
Model A (point cluster). Finally, we moved .ifc format 
of the Model B to the correct position using the 
resulting transformation matrices of the previous step 
and finally merged all units (including two C sections 
and cables) into one file to get the final IFC model of 
the OLE elements. 

Figure 7. The convergence of Model A and Model B 

5 Experiments 

5.1 Ground Truth Data and Results 
We used the rail track located in-between 's-

Hertogenbosch and Nijmegen in the Netherlands and 
specifically a piece of the railroad track that is 

approximately 18 km long, to test our proposed method. 
The size of this file was over 100 GB hence too large to 
process with the machines available in terms of 
processor and memory capacity. We address this 
challenge by splitting the data file into three sub PCDs 
as D1, D2 and D3 each length around 6 km. We also 
manually generated two sets of Ground Truth (GT) 
datasets consist of three sub-datasets each per one 
railway PCD;  

GT A: This set is created by manually extracting 
point clusters of C sections and cables along the rail 
track. They are used to compare against the 
automatically detected point clusters of OLE elements. 

GT B: The set is created by manually creating the 
OLE systems models. They are used to compare against 
automatically generated gDTs of OLE elements. 

We implemented the solution with the Point Cloud 
Library (PCL) version 1.8.0 using C++ on Visual Studio 
2017, in a laptop (Intel Core i7-8550U 1.8GHz CPU, 16 
GB RAM, Samsung 256GB SSD). 

Table 1 illustrates the results of the point cluster 
extraction and Figure 8 demonstrates the results of the 
automated gDTs compared to GT B. The detection of 
OLE elements needed an average of 35 seconds per km. 
Generation of dynamic IFC models and conversions 
took 16 seconds per km, while the convergence required 
51 seconds per km. Finally, the transformation only 
took 0.2 seconds per km. Hence, the processing time of 
the proposed method was on average 103 seconds/km. 

6 Evaluation 

6.1 Evaluation of point cluster extraction 
We used performance metrics; precision (Pr) and 

recall (R) and F1 score (F1) as; True Positive (TP) - 
OLE elements were correctly detected as OLE elements, 
False negatives (FN) - OLE elements were not detected 
as OLE elements and False Positives (FP) - other 
objects were detected as OLE elements, to measure the 
performance step 1 and 2. The average detection 
accuracy for C sections was 98.1% F1 score and for 
cables 93.2% F1 score (Table 1). 

6.2 Evaluation of the OLE system gDTs 
We used cloud-to-cloud (C2C) distance evaluation to 
detect changes between GT B and the automated ones. 
Initially we converted the GT B and the automated 
gDTs into .pcd files. Then we computed the Root Mean 
Square Error (RMSE) between each unit of automated 
gDT of OLE elements (consists of two C sections and 
cables) and corresponding GT B model (Figure 8). The 
average model distance between the two for all 18 km 
was 3.82 cm RMSE. 

Before convergence 
Purple – Model A
Yellow – Model B

After convergence 
Purple – Model A
Yellow – Model B
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7  Conclusions 
This paper presents a novel automated model-driven 
method that exploits the highly regulated and 
standardised nature of railways to generate gDTs of 
OLE elements for existing railways from PCD. 
Compared to existing methods, the proposed method is 
more consistent, less liable to human errors. The method 
was tested on an 18 km railway point cloud and 
achieves overall detection rates of 98.1% (F1 score) and 
93.2% (F1 score) for point cluster detection of C 
sections and cables respectively. The accuracy of the 
automated gDTs of OLE elements was evaluated by 
minimising the mean Euclidean distance between the 
ground truth model and the automated one. The average 
RMSE of the model for all 18 km equals to 3.82 cm.  
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Abstract –  

Logistics management plays an essential role in 
supporting the primary activities in manufacturing 
industries. Similarly, in the construction industry, 
logistics operations are a crucial part that directly 
influence the construction operations. Construction 
operations management requires various 
stakeholders to collaborate through effective 
communication and prompt information sharing. 
However, logistics management in construction is 
often challenged by insufficient information 
management, lack of formalized information 
standards and poor information interoperability 
among heterogeneous systems. Semantic Web 
technologies advance information management 
support and improve information interoperability. In 
this research, we present a domain-level ontology as a 
common information reference for standardizing and 
integrating construction logistics information, and 
finally to improve the efficiency and transparency of 
logistics information management. The proposed 
ontology provides information interoperability 
between logistics management and construction 
workflow management. The ontology was evaluated 
by automatic consistency checking and answering the 
competency questions (CQs) via SPARQL queries. 
Furthermore, we used actual schedule and material 
delivery data of a construction project to evaluate the 
proposed ontology to see if it could support the 
material kitting logistics practice. We provide a valid 
ontology that is able support the logistics information 
management for the construction. The research is 
limited to providing a single example application of 
the ontology. Future research should focus on 
extending the ontology for different specific solutions 
to yield standardized information management for 
construction operations. 

 
Keywords – 

Information; Construction logistics; Ontology; 
Construction operations 

1 Introduction 
Construction industry differs from the other 

industries because of the temporary project-specific 
organizations and strong interdependencies between the 
firms, materials and construction activities [1]. 
Fragmented construction supply chain makes it difficult 
to control the construction operations. Logistics practices 
support these operations and improve construction 
projects in terms of cost, schedule and planning [2]. 
Recently, logistics operations in the construction industry 
have been gaining importance. Logistics solutions are an 
important element for successful completion of the 
projects [3] and logistics specialists can improve on-site 
logistics to a large extent [4]. Due to the benefits of 
logistics in construction projects, companies are 
motivated to develop their own logistics processes [5].  

During construction projects, significant amount of 
information is exchanged among the project partners. 
Construction logistics depend on detailed data and 
decisions about operations on-site and material needs [6]. 
Successful delivery of the materials is an important 
condition that affects the workflow and performance of 
the projects [7]. To achieve that, coordination is needed 
between the material supply chain and on-site operational 
decisions [6]. The logistics information should properly 
collaborate with the corresponding construction 
workflow to coordinate the logistics process to perform 
the operations. Because forecasting material deliveries is 
directly related to construction schedules, change in the 
material delivery impacts the execution of schedules [8]. 
Thus, accurate and timely information flow is required to 
manage the construction logistics activities efficiently 
[9]. 

Construction logistics can be considered complex due 
to the multiple stakeholders and fragmented tasks that are 
involved in the process [10]. Therefore, effective 
information exchange for communication and 
coordination among different stakeholders are vital for 
improving the management of the construction logistics 
process. This requires advanced information 
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formalization and interoperability among the 
stakeholders and various information systems. 

However, there is no adequate information 
management standard that could formalize the 
information from the construction logistics process. A 
gap exists for linking the on-site construction operation 
information with the supporting logistics process. In the 
information management domain, ontology tries to 
provide a definite classification of entities [11]. In terms 
of information systems, Semantic Web technology 
supports representing, obtaining and utilizing knowledge 
[12]. This research is based on the hypothesis that the 
advancements in Semantic Web technology can help 
alleviate the information bottleneck in construction 
logistics. Determining the information requirements for 
logistics operations is significant to develop logistics 
practices. Mapping construction logistics with ontology 
would bring opportunities for interoperating logistics 
information with digitized situational awareness systems 
to improve construction workflow management. 

In this research, we present an ontology as a common 
information reference for linking the material logistics 
information with the construction workflow. We describe 
a possible conceptual map design for the logistics and 
product data flow in construction. Moreover, we extend 
the ontology to a domain specific level presenting kitting 
logistics practice information. Kitting is one of the 
recently developed industrialized JIT-based logistics 
practices in which requirements for information 
management are obvious. In the following, we present 
background for construction logistics, kitting practice 
and ontology. Then, we describe our methodology and 
present our findings based on the proposed ontology. 
Lastly, we provide discussion and conclusion. 

2 Background 
This research combines two research streams: 1) 

Material logistics in construction; and 2) Semantic Web, 
ontology and their applications in the construction and 
logistics domains. In kitting logistics practice, the 
information requirements are evident and straightforward. 
Hence, combining these two research streams: 
developing an ontology for kitting practice could result 
in an application where all the information requirements 
are ready to be utilized in any construction project. 

2.1 Material logistics in construction  
Logistics practitioners face integration problems 

regarding the material and logistics information in their 
operations.  In the construction industry, only about 40% 
of deliveries are fulfilled with the correct amount, time, 
location and information [13]. However, most of these 
activities are still managed by humans. Materials could 
be purchased too late causing delays or too early and 

getting damaged in poor storage conditions on-site [4]. 
Delivering materials to the site without a timely notice 
causes extra material handling and labour cost [14]. 
Proper logistics management requires complete and 
accurate information regarding the materials and delivery 
that is communicated between the project parties.  

Construction logistics is an inherent part of 
construction projects [15]. It impacts important aspects 
of construction projects such as cost, completion time 
and plan accuracy [2]. A great deal of energy is spent on 
coordinating fragmented operations, procuring the 
required goods and other resources, coordinating 
materials and resources on the construction site [16]. 
Problems associated with such mistakes could be 
prevented via proper logistics management [7].  

2.1.1 Kitting as an information-intensive logistic 
practice 

Kitting is a logistics solution that was originally used 
in the manufacturing industry. It represents delivering the 
products or components organized, packed and as one 
package [17]. Figure 1 illustrates the kitting process; the 
materials that are delivered to the logistics center from 
the material suppliers are kitted and delivered to the work 
locations. It has been proposed that the practice could be 
used in the construction industry as well [18][19]. 
Recently, Tetik et al. [20] conducted research on the 
applicability and impacts of using kitting in the 
construction industry. Construction workers spent 
around 20% of their time moving materials and 
equipment to the installation location [21]. Thus, the 
workers on-site spend less time searching for or moving 
the materials when the materials are delivered to the 
assembly location as pre-sorted kits. 

 
Figure 1. Kitting process 

Kitting logistics practice is usually utilized with 
logistics centers and Just-in-time (JIT) delivery. 
Information required for kitting practice should be 
available to properly apply this solution. Currently, it 
requires manual efforts to collect and integrate this 
information during the planning phase of the projects.  

Used together with logistics center and JIT delivery, 
improvements on waste and cost reductions as well as 
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increase in production rates are possible with kitting 
practice [21][22]. Kitting logistics practice required a 
smooth information flow between operations [23]. Said 
and El-Rayes [6] proposed an automated construction 
logistics optimization system to minimize the logistics 
costs and integrate the project and supplier data. It could 
be integrated with kitting practice to ensure material and 
spatial requirements. Logistics centers can be configured 
to track materials via using information systems [8]. 
These advancements create potential for automation. 
Potential of kitting logistics practice in the construction 
industry motivates mapping this solution on ontology to 
generate future opportunities in terms of standardizing 
the information flow and improving efficiency.  

Based on available literature on kitting in the 
manufacturing industry, information requirements for 
kitting are number of kits [24], information about the 
parts [25], item numbers and quantities as well as 
assembly location [26]. Based on the information we 
obtained for the use case from a renovation project, we 
determined that the information relevant to the kitting 
practice includes material type, quantity, unit, supplier, 
kitting date, delivery date, kit (name/number), task and 
location that the kit will be used. This information needs 
to be explicitly available to apply the kitting solution. 

2.2 Ontology and its applications in AEC 
industry 

Ontology originates from the philosophy domain and 
is recently widely adopted in the domains of computer 
science and engineering. Gruber [27] defined ontology as 
“an explicit formal specification of a conceptualization”. 
In other words, ontology is a formal conceptualization of 
domain knowledge that formally defines the concepts 
(classes), properties and the interrelationships between 
the concepts, which thus could share common 
understanding of the structure of information and domain 
knowledge [28][29].  

In the Architectural, Engineering, and Construction 
(AEC) domain, numerous efforts of ontology 
development have been made to solve the problems of 
data integration [30], knowledge management [31][32], 
and information utilization [30][33]. Construction is 
known as an information-intensive industry. The benefit 
of the ontology-based approach is that construction 
information can be stored and reused under a systematic 
information management framework. Moreover, with the 
machine-readable representation, ontology is able to 
make the information and knowledge accessible to both 
humans and computers for further computer-aided 
construction management tools [34].  

Meanwhile, in terms of the logistics and supply-chain 
domain, ontologies have also been considered a solution 
for managing the logistics knowledge and information. 
Daniele and Pires [35] suggested ontologies are able to 

improve the enterprise interoperability in the logistics 
domain. A logistics ontology was developed by Lian et 
al. [36]to semantically represent the logistics situation. 
Hendi et al. [37] introduced a logistics ontology as a core 
of logistics optimization framework to support the 
logistics management. Although these ontologies efforts 
provided conceptualization of the general logistics 
process, they are insufficient to specifically expand to the 
construction domain. 

Developing an ontology for construction logistics 
could improve the information management by 
accurately specifying the information needs for materials 
and on-site as well as logistics center activities required 
to successfully perform the construction tasks. However, 
currently there are no ontologies that specifically 
represent the construction logistics process information, 
nor ontological works that create the links between 
construction and logistics ontologies. Thus, an ontology 
is developed for construction logistics in this study. 

3 Methodology 
Our chosen methodology is design science. Design 

science identifies a real-world problem and proposes and 
evaluates a solution to this problem [38]. Thus, we use 
design science to develop a solution to represent logistics 
practices in the construction industry with ontology to 
solve the practitioners’ problems regarding logistics 
information integration.  

Development of the proposed ontology requires its 
design to be described and desirably implemented. The 
scope of this paper does not include a real-life case 
implementation. However, we provide validation of the 
ontology and evaluate the ontology based on a real-life 
construction project’s schedule and material information. 
Multiple data resources were used to develop and 
validate the ontology. We used document analysis and 
public materials to form an example use case. We used a 
planned project schedule from a company to realize the 
use case. We obtained the schedule and material list per 
kits of a renovation project. We used required material 
and kit information to answer the competency questions. 
The ontology was validated using competency questions 
and automatic consistency checking. 

3.1 Ontology development approach  
To develop such ontology, an ontology development 

approach is established initially. The ontology 
development approach in this research is a hybrid 
approach that draws mainly on METHONTOLOGY [39] 
and the approach by Grüninger and Fox [40]. The major 
steps of the ontology development approach are shown 
in the following Figure 2. 

1280



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

 
Figure 2. Ontology development process 

3.1.1 Specification 

The first step of the ontology development process is 
specification, which aims to first specify the scope and 
the purpose of the ontology by answering the following 
specification questions [39]: 

What is the purpose? The purpose of the developed 
ontology is to formalize and structure the logistics 
information and simultaneously coordinate with the 
construction process information to improve the 
information exchange of the construction logistics 
operation. 

What is the scope? The ontology is focusing on the 
construction logistics process and information flow of the 
material delivering. Meanwhile, the ontology is designed 
to be a higher-level ontology that only contains the 
higher-level concepts and relations of the construction 
logistics process. 

Based on the scope and purpose, the requirement of 
the ontology can be identified with a list of competency 
questions. The competency questions (CQs) are a more 
detailed specification of the ontology requirements [40], 
that can be used to formalize the ontological model, 
concepts, hierarchy and relations. In this research, a 
workshop, consisting of participants from 17 Finnish 
AEC firms, was organized to define the CQs in 
compliance with the content of information that is 
required by all the stakeholders involved in the 
construction logistics (Table 1). The workshop showed 
that a material batch is an essential unit of analysis in 
logistics operations.  

Table 1 A list of Competency Questions for the 
ontology 

1. What is the content of the material batch? 
2. When the material batch should be delivered? 
3. What is the status of the material batch? 

(packaged, shipped, received, used)  
4. Was the material batch delivered as planned? 

5. What is the corresponding activity of the material 
batch? 

6. What is the location of the corresponding activity 
of the material batch? 

7. Who is the responsible worker or firm of the 
corresponding activity of the material batch? 

8. What is the location of the material batch on site?  
 

These questions were also used for further ontology 
evaluation to check if the ontology covered the desired 
content and if it can represent the domain knowledge. 

3.1.2 Knowledge acquisition and conceptuali-
zation 

After defining the ontology requirements 
specification, the second step of the ontology 
development process is to determine what domain 
knowledge for the ontology should be acquired and how 
it should be represented [39]. In this phase, relevant 
domain knowledge of the construction process and 
logistics process were reviewed. This is followed by the 
conceptualization process that all relevant terms of the 
concepts, class hierarchy, class properties including their 
range and domain in the ontology are defined to construct 
the ontological model. 

3.1.3 Implementation 

In terms of further implementation and application, 
the ontology should be implemented with a machine-
readable format. This comprises the third step of the 
ontology development process (see Fig.2). In this 
research, the ontology was coded using Semantic Web 
Ontology Language (OWL) by using the Protégé 
environment. OWL is a computational ontology 
language that is designed for ontology development, 
which is a W3C recommended ontology language [41].  

3.1.4 Ontology evaluation 

Ontology evaluation aims to check whether 
developed ontology is satisfied with the specifications, 
fulfils its intended purpose and meets all the 
requirements, which consists of verification and 
validation [34]. In this research, the ontology evaluation 
consisted of automated consistency checking 
(verification), answering the competency questions 
based on a practical case example (validation). In the 
following sections, we present our results, namely the 
proposed ontology and its evaluation.  

4 Findings: construction logistics ontology 
     In this section, the Digital Construction Logistics 
Ontology (DCL-Onto) that is developed based on the 
previously discussed approach is presented in detail as a 
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result. The evaluation of the ontology is discussed in the 
following section. 

4.1 Ontological model 
Figure 3 illustrates the ontological model. In the 

DCL-Onto, Entities are used to represent the basic 
classes within the domain of construction and logistics 
processes. Moreover, the DCL-Onto can be subdivided 
into two major parts. The first part is the construction 
process part, which aims to provide an abstraction of the 
construction process on a generic level and structure the 
information of the construction operation to reveal the 
constitutes of actual construction activities. The second 
part is the logistics process part, which aims to formalize 
the information and entities in the construction logistics 
process via various logistics systems by multiple 
stakeholders. The logistics process is regarded as an 
extension of the general construction process. 
Meanwhile, the interaction of two parts can be used for 
coordinating the construction logistics process with the 
on-site construction operations. Furthermore, the specific 
application for the kitting practice is also developed in 
the logistics part to exemplify the usage of the developed 
ontology. 

In the construction process part, the main entities (as 
depicted with the deep blue colour in Figure 3) include 
Building Element, Agent, Equipment, Location, 
Information Content Entity, Group, Activity and 
Constraint. These provide a generic level abstraction on 
construction entities that involve in the construction 
process. The proposed ontology considers the 
construction process as constituted by several domain 
entities, including activities, locations, agents, 
equipment, material batches, and information content 
entities. Activity refers to a superclass for all work or 
aggregations of works that are carried out in the 
construction process. Activities also have precedence 
relations with other activities. Object Activity is a 
subclass of Activity which has the target of a certain 
object. Therefore, Logistics process is a subclass of the 
Object Activity whose target objects are Material 
Batches.  

 

 
Figure 3. Ontological model of DCL-Onto 

4.2 Representing the construction logistics 
process 

The main concepts of the construction logistics 
process are coloured with the light blue colour in Figure 
3. The logistics process part is designed to be able to 
represent the essential logistics information with a formal 
unified structure. The logistics process part comprises 
two main sub-components. The first is the information 
about the logistics process and the second is the product 
information of the material batches. Figure 4 illustrates 
the kitting logistics solution’s ontology model in detail. 
Material kit is a Group that consists of Physical Objects 
of materials that are collected from MaterialBatches. 
Inventory consists of MaterialBatches. The information 
on which materials the kit consists is obtained from the 
Information Objects. 

4.3 Evaluation of the ontology 
4.3.1 Automatic consistency checking 

Consistency checking aims to identify contradictory 
facts in an ontology based on Description Logic (DL) 
principles, such as logical conflicts or inconsistent 
classes. Consistency checking is enabled by Description 
Logic reasoners, which are able to perform various 
automated inferencing services [42]. In this research, 
consistency checking of the proposed ontology was 
conducted using the Pellet which is a Protégé built-in DL 
reasoner. Pellet is an open-source OWL-DL reasoner that 
is able to support the reasoning of checking the ontology 
consistency [43]. The result of the automatic consistency 
checking for the DCL-Onto is that the ontology is 
consistent and coherent that without logical conflicts.  

4.3.2 Answering the competency questions 

In terms of DCL-Onto, a set of CQs for its 
conformance are predefined CQs in the previous 
“Methodology” section. In this research, the procedure of 
answering CQs were conducted as a task-based 
evaluation by answering the specified CQs based on the 
instance data of the following practical case and using the 
SPARQL Protocol and RDF Query Language 
(SPARQL) for querying and retrieving the information to 
answer sample queries based on the practical information 
in the following use case. 

Use case 

To verify the coverage of the ontology and also 
validate the usability of the ontology towards practical 
construction logistics cases, a use case example was 
formed based on an actual construction logistics case that 
applied the kitting method. In this case, the practical 
construction project applied the takt planning and 
controlling method [44], and the logistics process of the 
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material is coordinated with the takt plan and actual 
progress on the site. The obtained static information 
sources include the construction project schedule 
and material kit information, moreover, the 
project progress information and corresponding 
updated material delivery schedule are also acquired. An 
extension of the ontology for the kitting process can be 
seen in Figure 4, in which a Material Kit is defined to 
represent the material kits that are groups of material 
batches. All the information will be integrated based on 
the ontology. 

 
Figure 4. DCL-Onto extension for the kitting 

practice 

The data were manually mapped with developed 
ontology in the Open Refine software and then converted 
to Resource Description Framework (RDF) format based 
on the ontology. Subsequently, the RDF graph was stored 
in the Graph DB software. In the Graph DB environment, 
a set of SPARQL queries were conducted which aims to 
answer the CQs for evaluating the ontology. The query 
result can be seen in Table 2, in which the CQs of the 
ontology were specifically defined based on the practical 
case, and the query results are fitted with the practical 
data.  

Table 2 . Specified CQs and answers based on the case 

Competency Questions Answers 
1. What is the content of the 

Material Batch 12? 
Kiilto 60, 25 

bags 
2. When the Material Batch 

12 should be delivered? 
24.10.2017 
 

3. What is the status of 
Material Batch 12? 

Delivered 

4. Was Material Batch 12 
delivered as planned? 

True 

5. What is the status of the 
corresponding activity of 
Material Batch 12? 

In progress 
 

6. Where is location the 
Material Batch 12 should 
be delivered based on the 

Apartment2 

location of the 
corresponding activity? 

7. Who is the responsible 
worker or firm of the 
corresponding activity of 
the material batch? 

Carpenter 

8. What is the location of the 
material batch on site? 

Apartment2 

 

5 Discussion 
In this research, a novel ontology for construction 

logistics was proposed. The developed ontology makes it 
possible for humans to understand and machines to use 
the information required for construction logistic 
operations and their management. The ontology defines 
the information requirements to properly integrate a 
logistics solution in practitioners’ practices in the project. 
By having the required information available, 
practitioners can utilize the ontology in their logistics 
systems to integrate the information transferred from 
their partners and material suppliers with the project-
specific information. Machine-readable format makes it 
possible to automate the practice in the future. 

As has been demonstrated in the use case part, the 
proposed ontology is able to formalize and integrate the 
information regarding construction logistics. 
Furthermore, it can be envisioned from the case that the 
ontology can be used in further applications for planning 
and control of construction logistics processes, such as 
through information retrieval. The proposed ontology 
can be used for information standardization and 
integration to support selected logistics practices, such as 
kitting with JIT delivery and consolidation centers, 
towards fully industrial logistics systems.  

Conventional methods in construction have reached 
their limits, and automation and robotics become 
omnipresent in our daily lives [45]. Hence, it is valuable 
to represent logistics information with an ontology to 
generate opportunities for construction logistics to derive 
towards automation and robotics technology.  

For the digital transformation of the construction 
industry, establishing the information standards is 
significant [46]. The ontology development contributes 
to determining the information requirements. Thus, the 
developed ontology can be used and further developed to 
coordinate the construction logistics and integrate the 
information required to perform these activities from 
different information sources involved in a standard way.  

6 Conclusion 
In this study, we have described an ontology for 

logistics operations in the construction industry. The 
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ontology can be applied to specific logistics solutions. 
We have provided a use case example to illustrate the 
application of the ontology in a project setting. The 
research was limited to not having a real project 
application of the ontology. Since there was not a 
logistics system in use to our knowledge that operates 
with a full kitting logistics information model, it was not 
possible to obtain enough data to test the ontology from 
a real project. Future work should focus on implementing 
the developed ontology in real-life applications. 
Moreover, for future research, an ontology-based 
solution needs to be developed taking advantage of 
computing technologies to support the logistics 
management practices. 
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Abstract – 
In recent years, the use of intelligent construction 

equipment with sensors attached to construction 
heavy equipment used in civil engineering earth 
work has become commonplace. Sensors provide a 
variety of information on construction equipment, 
and this information is used to control the cutting 
edge of construction equipment called machine 
control and machine guidance. On the other hand, it 
is also possible to use the information obtained from 
the sensors in a wide range of applications to manage 
the construction progress at civil engineering sites. 
In this study, a network-based cloud system for soil 
volume progress management in the actual 
construction site was verified. 

Keywords – 
Intelligent Construction Equipment; Network

system; As-built data; Construction Progress
Management 

1 Introduction 
In civil engineering earth work sites, it is common to 

control the progress of construction in terms of soil 
quantity, volume. This is because construction volume 
is usually contracted by each material volume, and 
therefore the site manager daily wants to know the 
volume as soon as possible during construction. 
However, it is difficult to realize a means of accurately 
measuring the daily progress volume, for example, in 
the case of an excavation site, the construction volume 
is generally estimated from the average load capacity  of 
the dump trucks used to haul the excavated soil and the 
number of hauls of dump trucks to be taken out of the 
construction site. In other words, there is no general 
method for accurately ascertaining the construction 
volume. Then, the purpose of this study is to obtain the 
daily progress volume by using the bucket cutting edge 
history information calculated based on the information 

from sensors attached to heavy equipment, and to make 
the progress of the construction work visible so that the 
site manager can easily understand the situation on the 
site.  

2 System Configuration 
The system used in this study was the X-53x 

Excavator machine guidance system of Topcon 
Corporation [1]. The system consists of the following, 
and the configuration of the system is shown in Figure 1. 

(a)Tilt sensor 4pcs.
(b)Display
(c)Controller
(d)GNSS, Global Network Satellite System, antenna

2pcs. 
(e)Communication routers to connect to the server
(f)Cloud Server of Data collection and management

system, Sitelink3D [2] 

Figure 1. The configuration of the system 

3 Construction Site 
The construction site of this study was a civil 

engineering project to excavate and remove sediment 
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from the dam's lake bottom during the winter in order to 
increase the dam's water storage capacity, this was 
ordered by Nagano Prefecture and the contractor was 
Kinoshita Construction Co. Ltd. and the excavation 
work took 51 days. The planed excavation volume was 
53,000 m3 and the area was 24,000 m2, and work was 
carried out by the three-layer bench-cut method. In 
terms of soil quality, it was mainly sandy soil that was 
easy to excavate, although some boulders appeared 
during the last phase of the work. A picture of the 
construction site is shown in Figure 2. 

Figure 2. Construction site photo 

4 System principle 
The Excavator machine guidance system uses the 

angle information detected by angle sensors attached to 
the Boom, Arm, Bucket and Body of the Excavator and 
the coordinate information detected by the two Global 
Navigation Satellite System (GNSS) antennas, 
respectively, to measure in real time the coordinates of 
the Bucket cutting edge of the Excavator, generally the 
coordinates at the center, Pc(Xc,Yc,Zc) or the 
coordinates at right and left ends points Pr(Xr,Yr,Zr) 
and Pl(Xl,Yl,Zl) of the bucket. The coordinates 
measurement points are shown in Figure 3. The system 
displays the difference in height between the measured 
data and the design data in the z-coordinate (elevation) 
by comparing it with the three-dimensional design data 
entered into the system beforehand. The Excavator 
operator can see the difference between the cutting edge 
and the design surface, and the system is used for 
guidance in construction. The display image is shown in 
Figure 4. 

Figure 3. The coordinate measurement points of 
bucket cutting edge 

Figure 4. Display image 

By using the cloud data collection and management 
system, Sitelink3D system, in this study, the coordinate 
data of the bucket cutting edge are transmitted through 
the mobile phone line in real time and stored on the 
server. The bucket cutting edge data stored on the server 
is automatically processed on the server and can be 
output as gridded mesh data. This data enables us to 
grasp the 3D shape of the construction site. It is also 
possible to calculate the daily construction volume, the 
excavation volume, by calculating the daily differences 
in the 3D geometry processed on the server. The 
Sitelink3D system can output grid mesh data and 
construction volumes as daily reports, allowing the site 
manager to visually grasp the day's construction results 
on a daily basis. 

5 System Accuracy Verification 
The purpose of this study was to verify the accuracy 

of the system in order to numerically verify the output 
construction volume. In terms of hardware accuracy, the 
errors of each sensor contribute to the system accuracy. 
In this study, the RTK, Real Time Kinematic, method 
was adopted as a method of GNSS, coordinate 
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measurement. RTK is one of the most accurate 
surveying methods for surveying moving objects in real 
time, with a 2-3 cm error in coordinating detection. In 
this study, a multi-GNSS type antenna was used to 
improve the stability of the detection of GNSS satellites, 
which can detect Japan's Quasi-Zenith Satellite System 
(QZSS), satellite. On the other hand, since the angle 
detection error of the angle sensor cannot be directly 
converted to the coordinate measurement error, the 
accuracy of the machine guidance system is generally 
discussed in terms of the total system error including the 
GNSS coordinate measurement error. It was confirmed 
that the system was calibrated prior to the start of 
construction, and that the coordinate measurement error 
was within ±5 cm as specified in the Accuracy 
Verification Test Procedure of the Ministry of Land, 
Infrastructure and Transport [3].  

Next, I describe the error of gridding to represent the 
3D shape of the construction site. The grid data consist 
of the Z-coordinates extracted when gridded with X and 
Y coordinates of a certain interval on the plane through 
which the line of the bucket cutting edge passes. Figure 
5 shows an image of the grid data. 

Figure 5. Image of Grid data 

In this study, grids were created at 20 cm intervals in 
the X and Y directions. The grid data are different from 
the actual 3D shape because it is a polygon shape. The 
line of the bucket cutting edge is a straight line, so there 
is no error in the gridding process. On the other hand, it 
can be understood geometrically that the error in the 
direction of bucket rotation is small if the bucket moves 
in a flat plane, but the error is large if the bucket moves 
steeply. Here, I discuss the error when only the bucket is 
in rotational motion as a typical movement. The bucket 
used has a length of 1.5 m, so the rotational motion 
draws the shape of an arc of 1.5 m radius. On the other 
hand, the grid is represented by the z-coordinate, which 
is the arc divided by 20 cm. Figure 6 illustrates the 
difference. 

Figure 6. Image of gridding errors 

The calculated volume error is the difference 
between the total area of the arc area and the area to be 
clipped by the grid data. For a turning radius of 1.5 m, 
this difference is calculated to be about 2%. The error of 
the volume by gridding process is assumed to be a 
typical value of 2%. 

On the other hand, if we assume that the volume 
error is at most 5 cm larger than the error in the z-
direction after the calibration adjustment, the volume 
error will contribute to that error in the depth direction. 
The volume of soil excavated at this site is 53,000m3 
and the area is 24,000m2, and the average depth of 
excavation is 2.2m. The contribution of the system's 
error of 5 cm in the z-direction to the volume was 
calculated to be 0.05m / 2.2m = approx. 2%. Based on 
the above, we can estimate that the error in the overall 
volume calculation results due to gridding and system 
errors in this study is up to about 4%. 

6 Obtained Data 
The data obtained from the daily construction 

history of the Bucket cutting edge are grid data 
processed by 20 cm on the server. On the other hand, 
before the start of construction, the 3D point cloud data 
of the entire construction site is acquired by the UAV 
laser surveying, and the TIN, Triangulated Irregular 
Network, data, which represents the 3D shape of the 
construction area converted from the point cloud data, 
are acquired. The pre-construction TIN data are 
uploaded to the cloud server, and since this study is an 
excavation site, the current construction site shape can 
always be virtually formed on the server by updating the 
3D shape data when the elevation of the bucket cutting 
edge of excavator passes lower than the pre-
construction TIN shape. 

7 Soil Weight Measurement System 
In this study, in addition to the machine guidance 
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Excavator, a soil weighting system was introduced at 
the same time. The LOADEX100[4] of Topcon 
Corporation, which directly measures the weight of the 
soil held by the bucket by using hydraulic data obtained 
from the hydraulic sensor of the Excavator. This 
measurement data are sent to Akasakatec Inc's cloud-
based soil management system, VasMap[5], which 
manages the weight of the soil per truck and the daily 
transport of the soil. The purpose of introducing 
LOADEX100 is to be able to accurately measure the 
amount of soil held by the bucket, which was not known 
before, and to be able to manage the exact weight of 
each dump truck loaded with soil. The acquired data are 
recorded digitally on a cloud server, allowing to know 
directly the daily hauling weight. In the past, the only 
way for dump trucks to avoid violating the Road Traffic 
Law by overloading was to load less than the truck's 
load capacity by considering the margin, but this system 
will allow for maximum efficiency in loading. As a 
result, the cost is reduced by enabling more efficient 
vehicle dispatch compared to the conventional method, 
contributing to increased productivity. In this study, the 
soil weight calculated from LOADEX100 was measured 
daily; however, since construction history data are 
measured in volume, the daily moisture content of the 
soil was measured and the soil weight was converted to 
volume as a reference for progress of volume 
measurement. 

8 Data Reference 
Three methods were used as references for the data 

to be obtained in this study. One is the periodic 
surveying with UAV laser scanner by a surveyor every 
two weeks and, in which the final shape is measured by 
a ground-based laser scanner. The survey results were 
used to evaluate the 3D grid data. Another one was to 
evaluate the volume calculated from the aforementioned 
weight measurements system, and the last one is volume 
calculations based on the conventional method by dump 
truck operation times. 

9 Visualization 

9.1 As-built Shape 
The 3D as-built shape obtained from the grid data is 

shown in Figure 7. This figure shows the overall shape 
of the construction site, which allows the site manager 
to grasp the 3D shape of the site using information 
obtained from the cloud without actually going to the 
site. In addition, by comparing with the design data, it is 
possible to easily identify the un-constructed areas and 
the volume of un-constructed work. 

Figure 7. A sample of 3D as-built shape 

9.2 Cut Volume 
An example of a volume report output from the 

cloud data collection and management system 
Sitelink3D is shown in Figure 8. 

Figure 8. A sample of volume report output 

In this report, the cutting depth of excavation in the 
area is shown in color as a daily report. In addition, the 
volume of cut volume for the day is displayed in 
quantity. By simply looking at this report, the site 
manager can get an idea of the cutting area and cut 
volume for the day.  

The cumulative data obtained from this cut volume 
report is shown in Figure 9. The graph in the figure 
shows the cut volume based on bucket cutting edge 
history and laser 3D surveying, a soil volume 
measurement system, and the conventional method 
based on the number of dump truck hauls as a reference, 
all at the same time. This graph shows that the 
cumulative total based on the bucket cutting edge 
history data is not much different from the three 
references mentioned above. Finally, for the actual 
construction volume of 55,000 m3 calculated from the 
laser survey, on the other hand, the calculated volume 
obtained from the bucket cutting edge history was 
55,640 m3, which is an actual difference of about 1.2%. 
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Figure 9. The cumulative cut volume data 

10 Consideration 
By conducting this study, we found the following. 

The accuracy of calculated volume of obtained from the 
historical data of the bucket cutting edge is 
approximately 1.2% of the total quantity of construction 
on site, this is consistent with the assumed system error 
mentioned above. However, if we focus on the daily 
construction volume, the volume cannot be accurately 
calculated when the history of the bucket cutting edge 
does not represent the construction shape due to the 
appearance of megaliths during the construction process, 
or when the excavated soil is temporarily placed in the 
field. Therefore, we feel that it is necessary to evaluate 
it in terms of numbers over a certain period of time. It 
has also been reported that accurate volume cannot be 
calculated even when the bucket edge is pierced into the 
ground at an acute angle without excavation due to 
accidental mishandling [6]. 

11 Conclusion 
The historical data of the bucket cutting edge of the 

machine guidance excavator was used to visualize its 
construction progress. The volume quantities obtained 
from the historical data were accurate enough to track 
the daily construction progress. As a result, daily 
surveying work, for example, which was originally done 
as an additional work, can be greatly reduced by using 
the construction history data. From a productivity 
standpoint, not only does it reduce the workload of field 
agents at civil engineering sites, but it can also be used 
as a tool to more accurately assess the situation. 
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Abstract – 
Data sets are often incomplete and low-

quality at the end of a construction project. This 
creates rework or hinders opportunities to use data 
during future activities of the facility lifecycle (e.g. 
facility management, renovation, demolition). This 
research prototypes and evaluates a novel process to 
use blockchain and smart contracts in construction 
projects to incentivize high quality data sets. The 
proposed solution is defined in collaboration with 
construction professionals. The process traces and 
saves project data while incentivizing participants to 
create high-quality data sets through reward tokens. 
To validate the process, an Ethereum-based 
blockchain prototype is developed. A simple case 
study is conducted in collaboration with local 
industry professionals to simulate how the prototype 
can function in a typical design bid build process used 
in Switzerland. The early findings and possible 
subsequent research steps are presented. Overall, it 
was found that such a blockchain based incentive 
systems has the potential to not only incentivize high-
quality data sets, but also change the way of tendering 
and related construction processes. 

Keywords – 
Blockchain;    Incentives;   Data  Management; 

Construction Projects 

1 Introduction 
As digitalization in the construction industry 

increases adoption of building information modeling 
(BIM) and other digital tools, there are new opportunities 
to better optimize and manage the operations, 
maintenance, and deconstruction over a facility lifecycle. 
The oft-mentioned goal is to create a real time digital 
twin of the asset.  

However, usually digital data sets at the conclusion of 
construction projects are of low-quality. There can be 
many reasons for this, such as poor documentation in the 
first place, difficulties to find the data, or low reliability 
of the information [1]. When not done properly, the 

operations team must reconstruct a vast amount of the 
“as-built” or “as-is” BIM at great time and expense.  

To avoid this, construction project teams should seek 
to handover complete, high-quality data sets at the end of 
the project. The data gathering should take place from as 
early on in the project as possible [2]. This challenge is 
not only technological but also process related [3]; it is 
important to also consider personal and organizational 
incentives to provide the data in the first place [4].  

Blockchain is seen as a technology to improve 
transparency and collaboration in construction [5]. 
Blockchain can track transactions over time and store 
them in a trustworthy, distributed manner. It enables the 
building of trust between transacting parties and devices. 
Blockchain also offers the potential to decrease 
transaction time and reduce costs associated with 
intermediaries [6]. Most blockchains can execute smart 
contracts, which are code protocols running on top of a 
blockchain. On more sophisticated platforms like 
Ethereum [7], touring complete smart contracts can be 
used to automate workflows through predefined 
functions (often conditional if… then... statements), as 
well as to create so-called tokens to represent different 
kinds of transferable value. Since these tokens represent 
value, incentive systems can be designed to influence the 
human behavior when interacting with the created 
blockchain based process. 

In the broader blockchain research space,  there is 
much interest in this topic of crypto-economic systems 
design – i.e. creating a blockchain-based incentive 
system among multiple parties to align them towards a 
higher level goal [8]. For example, Zavalokina et al. [9] 
investigate a blockchain reward system for maintaining 
high-quality records for used cars in Switzerland. 
However, in reviews of proposed use cases for 
blockchain in the construction context, cryptoeconomic 
systems design is less often mentioned than other 
potential use-cases [10]. Only two studies have proposed 
use-cases where a token is used to incentivize 
multidisciplinary design teams [11,12]. Having said that, 
crypto-economic incentive systems could be a novel 
opportunity to tackle existing challenges of integrating 
technology and processes in the fragmented construction 
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industry [13]. 
This paper introduces a use case of crypto-economic 

system design to incentivize complete, high-quality data 
sets at the handover of construction projects. The novel 
solution proposes smart contracts and tokens to create a 
trustworthy track-record of data drops, to automate 
information flow activities, and to incentivize 
participants in the construction process to share high 
quality data sets. 

2 Methodology 
The systems design was conducted in collaboration 

with construction industry professionals. Research began 
with a preliminary feasibility study in collaboration with 
the blockchain workgroup of the buildingSMART 
chapter Switzerland. The group consisted of construction 
professionals with diverse backgrounds such as owner, 
architect, BIM manager, engineer, supplier, contractor, 
and facility manager. Over the course of one year, the 
group of industry professionals and researchers held 
monthly workshops to discuss various aspects of 
implementing blockchain in the proposed use case.  

First, the group discussed the information flow and 
information categories needed to create a complete data 
set (chapter 3.1). At the same time, the group defined a 
use case demonstration (chapter 3.2) and construction 
process (chapter 3.3) to simplify and focus the 
investigations. The prototype consists of a basic house 
represented by a simple BIM model. The home should be 
procured and constructed using the design bid build 
(DBB) construction process that is typical in Switzerland. 

After the process and data flow for the use case was 
defined, a first blockchain implementation was 
prototyped with Ethereum smart contracts (chapter 3.4). 
Finally, the potential incentive system for high quality 
data was described (chapter 3.5). 

To validate the design, the workgroup participants 
were then asked in a subsequent workshop about their 
opinion of the solution (chapter 4). The early results are 
discussed regarding limitations, opportunities and future 
research areas for implementation of such a system 
(chapter 5). 

3 Use Case 

3.1 Information Flow 
To design the subsequent blockchain prototype to 

incentivize complete data sets, there needs to be an 
understanding of the information that is typically shared 
and relevant for later use phases. In the mentioned 
workshops, potential information categories and relevant 
data fields were identified. Furthermore, expectations 
regarding high quality data sets in the scope of this use 

case were discussed. 

3.1.1 Information Categories 

Two information categories were identified 
throughout the workshop: technical and commercial 
information. Technical information was defined as data 
important for the subsequent use phase and later 
recycling of the elements. Commercial information is 
defined as data relevant and needed during the actual 
construction process and to control the process for data 
capturing. 

Technical Information 
For technical information, various efforts categorize 

important information for facility management. The data 
structure for the prototype was based in part on the data 
fields of the Construction Operation Building 
Information Exchange (COBie) [14]. COBie is an 
information exchange specification that defines a 
consistent structure about a projects facilities, spaces, 
floors, systems, installed equipment, and related 
documentation. It was developed especially for asset data 
without geometric information, which make it very 
convenient for the later blockchain prototype. Even 
though COBie represents a first step in the direction of 
addressing life cycle data challenges related to facility 
management, it still faces many challenges [2,3]. 

Commercial Information 
For commercial information, the project workflow 

and the project participants provide the backbone of the 
process. During the workshops and prototype 
implementation, commercial data about the project was 
vital to design the blockchain system. Without this 
information, the smart contracts would not know from 
whom and when to request and reward data drops. 

The commercial information required was identified 
during the workshops. Most of the commercial 
information comes from the tendering process. This also 
includes the associated prices and quantities of the items 
in question and the information about the bidding 
contractors such as insurances and declarations. In 
addition, information about the project’s progression as 
well as deadlines or contractual information is important. 
This includes the documentation of decisions, the 
confirmations for tendering, and the final selection of 
tendered offers. 

3.1.2 High Quality Data Sets 

The workshops identified three attributes necessary 
for high quality data sets: completeness, correctness, and 
structure. Completeness is necessary to ensure that all 
information is stored. However, completeness should be 
balanced with complexity. A focus on the important data 
reduces cost and complexity in the process, since typical 
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buildings or infrastructure exists for many years. This is 
especially true for expensive systems such as blockchains. 
As little data as possible to create a complete date set 
should be saved. Correctness is important in order to 
draw the right conclusions from the information. 
Incorrect information can lead to subsequent mistakes 
and/or costly reconstruction of data. Structure is crucial 
to organize data for later use. Without a standard 
structure (naming, file type, database) the retrieval and 
processing will be challenging. The challenge is to fulfill 
these three attributes as best as possible through the 
blockchain based workflow and incentive system. 

3.2 Use Case Demonstrator 
To investigate the described use case in a realistic 

context, a simple house demonstrator is created using 
openBIM. The demonstrator has four elements: a door, 
wall, floor, and pump (Figure 1). These four elements 
represent the typical diversity of building components 
(e.g. make-in-place products, semi-finished products, 
and finished products). The demonstrator acted as a base 
to investigate the construction processes and related data 
to build these. 

Figure 1. Demonstrator with four elements: floor, 
wall, door, and pump. 

3.3 Construction Process 
To start the investigation, a typical design bid build 

(DBB) process for Switzerland was analyzed for the use 
case demonstrator together with the buildingSMART 
Switzerland focus group, resulting in the process diagram 
pictured in Figure 2. The DBB process was chosen since 
it is still the most commonly used project delivery model 
in Switzerland. Furthermore, it simplified the 
communication with the construction experts, because 
they were all familiar with it.  

Because the process scope should be as focused as 
possible, some simplifications were made. First, only 
four stakeholders were considered: the owner, planner, 
contractor, and supplier. In reality, many more 
stakeholders exist, including numerous sub-contractors. 
However, the most important interactions and tasks can 
be demonstrated with these four stakeholders. Second, 
some of the contractor tasks are compressed to keep the 
process diagram as short as possible. 

Figure 2. Process diagram of the construction 
process for the wall element of the demonstrator. 

3.4 Prototype 
A preliminary blockchain prototype was developed in 

order to test the feasibility of such a system. The focus 
was only on the first part of the construction process (see 
Figure 2): the project phase of element definition and 
tendering until the contract is signed (Figure 3). 
Furthermore, the supplier was not considered in the 
prototype; it is assumed the functions of the supplier 

1293



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

would be similar to the ones of the contractor. The 
prototype was developed for the Ethereum blockchain. 
Ethereum was the first blockchain that introduced 
touring-complete smart contracts [7]. These smart 
contracts can encode logic that will be executed when the 
according functions are called. Furthermore, they can 
hold and save data on the blockchain. The feature of 
smart contracts is essential for the proposed use case. 
Although there are many other blockchains that support 
smart contracts nowadays, Ethereum is still the biggest 
network with vast documentation available. It should be 
noted that there is no claim that Ethereum is the only 
blockchain framework for this use case. The proposed 
logic could be implemented on any other system that 
supports smart contracts. 

3.4.1 Smart Contract Logic for Workflow 

Figure 3. Workflow for the built prototype with 
smart contract functions. Red: write functions; 
Blue: view-functions to retrieve information. 

The workflow pictured in Figure 3 was realized by 
coding the related functions for each necessary 
transaction into a smart contract. To write and test the 
smart contract in the Ethereum-specific language Solidity 
(https://solidity.readthedocs.io), the brower-based open-
source tool Remix (https://remix.ethereum.org/) was 
used. Remix allows for fast writing and testing of the 
smart contract functions through an integrated JavaScript 

compiler that simulates the Ethereum virtual machine 
environment. 

The smart contract includes different functions. 
Through so-called “state variables” the process order is 
defined. The variable is changed if a project step is 
completed. This is a very restrictive approach, because 
the next phase can only be started when the previous step 
has been completed. Each construction element contains 
these state variables, and the smart contract only allows 
to execute the associated functions. For example, if an 
element is in the state ReleasedForTender, only then can 
the owner confirm by calling the function confirm(), 
which would put the element into the subsequent state 
Confirmed. The function offer() would for example fail, 
since this is not the next workflow step. Furthermore, the 
smart contract logic ensures that functions can only be 
called by the correct parties. Each party has their own 
network address to identify itself. With the associated 
private key (similar to a password) the stakeholders can 
identify themselves and sign transactions, e.g. the 
execution of a specific function. 

3.4.2 Data Structure 

The data structure for the prototype has been defined 
based on the identified categories in chapter 3.1.1. The 
storage type struct was used in Solidity to store the 
information. A struct for both the technical information 
and commercial information was defined, which means 
it defines the data fields that need to be filled in during 
the work flow. If multiple entries are expected for one 
field, arrays are used. The struct is then applied to each 
element or product in the construction project. This was 
found to be the best suited solution because the BIM-
based tender process is based upon each individual BIM 
element. 

 Different functions take care of filling the 
information related to the various data drops in the 
process. This is displayed in Figure 4. For example, the 
function confirm() only alters the state variable through 
the contractor signing that function. In contrast, the 
function createElement() called by the designer takes all 
the design parameters as input and stores them in the 
respective struct entries. The different data drops can be 
defined including who will need to do the data drop by 
calling the respective function and when this function can 
be called. The different view functions allow to retrieve 
and validate the information. 

Finally, a struct for contact information was defined 
(Figure 4). This allows to save additional information 
about the stakeholder next to their Ethereum address. 
With only the public address-string (e.g. 
0x25213E8E0964a98A017Ebbf36c633eFd006fe2ce), it 
is hard to see in reasonable time who belongs to which 
address. 
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Figure 4. The data struct’s used in the prototype: 
technical, commercial, and contact. The functions 
modify the respective elements when called. 

3.5 Possible Incentive Structure 
The implemented prototype allows to build a 

blockchain-based incentive system along the introduced 
work flow. Tokens can be issued, transferred or burned 
together with the introduced blockchain function (see 
Figure 3). As briefly explained in the introduction, 
blockchain-based tokens represent value containers that 
could be used for currency, reputation, securities, or other 
value types [15,16]. Tokens are also coded through smart 
contracts. In the case of Ethereum, the most used token-
types are called ERC20 (fungible) and ERC721 (non-
fungible). Depending on the use case, both tokens types 
could be useful. 

Figure 5 presents a schematic view on a possible 
structure. The idea is to incentivize data suppliers to only 
write high-quality data. This mainly applies to the 
correctness of data. To some extent, the smart contracts 
already take care on the structure and completeness 

aspect, since they force the actors to input the data as 
specified in the workflow rules and defined data fields. 
However, the quality of that data could be still low.  As a 
solution, an additional role in the process of a data 
verifier can check the data transactions and confirm the 
quality. For now it is not further defined who will take on 
this role, but in general every capable stakeholder could 
do this. If the data quality is good, the data supplier 
receives some kind of reward token.  

The challenge is then to design the right incentive 
system out of countless possible combinations. For this 
construction case, the authors imagine either financial 
rewards (tokens for micropayments or a stake in the 
project) or a reputation system (tokens represent 
reputation). Also a combination of both and/or multi 
token system is possible. Different solutions are part of 
the ongoing research. They should then be carefully 
tested to exclude possibilities of cheating or negative side 
effects. It is important that all actors in the system are 
incentivized in the intended way. Next to the considered 
construction participants, this also applies to the role of 
the data verifiers. 

Figure 5. Schematic representation of the 
imagined incentive system to achieve high quality 
data sets. 

4 Participant Assessment 
The prototype implementation and ideas on how to 

incentivize high quality data sets through tokenization 
were presented to the buildingSMART workgroup. A 
first brainstorming session took place for each of the 
stakeholder’s role in the system and potential benefits 
and drawbacks associated to it. The insights will be used 
in future research to iteratively improve the incentive 
system design. The following presents some preliminary 
insights and feedback from the participants. 

All participants agreed that the blockchain based 
process can add value to today’s working practice. The 
strict nature of smart contracts and the transparency of 
the process could already mitigate many of today’s 
challenges regarding data structure and information 
completeness. Furthermore, the participants saw the 
blockchain-based incentive system as promising to 
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incentivize correct content (either through financial or 
reputational rewards), but also to potentially create a self-
sustaining infrastructure. The construction professionals 
wondered who would pay for such a system, either in 
terms of transaction fees (in public blockchain network) 
or the overhead for the infrastructure and maintenance 
(private blockchain network) (see Hunhevicz and Hall 
[10] for more information on different blockchain
network types). While in the first case the fees could be
covered by each individual party (similar to post stamps
for official sharing of documentation nowadays), the
second case would need to be financed out of the system
(e.g. through participation fees) or by the stakeholders.
An independent funding source not related to one project
stakeholder would support the adoption of such a system
also across projects. The system should ideally be opt-in
and attract the users through the associated benefits. The
participants agreed that this would be the better option
than forced participation through powerful parties, e.g.
the owner. However, the exact design of the system –
including both the incentive for high-quality data and the
financing of the system – was seen as not straightforward
and a major future challenge for adoption.

Overall, the participants perceive the system in two 
different ways. Some see the system as a project-specific 
implementation. Others considered it a market-wide 
system. This is surprising because the research initially 
targeted a data management system for a construction 
project. However, a market-wide integration would affect 
the tendering process and ultimately lead to a market 
protocol on which competitive offers for construction 
projects can be automatically managed in a transparent 
way. This could be done based on the reputation system 
where reputation can be derived from past data saved on 
the blockchain. Market-wide consequences of incentive 
systems might need to be considered in future research. 

Furthermore, the need for privacy of sensitive 
information becomes apparent (especially from the 
viewpoint of suppliers and contractors). This creates 
potential issues with data visibility and privacy on public 
blockchain systems. 

The owner was considered to be the stakeholder to 
benefit most from such a solution. Potential benefits 
include the higher data quality for the operation, more 
transparency for data and process analysis, fewer 
disputes, simplified contract signing (transaction 
signatures), more competition in tendering leading to 
better prices, price transparency, and subjective selection 
criteria for choice of contractor (in case of a reputation 
system). 

Finally, it was challenging to identify if the perceived 
advantages by the workgroup stem really from the 
blockchain-based (incentive) system, or the more 
structured documentation process in general. There is 
need for future work to identify what can be achieved 

with conventional data structures and technologies, but 
better data management – and what can be achieved only 
with a fully-implemented cryptoeconomic system design 
for complete data sets. 

5 Discussion 
Since blockchain-based incentive systems for 
construction projects is a new concept, there is potential 
and challenges alike. The following sections discuss the 
limitations in this paper and point to future research work 
for improvement.  

5.1.1 Use Case 

The considered use case focuses on the DBB 
construction process in Switzerland with only a very 
limited amount of stakeholders. This should be extended 
and generalized for future implementation. 

Also, a better differentiation between construction 
elements should be considered. Typical unfinished 
products and elements that need to be completed on site 
involve more stakeholders. In contrast, finished and 
prefabricated products could be ordered directly from the 
supplier. All these different possibilities would need to 
be captured. The process was conceptually developed for 
all four elements of the demonstrator, but it turned out 
that the project steps are largely identical for the different 
elements. They might differ though in the amount of 
needed suppliers to provide the products. For a use case 
of supply chain traceability, this would be important. But 
for the investigated use case of incentivizing data sets, 
the amount of suppliers is conceptually not further 
relevant to showcase the functionality. Having said that, 
this could change for scalability of the solution later on. 

Finally, the implemented information flow, data 
categories, and high-quality data attributes are based on 
the workshop discussions. There should be more 
investigation on each aspect on the state of the art. 
Therefore, the chosen structure (based on COBie in the 
technical case) should be seen as a starting point to 
identify important information attributes, not as a final 
recommendation. Furthermore, the data categories might 
need to be extended. One example could be a definition 
of the required material information to track and 
implement a circular economy for building elements. 

5.1.2 Blockchain Prototype 

The main point of the prototype was to investigate if 
and how such a system could be implemented with the 
available tools. The implemented logic and functions will 
need to be refined. 

In the future, investigations should target how to 
create the user interfaces (e.g. web based front end 
application) to conveniently interact with the system. 
Also, the smart contracts would need to be optimized to 
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better capture ownership properties, optimize gas 
consumption (i.e. cost for computation on-chain) to save 
on costs, allow for updatability of the contract, and 
comply with the latest coding best practice for security 
reasons. 

All the data is currently saved on-chain, which is 
known to be very expensive and potentially creates issues 
with storage size down the road. A future solution could 
store part of the data off-chain with notarization on the 
blockchain. While this would allow to check whether 
data is changed, data would still need to be fetched off-
chain. This complicates the use of smart contracts and is 
sometimes referred to as the “oracle-problem.” 

A public permissionless system (Ethereum) is used 
because the system is intended to exist thoughout the 
long life cycle of the facility. The Ethereum network 
incentives contributors to maintain it independently of 
who uses the network. This avoids efforts required to run 
a private network server infrastructure over such long 
time durations. However, there are many possible DLT 
design options available [10]. A more detailed 
investigation on the best suitable system should be part 
of future research. This should be also aligned with 
current construction and BIM software. 

Finally, there are still challenges related to privacy 
protection of on-chain data (especially in public 
blockchains) and how to deal in general with the very 
strict nature of smart contracts in the context of processes 
that require some flexibility. 

5.1.3 Incentive System 

This paper introduces an initial incentive system 
concept. While the imagined incentive mechanism seems 
promising to motivate stakeholders to provide correct 
data drops, there is need for future research to study 
different and specific incentive systems for the 
introduced purpose based on financial, reputation, or 
other possible tokenized reward structures. As a starting 
point, a better understanding of each stakeholder’s 
position and motivation in the system is important. It is 
also possible that there needs to be specific roles 
associated with the incentive system, e.g. the mentioned 
data verifiers. More investigation is needed on how to 
properly reward stakeholders for their work. 

6 Conclusion 
The paper proposes an innovative way to incentivize 

high-quality data sets in construction through blockchain 
based process management linked to reward systems. It 
makes use of blockchain to combine technological 
aspects of data management with personal and 
organizational aspects to share data in the first place. 

The prototype demonstrates how such a solution can 
be built, as well as technical challenges that still remain. 

The most important include scalability, on-chain data 
storage, privacy of sensitive data in public systems, and 
the coding of smart contracts to remain somewhat 
adaptable to different construction processes. 

The main area of future research is related to the 
design of possible incentive systems. Many combinations 
exists that should be assessed and validated. Furthermore, 
implications to the construction process and markets 
should be investigated. There could be consequences of 
beyond one construction project on general market forces 
and project delivery practices. 

Also, the proposed system would benefit from a more 
detailed analysis on the effect of different parts of the 
proposed blockchain implementation on high-quality 
data sets. A blockchain based process without any 
tokenized incentive system might already benefit the 
structure and completeness aspects of data sets with data 
transparency and automation through smart contracts. 
Having said that, this alone might be also achievable 
through conventional IT solutions. The need for 
blockchain in this case should be carefully assessed.  

The proposed incentive system has the potential to 
improve data correctness and completeness at the 
conclusion of a construction project. The use of such 
tokenized incentive systems would be a strong argument 
to use blockchain as a technological tool, since its real 
strength applies to (semi/automatic) value transactions in 
an environment with low trust. 

Overall, blockchain-based incentive systems show 
promise to align construction stakeholders. This study 
intended to showcase this with a concrete example on 
how blockchain and smart contracts can enable a 
trustworthy track-record of data drops, automation of 
information flow related activities, as well as a token-
based incentive for participants in the construction 
process to share high quality data sets. 
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Abstract – 
As the world witnesses the fourth industrial 

revolution, construction remains a newcomer that 
lags in its adoption of technological innovations. The 
information-intensive nature of the construction 
industry, coupled with its multidisciplinary nature, 
has pushed construction to enter the era of Big Data 
and has provided fertile ground for research on Big 
Data. Numerous efforts have been undertaken to 
investigate the use of Big Data and its impact on 
construction. This paper builds on the existing body 
of knowledge and explores the implementation of Big 
Data throughout the different phases of a 
construction project. By synthesizing the extant 
research corpus, this empirical study provides 
insights into the current state-of-adoption of Big Data 
throughout the lifecycle of a construction project, its 
sources, capabilities, and benefits. The findings of this 
paper are combined into a Big Data Framework that 
summarizes the “what, how, where, and why” of Big 
Data implementation in the construction industry. 

Keywords – 
Big  Data; Adoption  Framework;  Construction 

Industry; Project Lifecycle;  Benefits; Use-Cases.   

1 Introduction and Background 
Industries worldwide are currently in the midst of the 

fourth wave of technological advancement, known as 
Industry 4.0. This wave of advancement is a collection of 
various technologies that promote innovation in 
industries through the convergence of humans, 
technology, and information [1]. The construction 
industry is not an exception to the pervasive digital 
revolution. The industry deals with sheer volumes of data 
arising from different disciplines throughout the different 
phases of a project.  

Despite the information-intensive nature of the 
construction industry, it remains slower than other 
industries in harnessing the power of data [2]. 
Researchers have identified various barriers that prevent 

construction from fully exploiting information and 
communication technologies (ICT) and harvesting 
construction data. Example of barriers include the highly 
fragmented nature of the industry,  the temporary nature 
of projects, the uniqueness and complexity of 
construction projects, the inadequate coordination and 
collaboration between stakeholders, the lack of ICT 
knowledge and skills,  the lack of standardization, the 
challenge to change organizational culture, and the 
unclear return on investments [3].  

The above-mentioned barriers pose a multi-
dimensional challenge that can be tackled from different 
aspects. One aspect that this paper explores is ICT. 
Research in the industry showed that data captured 
through ICT can be used to address crucial issues 
associated with cost, planning, risk management, safety, 
progress monitoring, and quality control [4]. This 
collected data is the major source of Big Data, which, 
compared to small data sets or sampling, can help to draw 
a fuller, more trustworthy picture in all areas of 
construction [4]. 

Big Data in construction can be defined by five 
different attributes: volume, variety velocity, value, and 
veracity (5V’s). The interdisciplinary nature of the 
construction industry produces large, heterogeneous, and 
dynamic construction data, which mirrors the volume, 
variety, and velocity attributes of Big Data [5].  Moreover, 
primary sources of Big Data in construction generate data 
in large volumes, numerous formats – including images 
and AutoCAD and Revit enabled files, and in near real 
time [6]. As for value and veracity,  these two attributes 
are conveyed through the ability to extract information 
from construction’s Big Data and detect and analyze 
patterns and trends [7].  

Primary sources of Big Data in construction include 
1) people who are continuously generating and sharing
information, 2) IT-enabled construction equipment that
gather, share and store data, and 3) internal Information
Technology (IT) systems such as Building Information
Modeling (BIM), planning and procurement software  [8].

The vast accumulation of data from these sources, 
especially from BIM, has been studied by numerous 
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researchers. BIM serves as a starting platform to adopt 
Big Data approaches. [9] stated that Big Data is essential 
in  “bridging BIM and building” (BBB), where 
technologies such as radio-frequency identification 
(RFID), cameras, Geographic Information System (GIS), 
global positioning system (GPS), and Augmented Reality 
(AR) capture real-time information from real-life 
physical project processes and synchronize it with BIM 
to track construction and generate as-built models. The 
authors developed a BBB conceptual framework that 
uses data beyond the construction phase of a project and 
generates architectures of real RFID-enabled BIM 
systems for prefabricated housing productions. In 
another study conducted by [10], BIM was extended to 
“dynamic BIM”, an innovative approach which stores 
information from the early phases of the project through 
facility management, with a cloud-based system 
framework to effectively retrieve required information 
for various applications by Big Data analysis based on 
parallel processing of large data sets. 

This integration of BIM and Big Data was classified 
by [11] as an example of a technological factor that drives 
Big Data adoption in the construction industry. Another 
example of a technological factor considered by the same 
study is the advantage of information derived from Big 
Data analysis such as decision making, planning, and 
simulations. The study also noted two other factors that 
drive the adoption of Big Data: organizational factors 
which reflect Big Data’s ability to improve design and 
execution efficiencies and project management 
capabilities, and environmental factors which represent 
the availability of construction related technology that 
can collect, store, analyze and visualize Big Data [11] . 
Moreover, data that is being collected and stored by 
construction stakeholders can be analyzed to 
continuously assess and improve stakeholders’ 
management maturity by generating new types of holistic 
and adaptive maturity models [12]. For example, social 
network analysis (SNA) and text mining techniques can 
be used to recognize patterns of communication within 
the organization and among project stakeholders, and 
evaluate the extent to which documents reflect project 
management processes [12]. 

In addition to the aforementioned drivers, Big Data 
presents new opportunities for construction firms to 
innovate and improve current construction processes [13]. 
Big data can empower project progress monitoring and 
optimize resources allocation by providing new ways to 
simplify the detection of performance deviations and 
give stakeholders more time for corrective actions on 
ongoing projects. This capability can be also extended to 
future projects by allowing stakeholders to build their 
knowledge to thoroughly understand the adopted 
practices [13].   

To examine the status of Big Data research in 

construction, [6] performed an extensive study that 
analyzed Big Data research in construction and mapped 
out its orientation. The authors found that Big Data 
studies mostly focused on utilizing Big Data on 
construction projects to monitor progress and 
performance, enhance time and cost management, and 
inform better decisions. The authors also noted that other 
studies focused on site safety and worker safety behavior, 
energy management of buildings, decision-making 
framework design, and resource management and 
tracking during construction [6].  

This paper builds on the existing body of knowledge 
and synthesizes previous research efforts into a 
framework that holistically summarizes the 
implementation of Big Data in the construction industry. 
To achieve the research objective, the study starts by first 
identifying applications of Big Data throughout the 
lifecycle of a construction project – from conceptual 
planning to demolition. Next, ten major benefits of 
adopting Big Data in the construction industry are 
extracted and discussed. Finally, a holistic framework 
that summarizes the “what, how, where, and why” of Big 
Data implementation in the construction industry is 
proposed.  

2 Big Data Applications throughout the 
Construction Project Lifecycle 

Numerous research efforts were reviewed and 
examined to extract potential applications of Big Data 
throughout the lifecycle of the construction project.  The 
project phases used in this paper are those discussed by 
[14] who divided the project lifecycle into seven phases:
concept planning, design, pre-construction, construction,
commissioning, operation and maintenance, and
demolition.

Throughout the review of the extant literature, the 
authors noted that some project phases were discussed 
interchangeably, namely conceptual planning and design, 
and construction and commissioning. Thus, this research 
grouped the seven phases into five stages, discussed 
below, to accommodate the Big Data literature.   

2.1 Stage 1: Conceptual Planning & Design 
A project lifecycle begins with conceptualizing the 

project and developing the design. During this stage, 
geospatial, a type of Big Data , can provide planners and 
designers with important information about the project 
location, infrastructure, public spaces and resources [8], 
[15]. [16] added that Big Data can also offer insights from 
previous projects about future residents, their behavior, 
and preferences, thus facilitating stakeholders’ 
understanding of end-users’ needs by and designing the 
project for optimization.  
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[17] discussed that Big Data can be integrated with
BIM and online social networks to select sustainable 
energy solutions capable of optimizing the project 
performance. This can enhance project design and is 
particularly valuable for green buildings. Simulations can 
also be generated with Big Data to evaluate various 
design alternatives for space and efficiency, creating a 
new approach for producing innovative designs [16].  

Another application of Big Data in the project early 
phases is found in the bidding process of traditional 
projects. Tender price evaluation is one of the central 
challenges that owners face during bidding. While 
owners collect project cost data from all bids, this 
information is generally not used after a bid is awarded. 
To take advantage of historic data, project cost data need 
to be stored in the cloud. Then, Big data algorithms can 
be designed and generated to mine the stored data and 
allow the evaluation of tender prices in real-time [18]. 
Stakeholders can also use Big Data to estimate their 
profit. [19] indicated that the company or industry 
benchmarks currently used to estimate profit are not 
accurate as they do not reflect project-specific variations. 
The authors argued that the architecture Big Data makes 
it possible to quickly examine large amounts of project 
data, identify underlying trends, and understand the 
dependence between profit margins and project attributes. 

2.2 Stage 2: Pre-Construction Planning 
The second stage is pre-construction planning, which 

includes planning the construction phase of the project. 
The effectiveness of this stage relies on the proper use of 
all available knowledge needed to develop an execution 
plan [20]. Big Data collected from similar historic 
projects can be analyzed and used to ensure the 
robustness of the project plan by reducing uncertainty 
and allowing more accurate forecasts, projections, and 
planning [20]. Pattern analysis, simulations, and trend 
analysis are three approaches that are frequently used to 
analyze data during pre-construction planning and aim to 
assess implications of current issues and decisions, detect 
early warnings and threats that can impact project 
performance, consider consequences of design 
assumptions, and simulate future scenarios [20].  

Another application of Big Data in this stage focuses 
on predicting the behavior of stakeholders and analyzing 
the reliability of their commitments, their level of 
collaboration, and readiness to share knowledge [20].     

Moreover, historic and new data collected during this 
stage can be used to simulate different construction 
activities and tasks, and thus, improving project 
performance. These simulations become very critical 
when automating activities or tasks, as the effect of 
automation on safety, productivity, and parallel-
occurring tasks need to be carefully analyzed [13]. 

2.3 Stage 3: Construction & Commissioning 
The third stage discussed in this paper includes the 

construction and commissioning phases of a project. 
Most Big Data applications in this stage are used in 
capturing real time or near-real time data to track project 
progress and create as-built 3D models [9]. [21] reviewed 
different applications that use computer visual techniques 
for monitoring and analyzing activities performed on 
construction sites. These visual techniques are found to 
have the ability to analyze static images, time lapse 
photos and visual streams. [22] proposed an application 
that uses 4D plan BIM and 3D as-built point clouds 
models to track construction progress. The point clouds 
were generated from site photologs using structure-from-
motion techniques. 

Real time data can also be gathered using as built-in 
smartphone sensors to collect equipment-related data. 
The status of an equipment, i.e. off, idle, or busy, and the 
type of work performed, i.e. dumping or scoping, can be 
analyzed to assist construction personnel to better utilize 
the equipment, inform better decisions, and ultimately, 
have better control of the project [23]. Moreover, [24] 
indicated that setting laser scanners and video cameras on 
blind spots across the construction site allows the 
collection of new data that can be beneficial to equipment 
operators, by providing them with 3D workspace data, 
automatic object recognition, and rapid 3D surface 
modeling in near real time.  

In addition to sensors, applications of IT are also 
being embedded into construction machinery. An 
example of such applications include machine-to-
machine (M2M) [25]. M2M can be used on construction 
machines to recommend overhauls for construction end 
users on site at the optimum timing. This data can also 
help manufacturers better understand and transform their 
business models, thus creating enhanced machinery.  

[26] explored a Big Data application for real time
construction quality monitoring application to provide 
timely collection and analysis of data from ongoing 
activities. The application is a real time construction 
quality monitoring method for storehouse surfaces of 
reinforced cement concrete (RCC) damps using GPS, 
global navigation satellite business techniques, sensor 
technology, and network transmission technology. 

[27] proposed an enterprise integrated data platform
(EIDP) to overcome challenges such as poor 
interoperability of data and inaccurate manual entries 
between the business management and the project 
management, showcasing the value of Big Data for 
construction companies. 

Applications of Big Data have been also explored for 
earthwork processes. [28] combined photogrammetry 
and video analysis for measuring the exact machinery 
productivity and determine site-specific performance 
factors. Photogrammetry was used to determine the 
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volume of excavated soil, while video analysis was used 
to generate statistics such as loading and idle times.  

Big data can also be used for human resources and 
labor. For example, [29] used Big Data to analyze worker 
behaviors in a metro construction in China. The study 
formed a behavioral risk knowledge base by combining 
vital unsafe behavior in multiple dimensions with the 
work breakdown structure of the construction. Then, the 
knowledge base, with the assistance of mobile 
applications and surveillance cameras, was used to detect 
unsafe behavior, analyze the factors affecting this 
behavior by Job Hazard Analysis (JHA), and match it 
with the predefined unsafe behaviors using Vector Space 
Model (VSM). All this information was also stored in a 
Big Data cloud platform and sorted by a Hadoop 
Distributed File System (HDFS).  

2.4 Stage 4: Operation & Maintenance 
The fourth stage includes the operation and 

maintenance phase of a project lifecycle. With properly 
installed technologies like RFIDs and sensors, facility 
managers can obtain the exact location and details of 
different building components to simplify monitoring, 
inspection and maintenance [9]. Beyond that, using BIM 
models and Internet of Things (IoT), Big Data can be 
generated for buildings to provide geometric and 
semantic information as well as state of building 
elements, all of which can be used to represent buildings 
within a virtual GIS environment for city monitoring and 
management applications [30]. 

Big Data that includes building information, in 
particular energy efficiency, has become one of the main 
concerns for a sustainable society. Despite the existence 
of current challenges – like analyzing accumulated data 
in a short time – Big Data analysis can be the solution for 
understanding energy consumption behavior and 
improving energy efficiency in the construction sector 
[31]. A successful example includes the analysis of 
energy consumption, environmental measures, and 
occupancy information using Big Data Analytics 
techniques to study building performance and visualize it 
on a building performance comparison application [32], 
[33]. This application was designed to handle large 
volumes of data with a user interface platform to change 
the options of the desired analysis. [34] reviewed 
sustainable construction management strategies that use 
quantitative Big Data approaches to monitor, diagnose, 
and retrofit the dynamic energy performance of buildings 
in use.  

2.5 Stage 5: Demolition 
The last stage of a project is demolition. Big Data 

gathered from construction waste management indicators, 
especially in the demolition of a project, can assist in 

managing the disposal of the deconstructed materials  and 
reduce the waste generation of the contractor [4]. 
Examples of performance indicators include waste 
generation rates, costs associated with waste collection, 
storage, transportation and recycling, and revenues and 
savings from selling waste [35]. This data can also be 
beneficial for the public, where the government can use 
Big Data to manage construction wastes, and monitor air 
and noise pollution from construction activity [36]. 

3 Benefits of Big Data  
Big data has a wide range of applications throughout 

the project lifecycle, as highlighted in the previous 
section. Various research efforts have also discussed the 
benefits that Big Data can offer to the construction 
industry. These potential benefits are discussed below 
and are summarized in Table 1:  

• Enable data driven simulations and solutions for
different on-site construction activities to optimize
construction site layout and resource allocation [16],
[17], [37]

• Enable the delivery of the right information such as
project location, surrounding environment
including traffic and parks, and infrastructure
overview [15], [18]

• Enable the monitoring and assessment of various
facility performance areas, specifically energy, and
thus empowering facility managers to perform their
work more efficiently [7], [30], [32]–[34], [38], [39]

• Enhance decision-making by accessing and
analyzing previously collected data and identifying
trends and patterns [3], [4], [7], [37]

• Enhance the flow of information between project
stakeholders and across project phases. For
example, this can be achieved with the applications
that track real time or near-real time construction
status and update as-built models for downstream
players [7], [12], [37], [40]

• Facilitate collaboration and communication
between stakeholders, which is of great importance,
especially at the early stages of the project to align
stakeholders’ interests. Increase collaboration and
communication ensure that all stakeholders have a
clear understanding of the scope of work and
expected outcomes [17], [20], [25], [37], [41]

• Improve project control including the location and
status of labor, equipment, material and tools [21],
[23]–[25], [28], [29], [42]

• Improve the accuracy of forecasting and promote
better predictability, specifically during pre-
construction planning where construction tasks can
be simulated before execution to identify and
remove barriers and constraints [7], [13], [17]–[20],
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[36], [37], [43] 
• Optimize project environmental performance,

particularly waste management, during
construction and demolition [4], [36], [44]

• Support electronic information management
systems to centralize information throughout the
project lifecycle [41], [45]

Table 1. Benefits of utilizing Big Data in Construction 

Code Benefits 
B1 Enable data-driven simulations  
B2 Enable the delivery of the right information 
B3 Enable the monitoring and assessment of 

facility performance 
B4 Enhance decision-making 
B5 Enhance information flow 
B6 Facilitate collaboration and communication 

between stakeholders 
B7 Improve project control  
B8 Improve the accuracy of forecasting and 

predictability 
B9 Optimize environmental performance 

B10 Support electronic information management 
systems 

4 Big Data Framework 
The culminating effort of this research is a holistic 

framework that provides an overview of the 
implementation of Big Data in the construction industry. 
Such technology frameworks can guide the adoption of 
technology in different construction firms and companies, 
develop implementation roadmaps, and revolutionize the 
construction industry to warrant project success [46]–
[49]. The framework, illustrated in Figure 2, consists of 
four layers. At the core, the 5V’s are outlined, 
representing the prerequisites of what is considered Big 
Data. The second layer discusses how Big Data is enabled. 
Data needs to be first properly collected from multiple 
sources including sensors, surveillance cameras, Radio-
Frequency Identification (RFID) tags, laser scanners, 
Geographic Information Systems (GIS), operating 
documents, Global Positioning Systems (GPS), and BIM 
models, to name a few. Data can be collected throughout 
the project lifecycle when designing, planning, 
performing risk analysis, forecasting, among other 
activities. Next, Big Data engineering transpires where 

the captured data is processed and stored for current and 
future usage. Then, collected data is harnessed using 
different analytics forms such as data mining, statistics, 
and machine learning [5]. The third layer of the holist 
framework illustrates where Big Data is used and 
encompasses the seven phases of the project lifecycle 
introduced earlier in the paper. The size and color of the 
circles representing the phases is proportional to the 
frequent mention of the phase in the literature review. It 
can be shown from Figure 2 that Big Data applications in 
Construction, Commissioning, and Operation and 
Maintenance (i.e. stages 3 and 4) are frequently explored 
in the current body of knowledge. Finally, the fourth 
layer of the framework captures the reasons why Big Data 
should be implemented in construction and presents the 
10 benefits identified in this study.  

To illustrate how the framework can be utilized, a 
case study conducted by [9] about the use of Big Data to 
produce prefabricated housing is discussed. During the 
design stage, teams use BIM to completely design the 
project and extract the components that should be 
constructed and purchased. The BIM model can also 
show locations of auto-ID technologies to turn 
components into Smart Construction Objects that can 
communicate with each other and the end users. Another 
technology that was frequently used is RFID models and 
tags. RFID tags can carry information about the 
production of the prefabricated components and their 
status (such as: manufacturing, in-storage, delivery or 
received). Production of the prefabricated components 
can work in parallel with the “as-planned” schedule and 
the updated BIM model. Once the components reach the 
construction site, they are assembled and installed which 
is also reflected in the BIM model allowing the project 
team to track the progress of the work and develop the 
as-built model. This model will be transferred to both the 
commissioning and operation and maintenance stage, or 
facility management, which can help them easily identify 
one component form the other, monitor their 
performance, and simplify repair work. This data is also 
useful during the final stage, demolition, where the RFID 
tags used earlier in the project can show the location, 
design, and status of every component, allowing 
stakeholders to better plan for demolition and manage the 
generated waste. The use of Big Data throughout the 
different phases of the project leads to all the ten benefits 
discussed in Table 1. 
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Figure 1. Big Data Holistic Framework

5 Conclusions, Limitations and Further 
Studies 

The adoption of Big Data is integral to the 
construction industry. This paper performed a thorough 
and comprehensive review of Big Data adoption in 
construction. This review was summarized in a 
framework that shows the “what, how, where, and why” 
of the Big Data implementation in the construction 
industry. As revealed in the framework, the existing 
research corpus shows that the proper adoption of Big 
Data is possible throughout the entire lifecycle of a 
construction project. By using the right sources to gather 
Big Data, the proper engineering practices to process and 
store this data, and the appropriate analytics to explore it, 
the construction industry can achieve major benefits.  

The proper implementation can revolutionize the 
industry, promoting high-fidelity collaboration among 
construction players, enabling stakeholder-driven 
analysis, enhancing decision-making, increasing 
transparency and information exchange, and enhancing 

project performance. Moreover, the framework of this 
study reveals that most studies targeted the construction, 
commissioning, operation and maintenance phases of the 
construction project.  

The findings of this framework are limited by the 
research body reviewed in this paper. Further interviews 
with subject matters experts can be pursued to explore 
new applications, challenges, and benefits of Big Data 
adoption that the existing literature has not yet covered. 
Further research efforts can also explore more Big Data 
use-cases and applications in the less-discussed project 
phases such as demolition. More research can also focus 
on connecting these Big Data applications across the 
project phases to enable the industry’s biggest potential.  
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Abstract – 
Excavators and trucks are important equipment for 
earthmoving work, which have major contributions 
to construction productivity. In order to control the 
work efficiency and productivity of earthmoving 
equipment, computer-vision (CV) methods have 
been proposed to monitor equipment operations 
from site surveillance videos. Existing methods can 
recognize equipment activities to estimate the 
working time and idling time; however, they are 
limited in analyzing the reasons behind the 
equipment idling and low productivity. Therefore, 
this research proposes a method to identify the main 
reasons that cause excavators and trucks idling by 
analyzing their interactive operations. In this 
method, the relationships between the excavator and 
the surrounding truck(s) in each group are analyzed 
to identify the potential reasons that cause the 
excavator’s idling. The proposed method was 
validated with a video from construction site and the 
test results showed its effectiveness and efficiency. 

Keywords – 
Excavator; Interactive operation; Idling reasons 

1 Introduction 
      Heavy equipment is one of three major resources in 
construction projects along with labor and material [1]. 
Efficient use of equipment is critical for construction 
cost control and time saving [2]. One way to increase 
the efficiency of equipment operation is reducing its 
idling time. When the equipment is idling, it has no 
contribution to production, and adds no value to the 
construction project. Therefore, minimizing idling time 
is important to improve the efficiency and productivity 
of construction equipment. 

      As cameras are recently installed to monitor 
construction sites, an increasing number of research 
studies have been focused on monitoring equipment 
work productivity by automatically analyzing 
surveillance videos with computer vision (CV)-based 
methods. Current research work has been focused on 
estimating equipment’s productivity by identifying its 
states, such as working, moving and idling. However, 
existing methods did not fully consider the interactive 
relationships between different pieces of equipment, 
such as excavators and trucks, which is important for 
productivity analysis. This research aims to provide a 
CV-based method for identifying idling reasons of
excavators based on the interaction analysis between
excavators and trucks from construction surveillance
videos. First, the activities of the excavators and trucks
are identified using convolutional neural networks
(CNN). Then, work groups of excavators and trucks are
clustered. Finally, the relationships between each
excavator and the surrounding truck(s) are analyzed to
identify potential reasons that cause the idling. The
proposed method has been tested in a case study and the
results indicate that the average accuracy of the idling
reasons identification is 93%.

2 Background 
      In recent years, CV technologies have been widely 
used for automatic construction equipment operation 
monitoring and efficiency measurement. In the early 
stage, researchers focused on developing methods to 
accurately detect and localize target equipment in video 
frames. Kim and Zou [3] used color space to detect and 
localize the excavator in video frames. Emarzadeh et al. 
[4] concatenated both HOG and the Hue-Saturation
colors as descriptors, and used Support Vector Machine
(SVM) classifiers to detect excavators, trucks and
workers from site surveillance videos. In addition to the

1307



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

previous work of equipment detection and localization, 
researchers developed methods for equipment operation 
monitoring. For instance, some researches attempted to 
monitor the excavators’ operations by recognizing their 
activities. Gong et al. [5] and Golparvar-Fard et al. [6] 
used motion features extracted from consecutive video 
frames, and classified the features with SVM to 
recognize excavators’ activities, such as hauling, 
dumping, swinging, etc. Instead of using feature-
classification-based activity recognition, other 
researchers developed activity recognition based on 
context information extracted from images. Kim et al. [8] 
considered the sequential relationship of the excavator’s 
activities in its work cycle, and used CNN and Long-
Short Term Memory (LSTM) network to recognize 
digging, dumping and hauling activities. Instead of 
using activity recognition, Soltani et al. [8] detected 
different components (e.g. dipper, boom and body), and 
extracted the excavator’s 2-dimensional (2D) skeleton 
from the poses of the detected components. For the 
productivity estimation, Chen et al. [9] proposed a 
framework which integrated detection, tracking, and a 
3D CNN to recognize multiple excavators’ activities 
(e.g. digging, swinging, loading, and idling). By 
analyzing the activity information, the number of cycles 
and the productivity of the excavator are calculated.   
      The literature review shows that existing research 
mainly focused on excavator’s productivity estimation 
and operation monitoring. Idling is one of the main 
factors that causes excavator’s low productivity; 
However, deducing the potential reasons of idling has 
not been deeply investigated using CV. In order to 
reduce idling time of excavators and increase their 
productivity, it is necessary to identify the potential 
reasons that causes excavators idling. This paper aims to 
fill the research gap in existing works, and focuses on 
identifying the potential reasons of idling.  

3 Methodology 
      The methodology for idling reasons identification of 
excavators is shown in Figure 1, which contains three 
main steps. First, the excavators and trucks are detected 
and tracked to get their locations and activities in video 
frames. Second, excavators and trucks are clustered to 
analyze their interactive work states. Third, the idling 
reasons of the excavators are classified into four 
different cases based on the number, activities and 
locations of trucks, as well as the interactive work states 
of the excavators and trucks, which are calculated in the 
previous steps. The details of these three steps are 
introduced in the following sub-sections. The 
methodology of this paper is based on the assumption 
that the equipment does not have mechanical problems 
and all the operators have no health issues that may 

cause idling. These potential reasons of idling are 
beyond the scope of this paper.  

3.1 Identification of excavators and trucks 
locations and activities 

      In the first step, detection and tracking methods are 
used to extract equipment’s types and coordinates of 
bounding boxes in K video frames. YOLO-v3 [10] 
detector and multi-object deep Simple Online and Real-
Time (SORT) tracker [11] are applied in this study for 
equipment detection and tracking, respectively. The 
YOLO-v3 and deep SORT are selected for their 
performance of high accuracy and speed in both CV and 
applications in the construction domain. Following the 
detection and tracking, the working and idling states of 
excavators and trucks are recognized using the method 
proposed by Chen et al. [9].  

3.2 Excavator and truck clustering 
      The second step is to cluster excavators and trucks 
into different groups. In the real earthwork operations, 
excavators usually work with nearby trucks. Therefore, 
excavators and trucks are clustered based on their 
distances in video frames. First, the number of 
excavators M and trucks N are obtained from detection 
results. Second, the distance in pixels between each 
truck and each excavator in frame k (𝑑") is calculated 
using Equation (1). 

 𝑑" = #(𝑦"& − 𝑦"()* + (𝑥"& − 𝑥"()*                                 (1)          

where (𝑥"&, 𝑦"&), (𝑥"( , 𝑦"() are the centroid coordinates of 
excavator and truck in frame k, respectively. 
Accordingly, each truck is grouped with the nearest 
excavator. If the distance between the truck and the 
excavator is larger than the threshold, the truck will not 
be included in the group. The threshold is calculated 
using Equation (2).  

Threshold (µ)= 0.5	 ×	(	𝑤"& +	𝑤"()                             (2) 

where 𝑤"&, 𝑤"(  are the widths of bounding boxes of 
excavator and truck, respectively, in frame k.  

3.3 Idling reasons identification 
      The third step is to identify the potential reasons 
why excavators are idling. These reasons are 
summarized into four cases, as shown in Table 1. For 
each idling excavator, the number of trucks n in the 
same group is calculated. If there is no truck in the 
group, the reason of the idling is classified into Case 1, 
which indicates that the excavator is waiting for a truck.
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Figure 1. Flowchart of the proposed methodology

Start

Activities of excavators and trucks in 
K frames (Figure 2)

Cluster M excavators and N trucks

Excavator number m = 1

Frame number k = 1

Extract number of trucks n in the 
cluster

n ≥ 3n = 2

Check trucks activities

Case 2-3Case 2-2 Case 3-2 Case 4

Truck 1: Moving
Truck 2: Moving

Truck 1: Idling
Truck 2: Idling

Truck 1: Moving
Truck 2: Idling

n = 1

Truck Moving ?

Case 2-1 Case 3-1

Yes No

Truck maneuvering Unknown reason Truck maneuvering Truck maneuvering Unknown reason Congestion

Case 1

k = K ?

m = M ?

k = k + 1 No

Nom = m + 1

End

Yes

Yes

n = 0

Excavator is idling?

Waiting for truck

Yes

No

Yes

Bounding boxes, ID, of 
excavators and trucks in 

K frames

Activity recognition

Clustering

Idling reason identification

1309



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

When there is only one truck in the group, the idling 
reason is determined by the activity of the truck. If the 
truck is moving, the reason is classified to into Case 2, 
which indicates that the excavator is waiting for the 
truck maneuvering to the loading position. Otherwise, 
there could be different reasons that cause excavator’s 
idling as explained above. Therefore, in this condition, 
the reason of excavator’s idling is classified into Case 3 
(unknown reason). For Case 2 and Case 3, there are 
subcases depending on the number of trucks. When 
there are two trucks identified in the group, the activities 
of trucks have three conditions: both trucks are moving, 
one is moving and the other is idling, or both trucks are 
idling. These different conditions of trucks’ activities 
could lead to two reasons of excavator’s idling. If at 
least one of the two trucks is moving, the reason is 
classified into Case 2 (i.e. truck maneuvering). If both 
trucks are idling, the reason of excavator’s idling is 
unknown, which is Case 3. When there are more than 
three trucks in the group, the idling of the excavator is 
classified into Case 4, which indicates too many trucks 
causing site congestion around the excavator.  

Table 1. Potential reasons of the excavator idling 

Case Potential reasons 
Excavator 
idling 

Case 1 Excavator is waiting and there is 
no truck 

Case 2 Several trucks are maneuvering 
Case 3 Unknown reasons (e.g. operator, 

mechanical problem, safety issue) 
Case 4 Congested site with many trucks 

4 Implementation and case study 
      In this section, the implementation of the proposed 
method is introduced, and three case studies are 
provided to demonstrate the performance of the 
proposed method. A computer with two NVIDIA 
GeForce GTX 1070 GPUs @ 3.4 GHz, 64 GB DDR, 
and Windows 10 system was used for the 
implementation.  

4.1 Training and testing 
      First, to get the locations of the excavators and 
trucks in video frames, the YOLO-v3 detection model 
was trained to detect excavators and trucks in the video 
frames. A dataset containing 1,191 images of excavators 
and trucks (1,071 excavators, 871 trucks) was created to 
train the detector. In the training process, the learning 
rate is set to 0.1, and an Adam optimizer was used to 
adjust the learning rate during each epoch. The batch 
size was set to 6. It took about 10 hours with the 
validation loss not decreasing after 350 epochs. Then, 
the detection model was tested on the test dataset with 

300 images (362 excavators, 421 trucks). The test 
results are shown in Table 2. The average accuracy of 
the detection is 82%, which shows that the model has a 
good ability to identify excavators and trucks in video 
frames.  

Table 2. Detection results 

Confusion 
matrix 

Predict class Model performance 
Excavat

or 
Truck None Precision 

(%) 
Recall 

(%) 
Accuracy 

(%) 
Excavator 337 2 23 98 93 

Truck 6 303 112 99 72 
Average 82 

4.2 Case study 
In this section, a video of about 62 min of earthmoving 
work was used for testing. The video has the resolution 
of 1920 × 1080 pixels and the frame rate of 30 fps 
(110,914 image frames). In this video, one excavator 
has 2,645 s idling time and 1,052 s working time. The 
idling and working states of the excavator and trucks 
were identified based on the method explained in 
Section 3.1. The step of the sliding window was 
selected as 100 frames for both excavators and trucks 
idling states identification. The thresholds a and µ of 
the excavator were selected as 7 pixels and 2% of 
average bounding box areas. The threshold of trucks 
was selected as 10 pixels without considering the 
bounding box’s area changing. The comparison of 
ground truths and estimated results are shown in Figure 
2. The estimated idling and working times are 2,612 s
and 2,085 s, respectively. The error rates are 1.2% and
3.1%.

Figure 2. Estimated excavator idling and working time 
with ground truth 

      The idling time of the excavator was further 
analyzed to identify the reasons that caused excavator’s 
idling. In this video, there are three kinds of reasons of 
excavator’s idling: Case 1, Case 2 and Case 3. The 
accuracy of the estimated results of these three cases are 
99%, 82%, and 98%, respectively as shown in Figure 3.  
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Figure 3. Results of idling reasons analysis with ground 
truth 

      The results show that the identification of Case 2 
has the maximum error rate of 18%. The errors are 
mainly due to the failure of detection of partial 
appearances of trucks as can be seen in Figure 4. This 
case appeared from time T = 2,535 s to T = 2,540 s and 
T = 3,153 s to T = 3,156 s, which decreased the 
estimated moving time of trucks. If the errors of the 
detection results are excluded, the accuracy of these 
Cases 1-3 are 100%, 97%, and 99%, respectively.  
      The results of Case Study 1 show that during 62 min 
earthmoving work, the excavator’s idling time is 60% of 
total operation time. The proportion of each case is 
shown in Figure 5. Among these three cases, Case 1 
consumes 74% of the total idling time, which indicates a 
limited number of trucks were arranged to work with 
the excavator. By observing the video, it could be 

noticed that the average cycle time of trucks is about 20 
min, and Loading time per truck is about 4 min. In the 
earthmoving work, more trucks should be arranged to 
cooperate with the excavator to reduce its idling time, 
since the utilization cost of the excavator is higher than 
truck. Therefore, to keep the excavator working at 
capacity, more trucks are required. 

Figure 5. Percentage of the reasons for idling 

      Case 3 consumes 25 % of the total idling time. From 
the video time T = 51 s to T = 520 s, it can be observed 
that the operator of the excavator left the equipment, as 
shown in Figure 6(a). From T = 3,159 s to T = 3,358 s, it 
can be observed that two persons were talking near the 
excavator, and the excavator started to work after they 
left, as shown in Figure 6(b).  

Figure 4. Example of lost detection for the partial truck
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(a) Operator leaving the excavator

(b) People talking near the excavator 

Figure 6. Examples of Case   3

5 Conclusion and future work 
      This paper developed a novel CV-based method to 
automatically identify the idling reasons of excavator 
and truck based on their interactive work states. To the 
best knowledge of the authors, this is the first attempt to 
classify the reasons of equipment’s idling into detailed 

categories using CV. The proposed method provides an 
efficient solution to explore the reasons of low 
productivity from site surveillance videos, which could 
contribute to the better understanding of the 
earthmoving productivity under complex construction 
site conditions.  
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Abstract –  

 
The construction industry is forecast to grow 

from its already impressive size to unprecedented 
new heights. This significant expansion, along with 
the increased complexity and sophistication of 
construction projects, has placed more pressure on 
construction companies to maintain their vitality and 
grow in the modern market. As the fourth wave of 
technological advancements, known as Industry 4.0, 
continues to evolve, it becomes imperative for 
construction companies to adopt new technology to 
remain competitive – much like the Darwinian 
mantra, the companies must adapt or die. Although 
the construction industry is often labeled as 
conservative regarding potential advancements in 
technology, it has been experiencing a growing use of 
a wide range of 4.0 technologies. Using insights 
gained from the existing literature, this paper 
explores the current state of Construction 4.0 and 
discusses a four-layer implementation of 
Construction 4.0 in the industry. Seven Construction 
4.0 technologies are first discussed, their integration 
throughout the project lifecycle is presented in a 
roadmap, their integration and connectivity with one 
another are outlined in an interaction roadmap, and 
the requirements necessary for achieving the 4.0 
transformation are articulated. A case study is 
finally presented to showcase the proposed 
implementation plan. 

 
 

Keywords – 
Construction 4.0; Implementation; Roadmap; 

Integration; Interactions 

1 Introduction 
The construction industry sits at a crossroads. It is 

economically vital to the prosperity of nations, and a 
key player that affects our everyday lives. Yet, the 
construction industry lags behind other major industries 
in its adoption of technological advances [1]. 

Nassereddine et al. [2] noted that the complex nature of 
the construction industry and its heavy reliance of 
information require the adoption of new and emerging 
technologies. Challenges facing the construction 
industry span a multitude of reasons including the 
dauting decline in productivity, shortage in the 
workforce, low levels of research and development 
(R&D), and the inefficient and insufficient transfer of 
knowledge from project to project [3], add more 
pressure on construction to move from an industry that 
has resisted emerging technology to one that is 
embracing it. One industry that has been a source of 
innovation in construction is manufacturing [4]. From 
the many practices that construction has adopted from 
manufacturing, this paper focuses on the concepts of 
Industry 4.0.  

Industry 4.0, a term coined by the German Federal 
Government to highlight the fourth industrial revolution 
[5], can be defined as “a new technological age for 
manufacturing that uses cyber-physical systems and 
Internet of Things, Data and Services to connect 
production technologies with smart production 
processes” [6]. Montgomery and Norman [7] noted that 
manufacturing has passed through three different 
revolutions before reaching Industry 4.0, namely, 
revolutions, mechanization, electrification, and 
digitalization. Schwab [8] explained that Industry 4.0 is 
the stage that enables the full integration between 
people and digitally controlled machines with the help 
of internet and information technology (IT). Lu [9] 
added that industry 4.0 supports the growth and 
evolution of various fields and industries. The 
automotive industry has greatly benefited from Industry 
4.0, where manufactured cars are being 40% controlled 
by electronics [10]. The health sector has also taken full 
advantage of Industry 4.0 in creating new diagnostic 
methods and technologies to sequence genes [11]. 

The industry is said to transform the lifecycle 
process of products and production systems by 
increasing the connectivity and interaction among parts, 
machines, and humans [10]. This transformation is 
enabled and driven by nine fundamental technological 
advances, also referred to as pillars: autonomous robots, 
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Augmented Reality, Simulations, the cloud, Big Data 
and analytics, the Industrial Internet of Things, 
cybersecurity, additive manufacturing, and horizontal 
and vertical system integration [12]. It should be noted 
that the technology itself is not powering Industry 4.0: 
while most of the nine pillars are not entirely new to 
manufacturing, it is the full integration of these building 
blocks and their connectivity across the borders that 
define Industry 4.0 [3].  

The construction industry has also experienced a 
radical transformation and made great strides in 
changing its status quo and embrace technological 
advancements [13],[14],[15]. Influenced by the gains 
that resulted from the fourth industrial revolution, 
researchers in construction began investigating the 
potential of integrating Industry 4.0 into construction. 
While construction is often compared to manufacturing, 
the former is approaching and embracing Industry 4.0 
from a different direction [12]. Recently, the term 
“Construction 4.0” emerged in the 21st century 
construction research corpus [16]. The interest in 
Construction 4.0 is fueled by the development of 
various technologies, the drastic change in the needs of 
owners, the shift towards mass customization, and the 
need for green construction and sustainability [16].  

Through a thorough literature review, this paper 
introduces a four-layer implementation plan and begins 
by discussing Construction 4.0 and seven of its most 
commonly cited technologies, namely: iBIM, AR, VR, 
robotics, 3D printing, AI, and drones. As a construction 
4.0 approach is seen as a two-level integration effort: 1) 
integration of a Construction 4.0 technology throughout 
the construction project lifecycle and 2) integration and 
connectivity of Construction 4.0 technologies, each of 
those levels is examined in this paper. A roadmap for 
the integration of Construction 4.0 technologies across 
the project lifecycle is created and an interaction map of 
Construction 4.0 is developed.  The requirements for 
achieving Construction 4.0 are also discussed. Finally, a 
case study is presented to highlight how Construction 
4.0 can be realized by showcasing the four layers put 
forth in the paper.  

2 Construction 4.0 
According to the European Industry Construction 

Federation (FIEC), “Construction 4.0” is the counter 
part of industry 4.0 in the Architecture, Engineering & 
Construction (AEC) industry and it refers to the 
digitalization of the construction industry [17].  

Rastogi [16] stated that the main goal of 
construction 4.0 is to create a digital construction site 
that monitors progress throughout the life cycle of a 
project by using different technologies. The adoption of 
Construction 4.0 will not only change the construction 

process, but it will change the organization and project 
structures, shifting the fragmented construction industry 
into an integrated industry [17]. 

2.1 Construction 4.0 Technologies 
To understand the various layers of Construction 4.0, 

it is important to first understand the technologies that 
are enabling this transformation. While the existing 
research corpus discusses various Construction 4.0 
technologies, this paper focuses on seven Construction 
4.0 technologies that have been frequently cited. A brief 
introduction to each of these technologies is provided 
below:  

Integrated Building Information Modeling (iBIM) is 
considered the higher level of traditional BIM and 
consists of three elements: (1) the integration 
architecture which defines major layers of iBIM and 
how they are interconnected, (2) the product model 
which defines the content and function of the object’s 
behavior, and (3) the process model which identifies the 
interaction scheme and mechanism between model 
objects [18]. 

Augmented Reality (AR) is both an information 
aggregator and a data publishing platform that allows 
the user to (1) passively view displayed information, (2) 
actively engage and interact with published content, and 
(3) collaborate with others in real-time from remote 
locations [19]. AR is gaining increased momentum in 
the construction industry, and various use-cases are 
being explored and tested throughout the project 
lifecycle, such as promoting AR-enabled production 
planning [13] and enabling remote expert system [20]. 

Virtual Reality (VR) is a step further than AR on the 
spectrum of virtuality. VR creates a virtual and 
immersive experience for the user through headsets with 
360-degree visions, allowing the user to experience a 
completely different environment. Li et al. [21] 
categorized the use of VR in construction into the 
hazard identification, which allows construction teams 
to sense, analyze, and extract potential dangers, and 
safety training and education, in which construction 
workers will train in a safe environment in comparison 
to on-site training, which might be expensive and 
hazardous. 

Robotics uses machines that can perform or replicate 
human actions. While robotics has been widely used in 
manufacturing and aerospace, construction is following 
suit and is using robotics, mainly in the vertical 
construction sector [22]. This technology is heavily used 
in construction assembly work, especially for high rise 
buildings. SMART system developed by SHIMIZU in 
Japan, for instance, was used to construct more than 30 
stories of an office building [23]. Additionally, different 
construction tasks such as painting, brick overlaying, 
and earthwork can be performed by robots [24]. 
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3D printing, also known as additive manufacturing, 
is the process of creating a complex, physical 3D object 
from a CAD model. 3D printing has undergone 25 years 
of research and development, and as a result, the 
technology is currently used in different industries such 
as aerospace, automobile, and medical [25]. The 
construction industry is also exploring the use of 3D 
printing, mainly for small and medium-sized 
applications at the time being [26]. This technology is 
showing great potential for large scale implementations; 
however, a number of challenges such as layering effect 
which results in uneven surfaces with voids, tensile 
strength issues associated with the lack of steel 
reinforcement need to be overcome before the industry 
embrace this technology [27].  

Artificial Intelligence (AI) is a term used to describe 
a machine that replicates the human cognitive functions  
[28]. One of the main components of AI is machine 
learning, where a machine learns from a set of data 
using statistical methods. According to a study by 
McKinsey & Company, AI is starting to gain 
momentum in construction [29]. The study highlighted 
three main current AI applications: (1) project 
scheduling optimization which is achieved by 
continuously testing a large number of plan alternatives 
and selecting the better option, (2) image recognition 
and classification which can be used to identify issues 
related to safety on site and to collect the information 
for future learning, (3) enhanced analytic platforms 

which collect and analyze building machine data and 
building sensor data to predict any issues related to 
maintenance. 

Drones, also known as Unmanned Aerial Vehicles 
(UAVs), are unpiloted small sized aircrafts that are 
remotely controlled. In early 2006, drones were mainly 
used for military applications [30]. In recent years, their 
use in construction and other industries has been on the 
rise [31]. The construction industry is mainly employing 
drones for inspection and monitoring during surveying, 
construction, and facility management [32].  

2.2 Construction 4.0 Roadmap 
The first level of the Construction 4.0 integration 

efforts takes a lifecycle view for the integration of 
Construction 4.0 technologies. A project moved from its 
early planning phase, to design, construction, and then 
facility management. A technology is used to its full 
potential when it is integrated throughout the 
construction project lifecycle, where applicable [33]. 

For instance, several studies including [34], [35], [20] 
identified potential use-cases of AR throughout the 
project lifecycle. The blue, solid bars of AR in Figure 1 
reflect the AR applications that have been tested and 
used on construction projects and the green, hatched 
bars represent the potential benefits of additional AR 
use-cases that are being explored. 

 

 

 
Figure 1. Construction 4.0 Envisioned Roadmap 

(The solid blue bars represent the current use of a construction 4.0 technology  
and the green hatched green bars represent the projected use of a construction 4.0 technology) 

 

2.3 Construction 4.0 Interaction  
The second level of the integration efforts demands 

an increased connectivity and interaction of 
Construction 4.0 technologies [36]. Aleksandrova et al. 
[37] noted that the full integration of digital 
technologies is a radical transformation in construction 

that creates a united digital ecosystem.  
A scan of the literature on Construction 4.0 and its 

associated technologies was performed to identify 
current and future potential interactions. A map was 
then developed (Figure 2) to outline those interactions 
and illustrate potential synergistic efforts.  

iBIM and AI can be thought of as core technologies 

1316



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

of Construction 4.0 and the impetus to connectivity [37]. 
Copper [38] added that BIM and cloud-based common 
data environment (CDE) are central to Construction 4.0 
framework: BIM carriers the simulation feature that is a 
core component for Industry 4.0, and CDE acts as the 
data warehouse for all information related to 
construction project over its life cycle. BIM and CDE 
establish a single platform that helps integrate all of the 
construction project phases and link the physical and 
cyberspace [3]. Thus, allowing the implementation of 
Construction 4.0.  

Some of the interactions outlined in Figure 2 are 

extracted from the existing construction research corpus, 
while others are extracted from adjacent industries, such 
as aerospace and medical, and are interactions yet to 
come to construction. For instance, Wake et al. [39] 
discussed the interaction between 3D printing and AR 
technology in a healthcare environment. The authors 
used these two technologies on a patient with a kidney 
tumor. A 3D printing transparent kidney model with the 
ability to color the tumor zone was first created. Then, 
an AR kidney model of the patient was created. These 
models were used before and during the operation to aid 
in the robotic partial nephrectomy operation.  

 

 
Figure 2. Interaction Map of Construction 4.0 technologies  

(graphics downloaded from https://www.freepik.com/) 
 

2.4 Construction 4.0 Requirements 
Embracing Construction 4.0 entails several 

challenges that have been discussed by construction 
researchers. Industries are normally averse to change, 
and therefore it is initially resisted until it can be 
perceived as a guaranteed opportunity. Several authors 
[38], [40], [41] noted that the construction industry is no 
stranger to the resistance of change.  

Researchers pointed out that the multidisciplinary 
nature and uniqueness of the construction industry 
results in an unclear understanding of the value 
proposition of Construction 4.0 technologies. In the past 
construction companies often relied on a project-
thinking approach when managing construction projects. 
The shift to Construction 4.0 requires a change of the 
thinking-approach and the processes. The development 
of digital technologies and their adaption to the 
construction company’s needs is highly dynamic, 
tailorable, and expensive. Additionally, when new 
technologies are introduced, employees and workers 
will need extra training. Therefore, construction 
companies will generate a surplus value only if the new 
technologies are integrated within the company’s 
processes and can be used across projects. The switch to 
Construction 4.0 requires a process-oriented mindset, as 

opposed to the traditional project-oriented approach. 
However, this mindset shift pushes construction 
companies to digitize their existing processes, posing an 
additional challenge for two reasons: (1) existing 
process have mostly been designed before current 
digital tools were available, and (2) not every process 
can be directly digitized. Therefore, all existing 
processes have to be re-engineered to accommodate the 
shift in the mindset and support the 4.0 transformation 
of construction companies.  

Figure 3 shows a general process to implement new 
digital technologies in a construction company, as 
required for the transition to Construction 4.0. Prior to 
re-thinking a process, the actual process must be first 
recorded and analyzed to explore how and where the 
technology(ies) could be used. A thorough analysis and 
documentation of the “status quo” of the existing 
process is crucial to successfully manage the 
technological changes. Assessing current processes 
helps in identifying the relevant decision-making 
structures and cost relevant process steps. The process-
oriented approach also forms the basis for the 
identification of waste and inefficiencies in the 
company, and thus, becomes a prerequisite for the 
application of Lean management in the company. 
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Once the existing process has been investigated, the 
potential for innovation and integration of technologies, 
along with efficiency enhancement analysis, is assessed 
next. This includes an application analysis of the 
different technologies of interest, as well as the digital 
tools that are already in use. The structural needs as well 
as the existing barriers to innovation have to be 
identified. The structural needs include the 
aforementioned aspects of implementing the various 
Construction 4.0 technologies in the construction 
companies. Other considerations for companies to think 
of are the high investments associated with adopting 
technologies, the need to additional human resources, 
and R&D investments, all of which poses a major 
financial barrier. 

For a successful transition to Construction 4.0, a 
construction company needs a vision of the digitization 
change process which fits the company’s needs. This is 
especially important since Construction 4.0 goes beyond 
technology alone. It includes a change in the mindset of 
the all people involved (from field personnel to 
management) as well as of the processes in 
consideration. Hence, a clear vision, which is supported 
by these people, is important. Only when these 
requirements are met, companies can make the 

transition from the traditional project-thinking to 
process-thinking. 

This shift also changes the organization and 
infrastructure of many companies i.e. their partners. 
Another consideration to address is the long-standing 
problem of longitudinal fragmentation that renders 
stakeholders nearly powerless to pilot their companies 
through this change [42]. Over the past decade, the 
construction industry has made significant changes to its 
structure as organizational changes have already been 
applied to companies which implement Lean 
management. The importance of some traditional 
departments decreases significantly, whereas some new 
departments emerge. 

In addition to the challenges associated with moving 
construction towards a process-thinking industry, the 
lack of global standards and framework for 
implementation is another roadblock. Furthermore, 
Construction 4.0 heavily relies on various Information 
Technology (IT) systems, and, therefore, concerns 
related to data and cybersecurity must be addressed and 
stringent security standards must be put forth. Legal and 
contractual issues need to be also discussed to allocate 
risks among stakeholders. 

 

 
Figure 3. Process to implement Construction 4.0 

 

3 A Case Study of the Two-Level 
Construction 4.0 Integration 

To illustrate the two-level construction 4.0 
integration, a case study where many of the previously 
discussed Construction 4.0 technologies act as a cross-
linked system is presented. 

Figure 4 shows a generalized data path for a future 
cross-linked system. All begins with a BIM model, 
which is created in a native modeling environment, like 
Revit or ArchiCAD. For a general use, the model is 

exported as an Industry Foundation Classes (IFC) file to 
a collaborative data environment on a BIM server. This 
export allows the model to be used in several of the 
previously discussed Construction 4.0 technologies. 
After exporting the model to a smartphone or tablet, the 
site supervisor and/or inspector (referred to hereinafter 
as user) can benefit from the visualization and 
interaction with the model on the smart device when e.g. 
inspecting a Heating, Ventilation, and Air Conditioning 
(HVAC) system. QR codes or RFID chips attached to a 
building component connect the smart device with the 
manufacturer’s database of the building component. 
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This enables the user to access specific product data, 
which can be also transferred via BIM Collaboration 
Format (BCF) to the BIM server and, hence, back into 
the native BIM model. This two-way communication 
leads to a closed loop data transfer. Moreover, the 
manufacturer data, also referred to as semantic data, can 
be transferred to an .xml database that is then connected 

with the component’s Globally Unique Identifier (GUID) 
in the BIM model. This information can be then 
retrieved by facility managers. This is especially 
valuable for maintenance- and safety-technical relevant 
data and leads to component-referenced manufacturer 
data.  

 

 
Figure 4. On-site inspection: closed-loop data transfer in a generalized form 

 
For example, the BIM model normally contains the 

general specifications for a required fire protection flap. 
After the installation of the fire protection flap, the 
specific product data can be transferred into the BIM 
model. Then, the correct maintenance requirements for 
this product are available for the facility management. 
Another option is the usage of an IFC transfer with an 
appropriate MVD (Model View Definition) directly 
from the BIM model. 

This closed-loop data transfer not only works during 
the construction phase, but also in the later operation 
and maintenance phase. Each time one or more building 
components are replaced, the new product data is 
transferred into the central BIM model. 

Another technology that can be considered is 
Augmented Reality (AR). The authors worked on 
different use-cases for AR in Construction 4.0 [34], [43]. 
AR is one of the emerging technologies which has a 
great potential to transform the construction industry. 
The aforementioned closed-loop data transfer can be 
used with several AR use-case, e.g. for monitoring the 
progress of the construction site, visualizing augmented 
drawings or construction systems in the field, as well as 
conducting on-site inspection. In one of the research 
projects of the authors, AR-AQ-Bau [44], a specific AR 
use-case for on-site inspection has been developed. In 
this case, the BIM model was also exported to a BIM 

server and then an AR model was created using the 
game-engine Unity. The site supervisor can use this AR 
model to control the HVAC system on the construction 
site. The control can happen before the HVAC system is 
built, to check for instance, whether there is enough 
space for movement in front of inspection hatch. After 
the HVAC system is installed, the site inspection can 
monitor and check if everything is built correctly. This 
process or application not only works for HVAC but for 
the whole construction. In the AR device, the site 
inspection marks every defect or deficiency in the 
construction. Hence, the position of the defect in the 
building is stored in the AR model. Additionally, a 
description (text or audio) of the defect as well as 
photos can be added. All this information is then 
transferred back into the BIM model via BCF. On one 
hand, this helps to keep a record of all defects in a 
building and, on the other hand, improves the repair of 
existing defects. Additionally, the AR tool for site 
inspection is also very invaluable for the facility 
management during the operation phase. 

The scan of QR-codes or RFID becomes easier with 
AR devices. After scanning the tag, the AR devices can 
be connected with the manufacturer’s database and can 
retrieve the specific product data of the built-in 
component. This data is then transferred to the BIM 
model or another specific database (as described before). 
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4 Conclusions and Future Work 
The fourth wave of technological advancement 

(Industry 4.0) and the digital transformation at its 
helm are pushing industries worldwide to embrace 
newer technologies to continue to remain competitive. 
Although the construction industry is not leading this 
change, it is not an exception to the digital revolution. 
The unique nature of the construction industry 
provides fertile ground for research on digitizing the 
industry and the term Construction 4.0. This research 
builds on the existing construction research corpus 
and discusses four layers of Construction 4.0 
implementation. The first layer consists of the 
understanding the technologies associated with 
Construction 4.0. This research discussed seven 
frequently cited technologies, namely: iBIM, AR, VR, 
robotics, 3D printing, AI, and drones. The second and 
third layers defined the two-level of integration 
needed to implement Construction 4.0. The second 
layer presents a roadmap that outlines the integration 
of each of the seven technologies across the 
construction project lifecycle. The roadmap is a 
depiction of the current state-of-practice of the 
technologies and an outlook into future developments. 
The third layer offers insights into how the seven 
technologies can be connected and integrated together. 
An interaction matrix is developed to outline the 
relationships between the different technologies. It 
should be noted that the two-level integration cannot 
happen across the board, but rather only when 
applicable. The implementation of these three layers is 
only enabled when the fourth layer is realized. The 
fourth layer encompasses a set of requirements that 
construction companies must consider. At the core of 
these requirements is the necessary shift to process-
thinking. Construction stakeholders must have the 
right mindset to pilot their companies through the 
disruptive Construction 4.0 storm. Finally, a case-
study is presented to discuss the four-level 
implementation outlined in the paper. Future research 
efforts can extend on the seven technologies discussed 
in the paper and introduce additional elements of 
Construction 4.0. Additional research is also needed to 
verify the interactions between all the Construction 
4.0 technologies.   
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Abstract – 
As climate change increases the frequency and 

intensity of natural disasters, proactive disaster 
management is needed to reduce the damage caused 
by the natural disasters. Existing reports that record 
the scale, damage, and response of natural disasters 
can be used as references for proactive disaster 
management. However, it is labor-intensive and 
time-consuming to manually find the necessary 
information from a number of reports. Thus, this 
study proposes a natural language processing (NLP)-
based question answering system (QA system) for 
proactive disaster management using the existing 
reports. This study is focused on paragraphs 
retrieval, which retrieves paragraphs that have a 
high similarity to a given question based on the word 
embedding. The National Hurricane Center’s 
Tropical Cyclone Reports are used to evaluate the 
proposed method. 

Keywords – 
      Deep Learning; Disaster Management; Natural 
Language Processing; Question Answering System 

1 Introduction 
Natural disasters have negative impacts on 

infrastructure such as structural failure. In recent years, 
as the frequency and intensity of natural disasters have 
increased due to the impact of climate change, the 
importance of disaster prevention has increased [1]. 

Analyzing historical data and extracting the 
necessary information can help disaster prevention. 
With the advancement of deep learning and natural 
language processing, many studies for information 
extraction use unstructured data such as text data. Wang 
and Taylor proposed a method for detecting urban 
emergencies using Twitter data and topic modelling 
techniques [2]. Sit et al. conducted a study to identify 
disaster-related tweets using deep learning, natural 
language processing, and spatial analysis [3]. Ragnini et 
al. proposed a data analysis method for disaster 

response and recovery using Twitter and sentiment 
analysis [4].  

The Question Answering system (QA system) 
provides users with answers for questions regarding the 
data. The QA system is useful in finding the necessary 
information in a large amount of data. Chan and Tsai 
proposed a dialogue system that combines a QA module 
and a knowledge base for emergency operations [5]. 
Tsai et al. proposed a chatbot system called Ask Diana 
that provides users with water-related information [6]. 

Social media data, mainly used in previous studies, 
can satisfy the need of big data for deep learning models. 
However, they contain inaccurate or unnecessary data. 
Previous studies that proposed QA systems were mostly 
focused on extracting keywords. This keyword-based 
information is intuitive, but it is difficult to grasp the 
context of the information. 

In this study, we propose a QA system for proactive 
disaster management. The purpose of the proposed 
system is to provide users with the necessary 
information to reduce the damage to the infrastructure 
caused by natural disasters, especially tropical cyclones. 
In this study, the Tropical Cyclone reports provided by 
the National Hurricane Center are used. Since tropical 
cyclones are one of the major weather phenomena that 
cause enormous damage to infrastructure, they are 
chosen as the subject of disaster management. We 
conduct paragraphs retrieval, one of the steps in the QA 
system, and represent its results. 
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2 Paragraphs retrieval using sentence-
BERT 

2.1 BERT and sentence-BERT 
In the past, deep learning models mainly used in 

natural language processing were Recurrent Neural 
Network (RNN) models such as Long Short-Term 
Memory (LSTM) and Gated Recurrent Unit (GRU). The 
performance of RNN models is excellent, but they have 
a vanishing gradient problem. When the input sequence 
is long, the prediction accuracy is decreased by the 
vanishing gradient problem. To solve the vanishing 
gradient problem, Sutskever et al. proposed a seq2seq 
model using the attention mechanism [7]. In the 
Seq2seq model, the output word is predicted 
considering all the input words of an encoder. The 
purpose of the Attention mechanism is to improve the 
accuracy of prediction by focusing on the part of the 
input words associated with the predicted word. 
Vaswani et al. proposed a model called Transformer 
consisting of an encoder and a decoder using only the 
attention mechanism [8].  

Bidirectional Encoder Representations from 
Transformers (BERT) [9] is a language representation 
model developed by Google based on Transformer. 
BERT is pre-trained with a large amount of Wikipedia 
and BookCorpus data using unsupervised learning. At 
the time of the publication, BERT achieved the state-of-
the-art from 11 NLP tasks, including Question 
Answering tests [9].  

Sentence-BERT is a model proposed by Reimers 
and Gurevych [10]. The existing BERT model is a 
word-based language representations model, and each 
word that passes the BERT has a dimension of 512. 
Tasks such as similarity comparison, clustering, and 
information retrieval take too much computational cost. 

To solve this problem, Sentence-BERT performs word-
embedding in sentence or higher units. 

2.2 Paragraphs retrieval 
A QA system typically consists of three steps: 1) 

Question processing, 2) Document and Passage 
Retrieval, 3) Answer extraction [11]. A paragraph has 
one subtopic and is a unit that can be clearly classified 
within the whole text. Therefore, in this study, retrieval 
is performed on a paragraph basis. In particular, 
paragraphs retrieval is performed using sentence-BERT 
and the results are presented. These results show that 
sentence-BERT can be used in a QA system for 
proactive disaster management. Figure 1 shows the 
framework of this study. 

2.3 Tropical cyclone reports 
As mentioned above, this study uses public data to 

ensure data reliability,  focusing on the tropical cyclones. 
To this end, Tropical cyclone reports provided by the 
National Hurricane Center (nhc.noaa.gov) are used. 12 
reports, including the Hurricane Harvey report, and 404 
paragraphs in them are used for this study. 

3 Experiments and Results 
To conduct the experiment, the 12 reports provided 

by the National Hurricane Center were reformatted into 
paragraphs and saved as Microsoft Excel file. Question 
embedding and paragraph embedding were performed 
using the Sentence-BERT. Using the cosine similarity, 
the similarity score between the question embedding 
and each paragraph embedding was calculated and the 
top five paragraphs with high scores were retrieved. 
Table 1 is the result of paragraphs retrieval on the 
Hurricane Harvey report. This study uses the same 

Figure 1. Overview of the proposed paragraphs retrieval in the QA system 
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Table 1. Results of paragraphs retrieval on the Hurricane Harvey report; underlined parts show the information 
regarding infrastructure damage. 

 
 
 
 

 
 

Question Top 5 most similar paragraphs in reports 

What infrastructure has 
been damaged and 
What kind of damage 
has happened to the 
infrastructure? 

Near the initial landfall location in Texas, wind damage was extreme in Aransas 
County, Nueces County, Refugio County and the eastern part of San Patricio 
County. Approximately 15,000 homes were destroyed in these areas, with another 
25,000 damaged, and extensive tree damage was noted. … … This includes State 
Highway 361 which was inundated along the entire stretch of Mustang Island. The 
surge also damaged or destroyed many coastal structures in Port Aransas, Holiday 
Beach, Copano Village, Lamar, Seadrift, North Padre Island and Mustang Island. … 
…  (Score: 0.2940) 
Major-to-record flooding occurred in Liberty County along the Trinity River with 
numerous roads inundated including FM 787. Many homes and subdivisions were 
either cut off or inundated, specifically north of the city of Liberty and in the 
Grenada Lakes Estates subdivision. … …  High flows caused significant scouring of 
the state 105 (business) road; other roads were washed out as well, with bridge 
washouts or closures observed in many parts of the county. At least 1,000 homes 
were damaged in the county. (Score: 0.2636) 
In Brazoria County, the Brazos and San Bernard Rivers experienced record water 
levels, which caused widespread floods across the county. The hardest hit 
communities were in Baileys Prairie, Richard and West Columbia. Widespread 
major flooding on the Brazos River and Oyster Creek led to numerous roads and 
homes flooding in Columbia Lakes, Mallard Lakes, Great Lakes, Riverside Estates 
and the Bar X Ranch subdivisions, as well as homes on CR 39. Flooding damaged 
the bridge over Cow Creek at CR 25, making it impassable. … … Over 9,000 homes 
experienced flood damage from the storm. (Score: 0.2542) 

Major lowland flooding occurred in Matagorda County along the Tres Palacios 
River. Many roadways were under water, and homes in the El Dorado Country, Oak 
Grove, and Tres Palacios Oaks subdivisions flooded. Major flooding also occurred 
on the Colorado River at Bay City as levees were overtopped by 2 ft of water. High 
flows from the Colorado and Tres Palacios Rivers impacted river navigation for 
several weeks. Roughly 2,900 homes were damaged in the county. (Score: 0.2469) 

Very heavy rain in Tennessee caused minor damage. The Memphis area had flooding 
and over 19,000 customers lost power, with winds gusting to 52 kt at the airport. 
More significant flooding was reported in Robertson County (Nashville area), with 
13 residents in the Chestnut Flats Apartment near the Nashville Fairgrounds 
evacuated due to the high water. In addition, the downtown Nashville Goodwill 
Industries reported major flooding, and about 10,000 customers were out of power at 
one time in that city. (Score: 0.2430) 
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uses the same question for all of the 12 reports. 
Examples of infrastructure damage information with in 
paragraphs are shown in Table 1. 

Table 2 shows the results of paragraphs retrieval. all 
of the paragraphs retrieved from four reports (Harvey, 
Ingrid, Irma, and Issac) include information about 
infrastructure damage. In the other eight reports (Alex, 
Bill, Cindy, Dolly, Hermine, Imelda, Lee, and Michael), 
only a few paragraphs include infrastructure damage 
information. This is because the total number of 
paragraphs with infrastructure damage information in 
the eight reports was less than 5. In brief, the paragraphs 
retrieval has been performed well in all the reports. 

Table 2. Results of paragraphs retrieval (the number of 
paragraphs showing infrastructure damage information / 

the preset number of paragraphs retrieval) 

Tropical Cyclone Result  
Alex 1/5 
Bill 2/5 

Cindy 1/5 
Dolly 1/5 

Harvey 5/5 
Hermine 1/5 
Imelda 3/5 
Ingrid 5/5 
Irma 5/5 
Isaac 5/5 
Lee 2/5 

Michael 2/5 

 

 
Table 3 shows two paragraphs with different 

similarity scores. The one with higher score (0.2189) 
shows no information related to infrastructure damage, 
whereas the one with lower score shows infrastructure 
damage information. It seems to be because many 
words related to damage were used such as “flood” and 
“death”, even if there are no words related to 
infrastructure. This problem could be solved by fine-
tuning for text classification using labeled data. 

4 Conclusion 
In this study, a paragraphs retrieval model, one of 

the steps in the QA system for proactive disaster 
management, was proposed and the experimental results 
were represented. The proposed model well retrieved 
the paragraphs including infrastructure damage 
information for all the 12 reports. The retrieved 
paragraphs can be used as an input in the next module 
(the answer extraction model) of the QA system. The 
proposed methods are expected to help disaster 
prevention and reduce the damage to the infrastructure. 

 
 
 
 
 
 
 
 
 
 

Paragraphs 
Paragraph not including infrastructure damage information (Score: 0.2189) 
 
Media reports indicate that flooding largely related to the remnants of Lee was responsible for at least 12 additional 
deaths in the eastern United States; seven people in Pennsylvania, four in Virginia, one in Maryland, and one in 
Georgia.  Nearly all of these deaths occurred when individuals tried to cross flooded roadways in vehicles or were 
swept away in flood waters. 
Paragraph including infrastructure damage information (Score: 0.1565) 

Most of the damage from Lee was the result of storm surge or freshwater flooding.   Storm surge flooding from 
Lake Pontchartrain inundated more than 150 houses in Jefferson and St. Tammany Parishes in Louisiana.  Minor 
storm surge flooding was also reported outside the hurricane protection levees in St. Bernard and Orleans Parishes.  
Freshwater flooding was reported in low-lying areas of southeastern Louisiana and southern and central 
Mississippi.  Several roads were inundated by floodwaters in Hancock, Jackson, and Harrison Counties Mississippi, 
while in Neshoba County in the central portion of the state, 35 roads were damaged with 5 of those completely 
washed out.  

Table 3. Retrieved paragraphs of the Hurricane Lee report; underlined parts show the information 
regarding infrastructure damage. 
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Abstract - 

We obtained various effects about ‘Efficiency, 
Quality, Safety, Improving the work environment 
and Human resource development’ through overall 
utilization of Information and Communication 
Technologies (hereinafter referred to as ICTs) in the 
excavation work and management at Yoneshiro-gawa 
River, a first-class river. 

At the topographic surveying stage, we used the 
UAV and made three-dimensional topographical data. 
At the excavation stage (most excavations are under 
water), we used the machine controlled system and at 
the same time introduced a new system by which we 
could automatically grasp the amount of excavation 
(finished work). At the delivery stage, we could 
automatically get a predetermined form showing the 
work done by the excavation. 
Keywords - 
Overall utilization of ICTs; Underwater excavation; 

New system using excavation history data; New-3K 
[Kyuyo:salary, Kyuka:vacation,  Kibo:hope] 

1 Introduction 
Recently in Japan, due to the effects of global climate 

change, we are facing severe and frequent disasters and 
need to take measures to prevent floods. In general, short-
term measures are to cut and remove  trees along the river 
and to excavate the bottom of the river in order to 
improve the flow of water in the river.  

As one such measure against flood, we implemented 
the flood control project of cutting and removing the trees 
and excavating the bottom of the river in the Yoneshiro-
gawa River at Noshiro city, Akita prefecture, Japan. In 
the process of this  project, we used various ICTs. In 
particular, the use of 3D-machine controlled system in 
excavation work in muddy water was effective for  

efficiency and safety. On the other hand, we discovered 
the difficulty of understanding new rules on the usage 
and the management of these new technologies.  

2 Construction overview 
We cut the trees in an area of 300,000m2. And in part 

of the area where the trees were cut and removed, we set 
up a pilot area. This area  was dug down to a certain depth, 
so it is difficult for trees to grow up in this area. The area 
was designed so that usually there is water, and once it 
rains and the water level rises, the mud at the bottom of 
the area is washed away. To construct this pilot area, we 
utilized various ICTs. (Figure 1, 2) 

The construction project was done from 3th April 
2019 to 31th January 2020. The cost was 
250,000,000JPY. The supervisor was NOSHIRO work 
office of River and National Highway, Tohoku Regional 
Development Bureau, MLIT.JP. The contractor was 
OHMORI CONSTRUCTION Co., Ltd. 

 

Figure 1. View of construction site (Before work) 

The pilot area  
(River excavation) 
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2.1 Utilization status of ICTs in Construction 
At the construction area we utilized several ICTs 

through the process of topographic survey, excavation 
and delivery. 
 

 
Figure 2. The pilot area (River excavation) (After 

work) 
 

2.1.1 3 dimensional survey 

At the area of river excavation we utilized the UAV 
and took many photographs (700 photos) from the 
air(Figure 3,4). And many photographs (689 photos) 
were converted to 3 dimensional topographic data by the 
software(Table 1). And the 3 dimensional data were used 
for next excavation process. 

 
 

Figure 3. The area of 3D survey 
 

 
Figure 4. The UAV surveying 

(UAV, monitor, flight control system) 

 

Table 1. Equipment and software used 

UAV EAMS ROBOTICS 
UAV-E470SU1 

Software of 
Photogrammetry Agisoft Metashape 

Software of 
3D design 

SITE-Scope 
Sitec3D 

(KENSETSU SYSTEM) 

2.1.2 3 dimensional excavation 

At the process of the river excavation (volume: 
5,400m3) we utilized 3 dimensional machine 
controlled system. We didn’t need elevation stakes, 
markers which are usually installed on site to show 
operator how much to excavate. Especially, because it 
was difficult to see the status of excavation in the 
muddy water, it was much more useful to use this 3 
dimensional machine controlled system (Figure 5). In 
the clear water, operator and surveyor could see the 
status of the ground and check certain situation, but on 
the other hand in muddy water, they couldn’t see 
nothing about the ground.  

Table 2. Construction Information 

Type Earthwork 
River excavation 

Place R4.4k+80m-
R4.6k+40m 

Volume_ 
Excavation 5,400m3 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. ICT construction (3D-machine control) 

(Appearance Guidance and the monitor which shows 
the excavation status in operation room) 

The pilot area  
(River excavation) 

R
iver flow
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2.1.3 Management of the excavation 

 By using the machine controlled system, we 
introduced a new system by which we could 
automatically grasp the amount of excavation required. 
The system is that the position data of the bucket is 

converted to the data of the amount of excavation 
(finished work) and then sent to the clouded server and 
stored. And the data is automatically compared to the 
design date and shows the difference by colors,  green 
color is completed and red is not. (Figure 6) 

 
Figure 6. The monitor which shows instantly the 

excavation status at office connected to the site via 
internet  

 
  We could use this data for the management of 
excavation work. Previously, we needed to survey the 
level of the ground after finishing the excavation works 
to grasp the amount of the work. But by using this system, 
we need not to do such these survey and recording in the 
field required. (Figure 7) 

Figure 7. The image of the comparison of the previous 
method and new one 

3 Analysis of effects and challenges 
Through these works by using ICTs, we obtained 

effects about the efficiency, the quality, the safety, the 
improving of the work environment and the human 
resource development.  

3.1 Quantitative analysis of the effect 
In order to measure the effect on efficiency, we 

investigated the amount of work in each work that 
utilized ICTs. The amount of work was calculated as the 
total number of each work times multiplied by the 

number of each workers related. The amount of work by 
the normal method was calculated on the basis of the 
work experienced in the past, assuming the normal work. 

Through all process the efficiency increased by 20%. 
The efficiency increased in each processes of the survey, 
the3dimensional design, the excavation and the 
inspection. But because of the growth of the data, the 
efficiency declined in the electronic delivery process. 
(Figure 8) 

By the way, the average efficiency of 17 construction 
sites (excavation work) in Japan last year (2019s) 
increased 15%. (Figure 9) It shows that our work was 
more effective. 

 
Figure 8. The efficiency of our work (Upper: Normal 

method, Lower: Utilize ICT) 
 

 
Figure 9. The average efficiency of 17 works (Upper: 

Normal method, Lower: Utilize ICT)  

3.2 Quantitative analysis of the quality 
The accuracy of excavation work passed all standard 

values. (Table 3) 
 The average of finished height was -20mm, 

thought the standard value was +-40. 
 And both the maximum and minimum value 

passed enough.  Etc.  

Table 3. Results of the accuracy  

 

 

Standard value In-house value

Average －20mm ±50 ±40

Maximum 57mm ±300 ±240
Minimun －137mm ±300 ±240

Number of
data

3880
over1point／
m2
(3750points)

over1point／
m2
(3750points)

Area 3750㎡ － －
Number of
failed data

0
within0.3％
(11points)

within0.3％
(11points)

Average －6mm ±70 ±56

Maximum 70mm ±300 ±240
Minimun －144mm ±300 ±240

Number of
data

1152
orer1point／
m2
(928points)

over1point／
m2
(928points)

Area 928㎡ － －
Number of
failed data

0
within0.3％
(3points)

within0.3％
(3points)

Mesurement Item

Flat Field
elevation
difference

Slope
Field

elevation
difference

80～50％  50～20％ 20％～
Variation at flat 0/3880 (0.0％) 102/3880(2.6%) 3778/3880(97.3%)
Varietion at slope 0/1152 (0.0％) 48/1152(4.1%) 1104/1152(95.8%)

Number of data within the standard value (ratio)

x,y,z 

No need 
The data of  
the excavation Cloud S

 

Office 

1329



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

3.3 Quantitative analysis of effect 
We conducted a questionnaire survey on satisfaction 

with ICTs utilization at each 5 processes. Especially, 
“The management of the amount of excavation work” 
was the best score. And “The 3 dimensional excavation 
work” was the second best. The others were middle score 
(Figure 10). This means that the system (explained in 
2.1.3), which can catch and record the data of the status 
of construction automatically, is much more useful than 
the usual method that surveyor need to survey many 
times constantly.  

 
Figure 10. Satisfaction with ICTs utilization at each 

process 

3.4 Other effects 
In addition to the above, we obtained the following 

effects through utilization of several ICTs in this project. 

1. The pictures taken by UAV made it easy to 
understand the whole view of the construction, so 
we could use it as a reference material for the 
meetings among the parties concerned. 

2. We have improved safety as we have reduced the 
work done near construction machinery. 

3. Young staffs were familiar with digital devices and 
could easily use them. (Perhaps enjoying!) This 
mean that we could assign young employees who 
don’t have enough civil engineering skills this work.  
And this work could be done at home, so it is more 
efficient. 

 
 
 
 

 
Figure11. Young staff easily used 3 dimensional data 

3.5 Challenges to effectiveness 
On the other hand, there were several challenges to 

effectiveness through the utilization of ICTs. 

1. The new rule of the management of excavation 
work was newly created, so it was difficult to 
understand.  

2. The excavated riverbed changed easily due to 
changes in water level, and the accuracy of the 
finished work required was normal. By relaxing the 
required accuracy, there is a possibility that 
productivity will be further improved. 

3. This time, it was not a place with water flow, but 
when excavating in a river with water flow, a 
method of confirming the completed shape will be 
needed. 

4 To conclude  
 Through the use of ICT in a series of processes, a 
certain level of efficiency and quality improvement has 
been achieved as a whole. Since it is a new technology 
and a new relationship, it is expected that the effects will 
be further improved by getting used to it. At that time, in 
order to promote the spread to smaller-scale construction, 
it is desirable to develop human resources for engineers 
who work together with both the public and private 
sectors. 

The UAV survey this time was on flat land, but in the 
future it will help to expand the range of UAV utilization 
by developing the know-how and data for 
implementation on undulations and slopes. 

Finally, increasing the opportunities for young people 
including women to play active roles by improving the 
work environment is very important in Japan, where the 
declining birthrate (declining young employee) and aging 
population are becoming issues. Especially in the 
construction industry, which was said to be 3K 
(KITSUI:hard, KITANAI:dirty, KIKEN:dangerous), the 
declining birthrate (declining young employee) and aging 
population are outstanding. Therefore, it is highly desired 
that the introduction of ICT will expand the opportunities 
for young people to play active roles and realize the new 
3K (KYUYO:salary, KYUKA;vacation, KIBO:hope). 
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Abstract -
Concrete structures are heavily used in most modern so-

cieties and the population of structures in need of inspection
is rapidly growing. On the other hand, the manpower for
inspection is decreasing. This has brought into focus the
need for automated inspection methods for concrete struc-
tures. The hammering test is a popular method for inspec-
tion that uses the sound resulting from a hammer impact on
the surface of the structure for defect detection. Previous
methods largely employed machine learning approaches for
the automation of the hammering test. Weakly supervised
methods used positive queries answers on sample pair sim-
ilarity: a human user was questioned on the similarity of
pairs of hammering samples and similar pairs were used to
transform the feature space. However, it can be expected
that dissimilar pairs would also be gathered in this process.
Therefore, in the present paper is proposed a method for
weakly supervised defect detection in concrete structures us-
ing hammering with both positive and negative answers to
queries. After the initial feature space transformation based
on positive query answers, another feature space transfor-
mation is introduced based on negative query answers. Ex-
periments in laboratory conditions showed the effectiveness
of the proposed method.

Keywords -
Defect detection; Infrastructure inspection; Weak super-

vision; Acoustic data; Clustering

1 Introduction
Concrete structures are featured heavily in most modern

societies. This is especially true for social infrastructures
such as tunnels, highways and bridges. Due to various
factors ranging from simple aging to damage caused by
environmental conditions, concrete structures require reg-
ular and careful inspection. This is a critical aspect for
social infrastructures due to their large number of users,
for which safety is of utmost concern [1]. Recent events
such as the collapse of the Sasago tunnel in Japan [2] or
the collapse of theMorandi bridge in Italy [3] have empha-
sized the issues caused by an ever-increasing population
of aging structures facing an ever-decreasing population
of workers tasked with inspection work.

Figure 1. A human inspector conducting the ham-
mering test on the wall portion inside a tunnel. The
hammer is used to hit the surface of the concrete
structure and the returned sound used to assess the
presence of defect beneath the surface.

One popular inspection method for concrete structures
is the hammering test, illustrated in Figure 1. It consists
in a human inspector using a simple hammer to hit the
surface of the structure and assessing the presence of de-
fects beneath the surface from the impact sound. Due to
both its simplicity and non-destructive nature, it is widely
popular. However, it requires a skilled human inspector to
be able to distinguish impact sounds resulting from defect
portions of the structures. Due to the manpower short-
age and the population of structures in need of testing, the
hammering test in its current, traditional form, is not effec-
tive. Therefore, the automation of the hammering test is
highly sought after and has attracted much focus in recent
years [4][5][6].
Previousworks havemainly employedmachine learning

approaches to tackle this issue. Supervised learning ap-
proaches use training data to train classifiers to distinguish
defect and non-defect sounds. In [7], a Neural Network
was usedwith aRadial Basis Function in order to detect de-
fects in concrete bridges by the sound of dragging chains.
In [8], Time-Frequency Analysis was employed together
with Ensemble Learning and achieved accurate classifi-
cation of hammering samples into defect and non-defect
classes. Furthermore, classification of defects samples
into shallow and deep classes was also achieved. Super-
vised learning approaches often boasted remarkable per-
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formance. However, they are limited by the availability of
adequate training data. Indeed, if the training data does
not correspond to the actual tested concrete structure, dif-
ficulties arises when attempting to produce a good model.
Since concrete is an aggregate, each structure is unique and
therefore, besides the fact that generating training data is
a human labor intensive task, adequate training data may
only be obtainable on site, i.e., on the very tested structure.
This severely limits the practicability of such approaches.

Unsupervised learning methods, characterized by the
fact that they to not require training data, offer an interest-
ing alternative to this issue. In [9], clustering was used on
Fourier spectrumof hammering sampleswith a correlation
distance. In [10] and [11], clustering of audio hammering
samples was considered along each hammering sample’s
hit location using a camera. Unsupervised learning ap-
proaches successfully bypassed the practical issue caused
by training data. However, they generally have lacking
performance compared to supervised learning methods
in their optimal conditions. Furthermore, Unsupervised
Learning approaches also incorporate strong priors, which
requires careful consideration in the design phase.

Between supervised and unsupervised learning meth-
ods, weakly supervised approaches aims to combine the
best of both worlds by only requiring weak supervision,
i.e., a form of supervision which is less informative but
also presents less burden on the human user than gener-
ating training data. In [12], an initial framework for the
automation of the hammering test based on pairs of ham-
mering samples a human user has indicated as similar was
proposed. In [13], this initial framework was reinforced
by the addition of hammering samples’ hit location using
a camera. In [14], an active query scheme was proposed
to ensure more consistent weak supervision quality. Good
results were obtained. However, only positive answers to
queries were considered in those works: weak supervision
is gathered from human users, through queries on sample
pair similarity. Positive answers to such queries, i.e., the
sample pair is similar, are known as must-links. Negative
answers, i.e., the sample pair is dissimilar, are known as
cannot-links. It is realistic to assume that the human user is
limited in the number of queries it can answer to and while
approaches such as [14] attempted to maximize the num-
ber of obtained must-links through active query, all the
queries resulting in must-links cannot be ensured. This
means that there will inevitably be cannot-links generated
during the query process, which are not taken advantage
of in previous work regarding automation of hammering
test.

Therefore, in this paper, the objective is to achieve defect
detection in concrete structures using acoustic data with
both positive and negative answers to queries.

Figure 2. Overview of the proposed method.

2 Method
2.1 Overview

An overview of the proposed method is shown in Fig-
ure 2. The input, audio data, is first pre-processed: this
involves a conversion to Fourier spectrum, normalization
and conversion to Mel-Frequency Cepstrum Coefficients
(MFCC). Then, weak supervision, provided by a human
user under the form of must-links and cannot-links, is used
to conduct a transformation of the feature space to match
the human user’s notion of similarity. Finally, separation
between defect and non-defect samples is conducted by
clustering using K-Means.

2.2 Initial Feature Space

Hammering samples are initially collected as audio seg-
ments. The first step of the processing is conversion
to Fourier spectrum. Given a sound sample defined by
x = (G1, ..., G3), its Fourier spectrum a = (01, ..., 03) is
calculated. Next, since there is no assumption about reg-
ularity of the input, i.e., the hammer strike is not assumed
to be of constant force, a normalization to zero mean and
unit variance is conducted as in (2), with 0̄ being the mean
of the components of 08 as defined in (1).

0̄ =
1
3

3∑
8=1

08 , (1)

08 =
08 − 0̄√∑3
8=1 (08−0̄)2
3−2

. (2)

In [10], theMFCC feature space was shown to be a good
feature space for discrimination of defect hammering sam-
ples. MFCC are hand-crafted feature vectors originally
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build for speech recognition and popular across several
fields dealing with audio data [15, 16]. MFCC are suited
for hammering samples because they emulate the human
hearing and the human hearing is able to discriminate
defect hammering samples from non-defect hammering
samples.
To compute the MFCC, first the periodogram estimate

of the power spectrum is computed. Then, what are known
as Mel filterbanks, a set of #filter triangular filters equally
spaced in the Mel scale, are applied. The Mel scale is
an empirical scale tuned to the sensitivity of the human
cochlea, as in (3) with 5 the frequency in Hertz. The
logarithm of the resulting #filter energy values are further
processed by Discrete Cosine Transform to finally obtain
MFCC.

" ( 5 ) = 1125 ∗ ln(1 + 5

700
). (3)

For the sake of clarity, in the remainder of this paper, the
MFCC feature vector of a hammering sample will simply
be noted as x.

2.3 Weakly Supervised Feature Space Transforma-
tion: Extended Relevant Component Analysis

The feature space defined by MFCC is a good one
for separating defect and non-defect hammering samples.
However, improvements can be achieved by further trans-
forming the feature space to match the human user’s no-
tion of similarity according to answers provided to queries.
Those answers to queries can come in two forms: pairs of
samples the human user considers similar are called must-
links whereas pairs of samples the human user considers
dissimilar are called cannot-links.
The previous work [14] only employed must-links

through Relevant Component Analysis (RCA). RCA is a
weakly supervised metric learning method initially pro-
posed in [17]. While the authors in [17] puts the fact
that RCA is only based on must-links as an advantage, as
must-links are easier to generate compared to cannot-links,
in practice it can be reasonably expected that the human
user answering queries would be limited in the number
of queries he can answer to, rather than in the number of
must-links he can provide. This means that the querying
process is very likely to produce cannot-links along must-
links. Therefore, not using cannot-links to contribute to
the feature space transformation is wasteful.
Extended RCA is an extension of the original RCA ini-

tially proposed in [18]. The feature space transformation
matrix build upon must-linksM differs slightly fromwhat
is used in RCA, as shown in (4). This allows to build a
similar transformation matrix on the set of cannot-links C
as well, as in (5).

ĈM =
1

2|M|
∑

(x8 ,x 9 ) ∈M
(x8 − x 9 ) (x8 − x 9 )) , (4)

ĈC =
1

2|C|
∑

(x8 ,x 9 ) ∈C
(x8 − x 9 ) (x8 − x 9 )) , (5)

y8 = Ĉ1/2
C Ĉ−1/2

M x8 , 1 ≤ 8 ≤ #. (6)

Therefore, given a dataset containing # samples, each
sample x8 is first linearly transformed to y′

8
= C−1/2

M x8 ,
using must-links, and then linearly transformed again to
y8 = C1/2

C y′
8
, using cannot-links this time, as in (6). The

transformation based on ĈM aims to reduce the within-
class scatter while the transformation based on ĈC aims
to increase the between-class scatter.

2.4 Clustering

After the weakly supervised feature space transforma-
tion described in the previous section, separation of ham-
mering samples between defect and non-defects is con-
ducted using K-Means [19]. K-Means is simple iterative
clustering algorithm that aims to achieve a partitioning of
the dataset by minimizing the variance of each cluster (: .
Algorithm 1 shows a pseudo-algorithm of K-Means.

3 Experiments
Experiments were conducted in laboratory conditions

using concrete test blocks containing simulated defects.
The used setup is illustrated in Figure 3. The blocks were
hit on several locations, once per location, using a KTC
UDHT-2 hammer (head diameter 16 mm, length 380 mm,
weight 160 g). This hammer is commonly used in ac-
tual inspection sites. Audio recording was done using a
Behringer ECM8000 microphone fixed roughly at 0.5 m
from the concrete test block and coupled with a Roland

Algorithm 1: Pseudo-algorithm of K-Means.
Data: Dataset � of # samples y8 ,
number of clusters  
Result: Partition of � into  clusters
Initialization:

Initialize cluster centroids c1,c2,...,c randomly;
while termination criterion not met do

Assign samples:
for each sample y8
;8 → argmin

:

‖y8 − c: ‖2

Update centroids:
for each centroid c:
c: → 1

|(: |
∑

y8 ∈(: y8
end
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Figure 3. The experimental setup in laboratory con-
ditions with (A) a concrete test block containing a
simulated defect, (B) a hammer and (C) a micro-
phone to record the hammering sound.

UA-25EX sound board at 44.1 kHz. MFCC were com-
puted with #filter = 26 and 10 coefficients. 30 queries
were allowed for each run.
Two scenarios were considered, those are the same as

featured in [14] and the setting  = 2 was used for both:

• Case 1: single delamination. This dataset contains
462 samples: 272 non-defects and 190 defects. The
delamination is at an angle of 30 degrees.

• Case 2: dual delaminations. This dataset contains
270 samples: 155 non-defects and 115 defects. Two
delaminations are present, both at an angle of 15
degrees.

A picture for both cases is provided in Figure 4.

4 Results and Discussion
In Table 1 is reported the average number of must-links

and cannot-links obtained out of 30 queries over 50 runs.
About half of the queries effectively resulted in cannot-
links, which are essentially wasted queries for previous
approaches. Since sample pairs were queried randomly,
the ratio of must-links and cannot-links reflected approxi-
mately the datasets’ ratio of defect/defect, non-defect/non-
defect pairs and defect/non-defect pairs.

In Figure 5 are reported the average performance ob-
tained over 50 runs in both considered cases for the ap-
proach of [12] and the proposed method. Error bars cor-
respond to one standard deviation. The performance was

(a) Case 1: single delamination.

(b) Case 2: dual delaminations.

Figure 4. Concrete test blocks used in laboratory
experiments containing man-made defects. Defect
areas are therefore precisely known and indicated by
light red overlays.

measured using the Rand index [20]. The Rand index is
a common measure of performance for clustering meth-
ods and is essentially a ratio of correctly clustered sample
pairs over the total number of sample pairs in the dataset.
It ranges between 0 and 1, with higher values of Rand
index indicating the better clustering.
For both Case 1 and Case 2, it can be noticed that the

proposed method achieved better clustering on average
than the method of [12]. The spread of the output seems
to be also narrower for the proposed method, indicated by
lower values of standard deviation. This is especially no-
ticeable for Case 2. This is certainly due to the increased
number of constraints used in the feature space transfor-
mation by the proposed method, defining more precisely
the target feature space.
The performance of the method of [12] on Case 1 is

significantly lower than reported in the initial publication.
This is due to the difference in number of effective must-
links: while 20 must-links were allowed in [12] whereas
in the present paper 30 queries were allowed, resulting in
about only 15 must-links in average. This indicates that,
depending on the dataset, a significantly larger number of
queries is potentially required to obtain the desired number
of must-links.
With the same number of must-links, the proposed

method, that makes use of cannot-links as well, does per-
form better. However, the performance increase enabled
by the additional feature space transformation computed
based on cannot-links does not bring asmuch improvement
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Table 1. Average number of constraints of each type over 50 runs for 30 allowed queries.
Number of

allowed queries
Average number of
obtained must-links

Average number of
obtained cannot-links

Case 1: single delamination 30 15.01 14.99
Case 2: dual delaminations 30 15.41 14.59

Method of [12] Proposed method
0.7

0.8

0.9

1

R
an

d
in
d
ex

(a) Case 1: single delamination.
Method of [12] Proposed method

0.7

0.8

0.9

1

R
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d
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d
ex

(b) Case 2: dual delaminations.

Figure 5. Performance of the method of [12] and the proposed method. Average over 50 iterations reported, error
bars correspond to one standard deviation. 30 queries were allowed and random seeding was used for each run.

per constraint compared to must-links. This potentially
indicates that must-links are more informative and better
suited for fine-tuning the feature space, at least within the
RCA framework.

5 Conclusion

In the present paper was proposed a method for defect
detection in concrete structures using acoustic data based
on both positive and negative constraints. Using Extended
RCA, an additional feature space transformation based
on negative constraints was conducted following the first
feature space transformation using positive constraints.
Experiments in laboratory conditions using concrete test
blocks showed that the proposed method achieved better
results more consistently than the previous method that
only used positive constraints.
As future work, we would like to further study the influ-

ence of negative constraints on the final feature space. As
unavoidable by-products of the querying process, cannot-
links should be employed to maximize the data provided
by the human user. However, a straight inclusion of those
negative constraints in the RCA framework might not be
their only use. For example, negative constraints obtained
early in the query process could be used in the selection
process for the next sample pair to query the human user
on.
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Abstract – 
In road maintenance, it is necessary to construct 

an environment that manages 3D data and 
maintenance information for its effectivity and 
efficiency. Engineers should be able to use 3D data 
not only for virtually reviewing the design of a 
facility, but also for analyzing building operations 
and performance. Using 3D data will thus improve 
the efficiency of operations and maintenance.  

The primary objective of this research is to 
support road maintenance work using 3D data by 
combining point cloud data of terrestrial laser 
scanning (TLS) and unmanned aerial vehicles (UAV) 
with photogrammetry. TLS and photogrammetry 
technologies were used to survey pavement, 
landform, and bridge of road structures. 

This research evaluated the accuracy of the usage 
of point cloud data by TLS and photogrammetry for 
road maintenance. This method can be used to check 
potholes and surface irregularities on pavement that 
can be easily and quickly confirmed by management. 
To evaluate the accuracy of 3D data of the bridge, 
we compare the 3D data with its design conditions. 
The 3D data describes the structure with high 
accuracy. 

The 3D data could be used to develop a road 
maintenance management system that accumulates 
data and refers to the inspection results and repair 
information. The system can link inspection results 
and recondition information with the point cloud 
data for display, storage, and reference, facilitating 
the management of road cracks and areas for repair. 
The prototype system was developed using Skyline 
Terra Explorer Pro. It was visualized constructed 3D 
data on temporal sequence. 

Keywords – 
Three-dimensional Data; Point Cloud Data; 

Terrestrial Laser Scanning; Unmanned Aerial 
Vehicle; Road Maintenance; Information System 

1 Introduction 
Roads must be safe and maintained in good 

condition. Maintenance management is an essential 
operation that must be carried out effectively for 
maintaining, repairing, and rehabilitating roads. It is 
important to protect roads from large-scale damage and 
to carry out road maintenance in order to maintain 
services for the public. In addition, it is necessary to 
accumulate information produced during the entire life 
cycle of a road in order to analyze problems and 
solutions within a temporal sequence and to maintain 
roads strategically and effectively. In Japan, much road 
infrastructure was built over fifty years ago. Due to 
progressive deterioration in road infrastructure, ensuring 
proper maintenance of overall facilities to avoid 
potential problems is currently an important issue. In 
particular, in order to avoid or reduce substantial loss, 
deal with an emergency, prevent damage, perform 
emergency disaster control, and carry out disaster 
recovery, road administrators must maintain roads more 
efficiently. In current maintenance work, road 
administration facilities are represented on a 2D map, 
which is not suitable for pothole repair, inspection, or 
annual overhaul. Locating and analyzing a position can 
be difficult when using such a map. 

There are many reported cases of damage to aging 
road structures. Existing structures are generally 
maintained rather than rebuilt, but blueprints and 
completion drawings may be unavailable for road 
structures that have been in service for a long time, and 
existing drawings may no longer reflect the current 
situation, hindering inspections and repairs [1]. To 
realize appropriate road maintenance, it is important to 
share information among all stakeholders, and easily 
shared 3D data with high visual fidelity are effective 
means toward this end. A road management system 
comprises functions for planning, design, construction, 
maintenance, and rehabilitation of roads. A fundamental 
requirement of such a system is the ability to support the 
modeling and management of design and construction 
information, and to enable the exchange of such 
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information among different project disciplines in an 
effective and efficient manner. 

With the introduction of unmanned aerial vehicles 
(UAVs) and terrestrial laser scanners (TLS) in the “i-
Construction” policy being promoted by the Japanese 
Ministry of Land, Infrastructure, Transport and Tourism, 
there will be increased use of 3D data in the future. 
Dense point cloud data were generated using three and 
over pictures which taken same points [2], [3]. Agarwal 
et al. and Frahm et al. were constructed 3D city by 
automated reconstruction [4], [5]. The 3D point cloud 
data are constructed on the basis of the Structure from 
Motion (SfM) range-imaging technique of 
photogrammetry using video camera data. The accuracy 
of 3D model by SfM were evaluated by several 
researches [6]. And, the generated point cloud data 
which measured the objects from several measurement 
points are integrated for representing the accurate 
objects. The integration method of point cloud data is 
iterative closest point method (ICP) [7], globally 
consistent registration method of terrestrial laser scan 
data using graph optimization [8], curve matching [9], 
[10], and automated registration using points curve [11]. 

However, there are outstanding issues related to TLS 
measurements. In particular, selection of appropriate 
measurement positions is difficult, data loss can occur, 
and increasing the number of measurements to obtain 
more detailed data increases measurement and data-
processing times. Further, maintenance management 
systems for use of the generated 3D data are still under 
development. Data processing software differs 
according to the equipment used, and data storage can 
be complex. 

In this study, we performed TLS, UAV, and camera 
measurements on road pavement, bridges, and slopes 
with the aim of realizing 3D data for road maintenance. 
We also devised a method for constructing 3D data for 
structures lacking existing drawing information. To do 
this, we attempted measurement methods and data 
generation for constructing highly accurate 3D data for 
a bridge from a small number of measurements. We also 
investigated functions for collectively managing the 
generated 3D data and visualizing results of inspecting 
the 3D data. 

2 Use Cases of 3D Data 
There are a number of survey methods for 

constructing 3D data using laser imaging detection and 
ranging (Lidar; laser profiler), laser-based 
photogrammetry, mobile mapping system, terrestrial 
laser scanning, and photogrammetry using a camera by 
UAV. Combining these survey methods according to 
site situations and structures enables surveys of civil 
infrastructure and construction of 3D point cloud data. It 

is necessary to understand the characteristics and 
specifications of the specific measurement instruments 
and choose suitable point cloud data for a use case for a 
road maintenance site. 

In this research project, terrestrial laser scanning and 
UAV-based photogrammetry are used for usage scenes 
as shown in Figure 1. Usage scene 1 visualization of 
inspection results; Usage scene 2 visualization of 
damage on the structures; Usage scene 3 information 
management of inspection and damage; Usage scene 4 
landslide; Usage scene 5 superposition of 3D data. 

Figure 1. Usage scenes of 3D data 

3 Measurement and Construction of On-
site 3D Data 

3.1 3D Data Measurements Using Multiple 
Devices 

In addition to TLS and UAV images as used in our 
previous study [12], here we used SfM technologies to 
generate point-cloud data from camera images and 
combined the images and data to generate high-density 
3D data. Equipment used were a laser scanner (Focus 
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3D X 330; FARO), a UAV (Inspire2 with mounted 
Zenmuse X5S camera; DJI), and a handheld camera 
(GoPro Hero6 Black; GoPro, Inc.). 

3.2 Pavement Surface Measurement and 3D 
Data Construction 

We performed TLS measurements in September 
2019 on paved surfaces along the Shiraito Highland 
Way in Karuizawa, Nagano Prefecture. The Focus 3D 
X330 can perform high-density measurements of road 
surfaces over a range of about 10 m [12], so we 
measured 16 points at 20-m intervals based on an 
approximate 10-m radius, and constructed 3D data using 
the FARO SCENE data processing software. Figure 2 
shows the 3D data of the pavement. To reduce the 
burden of image-joining tasks, we used triangular cones 
at 10-m intervals as targets during measurements. This 
reduced time required for joining tasks as compared 
with data construction in our previous study [12], but it 
was difficult to specify points in the 3D point-cloud data. 
In future studies we will investigate use of planar 
objects such as spheres and cylinders as feature points 
when combining images. 

In combination with data collected in 2018, 3D data 
were constructed for a road length of about 580 m in 
Figure 3. The average error for point-to-point distances 
for joining locations in the measurement data was 4.7 
mm, which was better than the accuracy of 8 mm 
required in this study. As reference points within the 
measurement range, we used slopes calculated from 
horizontal and vertical distances listed in the Shiraito 
Highland Way Toll Road Reference Point Survey and 
measured points near the reference points in the point 
cloud data. Comparing the obtained gradients showed 
differences of less than 0.5%, indicating that the 
gradients were essentially the same. 

Figure 2. Joined road surface data 

Figure 3. Joined FY2018 and FY2019 3D measurement 
data 

3.3 Slope Measurement and 3D Data 
Construction 

UAV measurements was performed in September 
2019 on slopes of the Shiraito Highland Way in 
Karuizawa, Nagano Prefecture. Video images were 
extracted at 1-s intervals, and used the Metashape 
software package (Agisoft) to perform SfM processing 
on a computer with an Intel Core i9-9900X CPU, an 
NVIDIA GeForce RTX2070 GPU, and 64 GB RAM. 
The open-source point-cloud editing software package 
CloudCompare was used to overlay data constructed in 
FY2017, 2018 [12], and 2019 and performed 
differential analysis. Figure 4 shows the results, which 
indicate that the amount of accumulated sediment in the 
upper part decreased and that in the lower part increased 
in 2018 as compared to 2017, suggesting that sediment 
is flowing downward over time. 

3.4 Bridge Measurement and 3D Data 
Construction 

Measurements using TLS, UAV, and on-ground 
cameras were performed in July 2019 at the Warazuhata 
Bridge in Sennan, Osaka. We performed TLS 
measurements at six locations around the bridge, and 
combined data measured from pairs of diagonal points 
across the bridge with the 3D data constructed by SfM 
processing of images captured by the UAV and the 
camera in Figure 5. The upper figure of Figure 5 shows 
3D data created by combining TLS and UAV 
photogrammetry. The lower figure shows 3D data 
created by combining data created from TLS and 
handheld camera images. As a result, we were able to 
provide data for the superstructure and the abutment 
sections, which were missing in the 3D data constructed 
from the two-sites TLS measurements, and we could 
construct 3D data showing the bridge length and width. 
For the bridge length and width, we compared 
measurement results in the 3D data constructed from the 
six TLS measurements with design specifications from 
the Kishiwada Civil Engineering Office and with on-site 
measurements. Table 1 shows the results, which suggest 
that the 3D bridge data constructed in this study has a  
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Figure 4. Differential data for (upper) FY2017 and 2018 and (lower) 2018 and 2019 

Figure 5. (Upper) 3D data combining TLS and UAV photogrammetry and (lower) 3D data combining data 
created from TLS and handheld camera images 
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level of development of around 200 as indicated in the 
level of development for three-dimensional model in 
civil engineering (Draft) [13]. 

The time required for TLS measurements at six 
locations was about 2 hours, while the time for two 
locations was about 40 min. In contrast, the UAV 
photography time was about 15 min including 
preparation and GoPro shooting time was about 10 min, 
suggesting their potential for shortening on-site 
measurement times. 

To construct 3D data with location information, in 
November 2019 we took a series of photographs with a 
GoPro camera capable of acquiring location information 
at an unnamed bridge in Niigata City, Niigata Prefecture, 
and performed SfM processing to construct 3D data in 
Figure 6. Selecting an arbitrary point in the 3D data 
shows the latitude and longitude for that point. The data 
do not have the ground control points. The data were set 
using the latitude and longitude of GPS of GoPro 
camera. We arranged it using aerial photograph. 

Table 1. Comparison of measured lengths and widths 

Length (m) Width (m)
Design 

specifications 
22.200 4.000 

On-site 
measurement 

22.253 4.025 

TLS (6 
locations) 

22.258 4.013 

TLS (2 
locations) and 

UAV 

22.229 4.052 

TLS (2 
locations) and 

camera 

22.247 4.024

Figure 6. 3D data from SfM processing for a bridge 

4 GIS Visualization of 3D Data 
The 3D point cloud data for the road pavement 

surface and the bridge could be used to develop a road 
maintenance management system that accumulates data 

and refers to the inspection results and repair 
information in three dimensions. 

An information system for road maintenance is 
proposed in this research project. This chapter discusses 
the information system, which uses point cloud data 
based on the definition of an information system. By 
definition, an information system collects, processes, 
transfers, and utilizes information in its own domain. 
Figure 7 depicts the definition of a road maintenance 
information system using point cloud data. A road 
maintenance system was considered based on the 
definitions within an information system. The road 
maintenance system can link inspection results and 
recondition information with the point cloud data for 
display, storage, and reference, facilitating the 
management of road cracks and areas for repair. In 
future work, point cloud data will be used to identify 
changes in the shape and condition of damage through 
spatial and temporal management. 

Figure 7. Definition of road maintenance management 
system 

4.1 Information Collection 
Point cloud data for road infrastructure are collected 

using terrestrial laser scanning and UAV-based 
photogrammetry. In addition, maintenance and 
operation data, such as for inspection, rehabilitation, and 
repair, are collected on-site for the system. 

4.2 Information Processing 
Point cloud data generated by TLS contain noise 

data concerning trees and vegetation on a road. In 
information processing, such objects should be removed 
in order to represent road structures accurately. 
terrestrial laser scanning’s survey range is confined to 
the visible range and the scan range of the scanner; 
therefore, it contains blind spots that are not represented 
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by the point cloud data cloud. Accordingly, surveyors 
need to move the scanner to multiple locations across a 
number of points in time. UAVs can acquire 
photographs or videos in-flight. Such visual records are 
used for SfM software and translated point cloud data. 
In addition, the point cloud data are colorized for 
visualization. 

4.3 Information Transmission 
TLS and UAV-based photogrammetry each have 

distinct characteristics with respect to survey time cost, 
scan range, and accuracy. Wide area and high precision 
point cloud data are generated by combining each set of 
data units. In addition, in this process, structural 
members and surface data, such as a triangulated 
irregular network, are extracted and generated in 
accordance with the purpose of usage. Furthermore, it is 
also possible to compare two different temporal data 
units for analysis. 

4.4 Usage of Information 
In this research project, instead of a surface model, 

point cloud data are used for road maintenance. A road 
maintenance information system is proposed, which has 
functions for detecting cracks and superimposing 
photographs based on point cloud data. In addition, a 
function is needed for reflecting inspection and repair 
events that have been represented on a two-dimensional 
map displayed on a smart device onto 3D point cloud 
data on-site. In the road maintenance system, the 
inspection result and repair information can be linked 
with 3D point cloud data and displayed, stored, and 
referenced. It is easy to detect road cracks and spots in 
need of repair. In addition, it is possible to determine 
changes in shape and damage using temporal 
management of point cloud data. 

We arranged the constructed 3D data using absolute 
GIS coordinates, storing these data with corresponding 
inspection results. This should allow road managers to 
better grasp topographical information for the 
surrounding area and to store positional coordinates for 
stored locations, leading to more efficient maintenance. 
By road managers performing regular inspections and 
confirming and comparing 3D data before and after a 
disaster, this function can be applied to grasping the 
damage situation. We used Terra Explorer Pro (Skyline 
Software Systems) as GIS software for displaying 3D 
data. Absolute coordinates for road pavement and slopes 
were given using the “Align two clouds by picking (at 
least 4) equivalent points pairs” function in Cloud 
Compare and displayed on a 3D map. Because 3D data 
for the Warazubata Bridge did not have position 
coordinates and thus could not be displayed at an 
arbitrary position, we manually set latitudes, longitudes, 

and altitudes in reference to aerial photographs. 
Regarding the 3D data for the unnamed bridge in 
Niigata, comparing bridge positions on Google Earth 
showed no significant differences for latitude and 
longitude, but there were large displacements for 
altitudes, causing the 3D data in the map display to 
appear as if floating in air. We therefore corrected 
positions in reference to aerial photographs. Displaying 
the 3D data on a map confirmed cracks in the paved 
surface, and 3D data from two different periods could 
be displayed in Figure 8 and 9. These figures show the 
registration function of the system for accumulating the 
inspection and damage information on the point cloud 
data. 

Figure 8. 3D Road surface data display in the system 

Figure 9. 3D land form data display in the system 
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5 Conclusion 
In this study, we investigated a system for using 

TLS, UAV, and cameras to construct 3D data for road 
pavement, slopes, and bridges. The system provides 
absolute coordinates, displays them on a 3D map, and 
can store and reference inspection results at any location. 
Future tasks will include improving the efficiency of 
overlaying 3D data constructed in different years by 
setting positioning points during measurements, and 
creating 3D data with positional information for 
measurements of sediment runoff. 
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Abstract –
Approximately a half century has passed since the 

construction of expressways in Japan, and 
expressways have become decrepit over the decades. 
In order to ensure safety and security of expressways 
for the next generation, expressway companies have 
been carrying out large-scale renewal works of 
bridges and tunnels (hereinafter collectively the 
“renewal works” and individually a “renewal work”). 

 Because renewal works are carried out while 
vehicles pass by the side of work zones, various types 
of safety equipment have been used to regulate traffic 
lanes such as rubber road cones, more rigid 
temporary barriers and so forth. However, speeds of 
passing vehicles are fast and, if a vehicle accidentally 
enters a work zone, rubber road cones cannot prevent 
from a vehicle entry which endangers workers’ lives. 

Therefore, East Nippon Expressway Company 
Limited (hereinafter “NEXCO EAST”) group 
adopted traffic regulation technology by movable 
barriers, the Road Zipper System (hereinafter “the 
RZS”), for renewal works. Using the RZS is aimed at 
improving workers’ safety by prevention of 
accidental vehicle entries and alleviating traffic 
congestion by more efficient traffic regulation.  

This paper examines effects of the RZS 
introduction, enhancement of safety and prevention 
of traffic congestion associated with the use of the 
RZS in traffic regulations and lane reconfigurations 
according to the time of day, as well as future 
developments. 

Keywords – 
expressway; traffic regulation technology; traffic 

regulation for construction works; lane regulation; 
lane management; movable barriers; Road Zipper 
System; safety and security; traffic congestion 
alleviation; traffic congestion prevention 

1 Introduction 

The RZS is the lane management system by a Barrier 
Transfer Machine (hereinafter “BTM”) transferring 
crash-tested barriers from one side to another (Figure 1). 

The RZS is a system from a company in the USA, 
Lindsay Transportation Solutions LLC (hereinafter 
“LTS”). Nexco-East Innovation & Communications, one 
of NEXCO EAST group subsidiaries, is appointed to sell 
and lease BTMs and related products to expressway 
companies in Japan, based on a formal agreement with 
LTS. 

Figure 1. BTM working situation abroad 

An overview of the RZS is transfer of barriers from 
one side to another through an S-shaped conveyor 
mounted at the sides and bottom of a BTM (Figure 2 and 
3). 

Figure 2. BTM Conceptual Diagram [1] 

 Figure3. BTM and 
 Snout/Conveyor Conveyor 
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There are three types of barriers used in the RZS. The 
main barrier is Concrete Reactive Tension System 
(hereinafter “CRTS”) which is composed of reinforced 
concrete. (Figure 4).  

Other than CRTS, there is a steel barrier called a 
Variable Length Barrier (hereinafter “VLB”) which 
extends and contracts to adjust a shape and vertical grade 
of road and is set at regular intervals in alignment of 
CRTSs (Figure 5). The final component is a crash 
cushion installed at ends of the CRTS barrier alignment 
so as to absorb impact of a vehicle crash (hereinafter 
“Absorb”) (Figure 6). There does exist different options 
within the RZS, but the systems deployed in Japan 
currently are referenced above and illustrated below. 

 
Figure 4. CRTS                       Figure 5. VLB 

 

Figure 6. Absorb 

2 Examination for RTS introduction  

 NEXCO EAST conducted a demonstration 
experiment on Joban Expressway from April through 
July in 2016 so as to confirm and examine effectiveness 
of the RZS for its future introduction in Japan (Figure 7). 

    

 

Figure 7. Demonstration Experiment 
(Left: rubber road cones   Right: the RZS)  

From the experiment, two results turned out 
superiority of the RZS in comparison to conventional 
equipment, rubber road cones. 

The outcomes were found from image analyses; lanes 
were regulated by rubber road cones and the RZS 
respectively on the expressway, and three fixed cameras 

on over bridges and tracking cameras set up on a car for 
cone installation and a BTM captured vehicles' behavior 
while the vehicles were passing by the regulated lanes.   

One result is the ratio of drivers’ avoidance behavior 
to keep a distance from regulation equipment during 
installment and removal at night by the RZS was 
approximately 15% lower than by rubber road cones.  

Another is the ratio of drivers stepping on the brakes 
while lanes were regulated at night by the RZS also 
turned out to be lower than the one of rubber road cones 
(Figure 9).  

Those two results show the RZS ensures a higher 
level of safety and security towards vehicles and drivers. 

 

Figure8. Comparison of drivers’ avoidance 
behaviour between uses of rubber road cones and 
the RZS barriers during instalment and removal [2] 

 

Figure 9. Comparison of drivers’ actions of 
stepping on the breaks between uses of rubber 
road cones and the RZS barriers [2] 

Consequently, NEXCO EAST fully introduced and 
utilized the RZS for traffic regulations for construction 
works in some projects such as construction of Tokyo-
Gaikan Expressway and additional lane construction of 
Kan-etsu Expressway in Kanto Regional Head Office. In 
addition, the RZS has been used in several renewal works 
for regulating and opening lanes quickly and efficiently, 
and assuring safety and security.  

The next chapter shows concrete examples of full 
introduction and utilization of the RZS with backgrounds, 
processes and evaluations. 

the RZS Rubber road cones  
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3 Full introduction and utilization of the 
RZS  

3.1 A renewal work of Shimamatsugawa 
Bridge of Hokkaido Expressway  

Sapporo Operation Office, Hokkaido Regional Head 
Office of NEXCO EAST utilized the RZS for lane 
managements and regulations in order to alleviate traffic 
congestion in a renewal works, the project of floor slab 
replacement, at Shimamatsugawa Bridge. 

About 47 years had passed since the Bridge opened 
and the Bridge severely deteriorated due to anti-freezing 
agents and some other influences. 

3.1.1 Outline of the project site  

The Shimamatsugawa Bridge is located between 
Eniwa Interchange (Interchange is used as an entrance 
and exit of an expressway. hereinafter “IC”) and 
Kitahiroshima IC of Hokkaido Expressway (Figure 10). 

The section between the two ICs is an important route 
and part of expressways in Hokkaido because it connects 
New Chitose Airport, the gateway of Hokkaido, and 
Sapporo, a major city.  

A daily traffic volume of both up and down lanes 
between the two ICs is approximately 40,000.   

 

Figure10. Location of Shimamatsugawa Bridge [3] 

3.1.2 Traffic Regulation Examination 

Since the section of the project site is considered to 
be important, it is difficult to close both up and down 
lanes for a long term. Therefore, the method regulating a 
down lane and dividing into two-way traffic was adopted 
while the floor slab replacement of up lanes were carried 
out.  

Regarding to traffic characteristics in the section on 
Monday through Saturday, traffic volume rises in the 
morning on the up lane from Sapporo to New Chitose 
Airport, and the peak time is mostly at around 7 am.  

This is associated with passengers using New Chitose 
Airport and commercial vehicles which are mainly from 
Sapporo. On the other hand, traffic volume increases in 
the afternoon on the down lane from New Chitose 
Airport to Sapporo, frequently at around 6 pm. 

As clearly shown, there is a significant difference of 
hourly traffic volume between up and down lanes; the 
volume of one lane at peak time on both lanes surpass a 
traffic capacity (1,400 unit per hour) therefore it was 
predicted traffic congestions would happen every single 
day (Figure11). 

 

Figure11. Hourly traffic volumes of the up and 
down lanes between Eniwa IC and Kitahiroshima 
IC on weekdays [3] 

On the purpose of traffic congestion prevention, three 
traffic lanes were ensured on the down lane by narrowing 
the width of road shoulder from 1.25m to 0.5m and traffic 
lanes from 3.50m to 3.25m.  

A combination of two lanes and one lane for the up 
and down lanes were shifted by time of day from Monday 
through Saturday depending on the traffic characteristics 
(Figure 12). 

Traffic volume of the up lane in Sunday afternoon 
does not go below the one-lane traffic capacity, hence 
two lanes were open operated as the up lanes so as to 
ensure access punctuality to New Chitose Airport.  

 

Figure12. Lane management cross-section view 
(unit: mm) [3] 

 
 

DO-O Expressway 

3500 3500 750 2500 1250 

3500 3500 750 2500 1250 

1346



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

With regard to daily lane shifting in two-way traffic, 
traffic administrator had an opinion towards a usage of 
conventional regulation equipment, rubber road cones, as 
temporary central median for two-way traffic regulation: 
there is a high risk of head-on vehicle collision in the 
heavy traffic section. 

In addition, it is impossible to shift lanes by rubber 
road cones without expressway closure. In order to 
resolve and adjust the problem, the RZS was put on the 
table to ensure safety of vehicles and streamline lane 
regulation work since the RZS have proven records of 
lane managements and shifts in other countries.  

The regulation plan of the renewal work was 
reviewed and changed to the one by the RZS: using 
temporary medians composed of barriers and transferring 
them by time of day for lane shifts. In the end, with the 
consent of traffic administrator, the RZS was adopted for 
the first time in Japan to regulate traffic by shifting lanes 
from one to two and vice versa on the expressway. 

3.1.3 Traffic Regulation Operation by the RZS 

Traffic regulations were implemented during the 
period from May 29th to July 12th, 2018, except for 
Sundays, by shifting the number of up and down lanes 
between 12 pm and 1 pm and 12 am and 1 am in a day by 
transferring temporary center median composed of 
barriers (Figure13 and 14). 

Figure13. Illustration of lane shiftting [3] 
 

 

Figure14. Lane shifted by the RZS 

3.1.4 Result of Traffic Regulation by the RZS 

The results of traffic regulation by the RZS came out 
as follows.  

 If conventional two-way traffic regulation was 
implemented, the estimated number of days and 
maximum length of traffic congestion during the 
project period would be 37 days and 18 km on the 
up lane and 27 days and 18 km on the down lane, 
while the actual occurrences of traffic congestion 
were 0 days and 0 km on the up lane and 6 days and 
3.4 km on the down lane.  

 On holidays, the estimation of number of days and 
the maximum length of traffic congestions were 5 
days and 14 km on the up lane and 6 days and 8 km 
on the down lane. However, the actual number of 
days and maximum length were 0 day and 0km on 
the up lane and 6 days and 5.1km on the down lane. 

The RZS contributed to safety of drivers by 
alleviation of traffic congestion compared to prediction 
both on weekdays and weekends, and reduction of major 
accidents by blocking breakthrough of temporary central 
medians. 

3.2 A renewal work of Takase Bridge of 
Hokuriku Expressway  

Nagaoka Operation Office, Niigata Regional Head 
Office of NEXCO EAST used the RZS for lane 
management and regulation in the project of floor slab 
replacement of Takase Bridge on the up line of Hokuriku 
Expressway in the direction to Nagaoka. About 40 years 
had passed since the Bridge opened and the Bridge had 
faced severe deterioration. 

3.2.1 Outline of the project site  

Takase Bridge is located right before diverging lanes 
of Nagaoka Junction between Nagaoka Junction and 
Nakanoshimamitsuke IC of Hokuriku Expressway 
(Figure15). 

 The Bridge includes a ramp (a speed change lane) of 
Hokuriku Expressway bound for Toyama therefore three-
lane width was ensured at the site. 

 

Figure15. Location of Takase Bridge [4] 

Hokuriku Expressway 
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3.2.2 Traffic Regulation Examination 

The traffic volume in this section is relatively large 
and a cross section traffic volume of approximately 
32,000 vehicles. In the case that floor slab replacement 
work is carried out on an up line, that up line is normally 
closed and two lanes on a down line are used as two-way 
traffic: one lane for the up and another for the down. 
However, it was highly predicted severe traffic 
congestions would happen on both of the one up and one 
down lane at this project site, which also requires large-
scale traffic regulations. 

Thus, in order to take an advantage of three-lane 
width of this Bridge, the floor slab replacement work was 
divided into three steps based on each of  three traffic 
lanes (Figure16) and the width was reduced from 3.5m to 
3.25m; two traffic lanes remained open while one lane 
was under the replacement work. 

 

Figure16. Replacement work steps (unit: mm) [5] 
 

 

Figure17. Lane management based on hourly 
traffic volumes (unit: mm) [5] 
 
 
 

By using this method, two lanes were always open 
while any lane was under the replacement work. 
Moreover, two lanes were closed for operation by a crane 
which requires larger working area, during time of low 
traffic volume, and lanes were shifted on a daily basis 
depending on the time of day (Figure17).   

3.2.3 Traffic Regulation Operation by the RZS 

For implementation of traffic regulations from the 
end of August to the mid of November, 2018, two driving 
lanes were secured from 7 am to 12 pm: the time period 
when hourly traffic volume is heavy on weekdays from 
Monday to Saturday. During the other time period from 
12pm to 7 am, only one lane was open for traffic and the 
replacement work proceeded in the two closed lanes.  

On holidays, two lanes were open from 7 am to 8 pm 
and one lane was designated as a traffic lane from 8 pm 
to 7 am the following day by RZS (Figure18 and 19). 

 

Figure18. Traffic Management by the RZS  

 

Figure19. Traffic regulation by the RZS in the 3rd 
period of renewal work [5] 
 

This renewal work was completed within the 
scheduled period although it was difficult to manage a 
work process by the influence of rain on works 
accompanying the replacement work due to many rainy 
days. 
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During the project period, traffic congestions 
occurred twice and both were relatively small in scale: 
one is 3.0km at maximum for 30 minutes on Wednesday, 
September 26th and another is 1.7km at maximum for 2 
hours on Saturday, October 6th.  

From the perspective of congestion by traffic 
regulation for construction works, impacts on drivers was 
minimized and there were no breakthrough of temporary 
central medians and no major accident; hence, the RZS 
contributed to safety of drivers and workers.. 

3.3 The RZS implementation by another 
company, Central Nippon Expressway 
Company Limited 

Although NEXCO EAST introduced the RZS for the 
first time in Japan, RZS is also used by Tokyo Regional 
Head Office of Central Nippon Expressway Company 
Limited (hereinafter “NEXCO CENTRAL”) so as to 
regulate traffics in renewal work of Tomei Expressway.   

They introduced the RZS in order to prevent serious 
accidents caused by breaking through temporary central 
medians, and to shorten a period of time for installment 
and removal of barriers used as the medians. Two 
examples of projects are listed below. 

 Renewal work in 2017 (Numazu IC – Fuji IC, 
Tomei Expressway) 
Regulation: Two-way regulation by day and night 
Project: Floor slab replacement work of 
Akabuchigawa Bridge (down line) 
 

 Renewal work in 2018 (Susono IC – Fuji IC, Tomei 
Expressway) 
Regulation: Two-way regulation by day and night 
Project: Floor slab replacement work of 
Kaminagakubo Bridge (up line) and Ashitaka 
Bridge (up line) 

4 Future Developments 

4.1.1 More uses and developments of the RZS  

Currently, the RZS is being used in a number of 
renewal projects and construction works by NEXCO 
EAST and NEXCO CENTRAL. 

 In addition, Kansai Regional Head Office of West 
Nippon Expressway Company Limited is also planning 
traffic regulations for construction works and lane 
managements by the RZS for a renewal work of Chugoku 
Expressway. The uses of RZS on expressways has been 
promoted across Japan. 

4.1.2 Modification of BTM for further safety and  
efficiency 

 

Meanwhile RZS is widely used on expressways, there 
are also several challenges. One is a size of a BTM; RZS 
has been used a lot in other countries including America 
and expressways, highways and roads in those countries 
consists of more and wider traffic lanes compared to 
those in Japan.  

Examples of BTM dimensions are in Table 1 and 
actual machines are shown in Figure19 and 20. 

Table 1. RTS BTM dimensions 

Element  BTM for traffic regulation for 
construction works 

[(Numbers) are without conveyors] 
Width 4.32m (2.54m) 
Length 14.8m (12.8m) 
Weight 22t (20t) 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 19. BTM for traffic regulation for 
construction works [1] 

 

 
 
 
 
 
 
 
 
 
 
 

Figure 20. BTM for permanent lane management [1] 

Other than a BTM for construction applications, there 
are other BTM models used for permanent lane 
management. Some have a width that fits within a traffic 
lane in Japan. However, the weight is heavier than 25t 
therefore investigation and confirmation about safety to 
pass through bridges and other road structures is 
necessary.  
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As a result, it does take time and effort to transport 
such a BTM.  

In addition, the BTM exceeds general limits required 
by law for dimensions of vehicles in Japan therefore 
conveyors must be removed and transported by a special 
low-floor trailer, which also requires additional time, 
effort and expense. 

Hence, in order to utilize RZS more safely and 
efficiently in Japan, after a request from NEXCO EAST, 
LTS agreed to and currently develop the new model “N-
Class”, a downsized BTM (named after NEXCO Group), 
for consideration of the machine size that the BTM fits 
and drives in the regulated area for construction (within 
the width of one driving lane) without removing 
conveyors and can be transported by a normal low-floor 
trailer rather than a special one. 

5 Conclusions 

The number of renewal works are expected to 
increase more and more in the future so as to ensure the 
safe use of expressways. However, there have been many 
accidents due to incursions of general vehicles into area 
regulated for construction works; hence, it is important to 
ensure safety of construction works in regulated area on 
heavy traffic lanes for a long span of time. 

At the same time, it is necessary to carry out works in 
traffic regulation area more efficiently during limited 
time periods such as at night time with the low volume of 
traffic. It is believed that the RZS will contribute to 
improvement of safety and efficiency of traffic regulation 
for construction works 

, and will be utilized by more companies and 
organizations as a measure to ensure safety and alleviate 
traffic congestion through development and 
improvement of the RZS. 
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Abstract – 
Currently, road managers are required to 

maintain and renew road assets that are rapidly aging 
and damaged. On the other hand, due to the ever-
increasing road assets, social problems such as cost 
reduction and shortage of engineers in maintenance 
and renewal are occurring. In particular, the “Road 
Bridge Periodic Inspection Procedure” was 
formulated in June 2014, and the periodic inspection 
is based on close-up visual inspection once every five 
effore, which requires enormous expenses and 
personnel. Therefore, efficient and economical 
inspection by applying non-destructive inspection 
technology is strongly required. For this reason, 
NEXCO West Japan Group has developed a digital 
camera inspection system (hereinafter referred to as 
Auto-CIMA) for the purpose of enhancing the 
structure inspection and improving efficiency. 

Keywords – 
Digital camera; Non-destructive inspection; 
Inspection; Crack; 

1 Introduction 

Auto-CIMA is a system that acquires high-definition 
images from digital cameras in order to grasp and inspect 
the state of concrete structures. Auto-CIMA can 
automatically paste the high-definition images that have 
taken and digitally check the surface condition of 
concrete. In addition, cracks and their widths (widths 
more than 0.1 mm can be visually confirmed in the image) 
and lengths can be automatically extracted, and the 
secular change of cracks can be grasped by accumulated 
data. 

According to the verification from the development 
to the present, the inspection using Auto-CIMA has a 
condition that it is inefficient, but it does not require 
adjustment work or high place work by inspection, so it 
is economically advantageous. It has also been confirmed 
that the same inspection results as the close-up visual 
inspection can be obtained by combining with an 
inspection method that captures internal damage such as 
floating or peeling of concrete by infrared inspection. 

Currently, we are verifying the applicability of Auto-
CIMA as one of the inspection methods for periodical 
inspection, and it is expected that the efficiency of 
inspection using Auto-CIMA will be improved in the 
future. Here, I will report the outline. 

2 Auto-CIMA 

2.1 Overview of Auto-CIMA 

Auto-CIMA is an inspection method that grasps the 
condition of the concrete surface of a bridge by acquiring 
high-definition images with a digital camera. The 
captured high-definition images are automatically pasted 
together and expanded in a plane, and the surface 
condition of the concrete can be confirmed on the digital 
image from the expanded image. Furthermore, cracks 
and their widths and lengths can be automatically 
extracted, and secular changes in cracks can be grasped 
by accumulated data. The Auto-CIMA shooting is aimed 
at a concrete plane and can shoot up to a distance of 40 
m. Under this shooting distance condition, cracks with a
width of more than 0.2 mm can be automatically
extracted, and cracks with a width of more than 0.1 mm
can be confirmed visually with a digital image. Table 1
shows the targets and specifications of Auto-CIMA.
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Table 1. Targets and specifications of Auto-CIMA 

2.2 Features of Auto-CIMA 

①Automatic shooting
Auto CIMA can photograph concrete planes by

automatically operating a digital camera with an electric 
pan head shown in Fig. 1 on a PC. The shooting range for 
one shot is ±45° on the long side and ±30° on the short 
side, and the dimensions differ depending on the shooting 
distance. The shooting plan (shooting angle of view and 
direction) shown in Figure 2 is automatically set by 
setting the shooting range and shooting accuracy 
(0.5mm/pixel in NEXCO West Japan) on the PC. This 
eliminates erroneous measurement during shooting as 
much as possible. 

Figure 1. Auto CIMA 

Figure 2. Shooting plan 
②Image composition

Auto-CIMA can easily check the shooting status of
automatically shot images (Fig. 3 (a)). Images that are out 
of focus due to obstacles such as electric wires during 
automatic shooting can be re-shot with manual shooting. 
It is difficult to recognize as a single image due to the 
color unevenness of the image composition. Therefore, 
the captured images are stitched together with high 
precision by image processing. (Fig. 3(b)). Since this 
high-definition image composition requires processing 
on a high-performance PC, it is performed indoors rather 
than immediately after shooting. 

a) Simple pasting image b) High-precision stitched image

Figure 3. Automatic stitching image 

③Automatic crack detection
The automatic crack detection on the concrete surface

image uses an algorithm (line matching) to detect cracks 
as "continuous with lines". Compared with the 
binarization and contour detection generally used for 
image processing, dirt on the concrete surface is 
eliminated as much as possible, and it is specialized for 
crack detection as shown in Figure 4. Since the accuracy 
of the captured image is 0.5 mm/pix, the crack detection 
accuracy can recognize a 0.2 mm wide crack. 

3 Application to visual inspection 

The application of Auto-CIMA to proximity visual 
inspection was verified for the following four items. 
①Inspection rate

Auto-CIMA is installed under the inspection target to
perform the inspection, so there are some parts that 
cannot be photographed due to obstacles etc. We 
calculated the inspection rate for each bridge (see below) 
and verified the inspection range with Auto-CIMA. 

Inspection rate (%):  
Inspection area by Auto-CIMA (m2) / Total inspection 
area (m2) 

②Inspection result
By comparing the visual inspection results with the

Auto-CIMA inspection results, we verified whether it 
could be applied as an alternative method of visual 
inspection. In addition, Auto-CIMA can inspect only the 
damage appeared on surface, so the internal damage was 
inspected by the infrared thermography inspection. 

③Cost and capacity
It was feared that Auto-CIMA inspection had lower

work capacity than visual inspection. Therefore, in order 
to confirm the scope of application of Auto-CIMA, we 
compared and verified the cost and work capacity of 
visual inspection and inspection by Auto-CIMA. 
④Application effect

We compared the work abilities of visual inspection
with inspection combining Auto-CIMA and infrared rays 
(hereinafter, non-destructive inspection) to verify the 
effect of introducing non-destructive inspection. 

target

　Vertiｃal Within ±30°
 Shooting renge:Horizontal Within ±45°
 Shooting angle:Within 45°
 Shooting distance:2m～40m

specification

Pier
Abutment

Box-girder bridge
Hollow slab bridge

Guide camera 

Zoom lens 

Electric pan head 

Control PC 

Tripod 

Digital camera 

1352



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

3.1 Inspection rate verification 

The scope of application was verified for the three 
bridges shown in Table-2. Table-3 shows the inspection 
rates for Auto-CIMA inspection for each bridge. The 
inspection rate of the superstructure was about 50% at the 
end span and about 100% at other spans due to the 
influence of obstacles (slopes, trees). The inspection rate 
for substructures is 0% for abutments and about 80% for 
piers, as in superstructures. As a result, it was confirmed 
that the inspection by Auto-CIMA can be applied to 
about 65% of the entire bridge. 

Table 2. Target bridge(Inspection range verification) 

Table 3. Inspection rate (Inspection by Auto-CIMA) 

3.2 Inspection results verification 

From the bridges that were visually inspected, we 
selected RC hollow floor slab bridges and PC box girder 
bridges where blind spots are less likely to occur during 
shooting, and verified the inspection results for 12 
bridges with 62 spans. The deformation detected by each 
inspection method was classified into the following 
patterns, and it was verified whether the nondestructive 
inspection could be applied as an alternative method with 
the same accuracy as the precision visual inspection. 
Table 4 shows the verification results. 

Pattern A: 
Damage found at the same position and in the same 
area as the visual inspection 

Pattern B: 
Damage that was confirmed by visual inspection but 
not by non-destructive equipment inspection 

Pattern C: 
 Damage not confirmed by visual inspection but 
newly confirmed by non-destructive inspection 

Table 4. Verification result of inspection result 

As a result of the verification, out of 229 
deformations visually confirmed, 5 cases (Pattern B) 
were not confirmed by non-destructive inspection 
(concordance rate 97.8%). The damage that could not be 
confirmed by non-destructive inspection was 
delamination (no change in appearance) as shown in Fig. 
4, and no damage could be confirmed by inspection by 
infrared thermography. We could not confirm it because 
it was lurking deeper than the range that could be 
confirmed by infrared thermography. 

Figure 4. Image of delamination 

In addition, nondestructive inspection (Pattern C) 
confirmed 353 new damages. Of these, 239 were 
confirmed by Auto-CIMA and 116 by infrared 
thermography. The new damage identified by Auto-
CIMA was a crack. Since the inspection is performed 
with a high-definition visible image, it can be confirmed 
more accurately than the visual inspection, and it is 
considered that the inspection accuracy has improved. 
Especially, it seems to be very useful for the inspection 
of PC structures, etc. where cracks have a great influence 
on the soundness. 

On the other hand, the damage newly confirmed by 
infrared thermography is characterized in that the 
damaged part can be seen due to the temperature 
difference. Therefore, a temperature difference occurs 
depending on the surface condition and the surrounding 
environment, and a sound part was erroneously detected 
as a damaged part. When it is judged that the sound part 
is damaged, it is judged to be worse than the original 
soundness in judging the soundness of the bridge, and it 
is judged that repair is necessary even if the bridge is not 
necessary to be repair. .. However, in most case spalling 
needs to be repaired, appears with surface damage such 
as cracks and rust. Since cracks and rust have been 
confirmed by Auto CIMA, there is no major change in 
soundness judgment. 

Based on the above, as a result of non-destructive 
inspection, 97.8% of visual inspection damage was 
detected, and all damage that could not be confirmed was 
delamination, which was considered to be outside the 
detection range of infrared thermography. With non-
destructive inspection, almost all visual inspection 
damage was detected, and soundness quality was 
obtained by using visible and infrared images together. 

Shooting area
12,705㎡
12,296㎡
6,137㎡

Underpass
River and road
River and road

Train4span
5span
5span
Span

10～30m
10～30m

30m
Shooting distanceBridge

Bridge C
Bridge B
Bridge A

Type

PC Box-girder
PC Box-girder
PC Box-girder

A1 0.0% A1 0.0% A1 0.0%

P1 54.6% P1 72.7% P1 80.2%

P2 96.3% P2 62.7% P2 74.1%

P3 94.2% P3 56.1% P3 69.3%

P4 62.7% P4 69.1% A2 0.0%

A2 0.0% A2 0.0%

A1-P1 45.4% A1-P1 64.1% A1-P1 81.9%

P1-P2 100.0% P1-P2 95.2% P1-P2 100.0%

P2-P3 100.0% P2-P3 100.0% P2-P3 100.0%

P3-P4 100.0% P3-P4 86.9% P3-A2 95.7%

P4-A2 47.7% P4-A2 64.9%

superstructure

average 65.5%

Inspection rate
Bridge A Bridge B Bridge C

substructure

PatternC

PatternB

PatternA

all delaminationNon-destructive inspection

Proximity inspection
Found damages

353
5

224
229

quantity

-
2.2%
97.8%

-
Match rate Remark
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3.3 Cost and capacity verification 

Cost and capacity verifications were performed on the 
bridges shown in Table 4 which were selected from RC 
hollow floor slabs and PC box girder bridges that are less 
prone to blind spots. In the verification, the inspection 
cost required for visual inspection and non-destructive 
inspection was compared with the number of inspected 
persons, and the applicable range of the inspection 
method was examined. The inspection cost was 
calculated by comparing the personnel cost with the cost 
required for the inspection (traffic regulation cost, 
machine cost, driver cost, security personnel cost, etc.). 
The number of inspectors was calculated by comparing 
the total number of inspectors engaged in on-site work 
and office work. In non-destructive inspection, as shown 
in Fig. 5, there are areas that cannot be inspected due to 
blind spots. Therefore, we decided to cover the range that 
cannot be confirmed by non-destructive inspection with 
visual inspection and add inspection cost. The 
verification results are shown below. 

Table 4. Target bridge (Cost and capacity verification) 

Figure 5. Blind spot range 

① Comparison of inspection cost and number of
inspectors
Table 6 shows the comparison result of the inspection

cost and the number of inspectors between visual 
inspection and non-destructive inspection, and the 
consideration from the comparison of the inspection cost 
and the number of inspectors. The comparison results 
were calculated by arranging the percentage of 
nondestructive inspection when the visual inspection was 
taken as 100%. It also summarizes the under-girder 
height of each bridge and the characteristics at the time 
of inspection (necessity of traffic regulation, etc.). 

【Consideration】 
①Comparison of inspection costs
・For bridges with small spans and visual inspection in

one day, nondestructive inspection always requires
one more day to cover areas that cannot be inspected
due to blind spots. Therefore, visual inspection is
inexpensive. ( Bridge A, Bridge B, Bridge C)

・For bridges with low under-girder height and no traffic
restrictions, visual inspection costs are low. (Bridge D)

・For bridges that require traffic regulation, the cost of
non-destructive inspection will be lower than visual
inspection due to the impact of regulatory costs.
( Bridge F, Bridge G, Bridge H, Bridge I)

・If the height under the girder is high, the inspection
cost will be lower than the non-destructive inspection
even if traffic regulation is not required for visual
inspection. ( Bridge J)

・The cost of non-destructive inspection of bridges at
rampway is kept low because of complicated traffic
regulations and time-consuming inspection. ( Bridge K,
Bridge L)

 
 
 
 
 
 

 

 

 

 

 

SpanBridge
Inspection

size
108m
24m
90m
348m

Bridge
Type

RC

Inspection
size

115m
202m
348m
90m
24m
108m

Bridge K 5
Bridge L 3

202m
115m

Bridge G 7
Bridge H 9
Bridge I 2
Bridge J 6

2
1
1
9
5
3

Bridge
Type

PC

Span

Bridge A

Bridge F

Bridge B
Bridge C
Bridge D
Bridge E

Bridge

Table 6. Comparison result (Cost  and capacity verification) 

Bridge

Bridge A
Bridge B

Height under
girder

The height under the girder was high and no traffic
regulation was required for visual inspection.

Visual inspection needs a lot of manpower due to a rampway
bridge where the crossing condition is complicated.

Visual inspection needs a lot of manpower due to a rampway
bridge where the crossing condition is complicated.

20m

20m

24m

17m

20m

16m
10m
15m

6m since

Aithough 10m

Cost ratio
(Non-destructive/visual)

21%

37%

74%

71%

71%

79%

91%

93%

108%

126%
122%
178%

personnel ratio
(Non-destructive/visual)

The height under the girder was low and visual inspection
required traffic regulation.

Traffic regulation and bridge inspection vehicle required for
visual inspection.

Traffic regulation and bridge inspection vehicle required for
visual inspection.

Traffic regulation and bridge inspection vehicle required for
visual inspection.

Traffic regulation and bridge inspection vehicle required for
visual inspection.

Visual inspection only for 1 day

Visual inspection only for 1 day

Visual inspection only for 1 day

Characteristic

The height under the girder was　low and the visual
inspection did not require traffic regulation.

92%

525%

148%

158%

252%

130%

175%
140%
281%

25m

26m43%

77%

138%

Bridge C

Bridge D

Bridge E

Bridge L

Bridge F

Bridge G

Bridge H

Bridge I

Bridge J

Bridge K

1354



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

②Comparison of number of inspectors
・At almost all bridges except rampway bridge visual

inspection require less number of inspectors.
( Bridge A-H,  Bridge J)

・Due to the complexity of crossing condition roads, the
number of non-destructive inspectors on rampway
bridges is low.
( Bridge K,  Bridge L)

・Higher heights under the girder increase the efficiency
of non-destructive inspection and may reduce the
number of non-destructive inspectors due to  traffic
regulations. ( Bridge I)

②Scope of non-destructive inspection
Table 7 shows the inspection methods that should be 

applied, which were confirmed by the verification 
conducted so far. The inspection method to be applied 
was decided by giving priority to the inspection cost. 
Furthermore, the under-girder height less than 10m was 
defined as “low”, more than 10m as “high”. 

The bridges that were confirmed to be suitable for 
visual inspection were "bridges with short visual 
inspection days" and "bridges with low under-girder 
height that do not require visual traffic regulation". Non-
destructive inspection is desirable for “rampway", 
"bridges that require traffic regulation under the bridges" 
and "high under-girder height bridges under the bridges". 

Table 7. Applicable inspection 

3.4 Application effect verification 

The effect of introducing nondestructive inspection 
was verified by comparing that for visual inspection 
alone with the number of inspection days for introducing 
nondestructive inspection. The number of days of 
comparative inspection was confirmed by the number of 
days of bridge inspection within the jurisdiction of the 
Kansai branch of NEXCO West Japan. A non-destructive 
inspection was conducted on bridges that meet the 
conditions of Auto-CIMA shown in Table 1. 

The verification results are shown in Table-8. 

Table 8. Inspection days 

As a result of verification, if non-destructive 
inspection is introduced, numbers of days necessary for 
inspection will be shortened from 12,463days to 
10136days, that is the efficiency will be improved by 
20%. 

4 Conclusion 

As a result of the verification, the non-destructive 
inspection using Auto-CIMA confirmed the same 
inspection result as the visual inspection, and was 
confirmed to be applicable as an alternative method of 
visual inspection. In addition, we were able to confirm 
cracks in more detail than humans and improve 
inspection results. 

Regarding the efficiency of the inspection, there were 
some areas where the inspection could not be performed 
due to blind spots, but with the introduction, the 
efficiency is expected to be improved by about 20%. 
However, depending on the conditions, the efficiency of 
the inspection may decrease, and it is necessary to be 
careful such as limiting the inspection target. 

In the future, we will consider the development of 
guidelines and the use of automatic CIMA in the field to 
realize efficient and advanced bridge maintenance 
management. 

high
(10m or
more)

Height
under-
girder

low
(Less than

10m)

No traffic
regulation

Traffic
regulation
No traffic
regulation

Traffic
regulation

Non-destructive

Non-destructive

〇×

〇×

× 〇 Non-destructive

Non-destructive××

Comparison item

costpersonnel

× × Visual inspection

Non-destructive〇〇

Applicable
inspection

Inspection conditions

Rampway bridge

Short visual inspection date

Reduction rate

18.7%

-

Non-destructive
inspection

Visual inspection

Inspection method Inspection days

12,463 days

10,136 days
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Abstract – 
The Ministry of Land, Infrastructure, Transport 

and Tourism (MLIT) is promoting the use of drones 
and other robots to improve the construction and 
management processes and improve the efficiency of 
infrastructure inspections, and is preparing an AI 
development environment that supports "human 
judgment." Specifically, MLIT is preparing 
"teaching data" which necessary for AI development 
and provides it to AI developers. In order to create 
an annotation rule for preparing teaching data, 
MLIT have started the working group of Industry-
academia-government collaboration and are 
proceeding with discussions. At present, teaching 
data for cracks in bridges and tunnels has been 
prepared. MLIT is going to realize future advanced 
inspection, such as accumulating and using high-
definition photographs with positional information 
taken by robots and inspection records in a 3D 
model. This will be possible to grasp the secular 
change of damage and deformation easily.  

Keywords – 
AI; Inspection; Teaching data; Drone; Bridge; 

Tunnel 

1 Introduction 
Currently, many of Japan's infrastructure is aging, 

while there is increasing risk of natural disasters such as 
typhoons and floods due to climate changes related to 
global warming. Japanese people are also in the face of 
challenges such as low birthrate and aging population. 
Under such situation, maintenance of infrastructure 
needs to be performing more effective and efficient, 
while the development and introduction of robot 
technology which support the work is required to 
proceed rapidly and intensively. 

Therefore, MLIT and the Ministry of Economy, 

Trade and Industry (METI) in Japan have considered 
the needs of robots in a situation of social infrastructure 
survey, construction, maintenance and disaster 
management, including different needs from other 
industry fields in Japan and overseas such as IT, 
manufacturing, and so on. In order to consider measures 
for practical application such as clarifying the 
development and introduction fields of robots in, the 
"Next Generation Social Infrastructure Robot 
Development and Introduction Study Group" was 
established on July 16, 2013, "Next Generation robots 
for infrastructure development and introduction priority 
areas (5 key areas)" was formulated on  December 25, 
2013 (as shown in Figure.1). 

Figure 1. Next Generation social infrastructure 
for robot development and introduction priority 
areas (5 key areas)  

Therefore, MLIT had decided to establish "the on-
site robot verification committee for the next generation 
social infrastructure" (hereinafter referred to as “the on-
site verification committee”) in 2014 February, to 
experiment on-site for the purpose of evaluating the 
robots. It was also the purpose to facilitate the 
development and introduction robots in the maintenance 
and disaster management field of social infrastructure.  

The on-site verification committee had 5 
subcommittees, 3 as the maintenance (the bridge, the 
tunnel, and dams and river), and 2 as the disaster 
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management  (the disaster investigation and the 
emergency restoration). Experiments were conducted 
for each of the five priority areas. 

The robots for maintenance of social infrastructure 
can take photographs which can detect damages of 
infrastructure such as cracks or corrosion. This can 
reduce the time which an engineer work on-site, and this 
can be also expected to reduce the time lost due to 
traffic closed for construction or inspection. But it is 
needed for an engineer to look at each photo for 
detecting the damage.  

For further improving the efficiency of inspection 
work, it can be worth considering that creating three-
dimensional model which shows the overall structure of 
the inspection object from inspection photos and 
organizing large amounts of photos on the 3D model.  It 
can be also useful for grasping the changing over time 
of the infrastructure. Furthermore, it can be an efficient 
technique for such inspection to create and use artificial 
intelligence (AI) which can automatically detect 
damages on infrastructure from inspection photos. 

In this paper, I show you “Initiatives and results of 
the on-site verification committee” in section 2,” Efforts 
to further improve the efficiency of inspection work” in 
section 3, and “Conclusion” in section 4. 

2 Initiatives and results of the on-site 
verification committee 

In fiscal year 2014 and 2015, MLIT had researched 
various robot technologies like drones or ROV related 
to five priority areas (FY2014: 67 techs, FY2015: 70 
techs). MLIT had taken technological verification and 
evaluation for improving and promoting these 
technologies. For disaster management, two years 
verification and evaluation initiatives have made these 
robot techs to be used in site. On the other hand, the 
robot techs for the maintenance had many difficulties on 
achieving inspection efficiency and accuracy which 
were required, so it was decided to continue the 
verification and evaluation initiatives beyond year. 

In FY2016 and FY2017,  the situation and 
performance level to be achieved for practical use were 
set, while some of these robot techs were re-verified and 
re-evaluated the accuracy and the economic efficiency 
caused by shortening of work time (FY2016: 16 techs, 
FY2017: 16 techs). Figure 2 shows examples of the 
verified robot techs. 

 
Figure 2. Examples of the verified robot techs 

 
In FY2018, MLIT have written the manuals which 

described the method to use these robot techs in each 
situation such as bridge maintenance or disaster 
investigation. It has made the robot techs to be used in 
site. 

The manual regarding road (bridge, tunnel) 
maintenance is described in detail below. 

2.1 Road (Bridge, Tunnel) Maintenance 
Manual Using Robots 

For the road infrastructures in Japan, The Ministerial 
Ordinance Revising Part of Road Law Enforcement 
Regulations has been issued and enforced in 2014 
behind the rapid increase in aging road infrastructures. 
Therefore, regular inspections of road bridges and 
tunnels are conducted once every five years by close 
visual inspection, while evaluating its healthiness in 
stages. 

The first round of inspections was completed in 
FY2018, and the road bridge periodic inspection 
guideline was revised in 2019, February through 
discussions on the revision of the periodic inspection 
guideline by the Road Subcommittee of the Council for 
Social Capital Development Road Subcommittee . The 
road tunnel regular inspection procedure was revised in 
March of the same year. 

In addition, in the process up to the revision of the 
periodic inspection procedure, the direction was shown 
to utilize these technologies for periodic inspections. 
“Inspection support technology” such as infrastructure 
inspection robots will be determined by a professional 
engineer who has the knowledge and skills which are 
necessary for inspection of the parts, members, scope, 
and purpose of using these technologies. 

Therefore, MLIT has established standard 
performance evaluation items that show the 
performance of inspection support technology, and then 
"the catalog" was made in 2019 February for the 
performance values submitted by the developer through 
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on-site verification. 
 Moreover, "the guideline" was compiled in same 

time. For professional engineers of the order and the 
contractor, the guideline shows the process of decision 
making to use these technologies on periodic inspection 
work. 

3 Efforts to Further Improve The 
Efficiency of Inspection Work  

The inspection support technology, shown in above 
section, can take photographs from which a professional 
engineer can detect damages of infrastructure such as 
cracks or corrosion. This can reduce the time which a 
professional engineer work on-site like marking with 
chalk or measuring with crack scale, and this can be 
also expected to reduce the time lost due to traffic 
closed for construction or inspection. However, it is 
needed for a professional engineer to look at each photo 
for detecting the damage.  

For further improving the efficiency of inspection 
work, it can be worth considering that creating 3D 
model which shows the overall structure of the 
inspection object from inspection photos and organizing 
large amounts of photos on the 3D model.  It can be also 
useful for grasping the changing over time of the 
infrastructure. Furthermore, it can be an efficient 
technique for such inspection to create and use AI 
which can automatically detect damages on 
infrastructure from inspection photos. 

Two methods that MLIT is currently studying about 
AI are shown in below. 

3.1 Damage Representation above 3D model 
In the current inspection work in Japan, the 

contractor is not needed to deliver all of the photographs 
taken by inspection support technology, and it is often 
enough to deliver the photographs of the places where 
damage is recognized and damage information with the 
form  defined. 

The inspection support technology can take high 
quality and large images which can use to generate a 3D 
model. If it could record and accumulate accurate 
damage location above such 3D models, deformation of 
aging structure changing over time can accumulate 
inspection records of the structure in comparable form. 
The more information amount of inspection results is, 
the more useful diagnosis by a professional engineer can 
be expected. 

The deliverable for making 3D model needs photos 
which show shape and location of damages, metadata of 
positional information of taken photos, and damage 
shape data added to the 3D model. If the standard which 
defined these data items and specification did not exist, 

it might make a situation that the damage 3D model 
only depended on the application which was used and 
managed the data.  Incompatible and discontinuous data 
might store in that cases. 

Therefore, MLIT have stipulated common data items 
and specifications related to the data required to create a 
3D model. MLIT have also shown the method how to 
deliver the result of inspection through an application 
that creates a 3D model from photos taken by inspection 
support technology. So, " 3D deliverables manual for 
tunnel or bridges by inspection support technology 
(image measurement technique) " have created in 2019, 
March.  

MLIT is going to verify the 3D model creation 
method using photographs are taken through the 
periodic inspection work. MLIT is also going to revise 
the manual while researching the inspection scene in 
which we can use 3D model efficiently. Through these 
initiatives, MLIT leads inspection work to improve. 

I will explain the 3 types of deliverables that are 
defined in this manual: "inspection photo", "damage 
shape data", "Inspection photo metadata". 

Each of the details are as follows. 

3.1.1 Inspection Photo 

This is raw data of photos taken by inspection 
support technology. For creating 3D model, photos 
should be taken not only of the damaged part but also 
whole of the structure including the sound part. 

It is necessary for inspection photos to carry out 
appropriate quality control based on shooting condition 
which defined to secure the accuracy. In this manual, 
the conditions of inspection photos taken will be 
described referring to shooting conditions for teaching 
data which is essential to create AI. (As shown in Table 
1.) 

Table 1. Conditions for taking photos for the 
preparation of teaching data for bridges 

 
 
 

3.1.2 Damage Shape Data 

This is the information of damage position, shape, 
and area. When we create this data, we can choose two 
methods: 3D model or the layer structure drawing file 
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(2D). The damage shape data on 3D model is expressed 
by 3D polylines (cracking, etc.), a polygon (corrosion, 
free lime, etc.) which are described on 3D-CAD. 

On the other hand, the damage shape data based on 
the layer structure drawing file (2D) is created by 
showing polylines and polygons indicating damage on 
2D drawing that is superimposed with a layer structure 
that can be separated from the inspection photos. This 
corresponds to the data delivered as a damage diagram 
in the conventional inspection record. 

3.1.3 Inspection Photo Metadata 

This is the text data (CSV file) in which describes 
the information of coordinate system in which 
inspection target structure is located, and of the position 
coordinates and angle of inspection photo or camera. 

The position coordinates and angle information are 
necessary to express at which position and angle the 
photo exists in 3D space. Representation methods of 
this information can be 3types: (1) center position 
coordinates and angle of the inspection photo, (2) center 
position coordinates of the camera and angle, and (3) 
four corner coordinates of the inspection photo. 

This manual defines the representation methods of 
these metadata, and one example is shown in Table2. 

 

Table 2. Conditions for taking photos for the 
preparation of teaching data for bridges 

 

3.2 Automatic Interpretation of Damage 
Using AI 

As previously described, from many photos obtained 
using the current inspection support technology, damage 
of structure has been read by hand. By utilizing AI, this 
damage reading procedure can be done automatically. It 
can be also a great help for the work of those who create 
inspection records. A future image of inspection 
procedure is shown in Figure 3. 

 
Figure 3. Future Images of Inspection Procedure 

In conventional inspection procedure, a professional 
engineer needs to get closer to the structure to be 
inspected and check with his/her own eyes. So, 
inspection records (output) have been created from the 
visual information (input). 

If this procedure is going to be achieved by AI, first, 
it will be needed to create the teaching data which is 
based on photos (input) and records(output) which have 
been acquired and made by a professional engineer. 

These teaching data contains the tacit knowledge 
and know-how of the professional engineers of 
inspection. AI learning algorithm needs to learn based 
on teaching data like these. 

The learned AI can infer results from inputs, so it 
can automatically interpret damages of the structure to 
be inspected from photos acquired by inspection support 
technology. To develop such AI, and to improve 
automatic interpretation by such AI to higher precision, 
it is necessary to prepare a large amount of teaching 
data. The teaching data is created by simply tagging 
(annotating) where in the photo acquired by inspection 
the damage is on the photo. 

The inspection photo is owned by the manager of the 
structure like MLIT, and annotating requires the 
knowledge and skills of inspection professional 
engineers. So that, MLIT prepares teaching data as a 
cooperative area. MLIT is confident that this initiative 
can be a great help for firms to create AI needed in the 
fields of inspection. 

An image of AI learning and utilization is as shown 
in Figure 4. 
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Figure 4. An image of AI learning and utilization 

 
MLIT is considering the establishment of "AI 

Development Support Platform" for the purpose of 
creating teaching data, giving the data to AI developers, 
and evaluating the performance of the developed AI 
(Figure 5). 

 
Figure 5. Outline of AI development Support 
Platform  

 
MLIT have established the industry-academia-

government collaboration working group for AI towards 
the establishment of the platform. In this WG, MLIT 
and WG members have considered a good quality and 
efficient way to create and deliver teaching data, and 
examined the ideal way of a data infrastructure that 
facilitates the acquisition, storage, analysis, and 
utilization of inspection data. 

This WG has been held 3 times so far. The WG 
members have discussed specifications for the original 
photo used as teaching data, specifications of 
annotations, rules regarding provision of teaching data, 
sharing of schedule for future teaching data provision 
and prototype AI development, opinions exchange on 
prototype teaching data, and review of specifications of 
teaching data. 

In addition, in order to improve the accuracy of AI, 
it is necessary to accumulate more inspection photos. 

MLIT is going to verify how to take a picture of the 
structure based on the technological progress of 
inspection support technology continuously, and "3D 
deliverables manual for tunnel or bridges by inspection 
support technology (image measurement technique) " 
should be revised as appropriate. 

4 In Conclusion  
In Japan, the skilled worker in construction site is 

decreasing, the infrastructure is aging, and it is 
important to maintain existing infrastructure effectively 
and use them longer. 

MLIT initiatives will contribute a variety of 
inspection support technology development in the robot 
market, supporting the work of professional engineers in 
infrastructure inspection, accelerating the development 
and introduction of robots, and further improving the 
efficiency and sophistication of the overall 
infrastructure maintenance management. 

MLIT will be contributing to the improvement of 
productivity of construction industry, while grasping the 
trend of technology seeds and worksite needs by the 
social implementation of new technology on 
construction site. 
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Abstract – 

Plenty of variance lies in the development stage of 
a typhoon, including its location, direction, and 
surrounding meteorological conditions. Affected by 
such numerous contributing factors, it is not always 
easy for nowaday technology to make accurate 
typhoon forecasts. The experiences from the past 
typhoons may provide decision-makers with 
sufficient information to anticipate potential damage 
and thus develop appropriate strategies. The 
typhoon track plays a vital role in selecting 
appropriate historical cases based on the need to 
grasp the situation during the disaster preparedness 
phase. This paper summarizes our published journal 
article, which proposed an algorithm to compare the 
similarity between the current typhoon forecast 
track and all the typhoon tracks of the western 
North Pacific in the past. Based on the forecast track 
points of the current typhoon, the algorithm suggests 
a list of historical typhoons with the highest 
similarity in tracks. Hence, the tracks and the 
disastrous area of those historical typhoons can be 
used as crucial alerts and hints for disaster 
preparedness. Inside the algorithm, the mechanism 
follows the Recentness Dominance Principle, which 
is elaborated in our published journal article. The 
principle states that the more recent the forecast 
track point is, the higher the weight that it possesses 
and thus should be emphasized. For implementation, 
the study develops a user-friendly front-end 
interface that synchronizes the latest forecast 
typhoon tracks from six major meteorological 
institutions automatically, including CWB, HKO, 
JMA, JTWC, KMA, and NMC. The result comes 
with a convenient and concise search engine that 
assists decision-makers in finding similar historical 
typhoon records. 

 

Keywords – 
typhoon track similarity; search engine; user 

interface design; disaster preparedness; decision 
support 

1 Introduction 
Precise response strategies to typhoons rely on 

accurate forecasts. However, plenty of variance lies in 
the development stage of a typhoon, including its 
location, direction, and surrounding meteorological 
conditions. Affected by such numerous contributing 
factors, it is not always easy for nowaday technology to 
make accurate typhoon forecasts, causing the 
difficulties of developing precise strategies.  

The experiences from the past typhoons may provide 
decision-makers with sufficient information to 
anticipate potential damage and thus develop 
appropriate strategies for precaution. The damage of a 
typhoon, caused by the winds and rainfall, is regarded 
as a consequence of the interaction between the typhoon 
and the land. Such interactions are affected by typhoon 
tracks, making the track a critical factor for disaster 
reduction of typhoon events. Based on the need to 
predict and grasp the situation, during the disaster 
preparedness phase, the typhoon track plays a vital role 
in selecting appropriate historical cases. Decision-
makers may anticipate the impact of an upcoming 
typhoon by utilizing the historical typhoon records with 
similar tracks. 

The categorization of historical typhoon tracks helps 
to analyze the patterns of damage caused by different 
typhoons. For example, the Central Weather Bureau 
(CWB) of Taiwan has determined nine categories of 
tracks of typhoons that invades Taiwan [1]. The CWB 
has also linked the behavior of wind and rainfall of 
typhoons with different tracks to different regions in 
Taiwan [1], supporting decision-makers to figure out the 
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potential damage of upcoming typhoons. 
This paper summarizes our published journal article 

[2], which proposes a track similarity algorithm to 
compare the similarity between an upcoming typhoon 
forecast track and all the tropical cyclones (TCs) in the 
western North Pacific (WNP) in the past. A comparison 
model, which is the core of the algorithm, was first 
developed in our preliminary work [3], and in the 
present study, we further explore the details of the 
model and complete the comprehensive algorithm. We 
also developed a new information display panel 
featuring auto-importing forecast data. A literature 
review of typhoon databases is presented in Section 2, 
including a discussion of our preliminary work. The 
algorithm and its detailed discussion are discussed in 
Section 3. The design and implementation of the new 
panel are described in Section 4. More information can 
be found in the journal article [2].  

2 Literature Review  
Many studies about typhoons focus on forecast 

model performance. Classical prediction techniques are 
climatological or dynamic with different considerations. 
For example, Lee et al. [4] developed a climatology 
model for predicting rainfall at different areas for a 
specified typhoon center location. On the other hand, 
some recent studies discuss data-driven approaches to 
typhoon forecasts. For example, Rüttgers et al. [5] 
utilized a generative adversarial network (GAN) with 
satellite images for typhoon track predictions. Although 
precise forecasts support decision making, the deduction 
of damage from the distribution of rainfall and wind is 
not explicit and requires expertise. Also, forecasts cost 
computation time, hindering immediate reactions to 
emergencies. Hence, utilizing past typhoon records for 
developing quicker response strategies may be useful 
for decision-makers. 

The experiences from the past typhoons may provide 
decision-makers sufficient information to anticipate 
potential damage and thus develop appropriate 
strategies for precaution. Wu and Kuo [6] states that 
significant mesoscale variations in weather are 
derivative from the interaction of typhoons and the 
complicated topography in Taiwan. Also, Huang et al. 
[7] has investigated the relationship between typhoon 
track, rainfall patterns, and flood peak time, concluding 
that that preferable rainfall types vary by typhoon tracks. 
For the preparedness and the emergency response phase 
of typhoon events in Taiwan, decision-makers seek the 
status of the disaster, the response strategies, and other 
relevant data of similar past typhoons for decision 
making support [2]. 

Several databases for TCs in the western North 
Pacific WNP have been developed, including the 

Taiwan Typhoon Database of CWB [8] and the Digital 
Typhoon Database of the National Institute of 
Informatics (NII) of Japan [9]. Such databases feature 
filtering by time, pressure, wind, rainfall, intensity, etc. 
However, searching by TC track is not commonly 
provided. The Taiwan Typhoon Database allows 
searching by the track categories proposed by the CWB, 
but the actual category that a forecast track belongs to 
still requires the users' determination. The task of track 
matching is less intuitive for users due to the lack of 
explicit integration with forecast and historical records. 

T-search, a real-time historical typhoon search 
engine, was introduced by the authors to assist relevant 
personnel to intuitively search and review the historical 
typhoon information and efficiently develop 
corresponding response strategies [3]. A track similarity 
comparison model was also developed in the work. It 
also provided an intuitive cross-platform user interface 
for retrieving the historical typhoon records. T-search 
has been validated by a usability test and a three-year 
field test coordinated with the government of Taiwan. 
The real case study has shown that T-search enhances 
the accessibility to typhoon records. However, the 
preliminary work did not discuss the usage of each 
parameter in the comparison model, making the 
parameter setting without baseless. Also, the large 
number of typhoon records and track points resulted in 
long calculation times for the track similarity algorithm. 
Further, the system only allowed users to input the 
forecast data manually instead of automatically import, 
thus reducing the convenience of the system. 

3 Methodology 
This paper summarizes our published journal article 

[2], which proposes an algorithm to compare the 
similarity between an upcoming typhoon track forecast 
and all the past TC tracks in the WNP. The proposed 
algorithm is composed of the comparison model 
developed in the preliminary work [3] and a ranking 
strategy. In the present study, we decompose the 
comparison model into a static sector and a dynamic 
sector, propose a strategy to enhance the efficiency of 
the computation and set an order to ensure the 
discrimination of similarity. Also, the Recentness 
Dominance Principle (RDP) is introduced based on the 
presumption of the high uncertainty of the typhoon's 
direction during development [2]. The RDP states that 
those later user-specific track points are more relevant 
than the earlier ones, and thus their relative weighting 
should be increased. We extend elaborates on the 
preliminary work and provides the definition and 
interpretation of the time weighting. More information 
can be found in the journal article [2]. 
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3.1 Comparison Model 
The comparison model selects the most similar 

historical typhoon track for the user-specific track of the 
forecasted typhoon through track comparison and 
matching. For each past typhoon, the model calculates 
the similarity based on points of tracks, valid regions 
given by the user, time, etc., for the user-specific track 
points and quantifies scores for comparison. The 
similarity of the forecasted typhoon and each historical 
typhoon is calculated with Equations (1) and (2): 

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑖) = ∑(1 + 𝑘𝑤) × 𝛿𝑘

𝑀

𝑘=1

 

= ∑𝛿𝑘

𝑀

𝑘=1

+ 𝑤∑𝑘 × 𝛿𝑘

𝑀

𝑘=1

 

(1) 

𝛿𝑘 = {
1, 𝑑𝑗𝑘 < 𝑅𝑘
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2) 

𝑀 is the number of the user-specific track points. 𝑘 
is the index of the user-specific track points starting 
from 1. 𝑖 is the index of the historical typhoons. 𝑗 is the 
index of the closest track point of the historical typhoon 
𝑖  to the user-specific track point 𝑘 . 𝑤  is the time 
weighting of all the user-specific points, which 
determines the importance of each point. The binary 
variable 𝛿𝑘  represents whether the historical typhoon 
track point 𝑗 falls in the given valid region of the user-
specific track point 𝑘. The valid regions corresponding 
to the user-specific track points are designed to restrict 
the distances between a forecast track point and 
historical track points, denoted as 𝑑𝑗𝑘  in Equation (2). 
At least one point of each historical typhoon track 
should lie within the valid region set by the user-
specified radius, denoted as 𝑅𝑘 in Equation (2), or the 
similarity scores of the typhoons are zero since they are 
determined to be too far. 

For discussing the roles of 𝑘 and 𝑤, Equation (1) is 
divided into the static sector and the dynamic sector. 
The static sector refers to the constant part constant part 
(∑ 𝛿𝑘

𝑀
𝑘=1 ), while the dynamic sector refers to the second 

component (𝑤∑ 𝑘 × 𝛿𝑘
𝑀
𝑘=1 ). In the static sector, only 

the valid regions of the given track points are of concern, 
indicating that how many given track points of a 
forecast typhoon a historical typhoon passes. The 
dynamic sector includes time as a factor in the model by 
multiplying the time series (𝑘) by the time weighting 
( 𝑤 ). The adjustment to the given time weighting 
emphasizes the importance of time of the track points. 

Both the static sector and the dynamic sector impact 
the result of similarity comparison. An example is 
shown in Figure 1, with one typhoon passing through 
the last three input points with the score of 3 + 12𝑤, 
and the other passes through the first three input points 

and the last input point with the score of 4 + 11𝑤. In 
this case, the first typhoon has a higher static sector than 
the second, but if the time weighting 𝑤 is greater than 
one, the second typhoon eventually obtains higher 
similarity. Hence, it is essential to discuss the usage of 
time weighting for a comprehensive explanation. 

 
Figure 1. An example of two typhoon tracks for 
the similarity comparison demonstrating the 
impact of the dynamic sector [2]. 

3.2 Recentness Dominance Principle 
The Recentness Dominance Principle states that the 

more recent the forecast track point is, the higher the 
weight that it possesses and thus should be emphasized 
[2]. Since a TC direction is highly uncertain during its 
developing stage, we tend to emphasize the importance 
of later track points by giving higher weightings to them. 
Following the RDP, the time weighting should be 
changed when more track points are given. The 
similarity score of a historical typhoon may be distorted 
in some circumstances if the time weighting is not 
adequately set following the RDP or does not correlate 
with the number of given track points. 

For ensuring the RDP, we introduce the global 
recentness dominance time weighting (gRDW) and the 
individual recentness dominance time weighting 
(iRDW). They are obtained by the following approach 
(Equations (3) and (4)): 

𝑤̂ = max⁡{𝑤𝑖 : 𝑖 = 1. . |𝑃|} (3) 
𝑤𝑖 =

𝑠𝑖,𝑏 − 𝑠𝑖,𝑎
𝑑𝑖,𝑎 − 𝑑𝑖,𝑏

∀(𝑠𝑖,𝑎 + 𝑑𝑖,𝑎𝑤, 𝑠𝑖,𝑏 + 𝑑𝑖,𝑏𝑤) (4) 

𝑃 ≡ (𝑠𝑎 + 𝑑𝑎𝑤, 𝑠𝑏 + 𝑑𝑏𝑤)∀𝑎, 𝑏 
∈ ℕ(𝑠𝑎 > 𝑠𝑏 ∧ 𝑑𝑎 < 𝑑𝑏) 

(5) 

The value of gRDW (denoted as 𝑤̂ in Equation (3)) 
determines the number of the indeterministic score pairs 
(denoted as 𝑃  in Equations (3) and (4)), which are 
defined in Equation (5). A properly specified value of 
gRDW eliminates the indeterministic score pair that 
contravenes RDP, and the similarity scores can then be 
calculated. In this study, the model equalizes the score 
of each score pair to obtain iRDW (denoted as 𝑤𝑖  in 
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Equations (3) and (4)) for simplicity. To emphasize the 
recentness, the model takes the maximum of the set of 
iRDW as gRDW. 

The dynamic sector of the model constructs a 
gRDW that ensures the dominance of recentness. To 
discuss the effect of setting different values of time 
weighting, we relax RDP by allowing users to set the 
preferred time weighting. Seven special weight groups 
are divided, giving different interpretations of the time 
weighting. One of the weight group, when 𝑤  equals 
gRDW, is the critical value to ensure RDP. The 
remaining six groups are: 

 Over gRDW: 𝑤 ∈ (𝑔𝑅𝐷𝑊,∞). In this case, the 
outcome of the similarity model remains identical 
to the outcome's time weighting set as gRDW, 
showing that exaggerating RDP generates the 
same result. 

 Positive related time weighting: 𝑤 ∈ (0, 𝑔𝑅𝐷𝑊). 
In this case, the time weighting determines 
whether the impact of the dynamic sector can 
defeat the static sector, providing a trade-off 
between the two sectors. The closer values are to 
gRDW, the more influential the recentness. 

 Static sector: 𝑤⁡ = ⁡0 , only presenting the static 
sector's score. It eliminates the dynamic sector, 
presenting the neat summation of the historical 
typhoon track passing through the valid regions of 
the user-specific track points. 

 Negative related time weighting: 𝑤 ∈ (−1, 0). The 
recentness is proportionally decreased in this case, 
making older typhoons more important than recent 
typhoons. 

 Repulsion force weighting: 𝑤⁡ = ⁡−1. In this case, 
the comparison model reduces to (∑ (1 − 𝑘)𝑀

𝑘=1 . 
Mathematically, the similarity score must not be 
greater than zero, referring to select historical 
typhoons who pass through none (𝑀 = ⁡0) or only 
the first (𝑘⁡ = ⁡1) of the given points. 

 Reverse similarity: 𝑤 ∈ (−∞,−1) . In this case, 
the model simply eliminates all the historical 
typhoons that pass through the user-specific track 
points. 

Setting time weightings with the six groups may not 
provide proper search results since they are obtained by 
relaxing the RDP. The actual usage of non-RDP time 
weighting is not yet clarified; however, the discussion 
of the behavior of search results with time weightings of 
different groups potentially provides insight for further 
usage. 

3.3 Ranking Strategy 
For the distinction of similarity between the 

historical typhoon tracks and the user-specific track, the 

ranking strategy is in five steps as follows: 

1. Total similarity score; 
2. Dynamic sector; 
3. Static sector; 
4. Month disparity; 
5. Year gap. 

First, the model sorts the past typhoons by the 
computed similarity scores with the user-specific track 
using Equation (1). The similarity score considers RDP 
by utilizing the time weighting assigned to each given 
track points with higher values for later points, 
indicating that the score is an index of general similarity. 
When the scores of some historical typhoons are equally 
matched, the dynamic sectors are compared first, and 
then the static sectors are compared, which reaffirms 
that RDP does matter. If the ranks still make no 
difference, the algorithm keeps comparing by the 
disparity of months, and the gap between the present 
year and the year of each historical typhoon. Finally, the 
comparison result should be clear. 

4 Implementation 
This study re-designs and develops a user-friendly 

interface that automatically synchronizes the latest 
forecast typhoon tracks from six major meteorological 
institutions of TCs in the WNP. The interface is 
implemented in the form of a web application, 
consisting of a front-end panel that displays the 
information and a back-end server that handles the data 
retrieving and the similarity comparison. 

All required typhoon data are collected from the 
meteorological institutions. For the historical typhoons, 
the system utilizes the historical best track data of TCs 
in the WNP provided by the Japan Meteorological 
Agency (JMA), the regional specialized meteorological 
center of the WNP, and the South China Sea [10], as the 
references of similarity calculation. The TC data in the 
jurisdiction of the JMA since 1951 are retrieved from 
the JMA website. The system parses the raw data and 
extracts the approximately 1700 typhoons with the 
contained approximately 65,000 coordinates. 

Meanwhile, typhoon track forecasts, the input of the 
system, are retrieved from several meteorological 
institutions that provide forecasts of present typhoons in 
the WNP. In this study, the real-time forecasts are 
obtained from the Integrated Multi-Agency Tropical 
Cyclone Forecast, which provides comprehensive 
information about current typhoon forecasts from 
several meteorological institutions, including the CWB, 
the Hong Kong Observatory (HKO), the JMA, the Joint 
Typhoon Warning Center (JTWC) of the US, the Korea 
Meteorological Administration (KMA), and the 
National Meteorological Center (NMC) of China [11]. 
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Figure 2. The information display panel and the query result using Typhoon Maysak (2020). 

The information display panel contains a map view 
built with OpenLayers libraries and a control panel for 
inputting track points. The system provides two input 
modes: 

 Center auto-import, which offers real-time feeds 
and forecasts of current typhoons provided by the 
meteorology institutions; 

 Manual input, which allows users to complete 
comparisons between any desired tracks and 
historical typhoon tracks by either keying in 
coordinates or clicking on the map view. 

The integration of multi-institution forecasts allows 
the decision-maker to choose the exact institution as the 
forecast data provider considering the need. By auto-
importing the forecast typhoon track, the time cost for 
manual input is reduced, and the accuracy of the track 
data is also improved. 

Figure 2 illustrates the overview of the information 
display panel and the result using Maysak (2020) as an 
example. The control panel on the right lists all active 
TCs in the WNP and available forecasts from different 
meteorological institutions for users to select. In the 
case of Figure 2, the user selects the forecast data 
provided by CWB. After auto-import, the map view 
illustrates the forecast typhoon track points and all the 
valid regions. Next, the user activates the query. The 
system starts calculating, finds the most similar 
historical typhoons, and demonstrates the tracks of the 
selected historical typhoons on the map view. The 
control panel also lists the selected historical typhoons 

and directly links to the Taiwan Typhoon Database of 
CWB. With the support of the panel, it is convenient for 
decision-makers to review the historical typhoon 
records efficiently. The damages caused by typhoons 
can thus be forecast, and the response strategies such as 
evacuations and pump pre-allocations can be executed 
on time. More information can be found in the journal 
article [2]. 

5 Conclusions 
This study has improved the preliminary work and 

developed a new information display panel featuring 
auto-importing forecast data, coming with a convenient 
and concise search engine that assists decision-makers 
in finding similar historical typhoon records. In this 
paper, summarized from our published journal article 
[2], we have discussed the details of the comparison 
model and completed the ranking strategy. In addition, 
we have stated the time weightings as a vital role of 
controlling the impact of time of each track point for the 
similarity algorithm. The use of RDP has been proposed 
regarding the effect of the number of track points. 
Furthermore, the effect of varying time weightings 
potentially provides insight for decision-makers to 
modify the time weighting for different purposes based 
on the need or their profession. We have also developed 
a new information display panel, featuring both the 
manual-input method and the center auto-import method 
to forecast track data, reducing the required time to 
import data and the possibility of making mistakes in 
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the exact locations of the track points. Several 
forecasters are additionally integrated into the system, 
providing various choices for the decision-makers. 
More information can be found in the article [2]. 

In future work, the algorithm's insufficiency of only 
considering track points as input should be solved. 
Since there are numerous factors that affect the damage 
of a typhoon, taking other factors such as the intensity 
of typhoons into consideration may enhance the search 
engine to get a better search result that meets up to the 
current scenario. Also, the algorithm can be adapted to 
utilize ensemble forecasting to comprehensively 
demonstrate forecasting uncertainty and support the 
decision-makers to evaluate the risk of different 
circumstances. 
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Abstract – 

Cracks are one of the significant criteria utilized 
for diagnosing the disintegration of solid structures. 
Normally, a structural designer with specific 
information would assess such structures by checking 
for breaks outwardly, outlining the aftereffects of the 
examination, and afterward getting ready to 
investigate information based on their discoveries. A 
review technique like this is not without a doubt, as it 
requires manual chronicle of upwards of a few 
hundred thousand splits individually. However, it 
additionally cannot precisely identify the length and 
state of the breaks. To handle the issue, the industry 
has progressively looked toward utilizing AI detection 
to conduct a direct based assessment. Researchers are 
as of now building up a mobile-based intelligence 
equipped with AI analytics for recognizing splits and 
different imperfections, which will upgrade the 
proficiency of the investigation process and enhance 
the emergency response towards users. This study 
aims to provide an insight on the most efficient crack 
detection method by comparing several techniques. It 
was found out that the hybrid technique was the most 
efficient method to detect cracks. This technique 
combines the positive points from both the artificial 
neural network (ANN) and artificial bee colony (ABC) 
to come up with a more proper entirely new method.  

 
Keywords – 
Cracks Detection; Inspection Enhancements; AI 
Detection; Cracks Deep Learning; Buildings Defects 

1 Introduction 
Structural systems in civil engineering are exposed to 

deterioration and damage during their service life. 
Damage is defined as a weakening of the structure which 
may cause undesirable displacements, stresses, or 

vibrations to the structure leading to sudden and 
catastrophic consequences. Damage that severely affects 
the safety and functionality of the structure and detection 
of it at an early stage can increase safety and extend its 
serviceability. Thus detection of damage is one of the 
most important factors in maintaining the integrity and 
safety of structures. 

Visual inspections have always been the most 
common approaches used in detecting damage on a 
structure. However, these inspection techniques are often 
inadequate for assessing the health state of a structure 
especially when the damage is invisible to the human 
eyes. Thus, in many situations to ensure structural 
integrity, it is desirable to monitor the structural behavior 
when damage is not observable. Some numerical 
techniques such as the finite element method, artificial 
neural networks, genetic algorithm, and fuzzy logic have 
been applied increasingly for damage detection with 
varied success [1]. 

In recent decades there has been an increasing interest 
in using neural networks to predict and estimate the 
damage in structures. ANNs can be considered as an 
Artificial Intelligence (AI) technique and the structure of 
an ANN bears a very approximate similarity to the 
human brain. ANNs are employed when the relationship 
between the input and output is complicated or when the 
application of another available technique requires long 
computational time and the effort is very expensive [2]. 

ANNs are a powerful tool used to solve many real-
life problems. They can learn from their experience to 
improve their performance and to adjust themselves to 
changes in the environment. 

Damage detection as an inverse problem can be 
identified using ANNs from the measured responses 
under the excitation of the structure. The inverse problem 
is defined as the determination of the internal structure of 
a physical system from the system's measured behavior 
or identification of the unknown input that gives rise to a 
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measured output signal. The neural network can be 
trained to recognize the characteristics of an undamaged 
structure as well as those of the structure with elements 
of varying degrees of damage. The trained neural 
network will then have the ability to identify the location 
and the extent of damage of individual elements [3].  

There are four levels of damage identification 
consisting of determination of the presence of damage in 
the structure, determination of damage location, and 
determination of the severity of damage [4]. The fourth 
level that is the prediction of the remaining service life of 
the structure is associated with fatigue life and fracture 
mechanics and will not be addressed in this review. In 
this paper, a review of the literature for damage 
identification and structural health monitoring based on 
measured dynamic properties by using ANNs during the 
last two decades is presented. 

While there are a number of literature that discuss 
about crack detection methods, none of them provides a 
direct comparison between the methods to find out the 
one that has the best efficiency and accuracy rate. This is 
an important point that needs to be resolved as it may help 
designers to come up with the most efficient design from 
the very beginning to anticipate cracks on different 
surfaces. This is why this study aims to close this gap as 
a contribution to the field of research with the purpose to 
provide an insight for future researches, particularly 
within the crack detection discourse. 

2 Literature Review  

2.1 Cracks Development 

Different types of engineering structures, including 
concrete surfaces, can have fatigue stress which can lead 
to creating cracks. This results in a reduction of local 
stiffness and can also result in material discontinuities. If 
such measures can be detected in an early manner, then 
proper actions can be taken to prevent any sort of damage 
and failure. Cracks on the concrete surface are one of the 
indications where users will be able to see the 
degradation of the overall structure. Manual inspection is 
often used for inspecting the crack properly [5].  

In such a method, the sketch is prepared manually, 
and any sort of conditions related to irregularities are kept 
in record. However, there are shortcomings of using such 
a manual approach since this can be subjected to the 
knowledge and experience of the specialist who is 
investigating the case. To tackle the issue, the Artificial 
Intelligence-based system gets more popular now.  

This is an objective-based practical solution. Using 
Artificial Intelligence, it is possible to identify the crack 
specifically. Such actions have prompted the creation of 
Cracks deep learning.  

2.2 Cracks Detection through Artificial 
Intelligence 

When the solid structures disintegrate, then there is a 
case of developing cracks. The structural designer is the 
person responsible for providing such information that 
will look for cracks.  

The Artificial Intelligence or AI system is improving 
regularly. With its regular evolution process, the system 
is used on different cracks detection process. Some 
systems are used to find structural damage that can exist 
in major infrastructure, including- dams, skyscrapers, 
nuclear reactors, bridges, and other buildings defects.  

This technique focuses on using video technology and 
examines it frame by frame to look for any sort of cracks. 
Artificial Intelligence (AI) is mainly used to track the 
cracks from one frame to another. A specific operator 
remains who reviews the specific frames of the video to 
find the cracks and understand what actions are needed.  

AI detection technology helps to reduce any accidents 
or deaths. It focuses on the computer doing the hard work 
and gives the human operator specific information 
related to the cracks [6]. 

2.3 Cracks Detection Process 

It has been known that if there is any tiny crack in the 
nuclear reactor or any other infrastructure, then it could 
lead to catastrophic consequences.  

There could be cataclysmic consequences in high risk 
and sensitive areas, such as- nuclear reactors if there is 
unidentified or under-identified structural damage. The 
use of Artificial Intelligence helps to create an automatic 
crack detection system to find out cracks properly and not 
to misidentify the small scratches.  

Therefore, the technicians are required to review the 
videos frame by frame basis. The process itself is time-
consuming and there could be human errors as well [7].  

It can be considered a tedious task to inspect any 
cracks manually. It is both complex and very time-
consuming. In some cases, such actions can also pose a 
greater danger. Therefore, authorities are now moving 
towards AI detection that will help them to look for 
buildings' defects or cracks detection.  

In such cases, there has also been the use of drones 
that look fly around the structures, capture the live feed 
to the AI algorithm so that it can find the right images and 
also classify them into cracks or non-cracks region [8].  

In terms of deep learning, one of the challenging 
things is network training. There are several parameters 
involved in this and it also requires a huge level of data 
for training purposes. Some techniques are considered to 
be efficient whereas some others are not. There is a 
technique known as per-pixel window-sliding which can 
be used for crack detection. This process is considered 
extremely inefficient and could also contribute to a much 
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higher level of cost. However, there is an alternative to 
using the per-pixel window-sliding where users will be 
able to utilize the Convolutional Neural Network or CNN 
for pre-selection purposes that will help to divide the full-
size image into few image blocks. Inspection 
enhancements procedures are also used to properly 
understand cracks detection. To process the cracks 
accurately, there have been propositions to use CNN for 
block-level crack detection [9]. 

2.4 Cracks Classifications  

Cracks classification is considered to be an approach 
through which specific crack type can be found using 
machine learning algorithms. Crack detection normally 
identifies or looks towards the presence of a crack. On 
the other hand, cracks classification deals with the crack 
classification based on feature which has been extracted 
from the crack region [10]. It is essential to understand 
the type of cracking that has been identified. Therefore, 
the classification of such cracks is needed to be 
understood. After detecting the crack in the pre-
processing phase, the next step involves the detection and 
classification of the type of cracks in the overall 
processing phase. The right kind of classification model 
is therefore important in such cases. These cracks can be 
classified into seven different categories as in the 
following- Alligator cracking, hair cracking, multi 
cracking, diagonal cracking, block cracking, longitudinal 
cracking, and transverse cracking [11]. 

2.5 Shapes of Crack 

The form and size of the crack can sometimes 
indicate the underlying problem. Cracking can be 
horizontal, vertical, stepped, cogged, or a combination of 
all these. When assessing cracks, the width of the crack 
is often more important than the length of the crack. 

Stepped cracks tend to follow the lines of 
horizontal and vertical joints in buildings, such as beds of 
mortar between bricks or blocks and may indicate 
structural movement. 

Vertical cracks may indicate that structural 
components such as bricks or blocks have failed and so 
can be a sign of significant stresses within the building 
structure. 

Table 1. Damage to Walls caused by the 
movement of Slabs and Footings, and other Causes [10]   

Application Data Analytics 
< 0.1 mm Hairline cracks 
< 1 mm Fine cracks that do not need repair 
< 5 mm Cracks noticeable but easily filled. 

Doors and windows stick slightly. 
5 mm to 15 
mm (or a 

Cracks can be repaired and 
possibly a small amount of wall 

number of 
cracks 3 mm 
or more in 
one group) 

will need to be replaced. Doors 
and windows stick. Service pipes 
can fracture. Weather tightness 
often impaired. 

15 mm to 25 
mm but also 
depends on 
number of 
cracks 

Extensive repair work involving 
breaking-out and replacing 
sections but also depends on walls, 
especially over doors and 
windows. Window and door 
frames distort. Walls lean or bulge 
noticeably, some loss of bearing 

 

   
 

   
 
Cracks that are wider at the top or the bottom may 

indicate that there has been foundation movement, with 
the direction of the widening indicating the likely 
direction of the movement. 
Horizontal cracks may indicate that an element such as a 
wall is failing, and this may present a safety concern. 

3 Research Methodology  

3.1 Study Using ML 

In this work, the authors develop an ML algorithmic 
framework for failure detection and classification 
merging a pattern recognition (PR) scheme and ML 
algorithms applied to a damage and fatigue phase-field 
model. The authors consider an isothermal, linear elastic, 
and isotropic material under the hypothesis of small 
deformations and brittle fracture. 

We simulate the phase-field model using Finite 
Element Method (FEM) and a semi-implicit time-
integration scheme to generate time-series data of 
damage phase-field ϕ and degradation function  

g(∅)=(1-∅)2 
From virtual sensing nodes positioned at different 

locations across a test specimen. The authors introduce a 
PR scheme as part of the ML framework, in which time-
series data from FEM node responses are considered as a 
pattern with a corresponding label. The authors define 
multiple labels for "no failure", "onset of failure" and 
"failure" of the test specimen based on tensile test load-
displacement curve and damage threshold concept. Once 
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the patterns representing different states of the material 
are identified, the proposed ML framework employs k-
nearest neighbor (k-NN) and ANN algorithms to detect 
the presence and location of failure using such patterns. 
In this study, the authors consider different failure types 
to further assess the performance of the framework. Also, 
by introducing noise to the time series data, the authors 
ascertain the robustness of the proposed framework with 
noise-polluted data, leading to the effective use in failure 
analysis under high sensitive/uncertain parameters and 
operators. The findings from this study will pave a way 
for the development of novel data-driven failure 
prediction frameworks, which can efficiently establish a 
link among the classification results (i.e., accuracy) and 
different phase-field model parameters, thus enabling the 
computational framework to identify those parameters 
affecting model's accuracy and updating them to achieve 
the best performance. 

3.2 Cracks Modes  

Various studies over the last decade have indicated 
that a beam with a breathing crack, i.e., one which opens 
and closes during oscillation, shows nonlinear dynamic 
behavior because of the variation in the structural 
stiffness which occurs during the response cycle. On the 
other hand, the effect of moving loads and masses on 
structures and machines is an important problem both in 
the field of transportation and in the design of machining 
processes. A moving load (or moving mass) produces 
larger deflections and higher stresses than does an 
equivalent load applied statically.  

These deflections and stresses are functions of both 
time and speed of the moving loads. It is, therefore, 
essential to detect and control damages in structures 
subjected to a moving mass. Very few studies have been 
reported in the literature that deals with moving load or 
moving mass problems under the effect of cracks.  

Diagnosing a cracked component by examining the 
vibration signals is the most commonly used method for 
detecting this fault. The fault detection is possible by 
comparing the signals of a machine running in normal 
and faulty conditions. 

Depending on the crack's size and location, the 
stiffness of the structure is reduced and, therefore, so are 
its natural frequencies compared to the original crack-
free structure. This shift in natural frequencies has been 
commonly used to investigate the crack's location and 
size. 

Vibration analysis can also be carried out using 
Fourier transform techniques like Fourier series 
expansion (FSE), Fourier integral transform (FIT), and 
discrete Fourier transform (DFT). Identification and 
diagnosis of a crack in inaccessible machine members 
have gained importance in now a day using vibrational 

analysis and artificial intelligence technologies. Using a 
modern technology sensor is placed near the inaccessible 
internal machine component. The piezoelectric 
transducer of the sensor produces a vibrational signal 
which is transformed using Wavelet Transformation 
technology.  

These signals are time and frequency-dependent. 
After extracting fault features, a proper artificial neural 
network is implemented for aiding of the fault 
classification. An intelligent fault diagnosis system is 
performed throughout combing the approach to fault 
diagnosis with an artificial neural network. An artificial 
neural network is proved as a reliable technique to 
diagnose the condition of a rotating member. In general, 
the cracks present in the beams are not always open or 
close condition. It always varies from time to time 
depending upon the situation. If the loads are static like 
load due to dead weight, the load of the beam, etc. and if 
the deflection is more than the vibration amplitude then 
the crack becomes an open crack, otherwise it will be 
breathing crack. 

Beams are one of the most commonly used structural 
elements in several engineering applications and 
experience a wide variety of static and dynamic loads. 
Cracks may develop in beam-like structures due to such 
loads. Considering the crack as a significant form of such 
damage, its modeling is an important step in studying the 
behavior of damaged structures.  

Knowing the effect of crack on stiffness, the beam or 
shaft can be modeled using either Euler-Bernoulli or 
Timoshenko beam theories. The beam boundary 
conditions are used along with the crack compatibility 
relations to derive the characteristic equation relating to 
the natural frequency, the crack depth, and location with 
the other beam properties. 

4 Results & Evaluation  
The form and size of the crack can sometimes indicate 

the underlying problem. Cracking can be horizontal, 
vertical, stepped, cogged, or a combination of all these. 
When assessing cracks, the width of the crack is often 
more important than the length of the crack. 

The accuracy of the classifications was evaluated 
through an analysis of the confusion matrices, this being 
the most commonly used method to validate this type of 
model. This matrix contains information based on the 
percentages of observed and estimated data for each 
object is classified, in which different parameter that 
indicates the precision of the classification can be 
calculated [14]. The parameters that arise from the error 
matrix and the formula to calculate them are as follow: 
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Precision  𝑷𝑷 = ∑ 𝒙𝒙𝒊𝒊𝒊𝒊𝒎𝒎
𝒊𝒊=𝟏𝟏
𝑵𝑵

 

Accuracy 𝑷𝑷𝑨𝑨 = 𝒙𝒙𝒊𝒊𝒊𝒊
𝒙𝒙∑ 𝒊𝒊

 

Precision  𝑼𝑼𝒑𝒑 = 𝒙𝒙𝒊𝒊𝒊𝒊
𝒙𝒙𝒊𝒊 ∑

 

Coefficient Analysis  

𝐾𝐾 =
𝑁𝑁 ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑚𝑚

𝑖𝑖=1 −  ∑ 𝑥𝑥𝑖𝑖 ∑  
𝑚𝑚
𝑖𝑖=1 𝑥𝑥∑ 𝑖𝑖 

𝑁𝑁2 −  ∑ 𝑥𝑥𝑖𝑖 ∑  
𝑚𝑚
𝑖𝑖=1 𝑥𝑥∑ 𝑖𝑖 

 

 
Where m = Total number of classes, N = Total 

number of pixels in the m reference classes, x_ii= 
elements of the main diagonal of the confusion matrix, 
x_∑▒i= sum of the pixels of reference class i and x_(i 
∑)= sum of the pixels classified as class i. 

4.1 Cracks Detection Using ANN Method 

There are different classical methods which are used 
for cracks detection. One of the methods was known as 
an artificial neural network method. Bakhary (2007) 
considered applying Artificial Neural Network or ANN 
towards damage [12]. During the person's investigation, 
a certain type of ANN model has been created to apply 
towards Rosenblueth's point estimate method. This 
method has been verified through the simulation process 
of Monte Carlo. There has also been an estimation of the 
statistics of the stiffness. After that, the probability of 
damage existence was done and calculated based on the 
probability density function of the current undamaged 
and damaged states. Such a developed approach was 
applied to detect simulated damage in a steel frame 
model and another concrete [13]. 

There has been the use of ANN or Artificial Neural 
Networks by different researchers so that they identify 
the damage location properly and also by getting severity 
from different types of input as well as output variables. 
They help to provide an efficient tool in terms of pattern 
recognition. There have been several studies [10]. 

ANN and it has been concluded from most of the 
studies that the Artificial Neural Network or ANNs can 
provide the correct level of damage identification. This is 
especially true when the overall structural damage and 
the related changes in vibration properties are simulated 
numerically and they are considered error-free. 
Nonetheless, this needs to be noted that during practice, 
there could be uncertainties in the overall FE model 
parameters and there could be some modeling errors that 
are known to be inevitable [10]. 

The overall existence of having modeling error in the 
FE model because of the inaccuracy of physical 
parameters and structural properties may end up in 
vibration parameters. Furthermore, having measurement 
error in the data which is normally used as testing data in 
the ANN model can also be considered unavoidable. 
ANN prediction efficiency is mostly dependent on the 
accuracy of both these components. The existence of 
such types of uncertainties can also result in a false and 
inaccurate type of ANN predictions. Therefore, the 
authors can understand that there should be proper 
analysis related to the reliability of the Artificial Neural 
Networks or ANN models for any sort of structural 
damage detection. 

4.2 Cracks Detection by Hybrid Technique  

Research has brought in a new method so that the 
location as well as crack depth on any structure can be 
identified. One such method is known as a hybrid neuro-
genetic technique. In this case, feed-forward multi-layer 
neural networks are trained through the process of 
backpropagation to learn about the input-output relation 
of the whole system [5]. After that, the researchers used 
a genetic algorithm to find out the different locations of 
the crack as well as its depth so that the difference from 
the measured frequencies can be minimized. Using 
neural networks for damage detection has been 
developed for many years. This is because they can cope 
with the different structural damage analysis without 
considering any intensive computation. Neural networks 
are considered to be a potential approach through which 
users will be able to understand and detect the structural 
damage. For such researches, it is required to have both 
the modal frequencies and the modal shapes as well for 
ensuring the neural network training so that the authors 
can understand more about the structural damage 
detection [10]. 

4.3 Discussion 
Out of the described methods, the hybrid technique 

of crack detection provided the most accurate results in 
detecting cracks with at least 18% of accuracy above the 
other methods. This is seen as a great outcome from a 
crack detection method, which may ensure a significant 
enhancement in terms of identifying and fixing cracks on 
different surfaces.  

In terms of deep learning, one of the challenging 
things is network training. There are several parameters 
involved in this and it also requires a huge level of data 
for training purposes. Some techniques are considered to 
be efficient whereas some others are not. There is a 
technique known as per-pixel window-sliding which can 
be used for crack detection [11]. This process is 
considered extremely inefficient and could also 
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contribute to a much higher level of cost. However, there 
is an alternative to using the per-pixel window-sliding 
where users will be able to utilize the Convolutional 
Neural Network or CNN for pre-selection purposes that 
will help to divide the full-size image into few image 
blocks. Inspection enhancements procedures are also 
used to properly understand cracks detection. To process 
the cracks accurately, there have been propositions to use 
CNN for block-level crack detection [5]. 

5 Conclusion 
Cracks occur when solid structures disintegrate. 

These include concrete surfaces in which crack detection 
methods could help identifying any type of cracks, 
including transversal, longitudinal, and pothole. The 
challenge for this procedure would be network training, 
in which several parameters are involved in the 
determination of the location and severity level of the 
cracks.  This study found out that the hybrid crack 
detection technique provides more accurate and reliable 
outcomes due to the fact that it combines both the ANN 
and ABC algorithms to help the designers locating and 
analyzing cracks. It is expected that this finding may 
contribute in answering several questions over the 
accuracy and reliability of various crack detection 
methods as well as help providing an appropriate 
response to the growing discourse over the field of 
research.  
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Abstract – 

We have developed a mobile survey vehicle with a 
high-precision laser scanner measurements for 
deformation analysis, 20 video cameras for damage 
assessment on lining surface such as cracks and water 
leakage, and also a non-contact radar to detect lining 
thickness and cavity behind lining.  

In this paper, we report the development of a non-
contact radar survey system mounted on a mobile 
inspection vehicle to detect inner defects and cavities 
behind lining concrete, and examination of efficiency 
of utilizing an integrated diagnosis system to assess 
the soundness comprehensively as well as value of 
compiling database of various unsoundness 
conditions including inner defects by a 3D visualizing 
technology.   

It supports the technical experts to evaluate the 
diagnosis and the cause of the damage in the tunnel.  
It contributes to efficient damage detection for tunnel 
inspection based on AI (Artificial Intelligence) and 3D 
visualization of various damage conditions, including 
inner defects. 

 
Keywords – 
Tunnel inspection; Mobile survey technology; Non-
contact radar; Lining defects and cavity detection; 3D 
visualization; Artificial Intelligence 

1 Introduction 
Human visual inspection of road tunnels has been a 

common practice used in routine maintenance procedure 
to ensure its safety. It, however, has some problems; it 
requires traffic restrictions on at least one lane, and it is 
hard to make a fair judgement in dark and narrow spaces.  

We have overcome some of the problems, by 
developing a mobile survey vehicle with a high-precision 
laser scanner measurements for deformation analysis, 20 
video cameras for damage assessment on lining surface 

such as cracks and water leakage, as explaining the 
overview of the inspection vehicle in next section.   

Our next challenges are to dispense hammering test 
of unnecessary normal parts.  We introduced non-contact 
radar to detect lining thickness and cavity behind lining, 
and developed an inspection technology detecting the 
inner defects in concrete lining using rapidly scannable 
non-contact radar as a complement of hammering test.   
With non-contact radar system, which allows the vehicle 
to survey at 50km/h, concrete lining thickness and its 
back cavity has successfully detected.    

In addition, in this paper, we examined efficiency of 
utilizing an integrated diagnosis system to assess the 
soundness comprehensively as well as value of 
compiling database of various unsoundness conditions 
including inner defects by a 3D visualizing technology.  
With the acquired data, analysis engineers overlay the 
result on the 3D model and integrate information such as 
position synchronized images, deformation contours, 
cavities and inner defects. It is expected to support the 
technical experts to evaluate the diagnosis and the cause 
of the deformation in the tunnel.  By recording those 
damages in digital format, progressiveness can be 
correctly and accurately tracked off.  After the first 
survey measurements, the cause and progress of damage 
is continuously monitored.  It contributes to efficient 
damage detection for tunnel inspection based on AI 
(Artificial Intelligence) and 3D visualization of various 
damage conditions, including inner defects.  

2 Overview of Mobile Inspection Vehicle 
An overview of this mobile inspection vehicle is 

shown in Figures 1, 2.  The following measurement data 
and functions are available for the tunnel inspection. 
1. Laser Tunnel Surveys and Deformation mode 

analysis:  The high-precision laser scanner with 1 
million points/second is used to obtain high-density 
data, which enables us to objectively determine the 
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lining shapes and the deformation of the lining 
(deformation mode, joints, and level differences of 
cracks). 

2. Tunnel Image surveys and Soundness assessment: 
Image of wall surface taken while travelling at 50-
70km/h, the cracks of 0.3 mm or more can be 
identified. It is possible to draw an objective and 
accurate damage map, and to identify the 
progressive of unsoundness conditions and to 
estimate the causes of damage. 

3. Radar Tunnel Surveys Cavity Evaluation: Non-
contact radar system to detect lining thickness, 
back cavities, and inner defects (while travelling 
at 50km/h). The system aims to quickly detect 
hazard locations with thin lining and cavities [1].  
This is the world's first radar antenna capable of 
high-speed detection with a separation of about 3 
m. The details of the functions and development 
are indicate in next section. 
 

The results obtained from these results can be used 
to support efficient close visual inspection and 
hammering test, and plan detailed inspections and 
repairs. 

3 Development of Mobile Non-contact 
Radar   

3.1 Radar for Inspection of Lining 
Thickness and Cavities behind Lining 
Concrete  

3.1.1 Principles of radar survey 

The principles of subsurface radar survey are those 
of indirect survey, which applies the physical 
characteristics of EM waves that reflect at boundaries 
between different substances. 

Due to the damping nature of a substance, when an 
EM wave propagates through a medium, its energy is 
absorbed and the amplitude reduced as a result. 
Because of this, the general characteristics are that the 
reflected waves coming from deep locations lack 
adequate strength and thus are undetectable on radar 
records. This damping effect is closely interrelated 
with frequency; the greater the frequency the greater 
the damping effect, and vice versa. Therefore, to have 
a deeper survey depth, it is necessary to set a lower 
frequency.  

On the other hand, a lower frequency which leads 
to a lower resolution, making it difficult to identify 
small configurations. There is thus a conflicting 
relationship; obtaining a high resolution requires high 
frequencies, while achieving a larger survey depth 
requires low frequencies (See Table 1). Because of this 

 
Figure 1. System of MIMM-R 

 

 

 
Figure 2. Function of MIMM-R 

Table 1. Frequency and resolution 
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dependency of EM wave characteristics on frequency, 
an appropriate frequency should be selected according 
to the purpose and the target of a survey.  

In improving the non-contact radar system to be 
applicable to tunnels, particular attention was given to 
the following two issues [2] . 

3.1.2 Approx. 3m distance from the target in the 
non-contact radar system 

  The non-contact radar system makes it difficult to 
analyze the patterns of reflected waves further away 
from the target due to the damping and diffusion of EM 
waves. Based on the principles analysis that takes into 
account the polarity and coefficient of EM wave 
reflection as shown in Figure 3, the team managed to 
resolve the issue of reduction in detection performance 
in the non-contact radar system.  

In the case of contact antennas, the diffusion 
characteristics of EM waves also caused difficulties in 
keeping an adequate distance. The contact-type bow tie 
antenna has no directionality and low sensitivity, and 
therefore should be touched with the target. On the 
other hand, the newly adopted horn antenna has a high 
directionality and high sensitivity, allowing to set a 
greater distance of 3m.  

3.1.3 Realization of high-speed inspection 

Improvement of the controller was necessary to 
obtain the same amount of data as the contact type while 
travelling at a speed of 50km/h or faster. To handle the 
extreme speed of EM waves, a sampler is used to divide 
a single trace, obtain the divided pieces and then 
reconstruct the same single trace shape. Data collection 
at a 50km or faster was made possible by enhancing the 
sampling speed, and speeding up the analog/digital 
converter. 

3.1.4 Evaluation of Practical Use 

To determine the practicability, past adequacy 
survey results obtained for a tunnel using the contact-
type antennas and those by drilling were compared to 
the data obtained with the non-contact radar system, the 
differences of which were then analyzed and evaluated. 

Regarding Sample shown in Figure 4, Data A and B 
were obtained with a conventional contact-type radar 
system and the newly developed non-contact radar 
system, respectively. The figure shows that they yielded 
more or less the same results. 

The data obtained with the non-contact system were 
then compared to the actual lengths measured in a 
boring survey, which proved to have a high correlation 
as shown in Figure 4. Next, the analytical results for the 
radar survey were compared to the actual measurements 
taken by boring. These results show that the accuracy is 
generally 80-90%, which is sufficient for practical use. 

Figure 3. Concept of polarity and coefficient of 
reflection 

 

 
Figure 4. Comparison of results obtained by radar type 
and comparison with actual drilling 

 
Figure 5. Targets of inner defects 

 

 

 
Figure 6.  2 types of radar systems 
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3.2 Radar for Inner Defects Detection 
3.2.1 Development Background and Target 

In the field of SIP (Cross-ministerial Strategic 
Innovation Promotion Program in Japan) infrastructure 
maintenance, renewal and management technology, 
we have developed the technology under the theme of 
"Development of Internal Defect Inspection 
Technology and Integrated Diagnosis System for 
Tunnel Lining Using High-Speed Non-contact Radar" 
(completed in fiscal year 2016), and have achieved 
good results in the development of radar for internal 
defects as a support system for percussion inspection 
[2] [3]. 

Of various irregularities found in tunnel lining 
concrete, exfoliation of block pieces is regarded 
important in tunnel management because it gives direct 
impacts on users, and the timing of its occurrence is 
difficult to predict. In particular, certain inner defects 
including discontinuous joint loosening, honeycombs 
and poor material quality that do not involve cracking, 
water leakage or level differences on the surface are 
extremely difficult to detect unless a proper 
hammering test is carried out. Survey vehicles could 
not detect these inner defects if they were of the non-
contact type and travelling at a high speed. Such inner 
defects often occur around and along joints, as shown 
in Figure 5. Given these, for the radar system designed 
for inner defects detection, the target size of areas to be 
surveyed was set at 5cm and 1m in the longitudinal and 
transversal directions, respectively. 

The antennas of five domestic and five overseas 
companies were investigated prior to the development 
of the radar antenna. The results of the survey showed 
that a maximum separation of about 1 m is the limit for 
the existing antennas to detect defects in concrete. In 
road tunnels, a separation of about 3 m is required to 
allow for a driving survey without traffic control, due 
to constraints caused by clearance limit and obstacles 
such as signs and jet fans. As a result, this led to the 
development of an original antenna. 

3.2.2 Verification Results 

Figure 6 shows the schematic diagrams of the two 
types of radar systems, figure 7 shows the installation 
and measurement status of the internal defect radar 
antenna. The antenna specifications are shown in Table 
2, and the verification results of the developed antenna 
are shown in Figure 8. 

The results of the verification are as follows; 
internal cavities of known size and location were 
accurately detected in the full-scale test model of New 
Bridge at Nagoya University. The depth of the search 
for cavities, surface delamination and honeycomb in 
the lining concrete is about 20 cm, and the developed 

    

Figure7. Installation and Measurement of Internal 
Defect Radar Antenna  

Table2. Specifications of Internal Defect Radar Antenna  

Specifications Remarks 
primary 
detecting 
target 

Void in 
lining 

Mainly used to 
detect for void e.g., 
in the tunnel lining 

Maximum 
detectable 
distance 

4m 
The distance to the 
wall is assumed to be 
about 3 m 

Pitch 
resolution 0.075m In concrete: 0.025m 

Maximum 
detecting 
speed 

25m/s 
Actual speed: 
25[m/s]/Number of 
antennas used 

Radar 
system FM-CW 

Separate antenna 
system for 
transmission and 
reception 

Centre 
frequency 3Ghz － 

Bandwidth 2Ghz － 

Signal 
Processing 
and Display 

The received signals can be 
aggregated in the direction of the 
vehicle's motion by the synthetic 
aperture process. 

Outputs the distance to the wall 
and reflection intensity. 

It is possible to evaluate whether 
the reflected signal is due to a cavity 
or metal. 

 
 

Figure 8. Verification results of radar system 
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method can support efficient inspection by screening the 
problem areas before the hammering test. 

4 Damage Detection with AI 

4.1 Damage Detection Using Deep Learning 
Based Semantic Segmentation 

In the post-processes of measurement, it requires a lot 
of time and efforts to manually detect damages and 
record them on a damage map.  In order to reduce manual 
efforts, we have applied deep learning and semantic 
segmentation models [4] [5]. In particular, it is expected 
that the semantic segmentation models can be improved 
to practical detection of degradation [6]. 

 

4.1.1 Training dataset 

Using 200 spans of tunnel inspection images, 
annotate three types of damages; water leakage, free lime 
and cracks.  In our previous studies, discrepancies 
between the damage on the inspection photographs and 
the annotation data, It could be affected its low accuracy 
of detection.  In this study, we annotated the degradation 
in pixel level. 

 

4.1.2 Model Architecture 

The damage detection network is built on the SegNet, 

which is deep convolutional encoder-decoder 
architecture designed for multi-class pixel-wise 
segmentation and developed by members at the 
University of Cambridge, UK.   

4.2 Experimental evaluation 
To evaluate the performance of the model, out-of-

sample images are used for inputs, and detects water 
leakage, free lime, cracks.  Figure 9 shows the results and 
its ground truth. 

4.2.1 Evaluation for water leakage and free lime 
detection 

As a result of water leakage and free lime detection, 
it assumed that simple degradation are mostly extracted.  
However, the degradation where the damages are 
compounded or covered by a repair net tend to fail to be 
detected. 

4.2.2 Evaluation for crack detection 

Although cracks that are clearly visible in the images 
are generally detected, narrow cracks and those that were 
difficult to distinguish from chalks or shadows were over 
detected. 

On the assumption that the model trained with various 
types of cracks in the images can extract cracks in all 
sizes and conditions, however the trained network has 
failed to converge and resulted in over detection. 

By examining the cause of failure, the initial model 

 Input Ground truth probability  
 

 
Colored in red to blue for 

each pixel according to the 
accuracy of the inference, 
and the damaged area is 

indicated 

 
low           high 

probability 

Water 
leakage 

 

Free 
lime 

 

 probability of additional 
experiment 

Crack 

 

 

Figure 9. Results of damage detection using AI 
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has trained with a mixture of images in various qualities. 
The images in low quality could be a cause of non-
convergence in the training process. In additional 
experiment, new training data has been set only with 
high-quality images, and it has achieved successful 
training process. The bottom right image in figure 9 
shows the result from the retrained model, which has 
been achieved the desired performance. 

5 Visualization in 3D 
The mobile inspection vehicle is capable of not only 

image measurement also geometry measurement by 
built-in laser scanners.  It enables to construct 3D model 
based on the point clouds of the laser, and to generate 
composite images and obtain the deformation position in 
synchronized accurate position.  Figure 10 shows the 3D 
model including deformation information.    

The image layer and deformation map layers are 
superimposed on 3D model based on coordinates and 
positions of the laser point cloud.   

 

 

6 Development of Integrated Diagnosis 
System 

To support diagnosis evaluation, it is necessary to 
comprehensively analyze not only images but also data 
from laser and radar units; 

(1) Detecting degradation, such as cracks, water 
leakage and free lime, from acquired images 

(2)  Identifying deformation mode and damaged 
position by utilizing laser point clouds, estimating the 
cause of the deformation mode, and identifying 
progressive degradations 

(3) Detecting lining thickness and cavity behind 
concrete lining with analyzing acquired data from radar 
units 

To diagnose correctly and certainly, a system which 
is capable of intuitively displaying details of those 
information is needed. The integrated diagnosis system 
to assess the soundness comprehensively and compiling 
a database of various unsoundness conditions, including 
inner defects by a 3D visualizing technology. The 
overview of the integrated diagnostic system is shown in 
figure 11. The integrated diagnostic system has the 
functions listed below. 

(1) Point clouds analysis: Automatic detection of 
construction joints, extraction of cross-sectional shapes 
and span axes for each span, deformation mode analysis  

(2) Damage map generator:  Lining surface images 
are combined with the positional information of point 
clouds to create a damage map of cracks and leaks. 

(3) Radar measurement analysis: The results of 
measurement and analysis of internal defects, lining 
thickness and cavity can be synchronized with the point 
cloud information and displayed in 3D, contour, 
longitudinal and transverse views. 

(4)  3D visualization: A function to support the 
estimation of the cause of deformation and diagnosis by 
displaying the results of image, laser, and radar analysis 
in 3D and superimposing them on each other. 

(5) Database: Stores images and records of multiple 
tunnels and inspection, deformation and countermeasure 
history.   

To develop the function that detect progressive 
degradations, measuring the difference in relative 
position of the detected degradation in two different years.   
Also, the system has export function that allows integrate 
the both in 2D and 3D visualized result into other 
database systems, which make it possible to use the 
analyzed data for linking to BIM models.  The system 
analyzes and visualizes the obtained data in 3D, and also 
visualizes and exports in 2D when necessary.  These 
results are used to optimize the priority of the 
implementation of countermeasures, budget allocation, 
and to provide support services for facility management. 

7 Conclusions 
While visual inspection requires human labors to 

manually judge by sight, the integrated diagnosis system, 
which effectively utilize technologies, supports visual 
inspection to improve the efficiency of diagnosis, to 
extract deformation objectively and accurately, and to 
draw damage maps efficiently.   

 
 

 
Figure 10.  3D models（bottom: damage map） 
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It is not suitable to completely replace humanity to 
technologies, since it is responsible to human to make 
judgements to ensure the safety. However, it is 
sufficiently possible to use the results from the mobile 
measurement and its analytical data to conduct effective 
human visual inspection. The Usage of mobile inspection 
vehicle before conducting a human visual inspection, will 
reduce the cost and time involved in the overall workflow.  
Pre-inspection by the vehicle extract areas that requires 
attention at visual inspection and hammering tests.  The 
visualization in 3D supports to understand integrated 
information of cameras, lasers and radars, and to 
appropriately judge the diagnosis and soundness.   

The application of AI to inspection and diagnosis is 
in the development, although some results have been 
achieved.  It will be our next challenges to improve 
accuracy of damage detection, reliability of evaluation 
and quality. Also, as a supportive technology for overall 
maintenance management, we will work towards the 
establishment of the system and the achievement of safe 
and secure society through smart tunnel management.  
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Figure 11.   Totalized diagnosis and asset database system using 3D visualization and AI 
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Abstract – 
Natural disasters such as bushfires, wildfires, 

hurricanes, earthquakes, and floods cause significant 
socioeconomic losses with associated damages to 
communities. From 2005 to 2014, the worldwide 
damage caused by disasters has been more than 
US$1.4 trillion, with 0.7 million deaths and 1.7 
billion people affected. In order to reduce the 
negative impacts of disasters and strengthening 
communities, the disaster resilience topic has been 
receiving increased attention to maximize the ability 
of communities to adapt and recover fast. Disaster 
resilience can benefit from Building information 
modeling (BIM) as an effective tool to facilitate 
informed decision-making. This article provides a 
comprehensive review of the existing literature on 
BIM applications in disaster resilience. Past research 
studies are categorized by the year of publications, 
type of disasters (fire, earthquake, flood), phase of 
the disaster (mitigation, preparedness, response, 
recovery), and target groups (buildings, 
infrastructures). The paper aims to provide a holistic 
review of research trends and patterns, emerging 
technologies, benefits, challenges and limitations, 
and research gaps.  

Keywords – 
BIM; Building information modeling; Bushfire; 

Disaster; Earthquake; Evacuation; Fire; Flood; 
Resilience; Review 

1 Introduction 
Based on the report of the United Nations Office for 

Disaster Risk Reduction (UNDRR), the number of 
disasters associated with natural hazards has increased 
over the past two decades. Consequently, communities 
should be prepared to recover from the impacts of 
disasters. A disaster-resilient community should 
withstand a natural hazard with a tolerable level of 
losses and adopts mitigation actions consistent with the 
desired level of protection [1]. The number of scientific 
research studies on disaster resilience has increased 

dramatically in recent years as shown in Figure 1. 
Integration of disaster resilience and Building 

information modeling (BIM) provides an effective tool 
to help decision-makers visualize what is to happen in a 
simulated environment [2]. Similar to research on 
disaster resilience, the number of studies on BIM has 
increased over the past 20 years as presented in Figure 1. 
Although many BIM applications have been explored in 
the literature, applications for disaster resilience is 
scarce.  

Figure 1. Number of publications on “Disaster resilience” 
and “Building Information modeling” in Google Scholar 

during the past 20 

This research carries out a systematic review of the 
relevant literature with the following objectives: (1) 
classification of papers on BIM applications for disaster 
resilience; and (2) scoring the papers based on relevance; 
and (3) categorizing the selected papers based on the 
type and phase of disasters; and (4) identifying the 
research gaps in the literature, and outlining the 
potential future research directions. 

Following the introduction, section 2 describes the 
research methods adopted in this paper. Section 3 
provides an overview of the current literature on BIM 
applications for disaster resilience. The detailed BIM 
applications are categorized and described in Section 4. 
Section 5 outlines the identified research gaps and 
opportunities for future research. Finally, the conclusion 
is presented in Section 6. 
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2 Research methodology 
The review method was informed by the Preferred 

Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) guidelines [3]. In the first step, 
about 30 BIM review papers were assessed, and the 
papers on the disaster resilience area were shortlisted. In 
the second step, two search attempts were conducted to 
find relevant studies. The keywords of the first attempt 
comprised building information modeling, BIM, and 
resilience, which resulted in finding 63 papers. In the 
second attempt, keywords such as building information 
modeling, BIM, disaster, flood, hurricane, tornadoes, 
volcanic, wildfire, earthquake, tsunami, and storm were 
utilized, and 251 research studies were found. The 
studies found in the two attempts were merged and the 
duplicated papers removed. In the next step, the 
evaluation of article titles was conducted to find the 
most suitable papers. Consequently, the outcome 
contains 123 papers.  

In order to select the most appropriate papers, a 
selection system was needed. The selection system of 
these papers considered four important paper quality 
indexes such as authors’ expertise, paper citations, and 
journal quality. Indexes are described as below:  
 Authors’ expertise: The authors’ expertise is a 

critical index for the quality of the paper. The h-
index of authors can be a good measure in order to 
show their expertise.  

 Publication date: new publications can 
demonstrate the trends of current research; thus, 
they are more interesting for researchers. The 
current paper reviews papers that have been 
published during 2007-2020. 

 Paper citations: Number paper citations are a 
measure of validity. Papers published before 2018 
without at least 10 citations were excluded from 
this review. 

 Paper type: Only books and journal publications 
are considered in this review paper. 

All 123 papers are evaluated based on the above 
indexes. Consequently, 42 papers are detected as the 
most relevant papers that should be reviewed in this 
paper. Using the abovementioned approach, a 
comprehensive analysis of the literature was conducted. 
The comprehensive literature review provides useful 
information about identified gaps and opportunities for 
future research. The process is demonstrated in Figure 2.  

 
Figure 2. The process of the systematic review 

3 Analysis of publications 
The database of the nominated papers contains 

articles published from 2007 to 2020. However, about 
39 percent of the selected papers are published after 
2019. This means that the attention to the BIM 
applications for disaster resilience has been increased. 
Most of the selected papers has not been reviewed by 
the past review papers. Only 4 papers [4]–[6] among 44 
papers have been reviewed by Tang et al. [7]. The 
selected papers have been published in 25 different 
journals. The journals with more than one included 
paper and their research impact are shown in Table 1. 
Based on the database of selected articles, an analysis 
was performed on the content of the article titles and 
abstracts to identify the most occurring topics. 
VOSviewer was utilized in this paper. Constructing and 
viewing bibliometric maps can be done by VOSviewer. 
The size of the label and the circle of an item is 
determined by the weight of the item. In addition, the 
distance between the two circles reveals the relatedness 
and similarity between them. The lighter colors show 
more recent papers as the graph guide. The output of 
VOSviewer is shown in Figure 3.   

Table 1 Top journals in BIM applications for disaster 
resilience 

No. Journal name No. of 
papers 

CiteScore 
2018 

1 Automation in Construction 13 6.35 
2 Advanced Engineering 

Informatics 
5 5.72 

3 Journal of Computing in 
Civil Engineering 

4 2.55 

4 Water (Switzerland) 2 2.66 

Searching review 
papers (n=20)

Searching the database (n=63)
( TITLE-ABS-KEY ( "Building information 
M*" )  OR  TITLE-ABS-KEY ( bim )  AND  

TITLE-ABS-KEY ( resilien* ) ) 

Removing the 
duplicated documents 

(n=246)

Selection based on 
criteria (n=42)

Author expertise

Citations

Publication date

Paper type

Searching the database (n=251)
( TITLE-ABS-KEY ( "Building Information 
M*" )  OR  TITLE-ABS-KEY ( bim )  AND  
TITLE-ABS-KEY ( disaster )  OR  TITLE-

ABS-KEY (Disasters’ name )  )

Records screened by 
the title assessment 

(n=109)

Removing the 
duplicated documents 

(n=123)
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Figure 3. Main research areas in BIM applications for 

disaster resilience and its trends 

4 Discussion 
The database of the papers contains the most 

outstanding papers on BIM applications for disaster 
resilience. The BIM applications can be categorized 
based on the phase of the disaster. Four disaster phases 
(preparedness, mitigation, response, and recovery) are 
considered in this paper. Disaster preparedness is 
persuading organizations to realize the hazard that has 
to be faced. Loss reduction by identifying the risk 
assessment is disaster mitigation. Disaster response is 
associated with the post-disaster situation and it 
contains actions such as damage assessment and 
evacuation. Post-disaster activities that restore or 
improve the pre-disaster conditions can be defined as 
disaster recovery [8]. In addition to disaster phases, the 
selected papers analyzed the BIM applications based on 
disaster types. The database comprises the application 
of BIM for fire, earthquake, and flood. 

4.1 Fire 
Based on the publication date, it can be mentioned 

that the BIM application for fire response is the first 
BIM application for disaster resilience. Structural fires 
are common urban disasters. Traditionally, the 2-D 
maps guided people to find the exit routes in 
emergencies such as the fire in buildings. The outdated 
approach has a few critical limitations. For instance, it is 
possible that people cannot interpret 2-D maps correctly. 
The BIM applications for fire are generally related to 
preparedness, mitigation, and response phases.  

4.1.1 Pre-disaster rescue route planning 

BIM can be an appropriate tool for visualizing and 
providing insight. Pre-disaster rescue route planning 
concentrated on finding the shortest route. GIS 
historically utilized for finding the evacuation routes. 
However, in order to information transformation, 
Isikdag et al. [9] presented a combination of BIM and 
GIS to find the rescue routes. Li et al. [6] designed an 

algorithm for finding the location of trapped occupants 
at building fire emergency scenes based on BIM and 
GIS integration. A graphical interface for user 
interaction is provided by the model. Chi et al. [10] 
proposed that evacuation regulation can be done based 
on static rescue routes evaluation and BIM models. 
Designers can check their design by the proposed 
methodology, and revise it if it is mandatory. The 
distance of the exit routes is assumed as the longest 
possible distance.  

4.1.2 Dynamic rescue route planning 

Not only should the rescue route be short, but also it 
must be safe and obstacle-free. These rescue routes may 
be changed during the disasters based on the fire 
condition. Consequently, rescue routes should be 
determined dynamically. In most cases, firefighters lose 
a great amount of valuable time to get familiar with the 
site. BIM-based 3D model can help them to find 
invaluable information about the building easily. Shiau 
et al. [11] create a web-based fire control system based 
on BIM. The characteristics of the building material are 
accessible in the 3D map. A lot of fire detectors and 
monitors are available in the building, and their 
information is integrated by the 3D map. Firefighters 
could find the best relief program based on the material 
type around the fire location. Wang et al. [12] utilized 
BIM as a comprehensive building information model to 
provide real-time guidance for fire evacuation. The 
shortest evacuation routes generated by the A* search 
algorithm. The results of the path finding algorithm 
should be safe with no obstacles. Users can show the 
result of the path finding on their mobile devices using 
virtual reality. In addition, the developed methodology 
can propose a suitable path for disabled evacuees. Yoon 
et al. [5] presented a smartphone-based, in-building 
emergency response assistance system that can provide 
useful information about the location and physical status 
of victims. The location of the victims can be 
determined by Wi-Fi signals of the smartphone. The 
status of the victims is assessed by asking themselves or 
sensors in their phones.  

Happening a disaster in a surrounding building may 
block a few entrances and exits and change the 
navigation routes. To remedy this problem, Tashakkori 
et al. [13] proposed a model that considers the 
information about the interiors and exteriors of the 
building in the fire management system. Chen et al. [14] 
integrated Internet of Things (IoT) technology and BIM 
in order to monitor the real-time situation during a fire 
disaster. The system controls the LED guide pointers to 
help evacuees find the best routes. Chen et al. [15] 
integrated network analysis with building information 
modeling (BIM) to help responders can find the rescue 
routes by using the developed graph. The route selection 
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procedure is a function of distance, risk of the disaster, 
and people congestion in this study. Chou et al. [16] 
developed a framework of dynamic evacuation 
procedures for departments. The best fire rescue paths 
are calculated based on the shortest path algorithm. 
Bluetooth sensor outputs show the information of 
temperature and smoke of routes.  The best routes are 
updated based on this information.   

4.1.3 Evacuation route considering human 
behavior  

The crowding effect should be considered in rescue 
route planning as well. For this goal, human behavior is 
required. Cheng et al. [17] considered the individual 
characteristics (e.g., confusion and nervousness in an 
emergency event) in the mobile guidance device of the 
proposed BIM-based model. Marzouk et al. [18] present 
a framework to help managers to plan for labor 
evacuation in construction sites. BIM and agent-based 
simulation are utilized in the mentioned framework.  
The Evacuation Simulation Model contains an agent-
based simulation approach to simulate the labor 
evacuation considering labor behavior. Mirahadi et al. 
[19] developed a tool that is named EvacuSafe. 
EvacuSafe can be useful to increase the evacuation 
safety performance by considering fire risk and 
population crowd risk. It comprises an agent-based 
model to predict the behavior of the residents. 
 Ma et al. [20] a fire emergency management 
system based on the BIM platform. The developed 
system can consider the behavior of evacuees during 
fire disasters.  People can find optimal paths such as 
obstacle-free and minimum distance by using 
technologies. Then, they will select their way. The fire 
management system effectively manages fire disasters 
based on fire conditions and people's behavior.  

4.2 Earthquake 
Earthquake is the second disaster type which can be 

managed by BIM. Earthquakes are major threats to 
many societies across the world [21]. Early research 
studies tried to prove the applicability of BIM for 
enhancing the seismic resilience of buildings. A 
research study by Welch et al. [22] is devoted to 
investigating the possible BIM application in seismic 
resilience area. Welch et al. [22] argue that BIM 
application for earthquakes can be classified into 3 
groups. First, BIM comprises detailed information about 
building for seismic risk assessments. Second, BIM can 
be combined with structural health monitoring to protect 
critical buildings such as hospitals. Third, BIM can pave 
the roads of information communication in the 
emergency shutdown in order to efficiently make 
decisions to identify, prioritize, and manage risks. In 
this paper, the research studies on BIM application for 

earthquakes are classified anticipating the as-damage 
BIM model, design guidance, search and rescue 
application, and fire due to the earthquake. Anticipating 
the as-damage BIM model, and design guidance belongs 
to the preparedness and mitigation phases. However, 
search and rescue applications, and fire due to the 
earthquake belong to the response phase. 

4.2.1 Anticipating as-damaged BIM model and 
loss estimation 

To calculate the building strength accurately and 
demonstrate the anticipated damages after earthquakes,  
Anil et al. [23] developed an as-damaged BIM model. 
This model contains strength analysis and visual 
assessment including structural analysis models, 
building geometry and specification, material properties, 
reinforcement information, and damage records. The 
earthquake damages are predicted based on FEMA 306 
guideline. The approach to forecasting the as-damage 
BIM model of a building based on its as-built BIM 
model is described by Ma et al. [24]. In addition, 
Zeibak-Shini et al. [25] anticipated the as-damaged 
model by developing an algorithm to assess the location 
and damage of each component of reinforced concrete 
frames with masonry infill walls. Ma et al. [26] 
forecasted the damage sequence information of a 
building based on BIM. Zhang et al. [27] highlighted 
the fact that due to hidden structural elements, building 
deflection evaluation after earthquakes is difficult and 
cost-intensive. On the other hand, this task plays an 
important role in occupant safety and should be 
determined. Sensors are able to solve this problem and 
provide updated information about building deflection. 
The output of the sensors can be easily visualized for 
users by using BIM. 

Xu et al. [28] developed a BIM-based seismic loss 
evaluation based on FEMA guidelines. Consequently, 
decision-makers are able to observe the distribution of 
damage and loss in a virtual walkthrough. Considering 
the fact that FEMA guidelines require detailed 
information to predict building damages. In addition, 
the building components in the BIM model may have 
various levels of development (LODs). Xu et al. [29] 
found that some components may not have enough 
detailed information for analysis based on FEMA 
guidelines. They developed a framework to estimate the 
seismic loss of a model with various-LOD BIM data 
considering uncertainties. Vitiello et al. [30] 
implemented a BIM model in order to determine the 
most cost-effective retrofit intervention that can be 
determined based on the seismic loss estimation of each 
intervention.  

BIM can be used in the design procedure as well. 
Non-structural building elements play an important role 
in performance-based earthquake engineering. Perrone 
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et al. [31] developed a tool for the seismic design of 
non-structural building elements based on BIM. It is 
shown that the BIM model information eases the 
seismic design procedure of sprinkler piping systems. 
Furthermore, the finite element analysis needs accurate 
geometric characteristics of building elements. This 
accurate information can get available by BIM. Ren et 
al. [32] introduced a framework that can conduct a finite 
element simulation for a building based on BIM. 

4.2.2 Search and rescue application and post-
disaster fire 

Traditionally, rescuers should enter the damaged 
building to collect information. This task is dangerous 
and time-consuming. Bloch et al. [33] provided a BIM 
approach in order to help search and rescue teams after 
earthquakes. The interior of the damaged building is 
estimated using the as-built and as-damaged BIM model. 
The developed framework can accelerate the procedure 
and save the search and rescue teams. Xu et al. [34] 
taught inhabitants how to survive in earthquakes by 
visualizing non-structural damages. 3D information 
BIM model of the building is the basis of the structural 
analysis and Virtual Reality analysis.  

Fire disasters are common after seismic disasters. In 
most modern buildings, fire sprinkler systems are 
installed in order to protect the building against fire. 
However, sprinkler systems may sustain damages due to 
earthquakes. The effect of the spread of the fire owing 
to sprinkler systems damages is studied by Xu et al. [35]. 
In addition, Lu et al. [36] developed a simulation 
framework of indoor post-earthquake fire based on BIM. 
In this study, the post-earthquake fire, building damages, 
fallen debris are estimated. Considering the damages 
and fire conditions, the rescue route can be determined 
in a virtual reality scenario. The results can be used as a 
training tool for building occupants.  

4.3 Flood 
The third frequent disaster type in BIM research 

studies is flood disasters. Due to climate change, the 
number of flood hazards has been increased recently. In 
addition, high settlement density highlighted the risk of 
economic losses due to floods. The BIM application for 
flood hazards are more recent and are mentioned in 
below. Most of BIM applications for flood hazards are 
related to preparedness, mitigation disaster phases. 

4.3.1 Damage assessment 

The flood damage assessment should be done for 
each building separately. This requirement needs 
detailed information about buildings. BIM model is able 
to satisfy this condition based on Amirebrahimi et al. 
[37]. Based on this study, the effect of the flood on the 
building can be calculated and visualized. Amirebrahimi 

et al. [38] completed the past study by integrating BIM 
and geographic information systems (GIS). Considering 
the fact that the most application of GIS is related to an 
outdoor and large-scale geographical feature, and the 
most application of BIM is associated with indoor 
objects, BIM and GIS integration is a proper 
combination for flood damage assessment. BIM is 
responsible for building information, and GIS is 
responsible for flood information. Lyu et al. [39] 
recommended that BIM and GIS integration can be a 
suitable tool for city managers in order to assess the 
flooding hazards.  

BIM has been used to investigate the impact of a 
dam on the downstream by Rong et al. [40]. The dam 
discharge and flood routing are simulated by BIM. The 
downstream flood risk is evaluated by simulating the 
dam operation under different water levels. The treats 
due to the reservoir flood discharge for the building is 
analyzed. The results of a case study show that reservoir 
flood discharge is a treat for a city on the downstream. 
Moreover, the potential flooding hazards for coastal 
cities can be anticipated by BIM. Traditional approaches 
utilize 2D modeling for flood hazards. However, their 
results are not appropriate for vertical fluctuations. 
Rong et al. [41] integrated BIM and GIS to simulate the 
wave propagation more realistically based on high-
resolution topography data. The proposed methodology 
can provide detailed information about flooding hazards 
such as flood extent, axial velocity, and vortex 
structures, etc.  

4.3.2 Real-time monitoring 

BIM is capable to use in real-time monitoring the 
flood hazards. Edmondson et al. [42] developed a BIM 
model that comprises smart sensors. The BIM model 
can predict floods by real-time monitoring and reporting 
of sewer asset performance. This approach can be used 
in order to evaluate the risk of inundation of metro 
systems due to flooding hazards. Lyu et al. [43] 
presented a framework that comprises GIS and remote 
sensing. In this research paper is recommended that the 
integration of GIS, Global Positioning System (GPS), 
and BIM can is a tool for visual management of 3D 
geographic spatial location information. Consequently, 
managers can monitor the risks of inundations in the 
metro tunnel dynamically. 

In addition to real-time monitoring of the water level, 
BIM can be used in real-time monitoring of the water 
diversion projects to find the defections. Insufficient 
inspection and late problem detection may lead to 
disastrous results. Liu et al. [44] proposed a framework 
to optimize the inspection process. Unmanned aerial 
vehicle (UAV) and BIM integration are used in the 
proposed framework. The BIM model is dynamic and it 
comprises timely-updated safety information. The 
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model is shown in the Web environment.  

4.4 General : Post-disaster construction 
Biagini et al. [45] proposed utilizing BIM for the 

restoration of historical buildings. The main concern for 
the restoration of historical buildings is an on-site 
intervention. In order to efficient on-site intervention, a 
complete information plan should be provided for 
executing the restoration plan. Tradition restoration 
methods provided 2D maps that generally comprise 
insufficient information. BIM allows users to build a 3D 
model of the historical buildings and link a variety of 
information to it. The post-disaster construction permits 
can be facilitated by BIM. Nawari et al. [46] proposed a 
framework that can accelerate the construction process 
after a disaster. BIM and Blockchain integration can be 
utilized in any transaction related to post-disaster 
construction. Consequently, extra processing fees, 
paperwork, and the time required to issue building 
permits can be eliminated. Messaoudi et al. [47] 
developed a BIM-based virtual permitting framework 
that is able to improve the efficiency of obtaining the 
construction permit in Post-Disaster recovery efforts. 
Determining the type of the construction permit, 
applying the newly developed permitting framework, 
and deciding about the result of the permit is the main 
procedure of the framework. Moreover, Pizzi et al. [48] 
utilized BIM to ease the reconstruction process after an 
earthquake. The main tasks of the BIM model are (1) 
compliance with regulatory (2) contextual modeling of 
various disciplines (3) clash detection among different 
disciplines (4) coordinating building documents. All 
BIM application for disaster is demonstrated in Figure 4.  

 

Figure 4. BIM application for disasters 

5 Research gaps and future directions  
Increasing the number of natural disasters makes 

disaster resilience an interesting research area these 
years. New technologies such as BIM has a great 
capability to enhance the resilience of the communities. 
After reviewing the relevant literature, existing research 

gaps have been detected.  First, past studies have 
concentrated on fire, earthquakes, and floods. However, 
the resilience of the communities against other disaster 
types such as wildfires, hurricanes, and storms can be 
enhanced by BIM. For instance, the real-time 
monitoring of wildfire and bushfire stratus can be a 
helpful tool to reduce negative impacts. West et al. [49] 
argued that effective training procedures can increase 
the resilience of the community against wildfire and 
bushfire. As stated before, BIM is an ideal tool for 
training procedures. Second, the BIM application 
recovery and reconstruction process can be expanded. 
For example, the demolition process of damaged 
buildings is a critical task that can be hard without new 
technologies. BIM application for the demolition 
process is neglected in past studies. Third, most of the 
past studies on BIM application for disaster resilience 
are qualitative. More quantitative research approaches 
can be useful for decision-makers.  

6 Conclusion 
BIM applications in order to enhance disaster 

resilience are reviewed and classified in this paper. In 
order to conduct an unbiased analysis of the literature, 
this paper employed Preferred Reporting Items for 
Systematic Reviews and Meta-Analysis (PRISMA). 
BIM application for resilience enhancement due to fire, 
earthquake, and flood are studied by past researchers. 
Past studies generally emphasized on information 
transformation and visualization as two critical 
characteristics of BIM. Fire in buildings and finding the 
appropriate rescue routes, earthquake and flood damage 
assessment and visualizing the damages have been 
studied in the past. BIM can guide people to find short 
and safe rescue routes and prevent crowding. 
Earthquake damages and losses can be anticipated and 
visualized by BIM. Flood damage assessment can be 
done by integrating BIM and GIS. Findings show BIM 
applications have advanced in recent years but there is 
room for improvement when it comes to quantitative 
approaches. Furthermore, it is suggested that future 
studies could utilize the BIM application for other 
disasters such as bushfires. For instance, real-time 
monitoring, one of BIM applications, can be utilized to 
visualize and assess the risk of bushfire disasters. Real-
time monitoring can be facilitated by using BIM and 
IoT integration. The findings are expected to provide 
useful insights to researchers in this context. 
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Abstract – 
Payment issues are necessary in the construction 

industry, often manifested by high levels of arrears 
and long-term payment delays. An automated 
payment could be a solution to speed-up the payment 
process after successful completions. In this paper, a 
framework is proposed for the automated payment 
via Building Information Modeling (BIM), Linked 
Data, Smart Contract and Blockchain technologies. 
Geometrical and payment-related data are stored as 
BIM-based linked data. Linked Data technology 
connects a BIM model with its related Bill of 
Quantities (BoQ) and Quantity Take-Off (QTO). 
Based on the transparency, traceability and 
collaboration of the Blockchain technology, an 
automated payment can be secured. To integrate such 
an information container with Blockchain for the 
automated payment, an additional information model 
called Billing Model (BM) is proposed. Thereby, each 
Billing Unit (BU) stores one or more construction 
work tasks with a related payment and a related due 
date. Together with the corresponding Smart 
Contract rules, the BM can automate payment via a 
Blockchain. Several aspects of improvement and 
further development are discussed in the end. 

Keywords – 
Billing Model; Building Information Modeling 

(BIM); Information Container; Blockchain; Smart 
Contracts 

1 Introduction 
Low margins and relatively low productivity have 

been the issues of the construction industry for decades 
[1]. The main reason for this lies in the low degree of 
digitization within the construction sector despite the 
increasing scale and complexity of construction projects. 
Relying mainly on drawings or paper-based 
documentation does no longer satisfy the increasing 
needs of construction projects. In addition, unsatisfactory 

software interoperability in the Architecture, 
Engineering and Construction (AEC) industry makes 
coordination between clients and contractors 
unnecessarily difficult. As a result, no single source can 
provide an integrated, real-time view of project design, 
costs or schedules. To make things worse, Caldas et al. 
[2] state that a large amount of construction documents,
which necessarily contain graphical and non-graphical
information that must be communicated between project
team members, are needed to describe the characteristics,
specifications and execution plans of building products,
such as drawings, specifications, schedules and cost
estimates.

These problems of contract management in 
construction can be reduced by applying newly available 
digital technologies and working methods. Building 
Information Modeling (BIM) has become a widely 
accepted solution for making the whole lifecycle of a 
construction project digital. By integrating “cost” into a 
BIM model, budget and cash flow planning and cost 
controlling can be enabled. After the implementation of 
smart contract applications by Ethereum [3], non-
currency data can be stored in the Blockchain. Based on 
the transparency, traceability and collaboration of the 
Blockchain technology, it could be a good solution to 
enable digitalization of the contract management and the 
automation of the payment process.  

However, because of the traceability of Blockchains, 
the data stored in a Blockchain will be repeatedly copied 
and stored in different blocks, even when modifications 
are only slight. As a result, the data storage of 
Blockchains is extremely expensive [4]. Moreover, 
because of the consensus mechanism and verification of 
Blockchains, the transaction speed is relatively slow 
compared to central network systems. It is time-
consuming and arduous to store all the data of a 
construction project entirely in the Blockchain and 
therefore not worth the effort. 

According to the points mentioned above and the 
available technologies, this paper presents a concept for 
the generation and application of an information 
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container (BIM Contract Container or BCC for short), 
which is to be used as a basis for automatic payment 
transactions in the construction industry. For this purpose, 
a billing model is introduced, which is the basis for the 
creation of a smart contract. 

2 Related Work 

2.1 Digital Models in Construction 
By integrating “cost” into the BIM model, a cost 

budget and the corresponding financial representations 
can be instantly generated. The purpose of using BIM for 
cost is to provide accurate and reliable cost estimation 
based on the digital 3D model, and eliminate errors 
caused by manual measurements or estimations [5]. To 
exchange digital building models for building 
constructions, the Industry Foundation Classes (IFC) 
were developed and standardized internationally by 
buildingSMART [6]. With the help of the IFC, geometric 
and semantic building information can be exchanged 
independently of the manufacturer. The Bill of Quantities 
(BoQ) are created for the tendering and awarding of 
construction works [7]. An international standard for the 
description of BoQ information does not yet exist. 
Nevertheless, there is a standardized format for data 
exchange, which was created in Germany by the Joint 
Committee Electronics in Construction (GAEB) with the 
GAEB XML standard [8]. The GAEB XML format has 
been proposed to serve the agreement of a German 
uniform exchange standard for service specification and 
thus to support all requirements for electronic processes 
concerning public notice, contracting and accounting in 
the execution of construction works [8]. The building 
model can be used to determine quantities that are 
assigned to the individual BoQ elements. The calculation 
of the individual quantities based on the components of 
the BIM model is called Quantity Take-Off (QTO). 

In recent years, some formats have been developed in 
order to use and exchange information from various data 
sources (often files). For this purpose, the individual data 
sources are described and linked using metadata. The 
links are saved explicitly. Data sources, metadata and 
links are generally referred to as information containers. 
In the simplest case, an information container comprises 
only one data source without links. If the data sources are 
in the form of files, the data exchange of an information 
container is realized as an archive file (e.g. as a zip file). 
The BIM-LV container according to DIN SPEC 91350, 
for example, enables standardized data exchange 
between digital building models and digital service 
specifications [9]. DIN EN ISO 21597-1 defines a similar 
approach to building and exchanging linked information 
using linked data concepts [10]. An information 
container according to DIN EN ISO 21597-1 is described 

using the Resource Description Framework (RDF) [11]. 
ISO 21597-1 was developed for the standardized data 
exchange of linked data sources using a generic 
information container format as shown in Figure 1. A 
container includes a header file “index.rdf” in the top-
level folder. A container shall have at least three folders. 
The “Ontology resources” folder may be used to store 
ontologies providing the object classes and properties 
that shall be used to specify the contents of and links 
between the documents within the container. The 
“Payload documents” folder and “Payload triples” folder 
may contain nested folders to allow groups of associated 
digital resources to be held together and referenced as a 
group (e.g. a building information model with its 
associated reference files or a set of linked spreadsheet 
documents). A container according to ISO 21597-1 can 
also be used to exchange data and forms the information 
basis for the approach presented here. Building models, 
BoQs and QTOs are linked with the help of a container 
and used in the creation of a billing model. 

 
Figure 1. The structure of an information 
container according to DIN EN ISO 21597-1 

2.2 Blockchain and Smart Contract 
Blockchain is a distributed ledger technology, where 

“distributed” is managed by a decentralized peer-to-peer 
(P2P) network [12] and “ledger” is realized as an 
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electronic database comprising a chain of blocks [13]. In 
this network, the transactions are verified, validated and 
combined into blocks. The blocks are then chained 
together. Thus, the procedure is based on a chained block 
structure that grows linearly. The data in the Blockchain 
is immutable and cannot be manipulated or deleted. 
Blockchain has the following key characteristics: 
decentralisation, persistency, anonymity and auditability 
[14]. 

The Blockchain concept was developed from the 
Bitcoin technology first proposed by the pseudonymous 
Satoshi Nakamoto in 2008 [15]. However, the Bitcoin 
(i.e. the origin of Blockchain) was a non-programmable 
system suitable only for cash transactions. The situation 
starts to change after smart contracts come into the stage 
of Blockchain. The smart contract, first proposed by 
Szabo in 1996 [16], is a digital agreement which self-
executes itself. Since Buterin et al. [17] have embedded 
smart contracts in their Ethereum Blockchain system in 
2014, Blockchain has become a platform with 
programmable applications. This way, more possibilities 
and more applications in more fields than just finance 
have come to the Blockchain stage. However, due to the 
limited Blockchain storage and relatively slow 
transaction speed, it is does not make sense to store all 
the project-related data in the Blockchain as mentioned 
above. Many researchers suggest the notion of off-chain 
data storage, which is a conventional or a distributed 
database to store the data outside of the Blockchain. For 
example, Xu et al. [18] propose an architecture using 
Blockchain for connecting application layer within off-
chain data and off-chain control.  

In the construction industry, a great deal of research 
has been done on using Blockchains due to their 
enormous potential. For example, Li et al. [19] reviewed 
73 papers from 2014 to 2018 on the applications of 
Blockchains in the construction industry. The reviewed 
applications lie in smart energy, smart cities and the 
sharing economy, smart government, smart homes, 
intelligent transport, building information modelling 
(BIM) and construction management, as well as business 
models and organizational structures. In 2020, Kasten 
[20] pointed out that research related to Blockchain 
applications in engineering or manufacturing has been 
growing fast after 2016, especially in data validity (e.g. 
BIM). In particular, Shojaei [21] states that smart 
contracts can provide a new type of work breakdown 
structure, which can automate the process of compliance 
and payment. Moreover, Li et al. [22] emphasize that 
smart contracts are one of the key complementary 
concepts to BIM, which can represent the construction 
project requirements in a computable way and automate 
contract clauses.  However, Eschenbruch et al. [23] point 
out that using smart contracts in construction contract and 
payment automation still faces many legal issues. 

3 Methodology 
This paper proposes a framework for automated 

contract, invoice and billing management, as shown in 
Figure 2. The framework focuses on automating the 
payment between clients and contractors. The payment-
related transactions are no longer defined in a paper-
based construction contract, but rather mapped in a smart 
contract. Each payment-related transaction can be 
considered as a billing unit, and billing units must be 
defined in a digital way so that an automated payment 
can take place. For this purpose, billing units contain 
information about the construction work items and 
building elements and are based on the information from 
the BIM model, the BoQ and the QTO. All billing units 
together compose a billing plan, which together with the 
BIM model, the BoQ and the QTO is referred to as a 
billing model. 

A billing model is generated accordingly, and serves 
as a data basis for smart contracts. The billing model, in 
collaboration with the smart contract, enables the 
automation of the delivery and acceptance process. If the 
client checked and confirmed a construction task 
reported by the contractor, the payment will be 
automatically transferred from the client bank to the 
contractor bank. A Common Data Environment (CDE), 
as an off-chain storage, handles all the payment-related 
files. For this purpose, a BIM Contract Container (BCC) 
is used, which contains all payment-relevant data (i.e. the 
BIM model, the BoQ with QTO and the billing model). 
For a secure and resource-efficient storage of the 
information in a Blockchain, only the URLs and hash 
values of the files stored in the CDE are used. The 
following three subsections detail how to filter payment-
related transactions from a construction contract to a 
smart contract, how to generate a billing model, and how 
to automate the payment.  

 
Figure 2. The overview of the proposed 
framework 
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3.1 Construction Contract to Smart Contract 
Due to the complexity and the legality of a 

construction contract, a smart contract will not be able to 
replace a construction contract completely. The starting 
point is to filter out the payment-related transactions from 
the conventional construction contract. On the one hand, 
this is about the services and billing units to be provided 
and, on the other hand, the remuneration assigned to them. 
The payment-related data can be obtained via the BoQ 
and QTO. Based on a BIM model and a BoQ with QTO, 
a corresponding billing model is created, which is then 
automatically processed via smart contracts. Hash values 
of the smart contract, the BIM model and the BoQ with 
QTO are included in the paper contract to identify the 
billing basis of the contract.  

Once confirmed, any contractually relevant data 
cannot be changed unnoticed. All subsequent 
modifications or extensions must be agreed between the 
contracting parties, and be stored as an update of all the 
former versions. The relationships from a construction 
contract to a smart contract can be viewed in Figure 3. 
With the help of completion notifications of the 
contractor and confirmations of the client, payment 
instructions are automatically sent to the involved banks 
and payments are performed out immediately. Such 
processing modalities or processes are expressed in the 
smart contract with if-then relationships.   

  

 
Figure 3. Integration of a smart contract into a 
construction contract  

3.2 Billing Model 
In order to automate payment transactions, a billing 

model has been developed based on the BIM model. 
Depending on the type of contract used and the 
underlying service description, the billing model can 
have different contents. In this context, a billing model is 
equivalent to a digital payment plan. The basis for the 
preparation of the payment plan is a service specification 
(i.e. a BoQ with QTO), which is linked to the BIM model. 
A service specification contains hierarchically structured 

elements, whereby the smallest element is a quantity split. 
The payment plan consists of billing units that can be 
clearly identified by a generated unique ID. Each billing 
unit contains one or more construction work items from 
the underlying service description with a total amount to 
be paid and a completion date. If the billing unit is 
completed and accepted on schedule, the contractor will 
get the agreed payment of the billing unit.  

The used XML Schema Definition (XSD) of a billing 
model is visualized in Figure 4. A billing model consists 
of general billing model information (BMInfo) and 
several billing unit(s). Each billing unit contains one or 
more items, and the items may contain sub-items. Each 
item could be a single element or a group of service 
specification elements. In addition to the items, each 
billing unit stores short and long descriptions, the total 
quantities, the unit and the total price. The 
CompletionDate of a billing unit indicates the latest 
completion date of all the construction work tasks in this 
billing unit.  

 
Figure 4. Visualization of the XML Schema 
Definition (XSD) of a billing model 

To generate a Billing Model, a software tool as shown 
in Figure 5 has been implemented. A BIM model can be 
imported in the form of a BIM-LV container (Figure 5a), 
which contains IFC files (i.e. BIM models), GAEB files 
for service specification (i.e. BoQs with QTOs) and the 
LinkSet files to build up the links between IFC files and 
GAEB files. In this way, by selecting an element of the 
BIM model (Figure 5b), the corresponding linked BoQ 
item (Figure 5c) will also be selected. Multiple BoQ 
items in the GAEB Parser can be selected and formed as 
the items of a billing unit in the billing model (Figure 5d). 
The overall quantities, unit and total price of a billing unit 
are automatically generated based on the information of 
selected items. To successfully generate a billing unit, the 

1391



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

client needs to fill in the short description and the 
completion date of the billing unit. The long description 
of a billing unit is formed by the IDs of the selected items 
by default, which can be modified by the client. If an item 
is selected, all its sub-items will be selected and become 
the sub-items of the selected item in the billing unit 
(Figure 5d). When an item is linked with an IFC element, 
its long description in the billing model will display the 
GlobalID of the linked IFC element. For data exchange, 
an XML-based data format of billing models has been 
developed. Such an XML-format billing model can be 
directly exported to a BIM Contract Container (BCC) 
using the framework presented in Hagedorn [25]), or 
stored as an XML file. A generated billing unit in XML 
format is shown in Figure 6. 

 
Figure 6. A billing unit generated via the software 
tool shown in Figure 5. 

Figure 5. Implemented prototype for generating a billing model and a BIM Contact Container (BCC): 
(a) “Import a BIM-LV-Container file” button, (b) the IFC Viewer component, (c) the GAEB Parser 
component, (d) the Billing Model component and (e) the BIM Contract Container (BCC) component. 
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3.3 BIM Contract Container (BCC) 
An information container (called the BIM Contract 

Container, or BCC for short), which contains the list of 
services (i.e. the BoQ with QTO), the digital building 
model (i.e. the BIM model) and the agreed billing model, 
can be generated via the software tool (Figure 5e). The 
loaded IFC file and GAEB file are automatically added 
to the container. The agreed billing model can be 
exported to this container afterward (as introduced in 
section 3.2). In this way, a BCC is generated accordingly.    

The BCC’s folder structure is shown in Figure 7. The 
content of such a BCC is stored in a ZIP64 encoded folder 
with the extension .icdd. The RDF index file includes the 
overall description. It contains all necessary documents 
and link sets of the container. The building model 
(“BuildingModel.ifc”) is considered as an internal 
document and therefore its referenced file is stored inside 
the “Payload documents” subfolder. Its assigned format 
is IFC2x3. The BoQ and QTO (“BoQ_gaebxml.x86”) 
and the billing model (“BillingModel.xml”) are also 
stored in the “Payload documents” subfolder. Apart from 
these documents, the container description also refers to 
linksets, which includes the linking for the BoQ and 
billing model. The contents are therefore defined in two 
separated files named “BoQLinks.rdf” and 
“BillingUnitLinks.rdf”, and stored inside the “Payload 
triples” subfolder. 

 
Figure 7. The folder structure of the BCC  

3.4 Billing Process 
Subsequently, based on the individual construction 

works and calculated quantities, a schedule and time 
planning can be made, taking into account the design and 
the building site. For this purpose, individual activities 
are defined, connected and saved as a network plan. The 
durations can be determined, for example, considering 
the selected construction methods and calculated 
quantities. The components of the BIM model are then 
linked to the individual activities using the calculated 
quantities. 

A billing process with corresponding rules is created 
for each billing unit and stored in the smart contract. Such 
a billing process can be instantiated for each billing unit 
in the smart contract and linked to the digital billing unit 
of the billing model stored in the BCC. A simple and 
defect-free process for a billing unit is shown in Figure 8. 
The actions (start of construction works, report of the 
completion, checking and acceptance, execution of the 
payment and confirmation of the payment) are viewed as 
a sequential process. 

 
Figure 8. A defect-free process of a billing unit via 
BCC and smart contract logic 

After the client finishes the “Checking and 
Acceptance” process, the possible smart contract logic as 
shown in Figure 9 can be executed. The values of 
CompletionDate, isPartialPaymentAllowed, 
RejectionThreshold and Penalty are predefined in the 
smart contract based on the construction contract and the 
billing unit, while the values of FinishedDate and 
AcceptanceRate are obtained via the actual acceptance 
process. When the contractor reports completion, its 
FinishedDate will be recorded. This FinishedDate can be 
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compared with the CompletionDate set in the billing unit. 
The acceptance results of the client can be represented as 
AcceptanceRate. Only if the contractor completed the 
works as scheduled (i.e. the FinishedDate not later than 
the CompletionDate) and the client fully accepted the 
works (i.e. the AcceptanceRate is 100%) will the 
contractor get fully paid. If the contractor did not finish 
the work as scheduled, he/she will either get the payment 
with a penalty deducted or be refused to be paid 
altogether. If it is allowed to have partial payments and 
the value of AcceptanceRate is more than the 
RejectionThreshold, the contractor can get a partial 
payment. In other cases, the client refuses to pay. 

 
Figure 9. A smart contract logic for the “Execute 
Payment” step 

4 Conclusion and Outlook 
Digitization is widely considered as the solution for 

the optimization and automation of processes in the 
construction industry. However, the current practice of a 
construction project still relies on paper contracts and 
conventional communications, which are time-
consuming and non-transparent. This paper presents a 
framework for simplification and automation of 
payments during the construction process by combining 
the BIM contract container (BCC) with smart contracts. 
All the project-required data (i.e. the BIM model, the 
BoQ with QTO, and the billing model) are stored and 
linked in the BCC. The BCC is stored in an off-chain 
storage (i.e. CDE), while the sensitive and important 
information (e.g. the hash values of the documents stored 
in the CDE, results of acceptance procedure and 
payments) is safely stored and recorded in the Blockchain. 
Integration of the billing model and smart contract 

automates the payments between the client and the 
contractor during acceptance procedures.  

This study has several limitations. First, the 
subcontractors are not taken into account in this study. 
Moreover, to define the smart contract rules, there are a 
lot of logic and legal issues to be settled, which are not 
handled in this study. Finally, the payment procedure 
during a construction process is more complex and has 
more factors to be considered in the future. 
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Abstract -
The evaluation of indoor risks is a paramount issue in

building design and construction. Conventional methods
that rely on handcrafted rules or drills are insufficient for
this task as they either fail to accurately depict the sophis-
ticated spatial attributes and people’s cognition abilities or
are not suitable during the design phase of the building. This
paper puts forward a novel computational framework with
a reinforcement learning-based paradigm to automatically
assess the evacuation risk posed by the indoor space through
intelligent agents. Our model focuses on the agent’s explo-
ration behaviours as it gains knowledge to locate the optimal
path from an initial location to an exit. The cost of this knowl-
edge acquisition process is then used to capture the risk posed
by the initial location of the building. The work aims to shed
new light on utilizing agent-based techniques in evaluating
building safety.

Keywords -
Indoor risk evaluation; Reinforcement learning; Agent-

based evacuation; Computational framework

1 Introduction
The evaluation of indoor risks posed by emergency situ-

ations such as fire and earthquake has been a critical issue
in building design and construction management. Imag-
ine a situation where a designer is planning the interior
space of a building. It is important to identify potential
emergency situations and assess the level of risks of the
designed indoor layout before commencing development.
One of the key safety criteria is how effective the interior
layout enables building occupants to evacuate during an
emergency. Awell-designed interior layout should in prin-
ciple enable people in the building to quickly find optimal
evacuation pathways and escape, thereby greatly reducing
human casualty. Yet, to characterise the indoor environ-
ment and hazards, a huge amount of variables need to be
taken into consideration that includes not only the spatial
features of each interior location, placement of structural
and non-structural elements, but also people’s behavioural

and cognitive traits. This demands an objective, cost-
effective, and general method to assess indoor risks which
differentiate risks of different indoor locations, truthfully
reflect the spatial features, and are not biased by human
input.
So far, however, most commonly used methods to eval-

uate indoor space risks rely on fixed sets of well-defined
criteria, e.g., the equations in SFPE handbook of fire pro-
tection engineering [1]. It is easy to see that limitationwith
this common practice: In a building with complex indoor
layout structures, applying a set of prescriptive rules to
evaluate risks is deemed to be too coarse to account for the
differences among the spatial features of the locations, and
the erratic and complex behaviours of building occupants
[2]. Another common way to evaluate evacuation effec-
tiveness is by conducting evacuation drills. However, this
approach introduced various issues related to ethical, prac-
tical, and financial constraints [3]. For example, drills will
hardly recreate the sense of urgency in a real-world emer-
gency and the effectiveness of evacuation drills greatly
relies on whether people actively engage in the training.
Moreover, conducting evacuation drills has one obvious
shortcoming: we can only perform evacuation drills af-
ter the entire interior layout has been developed. Thus, it
is not a suitable way to reveal potential risks during the
design phase [4].
A desirable scheme for assessing indoor evacuation ef-

fectiveness during the building design phase must satisfy
the following:

1. Firstly, as the evaluation should take place during
the design phase where no physical involvement of
human participants is possible, the scheme should
exploit computerised modeling and simulation tech-
niques to achieve its goals.

2. Secondly, the evacuation process’s effectiveness re-
lies on the evacuees’ physical and mental ability.
Therefore the assessment must be carried out based
on the behavioural patterns of evacuees.

3. At the design phase, however, no input will be avail-
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able on the specific features of the building occupants.
It is therefore desirable for the risk assessment to be
independent from the features of any specific evac-
uee. Similarly, the specific emergency situation that
triggers the evacuation may greatly impact the evac-
uation process. Therefore, the assessment should
also be independent from any specific emergency sit-
uation. In summary, the output of the assessment
would be a form of risk score that measures the level
of safety guaranteed by the indoor environment given
the interior building layout in a generic setting.

4. Then, as an indoor environment has complex layout
structure and locations may have vastly different spa-
tial features, it is important to have a location-based
risk assessment where risk scores are associated with
individual location points. This has the result of a
type of “heat map” that visually illustrates areas of
potential hazards in the building where building oc-
cupants may face a greater level of risks.

5. Lastly, the scheme should be sufficiently general so
that it can be applied to different layout plans and
reveal their differences.

This paper proposes a novel framework for computing
risk scores of indoor locations given a layout plan. The
risk score reflects in a generic sense how much the in-
terior layout supports effective evacuation of a building
occupant from a specific location spot. The computation
is agent-based in the sense that reinforcement learning
(RL), commonly seen in the development of artificial in-
telligence agents, as an integral part of risk assessment.
RL has demonstrated wide applicability in improving the
performance of AI systems in many fields [5, 6]. Yet, to
the authors’ knowledge, our work is the first to incorporate
RL in building risk assessments. The aptness of the RL
paradigm in our setting lies in the fact that we model an
evacuee as a reward-driven decision-maker, i.e., an agent
who can assess the physical space while finding an optimal
evacuation pathway.

In a nutshell, our framework defines the risk score us-
ing the efficiency of an agent – which is initialised with no
knowledge regarding the building layout – in finding the
optimal evacuation path through exploring the indoor en-
vironment. This framework has the following advantages:

Firstly, by applying machine learning algorithms on
evacuees who have no prior knowledge regarding the in-
door layout, the behaviours of the evacuees are generated
in run-time through their interactions with the indoor envi-
ronment. This avoids handcrafted behaviours of evacuees,
thereby giving an unbiased evaluation of the effectiveness
of evacuation.

Then, as we let the same agent start its exploration from
all location points in the indoor environment, the obtained

scores can be compared with each other in an objective
way. Through this, one can easily generate a unified heat
map of the indoor layout.
Thirdly, the proposed risk score takes into account the

cognitive aspect of the agent by focusing on the dimension
of knowledge acquisition. In other words, the risk score
of a location point is defined as the cost for an evacuee
who starts from the location points to identify the optimal
evacuation path through repeated simulated exploratory
evacuation. A location that facilitates higher safety is seen
as one that incurs the lower cost of knowledge acquisi-
tion, while a more risky location is one where an evacuee
needs to spend a lot more effort finding the optimal evacu-
ation path. In comparison with other classical methods for
evacuating location-based evacuation effectiveness such as
computing the distance between a location and the near-
est exit, our formulation is more realistic as it takes into
account the behavioural aspect of evacuees and thus is a
more reliable and robust safety index.
It is important to note that, while our formulation of

the risk score is based on a simulation of evacuation be-
haviours of an evacuee, the aim of this model is not to
mimic the actual evacuation during an emergency sce-
nario [7]. To do that, many factors such as dynamics of
the physical space during an emergency (e.g., fire), peo-
ple’s reaction to crowd movements (e.g., herding, stam-
pede, etc.), as well as behavioural traits such as panic and
altruism need to be addressed. Our work does not address
these factors, as they are specific to particular emergency
situations.

2 Related work
2.1 Building Safety Evaluation

The most standard practice to evaluate building safety is
to adhere to a set of rigid rules which lays out best practices
in building design. One of the main weaknesses of such
approaches is that it is not able to accurately and deeply
depict the erratic and complex behaviour and movement
pattern of evacuees in a building under urgent conditions.
Therefore, modeling and simulating emergency evacua-
tion is essential to provide valuable insights about building
safety and evacuation management [8].
In 1998, Ming [9] proposes a fire safety assurance ap-

proach including the fire safety assessment method for
high-rise buildings in Hong Kong. In 1999, Ming [10]
proposes a fuzzy fire safety assessment approach based on
fire risk ranking techniques. The research at this stage car-
ries out an emergency safety assessment on the completed
buildings, the purpose is to evaluate the emergency safety
risks of the buildings and formulate appropriate rectifica-
tion plans to ensure the safety of the buildings.
Since the 2000s, researchers have shifted their attention

towards the evaluation of building safety in real emer-
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gency situations. In 2001, Ellingwood [11] studied the
emergency safety of buildings under earthquake disasters.
In 2008, Anagnostopoulos et al. [12] studied the post-
earthquake emergency safety assessment of the building
and provided support for the post-disaster rescue work
plan. Carrying out research in a real emergency play an
important role in reducing casualties and property losses
under various disaster conditions.
In recent years, it has become a new research direction

to carry out safety evaluation on design and construction
stage. In 2010, Gangolells et al. [13] discussed the safety
considerations of building construction at the design stage
using a risk analysismethod, aiming to reduce construction
risks in advance. In 2011, Oien K et al. [14] conducted a
research on the theoretical basis of building safety evalua-
tion, which provided an important reference for subsequent
research. In addition, based on the behaviour of people in
the building under emergency evacuation conditions, car-
rying out building emergency safety evaluations to serve
the safe evacuation of people under emergency evacuation
conditions has become the focus of relevant research. In
2018, Bahr [15] conducted extensive discussions on the
safety engineering and risk assessment of system based on
practical methods in his work.

2.2 Evacuation modeling

We now review theories and models for evacuation sim-
ulation.
Flow-based models. Flow-based models use the density
of nodes in flows to simulate the features of the people
flow. Henderson [16] firstly argued that the behaviour pat-
terns of pedestrian crowds are similar to gases or fluids.
Bradley [17] applied Navier–Stokes equations to describe
the motion of high-density pedestrian crowds. Helbing
et al. [18] summarised that for medium and high-density
pedestrian crowds, its motion patterns are very similar to
fluids. For instance, people’s footprints in snow look sim-
ilar to streamlines of fluids. Flow-based models could
apply the complete network model to develop the opti-
mal evacuation plan in terms of the minimum evacuation
time. However, the main restriction of flow-based models
is it makes wrong assumptions of people’s homogeneity.
These assumptions make this type of model difficult to
simulate people’s different physical abilities, behaviour
patterns, and characters. That is, the sociological factors
of group decision-making processes that play a crucial
rule in all emergency evacuation scenarios could not be
simulated and defined in flow-based models.
Cellular automata. Cellular automata evacuation models
involve discretization space andmodel people’s evacuation
process by single individual cells. One of the earliest cel-
lular automata evacuation models was proposed by Perez
et al. [19]. Daoliang et al. [20] applied a two-dimensional

cellular automata model to simulate the evacuation dy-
namics of occupants. Yu and Song [21] proposed a model
to simulate pedestrian counter flow in an corridor consid-
ering the surrounding environment. Kirchner et al. [22]
proposed a stochastic cellular automata model to simu-
late the friction effects and clogging phenomenons in the
crowd during the evacuation process.
Due to the simple shape of grids and predefined be-

haviour rules of evacuees, cellular automatamodels hardly
to simulate unique characteristics and behaviour patterns
for different types of evacuees, like women or kids. There-
fore, most of the complex sociological factors among evac-
uees cannot be simulated in cellular automata models.
Agent-based models. An agent-based model is a sys-
tem that comprises many intelligent agents which can be
used to build heterogeneous characteristics and behaviour
patterns. Instead of a global goal, each of the agents
has a local goal to achieve [23]. Camillen et al. [24]
evaluated different evacuation strategies in closed spatial
environments, they demonstrated that due to the dynamic
environment, traditional simulation models are difficult to
simulate the evacuation process accurately. Only agent-
based models are able to capture the dynamic characteris-
tics of certain closed spatial environments properly. More
recently, Sumam et al. [25] focused on the impacts of
various evacuation behaviours and determined their effi-
ciency in terms of the final evacuation rate. Yang et al.
[26] present a prototype that uses agent-based modeling
to simulate deep foundation pit evacuation in the presence
of a collapse disaster. Şahin et al. [27] proposed an ap-
proach which combines a multi-agent model with fuzzy
logic to simulate common human and group behaviour
during safety evacuation. Kasereka et al. [28] proposed
an intelligent Agent-Based Model enabling the modeling
and simulation of the evacuation of people from a building
on fire. Gonzalez et al. [29] propose a simulation model
to find out optimum evacuation routes during a tsunami
using Ant Colony Optimization (ACO) algorithms.

3 A New Agent-based Framework for As-
sessing Risk Score

We describe our computational framework to assess
the risk score given input layouts. A prototype of our
framework is implemented using the NetLogo platform.
NetLogo is a programmable agent-based modeling envi-
ronment designed and authored by Wilensky [30]. The
physical space in a NetLogo environment is realised by a
set of patches that represent location points. An agent is a
special entity in the framework which can be in a patch at
any given time instance. The NetLogo platform has built
in function that enable us to define the states, perception
and decision making functionalities of the agent, before
letting the agent to start its simulated runs, i.e., evacuation
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in the building.

Figure 1. Framework of our approach, with three
main modules.

Broadly speaking, our framework consists of three main
modules (as shown in Figure1): the floor plan generation
module, evacuation simulation module, and risk score as-
sessment module.

First, the indoor space is represented by a digital model
that is to be processed by the NetLogo platform. This
digital model captures the interior layout and regions that
are reachable by the evacuee. The many spatial attributes
of the interior layout are represented in the floor plans,
such as pathways, exits, corridors, furniture, etc. This
digital representation is going to serve as the input to the
next module which performs RL algorithm to assess the
evacuation risk and generate risk scores.

The second module is the core part of the framework
and it simulates the exploratory behaviour of an evacuee in
the building. The main idea is we focus on the exploration
behaviours of the agent as it gains knowledge in order to
locate the optimal path from an initial location to an exit.
This corresponds to a process of knowledge acquisition.
As discussed above, the cost of the knowledge acquisition
process is then used to capture the risk posed by the initial
location of the building.

The third module is used to generate risk scores. In par-
ticular, we apply the evacuation simulation assuming the
evacuee starts from every location points of the physical
space. In this way, this module will generate a risk score
for every location point. Using these risk scores, one may
derive an overall risk score for the entire floor plan, that
is, a quantitative measurement of the input floor plans’
safety level in terms of emergency evacuation. Moreover,
we will generate a heat map based on each patches’ risk
score.

3.1 Module 1: Floor Plan Generation

The first module performs preliminary processing of
floor-plans: we label the inaccessible areas (like walls or

large cabinets) and the exits, and then import the modified
floor plan. The system will generate a virtual plan base
on the coloured floor-plan. Figure 2 shows the coloured
original real-world floor-plan of a hospital and the gener-
ated virtual plan in Netlogo separately. The black patches
represent the inaccessible area, and the white patches rep-
resent the accessible area, that is agents could arbitrarily
move in white areas. Finally, the blue patches represent
the exits.

Figure 2. The coloured original real-world floor-plan
of a hospital (left) and the digital representation in
Netlogo (right).

3.2 Module 2: Evacuation Simulation Module

The main task performed by this module is to assess
the evacuation risk posed by the indoor space automat-
ically. Here we use one of the well-known machine-
learning paradigm, reinforcement learning (RL), to model
a person’s cognitive behaviours. An RL agent is a reward-
driven decision-maker who’s able to adjust behaviours and
improve performance based on the external environment
through repeated trial-and-error. In this way, RL aims to
mimic the cognitive process of operant conditioning in
humans and animals. Imagine someone starting from an
arbitrary location in a building that aims to escape the
building by finding the nearest exit. Suppose that this per-
son has no knowledge regarding the physical space. The
person may explore the space by conducting trials, i.e.,
walking in the indoor area until reaching an exit point, or
coming to a location that has already been visited in the
same trial. Within each trial, certain knowledge is devel-
oped by the person that indicates how easy it is to find the
nearest exit from this location.

To realise the exploration and learning process above,
we formalise the evacuation situation using finite Markov
decision processes (MDP): AnMDP is a tuple 〈S,A, X, A〉
whereS is the finite set contain all the states,A is the finite
set contain all the actions, X : S × S × A → [0, 1] is the
dynamic function, A : S × A → R is the reward function.
The goal of MDPs is to determine a policy c : S ↦→ �, a
function which maps states to actions, with the maximum
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expected reward:

arg max
c

E

[
) −1∑
C=0

A (BC , 0C )
]

(1)

where BC+1 = X (BC , 0C ) , 0C = c (BC ) and ) is a final time
step.
In our setting, the MDP represents the indoor environ-

ment of the agent. The set S of states represents the set
of all patches in the digital representation of indoor space.
Note that there are only three types of patches in our digital
floor-plan layout: black (inaccessible area), white (acces-
sible area), and blue (exits). Agents are only able to walk
on the white patches. The action set A consists of four
elements: up, down, left, and right. We assume that these
actions will deterministically causes the agent to move
from one white patch to another patch in the respective
direction. If the target patch is a black wall, the agent will
stay put in this time step. An policy directs the agent’s
movements. To realise the knowledge acquisition pro-
cess, we assume that the MDP is unknown to the agent,
and through a model-free RL algorithm, the agent itera-
tively improves its knowledge regarding the environment
by keeping track of a valuation function.
This scenario can be handled by a well-established RL

algorithm, Q-learning. Q-learning has been the most
widely-used approach with demonstrated efficiency and
reliability guarantee [31]. The key idea of Q-learning is
incrementally approximating the valuation (&) function
of each state-action pair based on the rewards received.
To be more specific, in each round, the Q-value will be
updated from &C to &C+1 base on old value (i.e., &C ) and
the maximum Q-values of the next state (i.e., BC+1) using
a temporal difference mechanism:

&:+1 (BC , 0C ) = &: (BC , 0C )

+ U
(
AC + Wmax

0
&: (BC+1, 0) −&: (BC , 0C )

)
(2)

Wenow introduce theworkflowof the safety assessment
module below: A path is a contiguous sequence of patches
?1, ?2, . . . , ?ℓ where every patch ?8 where 1 ≤ 8 < ℓ is
white and ?8+1 is reachable from ?8 by one of the moves.
From a patch ?, the shortest path to exit is the path that
starts from ? and ends at an exit that contains the least
number of patches.
Our agent performs trials to explore the indoor area

from every white patch ?. In each trial, the agent starts by
initialising the &(B, 0)-values to 0 for every patch B and
action 0 ∈ A. As the agent traverses through the patches,
it will update its Q-value as defined above. When the agent
arrives at the exit patch, the module checks whether the
agent has found a shortest path to the closest exists in terms

(a) Original layout (b) Output heat map

Figure 3. Original layout and heat map of
an theater. Retrieved May 22, 2019, from
https://www.cadpro.com/draw-floor-plans/

of its Q-values for each patch-action pair. If no shortest
path is identified based on the Q-value, we will start a
new trial from the starting patch; on the other hand, if the
shortest path has been identified, the module will record
the total number of patches this agent has walked through
during the all the trials which started from the same initial
patch ?, this number is denoted by �? .

3.3 Module 3: Risk Score Assessment

For any white patch ? ∈ S, let 3? be the length of the
shortest path that starts from ?. To account for the impact
made by different sizes of the floor plan (i.e., the number
of patches |S|), we divide �? by 3 and set:

f? = �?/? (3)

We define this value f? as the risk score of the patch ?.
We will generate a heat map base on each patches’

risk score. We calculate the overall average of f? and
denote the result f as the risk score of the entire indoor
space. We try to use this risk score f to make the indoor
location-based risk quantitative and allow people to judge
the configuration of the floor plan as a whole.

4 Experimental Validation

Parameters setup. We apply frequently-used parame-
ters in Q-learning here. In the following experiments,
we set n as 20%, U equal to 0.2, W equal to 0.9, respec-
tively. Here n = 20% means random actions are taking
20% in all actions for the agent’s behaviour. We set the
path reward −1 to correspond to the time cost during the
exploration, and we set the exit-reward to 10 as the re-
ward of finding the exit. Since the Q-learning process is
non-deterministic, the choice of the agent’s move is not the
same in each episode, so we run our model 20 independent
episodes for each experiment.
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4.1 Case Study 1: A Theater

Figure 3 is a floor plan of a theater1. Here, we execute
our program on this floor plan and output the heat map.
The area near the exit door have a relatively low output
risk score (green area), which means such areas are easy
to evacuate; meanwhile, the areas far from the exit get
high output risk score. This result is matching our expec-
tation and common sense. Moreover, the top left corner is
covered with dark red. The reason is there are too many
obstacles (i.e., chairs.) around. So it is difficult to quickly
evacuate from this area in an emergency situation. If a
shooter stormed into this theater and starting hurt people,
this dark red area might become a dead-end corner. The
heat map shows that our prototype program can judge and
measure the safety of different sub-areas. From this heat
map, we could get some useful design suggestions: we
might need to open an exit door at this red area for safety
concerns.
One main advantage of our framework is, we could

calculate sub-area risk score base on the risk score of each
patch. For example, the risk score of the green left-bottom
corner is 471; the risk score of the red left-top corner is
1466; the average risk score value of the whole theater is
848.6. This makes our program has more flexibility and
capability. We could only focus on the important part of
the building which we are interested in.

4.2 Case Study 2: Auckland Hospital

(a) Original layout (b) Generated heat map

Figure 4. Original layout and generated heat map of
Auckland hospital [32]

Figure 4 shows the original layout and generated heat
map of one floor of Auckland hospital, respectively [32].
There are six exits in the original map, as shown in Figure
4(a). Now we remove four of them and generate corre-
sponding heat map, as shown in Figure 4(b), and see what
difference it will make. From the graph, we can see the
map was separated into two different parts: the left part
got two exits and fewer obstacles. Therefore, it has a much
lower risk score; the right part has a very complex layout,
many obstacles around, some narrow corridors, and dead

1retrieved May 22, 2019, from
https://www.cadpro.com/draw-floor-plans/

ends. Sowe can guess there should be some exits in the red
part, just like the original layout. This case study shows
that our program does have some ability to understand the
structure information embedding in the floor plans.

4.3 Case Study 3: Rational Configuration Design

(a) Original generated floor
plan (f = 652.1)

(b) Two exits floor plan (f =
1655.3)

(c) Narrower corridors floor
plan (f = 803.1)

Figure 5. Rational configuration design

This case study aims to demonstrate that our framework
has the potential to provide decision support to designers
by allowing flexible adjustment to the indoor layout and
observing the resulting risk score. For this, we manually
generate an artificial indoor environment that consists of
several rooms linked by two corridors. We imagine the
situation where a designer is facing a number of design
decisions that include setting the number of exists and
adjusting the width of the corridors. By applying our
model, the designer is able to predict the likely impact to
risk scores of the interior space of tuning these parameters.

The number of exits. We first check the difference of
the risk score by varying the number of exits. We apply the
control variate method here, which means the only thing
we change is the number of exits. Figure 5(a) shows the
orignal floor plan with six rooms and three exits. The risk
score f is 652.1.
Now we reduce the number of exit to two and rerun our

program. We give the output heatmap in Figure 5(b). Now
the floor plan has a much higher risk score: f = 1655.3.
From the heat maps we generated, we could have some
insight view of the whole layout of the current building,
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like if a certain area has a relevantly high risk score, we
might consider adding an exit in this area. The more exit
we have, the lower risk score we will achieve. We could
set up a proper threshold risk score value to balance the
risk score f and the number of exits.

The width of corridors. We then check how the width
of corridors affects the risk score of a floor plan. We
reduce the width of the original vertical corridors from
four grids to two grids and the original horizontal corri-
dors from four grids to a single grid, as shown in Fig-
ure 5(c). By comparing the original floor plan, we find
that the narrower corridors floor plan has a higher risk
score: f = 803.1 compared to the original risk score:
f = 652.1. This means narrower corridors make people
difficult to evacuate, especially for the two rooms in the
middle. This experiment is causing alarm that wemust not
use the main corridors for storage or rebuild the corridor
without permission. We should keep all escape route free
and unobstructed evacuation from the premises.

5 Conclusion
The evaluation of indoor risks is a paramount issue in

building design and construction. This paper puts forward
a novel computational framework to automatically assess
the evacuation risk posed by the indoor space through
intelligent agents. In particular, we model a person’s cog-
nitive process when exploring the indoor space in search
for an exit, and then capture the risk using the cost of
such process. Such an automated process to evaluate the
safety conditions of indoor spaces could help evaluate the
risk without deploying safety inspectors or conducting an
evacuation drill. Our framework is a cost-effective solu-
tion than rule-based risk evaluation or evacuation drills
since we perform the evaluation procedure in a simula-
tion environment instead of requiring expensive expertise
or conducting an evacuation drill in real buildings. Our
framework has also high flexibility because the evaluation
procedure could be conduct at any stage of construction,
even in the sketch stage, if deemed necessary. Our case
studies show that the proposed framework can understand
the structure information embedded in the floor plan and
offer some reference suggestions for structural design and
risk evaluation.
We believe that the proposed method provides a new

perspective to evaluating building safety through the lens
of computational agents. There are many ways to extend
the current work. Future studies could consider a dynamic
environment where multiple agents interact through ex-
ploring the environment. We also could extend our proto-
type to the multi-agent system to provide insights into the
mechanisms and interactions for panic and crowding un-
der urgent situations. From an application perspective, the

idea proposed in the paper can be developed as a plug-in
in a building information management (BIM) system that
automate the evaluation of evacuation risks.
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Abstract – 

With the recent rapid advancement of vision 
technologies, recognized research widely applies to 
resolve the construction industry's remaining 
problem as known quality, cost, time, and safety. 
However, there are few studies on how to place visual 
devices for effectively collecting images/videos on 
construction activities. This study proposes a 
framework for camera planning using 4D BIM and 
visual programming language (VPL) that considers 
construction's nature. A case study was also 
implemented, whose results reveal the proposed 
method's enormous potential in camera positioning, 
simulation, and schedule installation. 
Keywords – 

4D BIM; Camera planning; Visual data; Visual 
Programming Language 

1 Introduction  
Currently, construction managers still face the 

provision of quality, safety, time, and cost reduction 
projects. For these purposes, researchers have studied 
many different approaches aimed at achieving a higher 
level of automation throughout the project cycle. 
Computer vision technology (CST) has been one of the 
past decade's main directions, which has proven to be 
cost-effective, accurate, and easy to implement. The 
utilization of CST reveals in four main categories 
including (1) construction progress monitoring [1–3] , (2) 
quality control [4–6], (3) logistic (material, 
equipment,.etc.) [3,7,8], (4) safety management [9–12]. 

 How to get visual data has become one of the critical 
and challenging questions for CST's success in the 
construction industry. Accordingly, it should be 
considered from the planning stage. First, it is the choice 
of data collection equipment that fits the job's needs. 
Recent innovations include making portable cameras 
such as smartphones, 360-degree camera devices, and 
UAVs accessible. These camera systems have led to an 
unparalleled rise in the number of images and videos 
routinely taken at construction sites [13]. Besides, fixed 

cameras still account for a large part of their usage 
through cost and real-time monitoring. The planner needs 
to choose which camera systems adapts to the condition 
of the project. For instance, the identification and 
tracking of construction-related workers' progress require 
a fixed camera for real-time monitoring. Therein, a high-
resolution camera as a 360-degree camera is necessary to 
detect the wall's crack in the inspection process. Second, 
schedule planning is needed regarding the placement of 
installing the camera. Choosing locations with progress 
in mind will avoid unnecessary reinstallation for cameras 
and other monitoring equipment.  

In the field of construction, Albahri [14] attempted to 
find an optimal positioning of cameras in indoor 
buildings using Building Information Modeling (BIM). 
Camera placement optimization also studies by Kim in 
the construction project. However, these studies have 
omission the changeable of constraints due to scheduling 
during construction progress. It leads that even project 
planner has camera placement plan, but they do not know 
when they can install during construction progress.  

Building information modeling (BIM) has become an 
essential step to the digital management of construction 
projects, helping facility and construction managers with 
decision making [15]. 3D BIM can automatically provide 
the geometrical and nongeometrical attributes of these 
elements to be considered in the optimization camera 
placement process. Moreover, when integrating with 
scheduling into 3D model, as known, 4D BIM can 
provide visual the change of constraints. 

This paper aims to propose a framework for camera 
installation planning that applying 4D BIM and Visual 
Programming Language (VPL). The proposed 
framework consists of four steps as "predefine camera 
parameter," "Camera Placement Optimization," 
"Installation Plan," "Visualization." The remaining of 
this work includes the following. Section 2 reviews the 
related study; section 3 defines the objective of research; 
then, the proposed framework is explained in section 4. 
A case study is implemented for evaluation following 
section 5. Finally, the author summarizes the method and 
discussion. 
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2 Literature Review 

2.1 Camera Placement Problem in 
Construction management 

Visual data acquisition is an essential first step in 
applying computer vision in the construction site. 
Depending on the quality of the data collection, the 
results of image processing-based may be the difference. 
Therefore, useful guidance for camera installation is 
crucial to the success of the subsequent adopt computer 
vision algorithm in the construction industry [1]. 

In practice, camera positioning is generally 
performed manually, relying on experts' expertise or 
observations [15]. Manual processes make camera 
placement time-consuming and cost-effective. Several 
researchers have made efforts to solve the Art Gallery 
Problem (AGP) [16]. In the field of construction, various 
researches put effort into solving this issue with a 
different objective. Kim [17] proposed the hybrid 
simulation-optimization of camera placement on 
construction job sites. Contributes in (1) interviewing 
expert to the identification of critical concern when 
installing fixed cameras, (2) developing a systematic 
framework for camera placement, and (3) visualization 
and quantification of the camera system network. While 
Yang [18] applied dynamic programming and developed 
general algorithms to the camera coverage and cost 
problems.  

While the previous works showed promising results 
in seeking optimal camera configurations, there are still 
elements remaining concern. Camera type selection 
relies on the purpose of the visual data needed. 
Furthermore, the camera installation plans need to 
determine related to the progress of the project.  

2.2 BIM and Visual Languages 
Eastman [19] described BIM as a digital 

representation of the building process that simplifies 
interacting and exchanging information within a digital 
structure. The BIM model application was applied to a 
wide range of construction aspects, including improved 
safety, efficiency in the management of quality, and the 
optimization of project times and costs. In the indoor 
buildings, Albahri [15], for example, attempted to find an 
optimal camera positioning via BIM. Visual 
Programming Languages support utilization BIM easily. 
It adopted in different studies recently, such as KBIM 
code [20] or Khan [21], uses BIM to optimize fire 
extinguishing installations. 

After conducting a review of current studies, this 
paper aims to develop a camera installation planning 
framework using 4D BIM and VPL that takes into 
account the characteristics of the construction industry. 

3 Propose Framework 
The goal of this study is to (1) select the type of 

camera which is fixed or portable system  according to 
task intended in the schedule, (2) deliver the amount and 
position of the camera for the specific working space 
(following scheduling), (3) integrate the camera 
installation plan into BIM 4D, and (4) simulate the view 
of the camera in BIM.  

Following the objective, the author proposes the 
framework for camera planning in construction, as 
illustrated in Figure 2. It comprises four steps that are 
"predefine camera parameter," "Camera Placement 
Optimization," "Installation Plan," "Visualization." 

3.1 Step 1- Predefine Camera Parameter 
4D BIM extracts the working space for each activity 

and schedules information. The planner should pick the 
camera style proper to the activity information, based on 
the visual data's intent. In this article, the author selects 
two common camera forms as a (1) fixed camera, which 
hangs on the wall for surveillance to detect and monitor 
much of the manual construction operation. And (2) 
portable camera, for easy inspection of quality. In our 
research, we choose the 360-degree camera representing 
for portable system. 

 

 

 Figure 1. The view of the camera  

After choosing the type of camera, the need to 
consider is to determine the camera's coverage, from 
which can calculate the number of cameras needed for an 
activity working area. Figure 1 shows the working area 
of 360-degree cameras and fixed cameras.  

3.2 Step 2- Camera Placement Optimization 
Module (CPOM) 

In step 2, the  CPOM converts mathematical 
information to computer-readable data using visual 
programming tools. First, this module includes 
determining the number of cameras and these placements. 
The following formulas are utilized for calculation. 

(1) The number of the camera (N) using for specific 
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activity working area (i). 

𝑵𝒊 =
𝐯𝐨𝐥𝐮𝐦𝐞 𝐨𝐟 𝐚𝐜𝐭𝐢𝐯𝐢𝐭𝐲 𝐰𝐨𝐫𝐤𝐢𝐧𝐠 𝐚𝐫𝐞𝐚

𝐂𝐚𝐦𝐞𝐫𝐚 𝐰𝐨𝐫𝐤𝐢𝐧𝐠 𝐚𝐫𝐞𝐚
  

The camera position is represented by the values of X, 
Y, and Z coordinates. The (X, Y) variable is coordinated 
in the 2D working area, while Z is the camera's height.  

  
(2) 0 ≤ Z ≤ H (H- the height of the wall) 

 
The author analyzes two kinds of cameras (fixed and 

portable cameras) to assess the camera location. 
Following O'Rourke's theory [16], the fixed cameras 
were placed in the corner of the activity working area. 
For the portable camera, the software uses VORONOI 
grid logic to create the optimized centerline working field. 
Then the place is set to lay at the centerline. 

3.3 Step 3- Installation Plan 
After completing step 2, the planner made a final 

inspection by simulating camera network activity. It 
helps planners visually predict the monitoring area. This 
simulation also allows planners to adjust camera position 
and visibility. Due to construction nature, the 
construction process has not completed a number of 
potential camera installation locations identified in step 
2. For example, the potential wall that has camera 
placement is construction. Therefore, the need to 
schedule cameras installation according to activity 
progress. Camera planning can also be beneficial in 
considering moving completed work areas to operating 
areas. It contributes to cost savings for contractors and 
still perform best.  

3.4 Step 4- Visualization 
Finally, the camera position and installation plan can 

be visualized in 4D BIM. The information can be 
communicated with related work crews (safety manager, 
supervisor) in a construction job site in various channels, 
including mobile devices.  

4 Case study 

To validate the proposed framework's applicability, the 
authors performed a case study planning for sample 
building's interior work. In the case study, the progress of 
constructing three rooms is evaluated, shown in Figure 3. 
The initial stage of the camera plan is conducting in 
Figure 4. The planners (1) insert the 3D model and room 
space volume box. Then, they (2) choose the camera type 
for usage purposes. For each type of camera, the 
permeameter inputs are the difference. The 360-degree 
camera can be adjusted by the height from the ground, 
range of view. With the fixed camera, the planner can 
choose the Conner position, height from the ground, 
rotation angle, and the working window. After visual 
programming analyzing, the results are illustrated in 
Figure 6. 

 
Figure 3. The case study project  

Figure 2. The framework for camera installation planning in construction 
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Figure 4. Input information  

Figure 6(a) shows the results of 360-degree camera 
placement. Therein, the blue range is the visible view, 
and the red area is block view in Figure 5, and 6(b) 
describes the camera view simulation. The schedule of 
camera planning also presents in Figure 4 as the day 
installation. 

 
Figure 5. Fixed camera simulation  

 
  

Figure 6. 360-degree camera coverage result  

5 Discussion and conclusion 
Establishing camera installation planning to collect 

visual data based on dynamic construction site requires 
significant manual and labor-intensive tasks. Most 
construction provides original installation plans without 
considering the progress. The study proposed a 
framework for camera installation planning using 4D 
BIM and VPL. To validate the proposed framework's 
applicability, the case study was conducted considering 
the project's construction planning. The results showed 
camera selection after task purpose. The system also 
visualizes the camera plan in 4D BIM, simulating camera 
view. Proper camera placement is expected to collect 
adequate video/image data quality and successfully 
support vision-based monitoring tasks. 

Several research challenges need improvement. For 
example, the study considers the level of detail following 
the weekly or monthly schedule. Moreover, the case 
study uses two task monitoring and quality inspection. 
Future studies need to examine activity-based visual data. 
Moreover, the delay is a critical issue when 
implementing the construction phase. It may affect 
camera installation plans. 
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Abstract – 
Based on case studies within the construction industry, 
the application of location-based construction 
scheduling and utilizing software-based rule checking 
has delivered promising research results. We first 
explain a path on how the lessons from existing work 
practices can be used in digitalizing construction 
processes. This includes the objective of describing 
how the digital transformation of construction 
drawings and work break down structures lead to 
safe and lean work environments that crews – 
according to occupational laws and regulations – 
should face. 

To achieve this objective, we present our ongoing 
work towards a unifying formal (logic-based) domain 
model that consists of: (1) a semantically rich ontology 
of construction schedules, work breakdown 
structures, and safety concepts; (2) rules for 
undertaking construction activities that avoid unsafe 
and wasteful situations. 

This paper displays the case study of a newly built 
fire station for validation of the developed prototype. 
This experience illustrates that safe and lean 
allocation of work crews can be planned before 
construction starts. The outlook presents it’s potential 
in future applications in the construction industry, e.g. 
resource allocation, as well as in research, e.g. 
automated work progress tracking by comparing 
actual vs. planned data. 

Keywords – 
Building Information Modeling (BIM); 

construction safety and health; fall protection; lean 
construction scheduling; prevention through design 
and planning; resource allocation; rule checking 

1 Introduction 
All project stakeholders that facilitate design, 

planning, construction and operation play a vital role in 
achieving project objectives for cost, schedule and 
quality. However, few recognize that design and 
planning can play a critical role for the safety, health and 
well-being of construction workers, maintenance staff or 
users during an entire project life-cycle. Although 

significant research has been undertaken in occupational 
construction safety, health and well-being, human-
assisted software tools for detection and prevention of 
hazards embedded in construction schedules hardly exist 
in practice. 

Example: Figure 1 illustrates a building information 
model (BIM) of a (real) building under construction. The 
roof panels were planned to be installed in sequence. One 
particularly ubiquitous hazard is that of a fall hazard: falls 
on construction sites account for approximately one third 
of all fatalities and numerous more severe accidents 
leading tragically to loss of life, serious and minor 
injuries [1]. 

Figure 1. 4D BIM of roof panels under construction. 

The edge of a working platform on which workers are 
occupied with a task that has a drop of more than 
approximately 2m is widely deemed to be categorized as 
a hazardous leading edge in many of the world’s 
construction safety codes. In such situations, a fall 
protection system may prevent a worker from colliding 
with the ground, structure, or any other obstacle during a 
free fall and limit the impact force on the body of the 
worker during fall arrest. 

Unfortunately, few projects utilizing BIM model fall 
protection (e.g., guardrails, safety nets, and covers for 
holes or openings on roofs) and personal protective 
equipment (PPE) (e.g., harnesses, lanyards, and 
temporary anchor points) are not part of the standard 
object libraries in commercial BIM software. 
Furthermore, a user-friendly software component to plan 
the use of PPE that is easy to use, fast, and perhaps can 
consider work progress, in brief here called a safety 
analysis system that assesses safety code compliance 
over the project schedule, does not exist. 

Moreover, leading edges can be further distinguished 
based on the geometry of the work platform (i.e., in this 
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example the steepness of the roof’s slope, and the 
location of the edge relative to the slope), and tasks or 
next activities in a construction schedule. 

As shown in Figure 2, in time step t1 the first roof 
panel is installed, creating four leading edges (one edge 
on each side of the panel). In the very next time step t2 
the next roof panel is installed, causing the rightmost 
leading edges from t1 to disappear (a transient edge). In 
contrast, the upper leading edge in t1 will remain until the 
very last roof panel is installed on the far side of the roof 
(a persistent edge), and the leftmost edge and lower edge 
are permanent, and will still exist even when the building 
is completed (permanent edges). 

Edges are further distinguished based on their 
position on the slope: the upper edge being at the top of 
the slope is dealt with differently than the lower edge at 
the bottom of the slope where preventative measures 
employ safety nets for catching workers, material and/or 
tools that may accidentally slide down and fall off the roof. 

  Figure 2. Part way through a construction plan. Roof panels 
are being installed sequentially in time steps t1 and t2. The 

dangerous leading edges that exist in each partially 
constructed state are distinguished based on the geometry of 
the roof slope, and the temporality of the leading edge based 

on the next construction task in the plan. 
In general, measures to prevent fall hazards on roofs 

include installing fall protection and workers using PPE, 
or combinations of both. Depending on the type of work, 
the leading edge is always protected using a fall 
protection system. Workers without sufficient instruction 
or training and the right supervision often disregard 
wearing a personal fall arrest system [2]. 

  Importantly, 4D building information models (4D 
BIM) are often incomplete in that the designer has 
omitted certain key pieces of information, e.g. the 
particular order in which roof panels will be installed. It 
makes it difficult to assess whether a safety code is 
complied with or not at a particular time step. This 
motivates the role of default reasoning in safety analysis, 
so that we might assert by default certain details that are 

missing from an incomplete BIM, and hypothetical 
reasoning that uses what-if scenarios to abduct missing 
information that would result in a particular situation, e.g. 
“Suppose that the roof has to be completed in 5 workdays, 
can we fill in the blanks in the construction schedule in a 
way that meet with the availability of the crew and safety 
and health resources?” Thus, we require:  

 a semantically rich domain model of different
features in a 4D BIM (such as leading edges and
the refining semantic categories);

 a knowledge base of formal rules that can take a
4D BIM, analyze it, and augment it with these new
concepts, injected as new, special kinds of objects
in the model; and

 a reasoning engine that can take hypothetical
statements about construction plans and missing
details in the BIM and identify and mitigate
resulting safety hazards using adequate methods
that are consistent with safety codes and typical
construction practices.

2 Related work 
Work on roofs is highly dangerous and proper 

precautions are needed to control the risk. The main 
causes of death and injury are falling from roof edges or 
openings, through fragile roofs and through skylights. 
Many accidents could be avoided if the most suitable 
equipment was used and those doing the work were given 
adequate information, instruction, training and 
supervision. Roof work requires careful planning, 
particularly where work progresses along the roof. 
Sloping roofs require scaffolding to prevent people or 
materials falling from the edge. Another issue is that the 
small size and economic pressure of roofing companies 
often does not allow the execution of such best practices. 

While Prevention through Design (PtD) concepts 
have been practiced for many years [3], most of the 
existing risk mitigation approaches are done manually, 
and are thus prone to error or not performed at the right 
time [4]. Several other key reasons contribute to such 
unacceptable practices: (a) the disconnect in a 
fragmented construction industry does not allow owners, 
architects, engineers, contractors and subcontractors to 
exchange their respective competent knowledge within 
the disciplines via an open, shareable platform, thus 
causing poor designs and unsafe execution and (b) the 
process of preventing hazards starts too late, often in the 
construction planning phase only, and involves safety 
and health experts who have to manage multiple projects 
at the same time.  

More recently, research on Job Hazard Analysis (JHA) 
[5] and safety rule checking [6-8] that can automatically
detect and resolve known hazards embedded in
individual work activates have been introduced.
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However, there is still a wide gap in standardization of 
safety concepts and software tools and a lack of strong 
requests from project owners and contractors to demand 
such solutions. An extensible, intuitive to apply, 
integrated suite of safety analysis software tools for 
construction is currently still missing. In part, the reasons 
are the complex, dynamic nature of construction projects 
and the multifaceted roles of its stakeholders. Aligning 
design intent with construction schedules and allocating 
resources (labor, material, equipment) is a demanding 
task. Lean in the field of construction safety refers to 
designing safe workplace, for example, using virtual 
construction models that attempt to bring construction 
process and safety product information to the job face 
[10]. Although research has shown that the creation of 
automated construction schedules is possible based on a 
priori knowledge about processes of activities and 
historical crew data, process related safety information 
has been left out so far for the majority of potential 
applications [11]. 

3 Methods 
3.1 SafeConDM: an Ontology of Construction 

Safety  
An example illustrates the German construction 

safety regulation for fall prevention (Figure 3) [12]. 
Similar to other countries, the code states that a guardrail 
must be installed at a leading edge if a worker could fall 
more than 2m, or a covering must be applied if the drop 
in a hole on the work platform is greater than 9 m2.  

 Figure 3. Examples: Safety regulation for fall prevention [12] 
(left) and manual hazard identification and mitigation (right). 

To detect and prevent, for example, a fall-from-
height hazard and apply a protective guardrail 
system, in an ideal case, a designer would design-out 
the hazard (so it does not appear during 
construction or later in maintenance). In reality, a 
safety engineer manually identifies the hazardous 
locations on a paper-based drawing (e.g., colors in 
Figure 3 indicate types and locations where 
protective equipment needs to be installed) or 
substitutes unsafe construction methods with a safer 
method (e.g., instead of workers using ladders that can 
tilt, workers should apply a scissor lift platform).  

We aim to develop software tools that can 
automatically assess such codes on a given BIM of a 
construction site. BIMs are an object-oriented formal 

representation of buildings, including classes such as 
door, wall, or slab. Furthermore, in the field of 
construction planning, 4D BIM is used to model how a 
BIM is planned to be erected in a series of discrete time 
steps, i.e. a 4D BIM is equivalent to a sequence of 
partially constructed BIMs that represent the building 
under construction.  

Our approach has been developed based on previous 
research in ontological and logic-based approaches to 
Construction Safety including [5,6]. To illustrate this, we 
integrate our approach into a broader existing ontological 
framework for construction safety. Figure 4 illustrates the 
construction safety ontology by Zhang et al. [5] extended 
with new (abstract) classes: spatial artefact and hazard 
space [13]. The authors hereby distinguish the following 
three modelling layers:  

1) Construction Product Model: building products
and relations, such as doors, walls, stories, slabs;

2) Construction Process Model: the construction plan
including resources (equipment, materials, labor);

3) Construction Safety Model: construction safety
knowledge (potential hazards, regulations,
mitigating steps).

We define pertinent spatial artefacts [14] that capture 
semantic information about regions of empty space based 
on construction site activities, and human perception and 
behavior (movement, visibility, falling spaces, activity, 
etc.). Similarly, we model hazards as spatial artefacts 
whose existence and (geometric) definition is often a 
simple expression involving topological relations and 
geometric operations between regions (intersection, 
union, offset etc.), i.e. the algorithm for hazard detection 
is often as simple as clash detection. Spatial artefacts are 
modeled on the same ontological level as any other object 
in the product model, i.e. they inherit from the abstract 
class Product.  

Figure 4. Construction Safety Ontology from [5] extended 
with spatial artefacts to create SafeConDM [13]. 

3.2 The shape of meaningful empty spaces in 
construction safety 

Consider the region of empty space around an object 
such as a fuse box or valve; this region is meaningful 
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because a person must be located in that region to 
perform a particular act (e.g., operate on the fuse box). 
The geometry of this functional space region depends on 
properties of the person (consider electrician, mechanic, 
etc.), the task, and the object. Agents (e.g., workers and 
vehicles) have a movement space which are the regions 
in which they can move (travel) within. Excavators and 
other heavy equipment have an operational space 
required for rotating and depositing dug up material. 
People and sensors have range spaces (which can be 
further refined into: visibility space, hearing space, reach 
space), and so on. These are examples of spatial artefacts, 
a modeling approach that was initially developed for 
human centered architectural analysis [14-18].  

The idea is that human behavior and experience is 
formally modelled as regions of empty space in which 
those behaviors and perceptual experiences take place. 
By doing this, behavior and experience (such as where a 
person needs to stand to see a particular object, i.e. 
visibility space) can be represented as "objects" in a BIM, 
on the same ontological level as other building objects 
such as doors, walls, slabs, and so on. Moreover, they can 
be reasoned about in a similar way to other BIM objects 
that instead have a material extension, e.g. clash 
detection can now be used to reason about whether a 
worker is in danger of a heavy vehicle strike by finding 
the intersection between the worker's movement space, 
the operational space of the vehicle, and the blind spots 
of the vehicle operator seated in the cab. Concretely, in a 
BIM such as IFC, spatial artefacts form an abstract class 
that is a subclass of IfcSpace. 

Example. Consider the previously discussed natural 
language code about a specific fall hazard: “A platform 
that has a leading edge to a drop of more than 2m must 
be secured by a guardrail.”  

We define a new spatial artefact called Fall Space, 
parametrically defined as: the region in which a person 
will fall by at least height DANGEROUS_DISTANCE, i.e. in 
the German code example the parameter is set to 2m. The 
dangerous platform edges can now be precisely, formally 
defined as: “where a Movement space horizontally meets 
(touches) a Fall Space”.  

There are a number of desirable properties of using 
spatial artefacts from a knowledge engineering 
perspective: the formalization is (a) very faithful to the 
original natural language code (semantics only, without 
any additional clauses for speeding up rule checking 
which would clutter the formalization and obscure the 
intended meaning), (b) easy to understand and verify by 
other planners (transparent); (c) directly applies to 
different contexts without changing the declarative 
statement that formalizes the code (portable), i.e. the 
geometry of Fall Space is customized according to the 
project and context, whereas the concept dangerous edge 
as defined above does not need to change. Importantly, 

this provides a uniform approach for modelling a large 
range of human-centered concepts (movement, visibility, 
performing tasks etc.) that can seamlessly be integrated 
within a BIM, and are effective “building blocks” for 
formalizing a broad range of hazards in a clear and 
transparent way.  

In Tables 1 and 2 we list the spatial artefacts that we 
use to define fall hazards. We develop two new classes 
of spatial artefacts: Falling spaces and Hazard spaces. 
We ground the geometry of the spatial artefacts in our 
models based on the specific context of construction. We 
encode rules about hazards as the spatial definition of 
specific (subclasses of) hazard spaces.  

Table 1. Construction site spatial artefacts 
Spatial Artefact  Description  
Movement space  Regions in which an agent (e.g., construction 

worker, manager, and visitor) can travel.  
Movement 
corridor  

Specific pathways along which a group of agents 
(e.g. crowds) is moving.  

Functional space  Region in which an agent must be located to 
perform a given function or use a given object.  

Work area Area where an agent is occupied with a given 
task (e.g. electrician working on a fuse box).  

Range space  Regions carrying information about how an 
object can be detected by an agent.  

Visibility space  Region in which there is an unobstructed line of 
sight to a given object.  

Blind spot  Region to which a vehicle operator has 
obstructed line of sight.  

Fall space  Region in which an object or agent will fall by a 
dangerous distance.  

Broad fall space  Region through which an agent can (easily) fall. 
Narrow fall space  Region that is too narrowly shaped for an agent 

to (easily) fall through, but through which 
equipment and material could fall, or in which an 
agent’s ankle could get stuck or sprain.  

Operational space  Region that an object or vehicle may occupy to 
perform a given function.  

3.3 Reasoning about hazards in construction 
4D BIM introduces time to model a (possibly 

incomplete) construction plan. We encode this in Answer 
Set Programming (ASP) using two new predicates. Each 
element can optionally be assigned to a symbolic time 
step construct/2. The set of time steps form a partial order 
through an intransitive relation next/2: given time steps ti, 
tj then the interpretation of next(ti, tj) is that tj occurs 
directly after tj such that there does not exist time step tk 
where next(ti, tk ) and next(tk, tj ). The temporal relation 
before/2 between time steps is the transitive closure of 
next/2. Finally, 4D BIMs express temporal dependencies 
between elements: dependency/2 between two BIM 
elements A, B means that element A must be constructed 
before B.  

The following code snippet describes a series of slabs 
s1, s2, s3 optionally assigned a time step, and their 
temporal dependencies. ASP derives the partial order 
before/2 and the total order next/2 of time steps. 
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Table 2. Construction safety hazards defined as spatial artefacts. 
Subclass of hazard 
spaces  

Hazard 
category 

Description  Spatio-temporal definition  

Fall hazard space  Slips, trips 
and falls  

A person in these regions is at risk of falling 
from a dangerous height.  

Intersection of movement spaces and broad fall 
spaces.  

Sprain ankle hazard 
space  

Slips, trips 
and falls  

A person in these regions is at risk of twisting 
their ankle by walking into a small hole.  

Intersection of movement spaces and narrow fall 
spaces.  

Falling object hazard 
space  

Struck by  A person in these regions may get hit by a 
falling object (e.g. tools, materials).  

Subset of movement spaces that is directly 
below a narrow fall space (e.g. their vertical 
projection overlap).  

Falling material 
corridor  

Struck by  A person in these regions is at risk of being hit 
by an object falling from an active work area 
directly above.  

Subset of movement spaces that is directly 
below the intersection of narrow fall space and 
work area.  

Travelling vehicle 
strike hazard space  

Struck by  A person in these regions is at risk of being hit 
by a moving vehicle.  

Intersection of vehicle movement space (or 
corridor) and worker movement space (or 
corridor).  

Operating vehicle 
strike hazard space  

Struck by  A person located in these regions is at risk of 
being struck by a heavy vehicle in operation.  

Intersection of vehicle operational space and 
worker movement space. The presence of blind 
spots further increases the risk.  

Electrocution hazard 
space  

Electrocution A person located in these regions is at risk of 
electrocution.  

Functional space of fuse box. 

construct(s1, 1). 
construct(s2, 3). 
construct(s3, 4). 
timestep(1..5). 
before(T1, T2):- 

timestep(T1), timestep(T2), 
T1 < T2. 

-next(T1, T3):-
before(T1, T2), before(T2, T3).

next(T1, T2):-
before(T1, T2), not -next(T1, T2). 

dependency(S1, S2) :- 
construct(S1, T1), construct(S2, T2), 
before(T1, T2). 

3.4 Evaluating consistency 
Given a declarative formal encoding of construction 

safety codes, we can evaluate the consistency of such 
statements on a given BIM using off-the-shelf solvers 
that have spatial reasoning support; we opt for using a 
logic programming paradigm where the knowledge base 
consists of Horn clause rules of the form: h ← b1,…, bn, 
where proposition h is true (the rule head) if propositions 
b1,…, bn are all true (the rule body). Horn clauses strike 
a balance between being sufficiently expressive to 
capture logical IF-THEN relationships between symbolic 
terms, while still being computable (unlike full first-order 
logic). We specifically use ASP, a logic- programming 
paradigm developed within the artificial intelligence 
community, that supports both deduction and other forms 
of non-monotonic reasoning (including default reasoning 
and hypothetical reasoning) and is computationally 
efficient. Similar to Prolog, ASP has a knowledge base 
of facts and rules of the form: “Head :- Body.” meaning 
that if the Body is true, then the Head must also be true. 
Rules with no Head are ASP integrity constraints, written 
as “:- Body.” meaning that the Body must not be true (i.e. 
as a logical expression: Body implies False). Head and 

Body expressions consist of literals, representing 
propositions that can be either True or False, and ASP 
reasoning engines are specifically designed to rapidly 
find combinations of deduced facts that are consistent 
with all given domain rules (referred to as models or 
answer sets).  

We have extended the base language of ASP beyond 
propositions so that a set of consistent facts must also be 
spatially consistent, e.g. a 2D point can never be both 
inside, and outside, of a given polygon [19]. We use our 
extension of ASP that also supports spatial reasoning, 
called ASPMT(QS) [19], by encoding a building 
information model and derived artefacts as ASP facts, 
encoding the inference of hazards and responses as ASP 
rules and constraints, and implementing safety checking 
via ASP’s answer set search. We have implemented 
ASPMT(QS) based on clingo [20], a complete ASP 
system composed of a grounder (gringo) and a solver 
(clasp).  

Example. The following ASPMT(QS) rule states that, 
for all movement spaces that meet flush (touch 
horizontally) with a fall space in the same time step, then 
deduce a fall hazard space object. In this example, fall 
hazard spaces are modeled as the intersection of movement 
spaces and fall spaces, offset by a threshold of 200mm. 
fall_hazard_space(H, Time) :- 
   timestep(Time), 

movement_space(M, Time), 
fall_space(F, Time),  
topology(externally_connected, M, F), 
H_ = intersection(M,F), 
H = buffer(H_, 200). 

We then derive the semantic refinements of fall 
hazard spaces based on their temporal duration in the 
construction plan. Firstly, a part of a fall hazard space (H) 
at timestep T is defined to be permanent (Hp) if it is still 
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there in the final timestep (Te), i.e. it is the intersection 
between fall hazard space H at time T, and a fall hazard 
space He in the final timestep Te: 
permanent_fall_hazard_space(Hp, T) :- 

timestep(T),  
timestep(Te), not next(Te, _), 
fall_hazard_space(H, T), 
fall_hazard_space(He, Te), 
Hp = intersection(H, He).  

Conversely, a part of a fall hazard space (H) at time 
step T is temporary (Ht) if it does not exist in the final 
time step (Te), which is computed by subtracting the final 
fall hazard spaces (He) from H: 
temporary_fall_hazard_space(Ht, T) :- 

timestep(T),  
timestep(Te), not next(Te, _), 
fall_hazard_space(H, T), 
fall_hazard_space(He, Te), 
Ht = difference(H, He).  

A temporary fall space is transient at T if it disappears 
in the very next time step Ti: 
transient_fall_hazard_space(Ht, T) :- 

timestep(T), next(T, Ti),  
temporary_fall_hazard_space(H, T), 
temporary_fall_hazard_space(Hi, Ti), 
Ht = difference(H, Hi).  

A temporary fall space is persistent at T if it still 
exists in the very next timestep Ti: 
persistent_fall_hazard_space(Hp, T) :- 

timestep(T), next(T, Ti),  
temporary_fall_hazard_space(H, T), 
temporary_fall_hazard_space(H_, Ti), 
Hp = intersection(H, Hi). 

Similarly, movement spaces are created as the 
volume 2m directly on top of slabs, subtracted by walls, 
columns and other movement obstacles. Fall spaces are 
the volume of space between the top surface of each 
object, and the next surface directly above (or the “sky”) 
with the lower 2m subtracted. For this first prototype we 
simplified the calculation of movement spaces as the top 
surface of slabs subtracted by movement obstacles 
(columns and walls with voids where windows and doors 
will be placed), and we simplified fall spaces by taking a 
2D bounding box of the site on each building floor and 
subtracting the slabs on that floor. 

Note: The final time step Te is identified as the time 
step that does not have any next time step, i.e. "not 
next(Te,_)". In ASP underscore refers to an "anonymous" 
variable that does not need to be named. In the above 
rules, we assimilate object IDs to their geometric 
representation in ASP’s internal geometry database. 
Moreover, topology relations and Boolean operations on 
polygons (intersection, difference, buffer) are evaluated 
using external Python libraries (Polygon, PyClipper) and 
non-linear real arithmetic solver z3. 

4 Case study and results 
A fire station is a structure or other area for storing 

firefighting apparatus such as fire engines and related 
vehicles, personal protective equipment, fire hoses and 
other specialized equipment, extended the nature of fire 
emergencies. Fire stations around the world also provide 
an important role in training volunteering or professional 
fire fighters or search and rescue personnel on site and 
educating the public regarding fire and safety (Figure 5). 
Most fire or Emergency Medical System (EMS) stations 
are municipally owned and usually require public 
bidding. In rural areas, many firefighters contribute labor 
time, increasing the potential risk on such projects. 

 Construction budgets and schedules respectively 
vary by the project. Due to the large number of such 
buildings, preference is given to systems design and 
functionality (which can be repeated once available). 

The fire station model in this case study consists of a 
building with several levels. We focus on the roof 
aggregate consisting of 24 panels and 1 chimney opening. 
The chimney is added after the roof panels are installed. 
Supposing the roof is installed in the anti-clockwise order 
from the lower right corner, we assign each panel with a 
time step ranging from 1 to 24 (Figure 5). ASP then 
identifies fall hazard spaces (permanent, transient and 
persistent) at each time step. Moreover, permanent and 
persistent fall hazards are mitigated depending on the 
location of fall hazard spaces with respect to the slope, 
e.g. leading edges on the bottom of the slope require
safety nets to capture falling objects, leading edges on the
top or the side of the slope require guardrails, small
openings on the slope require a cover (Figure 5). Table 3
shows fall hazard spaces and mitigation measures at 3
representative time steps.

Figure 5. Main functions of a fire station on first floor (top 
left), order of roof panel installation (top right),3D view of the 

fire station model incl. protective safety nets on scaffolding 
with a single highlighted roof panel. 
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Table 3. Identified fall hazard spaces and proposed mitigation 
measures at t = 5, 19, and 24. Permanent (red), transient 

(green), and persistent (purple) fall hazards; Non-transient fall 
hazards are mitigated using a combination of safety nets 

(orange), guardrails (blue), and coverings (pink).  
t = 5 t = 19 t = 24 

Fall 
hazard 
spaces 

Miti-
gation 
mea-
sure 

Figure 6 shows the quantity of safety protection 
materials needed at each time step. While these quantities 
were automatically generated, it shows a nearly linear 
demand for safety nets. Midway the project (t = 13) the 
peak of demand for guardrail is reached (panels on the 
other side of the roof allow removal of earlier 
installations). The demand for coverings becomes a non-
null constant at t = 17 when the roof panel with one sole 
opening (for the later installation of the chimney) is 
installed and requires protection.  

Figure 6. Requirement of safety protection equipment as roof 
panels are installed successively. 

Providing a project manager or a safety engineer with 
such visual and quantitative information can impact 
decision making. Noteworthy examples are: (a) 
understand the location of fall risks associated to specific 
tasks in a construction schedule and (b) ordering the right 
quantities of protective equipment when needed. In a 
further step, if done continuously throughout a project, 
responsible personnel can seek forecasts of potential 
demands of (fall) protection resources and align with 
proper construction methods. On this particular project, 
due to the roof covering the entire and relatively small 
building area, resource leveling would not offer much 
potential savings [21]. However, depending on the 
amount of time needed to install one roof panel, an 
alternative fall arrest system (e.g., lanyard and energy 

absorber instead of guardrails, safety nets, and a hole 
cover) could be employed to protect the workforce who 
is installing the roof panels [22]. 

In this paper, we natively integrate an internal 
geometry database within ASPMT(QS) to manage large 
amounts of complex geometric data. To do this, we 
generate the polyhedral mesh representation of BIM 
objects via our modified version of IfcConvert 
(IfcConvert+). ASPMT(QS) then retrieves object 
geometries and deduces spatial artefacts using previously 
defined rules. Table 4 presents model statistics and 
ASPMT(QS) runtime. Compared to previous research 
[6,9] the runtime has significantly improved to a level 
where practitioners could apply it. 

Table 4. Model statistics and runtime. 
Number of BIM objects 1273 
Average number of vertices 35 

Number of 
spatial 
artefacts 

Movement spaces 24 
Fall spaces 30 
Fall hazard spaces 66 (of which: 24 permanent, 

22 transient, 20 persistent) 
Time to generate 3D meshes from 
IFC via IfcConvert+ 

340 seconds (1218 meshes; 
total of 870k triangles) 

Time to generate all spatial artefacts 0.181 seconds 

5 Conclusion 
We have presented a work in progress domain model 

of safety concepts on a construction site, and an approach 
for reasoning about safety compliance and mitigation 
strategies that integrates with 4D BIM construction 
schedules using Answer Set Programming (ASP) 
extended to natively support spatial reasoning. A key 
feature of our approach is the role spatial artefacts for 
representing and reasoning about semantically rich 
regions of worker perception, behavior and activities. We 
demonstrate this modeling approach with fall hazards, 
spatial regions where a worker is at risk of falling from a 
dangerous height. We refine fall hazard spaces according 
to their position in relation to building elements (e.g. with 
respect to a sloped roof) and temporal persistence 
(according to the 4D BIM construction schedule). These 
refinements are critical for reasoning about alternative 
mitigation plans that make tradeoffs against cost and 
construction progress (lean construction), particularly 
when 4D BIMs are incomplete, such as the installation of 
guard rails or safety nets. Our empirical evaluation on a 
real 4D BIM shows that our approach runs fast enough to 
be practical to use on large 4D BIMs. 

In our future work we are expanding the scope of 
hazards to include a wide range visuo-locomotive 
features that are critical to safety in construction. In order 
to demonstrate further competitiveness over existing 
approaches, future testing may focus on highly complex 
4D BIMs. Monitoring as-planned vs. as-built situations 
may yield further insights in how technology [23,24] or 
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combinations thereof can assist future decision making in 
construction safety and health planning and mitigation. 
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Abstract – 
At the beginning of a construction project, cost, 

time and quality are defined, which must be adhered 
to throughout the entire construction process. 
Compared to other industries, risk management in 
the construction industry is often treated negligently. 
Risk management is rather an additional 
documentation task than an effective project 
management and controlling instrument. However, 
systematically applied risk management and 
successfully implemented counter-measures offer the 
opportunity to significantly increase the result of the 
construction project. Information gained from an 
efficient risk management system can automatically 
be used as empirical values for subsequent projects, 
thus increasing the achievement of quality, cost and 
time targets in the long term. The application of the 
BIM method opens up new possibilities in terms of the 
automatic linking of risk management information to 
other processes, which have not been exploited to date. 

The research project "BIM-based risk 
management" examines the application of risk 
management in construction projects on the basis of 
literature research, numerous interviews with experts 
and an online survey. The content of the analysis is 
the strategy of companies in implementing the classic 
phases of the project risk management process 
consisting of risk identification, risk assessment, risk 
control and risk monitoring. The result shows, that 
there is no consistent systematic approach to the use 
of risk management systems in the construction 
industry. Individual approaches, such as the use of 
Excel templates to identify risks, are being 
implemented, but there is no linking of information 
across projects or departments, which means that the 
great potential of project risk management is not 
sufficiently exploited. 

On this basis, the research project develops an 
ideal-typical process for the application of risk 
management in construction projects. The resulting 
BIM use case risk management shows how this 
information can be automatically generated and 
made available via the BIM process.  

Keywords – 
risk management; Building Information Modeling; 

project risk management; risk management process; 
information delivery; Data linkage; Information 
controlling; Risk  

1 Procedure and principles 
Within the framework of the research project 

"Measures for the implementation of an efficient project 
risk management by using the BIM method" of the chair 
of Construction Management of the University of 
Wuppertal, solutions are being developed how the 
information linkage associated with the application of the 
BIM method can be used to improve risk management. 
The classical risk management process (see Fig. 1) based 
on DIN ISO 31000 is a sub-area of project management 
which is implemented over all life cycle phases of a 
project, involving all project participants and involving 
different business units. Together, the project participants 
identify potential opportunities and risks for the project 
at an early stage and take proactive countermeasures by 
means of the process steps of identification, assessment, 
control and monitoring. The risk management cycle is a 
continuous process. This means that the cycle is 
constantly repeated in the course of project processing [1]. 
Only project risk management is considered in the project. 
The aim of project risk management is to increase the 
transparency of risks in a construction project and to 
derive and evaluate measures to reduce unknown 
parameters and determine realistic target figures. This 
leads to a higher achievability of the project goals in 
terms of costs, deadlines and quality. Project risk 
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management is distinct from corporate risk management, 
whose overriding goal is to maintain the company.  

In the research project, which has been running since 
January 2019, the current application of risk management 
in construction projects was first examined. In view of 
the ever-increasing demands for a partnership approach 
to projects between client and contractor, the project 
deliberately considers both sides and in particular their 
interfaces in terms of risk management.  

Through numerous expert interviews and an online 
survey, the strategy of companies in implementing the 
project risk management process was analysed. When 
looking at the existing risk management processes in 
terms of the flow of information, level of detail and 
responsibilities, differences in the approaches to risk 
management and the priority given to the issue became 
apparent. 

2 Risk management 
The term risk refers to the deviation from project 

goals caused by influences on productivity. The project 
objective is to complete a project on time, within budget 
and in line with quality standards [2]. The term risk 
includes both positive and negative deviations from 
targets. The positive deviation from goals is called 
opportunity, the negative deviation is called danger [3]. 
Since mainly the negative deviations can cause 
construction delays and cost increases, the term risk is 
used in this paper to refer to the negative deviation in 
particular. For the correct application of a risk 
management system it is necessary to create an 
awareness of risk management in the company, the 
organization or the department. A risk management 
system must be integrated within the company or the 
organization or project at various organizational levels. 
On the one hand, it must be integrated at the normative 
level, where the goals of the company or project are 
defined. An implementation on a strategic level, 
determines the risk strategy to achieve the defined goals. 
The risk management system, the focus of this paper, is 
implemented at the operational level [4].   

The risk strategy defines the objectives to be achieved 
by risk management. The risk strategy must contain the 
following specifications [5]: 

• The type of risks to be taken
• The level of risk tolerance
• The limit of the risk-bearing capacity
• The time limit in which the risks are dealt

with
• Specifications on the risk management

process

DIN ISO 31000 specifies a process structure for risk 
management, see Figure 1 [6]. 

                 Figure 1. risk management process 

The core of this process structure is transparency and 
openness. The process can only be successfully 
implemented if risks are not covered up, but are 
addressed openly. However, risk assessment and 
treatment cannot be carried out without defining an area 
of application, the context and setting risk criteria, see 
Figure 1. Throughout the cycle, continuous 
communication, documentation and review is required 
[7]. The risk management cycle is a continuous process. 
This means that the cycle is repeated in the course of 
project processing. The reason for this is that risks can 
change or new ones arise as the project progresses [8]. 

In the course of the risk management process, 
communication and consultation means that expertise 
from a wide range of fields is taken into account in the 
risk management process and that, as a result, different 
perspectives are considered in the identification, 
assessment, control and monitoring process. This also 
serves to obtain the necessary information required for 
risk management. Communication and consultation 
should take place between all those involved in the 
project or company [9]. 

Continuous monitoring and review of the existing risk 
management system is necessary to ensure the quality 
and effectiveness of risk management. In order to 
communicate the results of risk management, it is 
necessary to document risk management on an ongoing 
basis. This can provide information that is necessary, for 
example, for decision-making [10]. 

In order to apply a risk management process, the 
scope, context and criteria must be defined. This means 
that a risk strategy is defined as described above [11]. The 
definition of the scope includes a specification of the risk 
management processes and tools used and the necessary 
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means and responsibilities. A definition of the cycle of 
involvement and an analysis of interfaces with other 
projects and stakeholders are also part of the definition of 
the scope [12]. 

In addition, the environment in which the defined 
objectives are to be achieved must be analysed. The 
environment has a significant influence on the design of 
risk management. The external and internal relationships 
are defined. External interrelationships include, for 
example, political, legal and social aspects, whereas 
internal interrelationships include responsibilities and 
roles in the company or project [13]. 

Risk criteria are necessary for risk assessment. 
Therefore, they must also be considered. Risks can be 
assessed from a variety of perspectives within the 
company or organization, such as individual sub-projects 
of a major project or different levels within an 
organization. Since the approach and procedures differ 
depending on the viewpoint, criteria must be defined for 
risk assessment. For example, the type, extent and 
measurement of effects and the decision-making criteria 
for risks are defined [14]. 

3 Steps of the risk management process 
The environment of all risk management processes is the 
risk strategy. This is used to formulate objectives and 
framework conditions. The next steps are the sub-
processes identification, assessment, control and 
monitoring. Continuous controlling, careful 
documentation and regular communication and advice 
complete the risk management control loop [15]. 

3.1 Identification 
The aim of risk identification is to identify all existing 

risks that could jeopardise the achievement of objectives. 
In risk identification, a distinction is made between cause, 
event and effect. A cause results in an event that has an 
impact on the project objectives. This distinction is 
important because countermeasures for dealing with risks 
can only be developed if the cause of the effect is known 
[16]. 

With regard to the method of risk identification, a 
distinction is made between the type of recording, the 
time of recording and the integration of the identification 
into the structure of the company or project [17]. 

It is important to complete the risk identification 
before starting the analysis [18]. 

3.2 Assessment 
In the course of the risk assessment, the probability of 

occurrence and the extent of damage of a risk are 
estimated. This can be qualitative (e.g. low, medium, 
high) as well as quantitative (e.g. 50%, €50,000 loss). 

Based on the risk assessment, it can then be decided 
whether or not the identified and assessed risks are 
handled in the following ways[19]: 

• No further action is taken
• Options for risk treatment exist
• Whether further analysis is needed for

understanding
• The existing control system must be

maintained
• project objectives may need to be adjusted if

necessary.

For this purpose, the risks that are to be treated with 
the highest priority must first be determined.  

The assessment of risks can be divided into gross and 
net assessment. In the net risk assessment, only the 
residual risk is assessed with a countermeasure. The 
gross risk is therefore the purely assessed risk. The gross 
risk thus represents the entire extent of the risk, whereas 
the net risk only shows the residual risk after 
countermeasures. It is assumed, however, that the 
countermeasures to reduce the scope of the risk occur to 
the extent assessed [20]. 

3.3 Control 
In the risk management process step, 

countermeasures are developed to deal with the risks. 
The effectiveness of the selected countermeasures is then 
assessed. If the remaining residual risk remains too high, 
a further or, if necessary, new countermeasure is defined. 
This results in an iterative process [21]. 

How a risk is treated depends on the risk behaviour of 
the company or project and the risk strategy that has been 
defined [22]. A basic distinction is made between cause-
related and effect-related measures [23]. Cause-related 
measures reduce the probability of a risk occurring, 
whereas effect-related measures reduce the extent of 
damage [24]. 

A distinction is also made between active and passive 
measures. Active measures contribute to reducing the 
probability of occurrence and/or the amount of damage, 
thereby changing the risk structure. Passive measures, on 
the other hand, aim to minimize the extent of damage. An 
attempt is made to compensate for the occurrence of a 
risk [25]. The combination of several coping measures is 
also possible and common in order to keep the residual 
risk low [26].  

A distinction is made between five different risk 
management strategies [27]: 

• Avoidance
• Reduction
• Transmission
• Insurance
• Acceptance
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With regard to the order of priority of the application 
of coping measures, there is no fixed order. This must be 
determined individually. All measures depend on the 
cost-benefit ratio, but also on the time schedule, the 
qualitative dependencies and the applicability. 

3.4 Monitoring 
As already explained, communication and 

consultation, recording and reporting, as well as 
monitoring and reviewing are also part of the risk 
management cycle according to DIN 31000, and these 
components of the cycle should take place at all stages of 
the process [28]. 

The risk management process of a company or project 
must always be reviewed. This part of the risk 
management process is therefore also called risk 
controlling [29]. On the one hand, risk controlling serves 
to determine whether the desired effectiveness of the 
management measure has been achieved. On the other 
hand, it serves the right insight if a risk has to be re-
evaluated or a countermeasure is not effective. It must 
also be checked whether a risk no longer exists, for 
example, due to a change in planning, and whether the 
change in planning gives rise to new individual risks [30]. 

4 Study on the application of risk 
management in the construction 
industry 

In order to gain an insight into the application of risk 
management in construction practice from the 
perspective of the client and the construction company, 
expert interviews and an online survey were launched by 
the University of Wuppertal. The structure of the web-
based survey corresponds to that of the expert interview.  

The online survey was completed at the end of 
September 2019. 249 participants took part in the survey. 
Among the participants are 50 construction companies, 
47 private builders, 34 planning/architectural offices, 31 
participants from the field of consulting, 25 public 
builders, 6 experts, 3 from the craft sector and 54 from 
other fields. The findings of the survey are summarized 
below.  

4.1 Positive approaches visible in practice 
Around 60% of the companies surveyed implement 

risk management in accordance with a uniform company-
wide risk strategy. Risks are identified for the first time 
at the acquisition stage or at the start of a project and are 
continued through the subsequent project phases. Risks 
are usually recorded in Excel applications or the 
company's own software applications. Communication 
channels for risk management are generally short and, 

thanks to open discussion cultures, there are few fears of 
communicating risks.  

The interviewed experts recognize advantages for the 
project business through risk management: Risks that are 
recognized early have a positive influence on the further 
course of the project. Costs are saved, customers are 
retained and experience and improvement potential for 
follow-up projects is generated. There is improved 
control of costs and cost transparency throughout the 
entire construction phase, and through the integration of 
the risk management system, all those involved are able 
to improve the reliability of deadlines and costs.  

4.2 Identified problem areas 
Instead of uniform guidelines for dealing with risks 

and a systematic approach, a good third of companies 
rely purely on the experience of their employees. 

Risks are considered in greater depth in the bidding 
phase, but are neglected in the execution phase. When 
assessing risks, the effects of deadlines are usually not 
taken into account in the offer. Risk assessment is largely 
intuitive and is shaped by the experience of the individual 
employee. The risk assessment usually ends with the 
acceptance and is not continued until the end of the 
warranty. Companies often have clear divisions between 
the departments of acquisition and project execution or 
planning and implementation on the client side. After 
project completion, the knowledge gained is only 
transferred to a few colleagues in discussions at 
communication level. None of the companies carries out 
a systematic evaluation of the risks after project 
completion and a systematic transfer of this information 
to subsequent projects.  

4.3 Conclusion of the study 
Overall, it became clear that risk management is by 

no means accorded importance in every company. For 
about half of the companies surveyed, risk management 
hardly plays a role in their projects. The cost and schedule 
of a project is usually determined by higher authorities 
and the project participants lack the necessary room for 
maneuver. There is potential for a stabilisation of risk 
management processes: Regular identification of risks, 
adjustment of assessments and linking to other processes 
have so far hardly been used to make risk management 
more effective. There is often no consistent systematic 
approach to the use of risk management systems. It is 
more a combination of individual approaches, which are 
not sufficiently linked and therefore information is lost or 
not fully used. In view of the imbalance of many current 
major projects, the potential of an industry-wide 
application of risk management processes is evident here. 

1420



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

5 Outlook using BIM 
The mentioned research project has the aim to show 

the development possibilities of risk management into 
the method BIM. Therefore, the participants of the study 
were asked for which use cases and to what extent they 
currently use the BIM method to generate integration 
potentials for risk management. The survey showed that 
BIM is already being used in companies. The most 
frequently used use case is the use case of 3D modelling 
and collision check. The 3D modelling is set up in the 
planning phase and attributes are defined to support the 
prefabrication process. In addition, the models are used 
to generate carcass and fit-out dimensions, which serve 
as a basis for the bill of quantities and costing. Schedules 
and costs are usually not yet linked in the respondents' 
BIM models. In some companies, there are also company 
specifications to digitalize the complete planning and 
construction processes. Tablets are also often used for 
construction site operations. These enable access to the 
documents, checklists and work aids in the cloud. In 
addition, barcodes are sometimes stuck into every room 
on the construction site and the site manager has the 
option of calling up the attributes and information 
important for the room via tablet. The complete defect 
management is generated daily via the tablet of the site 
manager and the information stored in the cloud. The 
areas of construction site logistics, modularization, 
systematization of construction products and components 
are currently the focus of integration into the execution. 
In addition, some of the construction companies also 
want to use their project model for later operation and 
extract an as-built model from the data and attributes. The 
aim is to use BIM to create a complete digitalization of 
the processes from the construction site or project. As a 
use case, construction companies have their own focus 
such as quantity take-off, calculation and quality 
assurance on the construction site. Developers usually 
use BIM to focus on 3D coordination. Documentation is 
an important use case for all parties involved. A market 
analysis of risk management software carried out in 
parallel to the surveys also revealed, that there is 
currently no BIM-capable offering, for example with an 
ifc interface.   

5.1 Process modelled risk management 
As the study shows, risk management is currently 

regarded and implemented as a separate process in most 
companies. There is currently no link to other project 
processes such as scheduling or cost planning. To be able 
to use the advantages of the BIM method for risk 
management, the process must first be linked to the other 
project processes.  

The first step in linking with the BIM method in the 
research project is therefore to model the risk 

management processes and link them to the other project 
processes. For this purpose, the risk management process 
described in chapter 2 and 3 was created/modelled with 
the help of the Business Process Modelling Notation 2.0 
(BPMN 2.0). Figure 2 shows an extract of the process and 
gives an overview of the type of modeling.  

      Figure 2. risk management process in BPMN 2.0 

Each step of the risk management process shown in 
Figure 2 is broken down in more detail in further levels 
of the process model. The process "Identifying risks and 
opportunities" is divided, for example, into the process 
steps "Describing risks/opportunities", "Defining a short 
description", "Determining the cause and effect of the 
risks" and "Assigning a risk/opportunity category". In 
this way, all process steps are linked to one another and 
clearly presented.  

In a second step, the modelled risk management 
processes are then linked to the other processes of the 
shown project, for example, cost control. In this way, it 
becomes clear at which point in the project, risks must be 
identified, assessed and controlled on the one hand, and 
which processes provide information in order to better 
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assess risks on the other. Figure 3 shows an example of 
this information linkage.  

   Figure 3. risk management processes linked to the
   process of cost management 

The risk management process is represented on the 
process level, in which the methods and digital tools of a 
construction project are applied. The documents required 
for the risk management process in this section are 
formulated at a deeper, more detailed level.  

The created risk management process now serves as 
a support process for the process steps in a construction 
project over the complete life cycle phase.  In the further 
course of the research project, critical paths/processes in 
a construction project are analysed and the support 
process is integrated into them. This resulted in an 
overview of the critical processes for the different phases 
and from the point of view of the client and the 
construction company. Helpful tools and documents are 

formulated for each of these processes. The overview 
serves to link and identify potentials for the application 
of BIM.  

6 Outlook research project BIM-based 
risk management 

Processes have to be concretized, digitalized in the 
companies and responsibilities defined. Forms in the 
company and in the individual project phases must be 
digitalised and linked to software options. Checklists and 
required documents should be maintained regularly 
through experience and market adjustments and should 
be centrally stored for each employee.  

In the further course of the research project, which 
will run until the beginning of 2021, optimization 
possibilities will be worked out based on the results of 
the survey so far and further potentials will be identified 
by using digital tools. A short self-check was developed 
for companies interested in a check of their own risk 
management processes. By ticking off the points, both 
approaches already successfully applied are made clear 
and ideas for further potential are offered.  

In the coming months, a possible integration of the 
Building Information Modeling (BIM) method will be 
examined. To this end, the first step will be to link the 
risk management processes with the other processes of a 
construction project. The resulting process model will 
then show which information from the project activities 
should be used for risk management and, vice versa, 
which information is generated by risk management for 
the further course of the project. The BIM method is 
intended to enable a structured collection of risk 
management data. With increasing planning accuracy, 
the linking of information can be continued down to the 
component level. The linking of identified risks with 
components of the digital building model in the 
realization phase, promotes the integration and thus the 
acceptance of risk management and visualizes its 
advantages for the project result. The principle of the 
BIM method "first plan - then build" allows an early 
consideration of risks already from the planning phase to 
increase the reliability of deadlines, costs and quality. 
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Abstract – 
In order to dramatically improve the 

productivity and safety of tunnel construction, we 
are developing a new construction production system 
"Shimizu Smart Tunnel". Based on the concept of 
"Digital Twin", it utilizes data sensing technology 
and information communication technology to 
acquire all kinds of data from people, machines and 
environment at construction sites. Using the data, we 
have implemented "Safety 2.0" that realizes 
collaborative safety technologies between humans 
and machines and "Safeguard support system" that 
reduces human error. We introduced a "Human-
Machine contact risk reduction system" at actual 
sites.   

Keywords – 
Safety2.0; collaborative safety; risk reduction 

system; Safeguarding Supportive System  

1 Introduction 
Japan is facing the problem of a declining birthrate 

and an aging population and a decline in the working-
age population. In the construction field, the number of 
engineers and skilled workers has decreased, and the 
construction production system has to be changed. In 
2017, construction-related casualties accounted for 
about 30% of all industries, of which more than 70% of 
fatal accidents were related to falls, construction 
machinery and dropped loads.[1] The rate of work-
related fatalities per 100,000 workers in each country 
shows that in some countries the rate is lower than in 
Japan.  (Figure 1) [2] Especially in the UK, the rate of 
decline is very large. We have to learn from the West 
how to improve occupational safety. [3],[4] 

The Ministry of Land, Infrastructure, Transport and 
Tourism has announced "i-Construction," which utilizes 
new technologies such as digital data acquisition, ICT, 
IoT, AI, and robotics. By 2025, it aims to improve 
productivity by 20% and solve problems in the 
construction sector. The Ministry of Health, Labor and 
Welfare aims to realize a society where people can work 

in good health and peace of mind in a safe environment 
free from occupational accidents. In 2022, it has set a 
target to reduce the number of work-related fatalities in 
the construction industry by more than 15%. [5] The 
Ministry of Economy, Trade and Industry has 
announced “New Robot Strategy” in 2015, aiming to 
strengthen and spread the use of robots, to popularize 
them, and to acquire international standards. 

A robot is defined as a machine that has three 
elements: sensor, intelligence/control system, and drive 
system. Construction machinery, like automobiles, is 
expected to accelerate remote unmanned operation, 
automatic operation, and robotization. 

In this paper, we report the results obtained through 
the practical introduction and trial of the human-
machine contact risk reduction system to the 
construction site. 

Figure 1. Comparison Occupational Fatality Rate 
(per 100,000 people). Processing based on [2].  

2 Improved safety and productivity 
In the construction field, it is required that humans 

and machines work together to ensure work safety. 

1424

mailto:h_kojima@shimz.co.jp
mailto:h_kojima@shimz.co.jp
mailto:f-takaya@shimz.co.jp,%20mihara.yas@shimz.co.jp,%20h.ihara@shimz.co.jp
mailto:f-takaya@shimz.co.jp,%20mihara.yas@shimz.co.jp,%20h.ihara@shimz.co.jp


37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

2.1 The Concept of Safety 2.0 
The human-machine collaborative work consists of a 

human area, a machine area, and a collaboration area. 
Here, Safety 2.0 is explained. (Figure 2) [6],[7],[8] 

Safety0.0 is a state in which there is no concept of 
machine safety in the machine domain and it is a hazard 
to humans, and the collaborative domain is also the 
hazard domain. A state in which we try to ensure overall 
safety with only human safety technology. Safety1.0 is a 
state where the concept of machine safety has been 
introduced into the machine domain, and together with 
human safety technology, each ensures safety. The 
principle of isolation and suspension is established by 
fool proof and fail safe. Safety 2.0 is a state in which a 
collaborative safety mechanism that shares information 
using ICT is incorporated in each area of man and 
machine, enabling safe work in the area of collaboration. 

In the construction field, it is difficult to realize the 
principle of “Isolation and Suspension” in the 
construction field, and the avoidance of residual risk is 
in the state of Safety 0.0, which largely depends on 
human safety technology. 

Figure 2. The Concept of Safety 2.0 

2.2 Safeguarding Supportive System 
In the international standard ISO12100, risk 

reduction measures for ensuring safety are based on an 
essentially safe design, safeguarding measures, and a 
three-step method based on provision of information on 
use. However, measures to avoid residual risk depend 
on human safety technology, and human error leads to 
serious occupational accidents.  

There is a misunderstanding that human error can be 
avoided by attention, education/training/motivation, and 
multiple checks. The error occurrence rate of a person 
increases when the consciousness mode is fatigued, 
strained, or unsteady. Moreover, even if a person 
understands the work standard and can execute it, there 

is a case where the improvement of the productivity is 
prioritized, and the work standard is not intentionally 
observed. People must be aware that they have the 
property of causing an error.[9] 

Dr.SHIMIZU et al. have reported comprehensive 
safety management that incorporates a “Safeguarding 
Supportive system” that prevents human error by 
combining appropriate ICT equipment.[10],[11] 

In contracting duties, construction workers are 
required to constantly anticipate changes in the 
surrounding environment and residual risk and 
implement appropriate protection measures in addition 
to the original skill implementation. 

The relationship between the hazard and the 
occurrence of harm and the “Safeguarding Supportive 
system” is shown in Figure 3. 

Figure 3. The relationship of harm and the 
“Safeguarding Supportive system” 

2.3 Shimizu Smart Tunnel 
Shimizu Corporation is advancing digital reform of 

its construction production system. In the field of civil 
engineering, in 2016, we started the development of 
“Shimizu Smart Tunnel”. This system is based on the 
concept of "Digital Twin". (Figure 4) 

In the physical space, various sensors, control 
devices and communication devices are installed on 
people and machines, and material supply, position and 
orientation of people and machines, movement status, 
condition, work environment, safety and quality, 
engineers and skilled labor Workers and production 
process information are aggregated on a digital platform 
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Figure 4. The Concept of Shimizu Smart Tunnel 

in cyberspace. It is equipped with a support system that 
provides feedback to the site in real time through AI 
analysis and simulation analysis of information that 
changes moment by moment.  

In tunnel construction, the collapse of the face and 
the contact between people and machines lead to serious 
disasters. The Shimizu Smart Tunnel will incorporate a 
safety support system to eliminate these serious 
disasters. 

3 A Practical Approach 
The development team of the safety support system 

selected the actual construction site and tried to 
introduce Safety2.0 from Safety1.0 by the practical 
approach. 

3.1 Preparation 
The safety support system development team held a 

workshop with experts. In addition, we investigated the 
safety awareness of the people concerned at all tunnel 
sites of Shimizu Corporation and reviewed and created 
safety teaching materials. we learned the following 
lessons. 

• It is important to understand the concept of

machine safety and prerequisites. 
• It is necessary to rebuild an appropriate safety

philosophy through appropriate risk assessment.
• Framework is important to implement and function

Safety 2.0.

3.2 Goal Setting 
The goals were set as follows. 

• Development of a risk assessment method that is
compatible with machine safety.

• Site managers and workers understand the concept
of safety system.

• Site managers and workers should learn how to
operate the safety system and adjustment
procedures.

• Obtain "Safety 2.0" certification for the
implemented safety system.

3.3 Scope of Development 
In general, the construction of mountain tunnels is a 

cycle work that repeats blasting and mechanical 
excavation work, mucking work, steel support work, 
concrete spraying work, and rock bolt installation work. 
Within 100m from the face (tunnel excavation surface), 
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the machines will be replaced, and the work will 
continue day and night. The composition of the 
machines used in the construction is decided at the time 
of formulating the construction plan, but the risk was 
extracted by applying a new risk assessment method to 
the site already in operation. 

The development target was set to "mucking work" 
from the viewpoint of developing "collaborative safety 
between humans and machines", and we developed the " 
Human-Machine contact risk reduction system". 

3.4 Zoning of Work Areas 
The work area for "mucking work" has been divided 

into a working zone, a moving zone, and a parking zone. 
The mucking work of excavated soil is performed in a 
working zone within a range of 100 m from the face. 

The tire shovel, which has started from the parking 
zone about 230 m from the face, travels in the moving 
zone of about 100 m and enters the working zone. The 
tire shovel puts the excavated soil scraped by the 
hydraulic excavator into the hopper near the rear of the 
working zone. The tire shovel collaborates with the 
hydraulic excavator to repeat loading into the hopper 
and finish the mucking work. After that, the tire shovel 
exits the working zone and retreats to the parking zone 
to complete the work. 

The work area moves forward as the tunnel 
excavation progresses. 

3.5 Risk Extraction 
The risks extracted in the mucking work are the 
following four items that occur irregularly. 
• Unauthorized workers enter the working zone and

come into contact with operating machines.
• In the work zone, the driver who gets off the

machine contacts another machine in operation.
• A machine starting from the parking lot comes into

contact with people around
• The retreating machine comes into contact with

the person who was in the parking lot.

3.6 Piloting a “Human-Machine contact risk 
reduction system” 

3.6.1 System Component 

A directional receiver was placed at the boundary 
between the working zone and the moving zone, and a 
normal receiver was placed every 10 m in the moving 
zone and the parking zone, and the whole was divided 
into 14 blocks. And a receiver was installed on the 
ceiling of the machine driver's seat. It receives the BLE 
(Bluetooth Low Energy) transmitted by the driver and 
monitors the presence of leaving the machine. Two 

transmitters are installed for each person and machine. 
The transmitter transmits a BLE signal that identifies 
the individual. The receiver installed in the tunnel mine 
configures a mesh network with multiple units, and the 
received BLE signal is stored in the cloud server from 
the Gateway via the on-site network. In the cloud, the 
positional relationship between the person and the 
machine is specified from the collected information, and 
the difference from the set permission state is 
determined. When an abnormality is detected, an alert 
signal is transmitted to the warning lighting device. The 
warning lighting device is arranged at the boundary 
between the working zone and the moving zone. When 
the PLC (Programmable Logic Controller) receives an 
alert signal, it immediately emits a loud alarm and 
simultaneously projects a blinking red and white LED 
beam light on the face. (Figure 5,6) 

Figure 5. Human-Machine contact risk reduction 
system 
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Figure 6. System block diagram 

3.6.2 Site of Application 

This system was introduced to the construction of 
the Kumamoto Route 57 TAKIMUROZAKA Tunnel 
West (first stage) construction (high standard road, 
construction extension = 2,679m, excavation section = 
107m2). 

3.6.3 Rules of Operation 
• The site manager should register the mucking work

permission ID and combination conditions before
the work.

• Daily inspection of the system should be carried out
by all supervisors and workers before starting work.

• The person in charge of monitoring carries the
control tablet.

• The person in charge of monitoring switches the
safety system to the "mucking mode" during
mucking work.

• When the warning lighting system is activated, the
machine operator makes an emergency stop.

• The person in charge of monitoring cannot cancel
the alarm until the cause of the alarm is eliminated.

• The site manager collects the number of reports, IDs,
and logs to inform workers and improve work.

3.6.4 Procedure for Adjusting the Safety System 

Since a large machine is installed inside the tunnel 
mine under construction and the machine operates in a 
narrow work zone, the radio wave system tends to be 
unstable. Even in this introduction, several malfunctions 
occurred. There was a big difference between the ID 
position reproduced in the cyber space on the cloud and 
the position in the actual physical space, causing the ID 
position to move confusion in the tunnel in the cyber 
space. Further, at the boundary between the work zone 
and the moving zone, there was a false detection that a 
worker in the moving zone was in the working zone. 

BLE transmission/reception in a tunnel mine is apt 
to cause multipath due to the reflection of the machines 
located in the mine and the moving machines. Even if 
the reception strength is weak, if the number of BLE 
transmission receptions fluctuates, it may be 
erroneously determined that there is a transmitter in the 
vicinity. The safety system adjustment procedure was 
established for these problems. 

Step1. Divide the adjustment scene into whether the 
machine is operating or not. 

Step2. In a static environment where there is no 
machine operation, repeat the receiver placement 
verification at intervals of 50 cm, analyze the radio 
wave intensity characteristics, and determine the 
optimal installation position. 
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Step3. In a dynamic environment with machine 
operation, analyze the radio wave strength 
characteristics and determine the optimum combination 
of reception strength thresholds. 

3.6.5 Implementation Process Framework 

Generally, when introducing a new system to the 
field, it is important to understand the theory, foster 
appropriate operation methods and improvement 
consciousness, and share consciousness with the 
development team. If the site manager and workers have 
a voluntary intention, they will succeed. is there. The 
education of safety concept and the new system by the 
development team was repeated using animated videos. 
A dedicated instructor was assigned to the site to 
practice the operation confirmation and inspection 
methods of the new system equipment at "On Job 
Training (OJT) ". OJT was repeatedly carried out for the 
mechanical and electrical engineering staff because the 
procedure for eliminating false positives requires 
specialized technical knowledge to analytical the radio 
characteristics and reset thresholds. 

3.6.6 Effects of Introduction 

Here, the introduction effects are summarized. 

• Unauthorized entry into the work zone and
disembarking from the driver's machine could be
quickly shared as a risk.

• The warning from the warning lighting device surely
guided the stoppage of the machine operation, and
the risk of being overlooked became zero

• The loud alarm and the intense red and white
flashing projection caused psychological strain on
the machine driver, and the initial action of the
machine stop for the risk occurrence was accelerated.

• Workers began efforts to prevent short-circuiting
work violations. This is because warning issuance
leads to a reduction in work efficiency. Intentional
disembarkation from the machine in the work zone
was reduced.

• The frequency of cleaning and checking not only the
equipment that constitutes the safety system but also
the machine itself has been improved. In addition,
they became more sensitive to machine failures and
reduced the frequency of repairs.

• The safety system operation at the installation site
has received level 1 certification from IGSAP
(Safety Global Promotion Organization) as a
technical measure that complies with Safety 2.0. [12]

4 Conclusion 
This paper has seen a trial example of a safety 

system for collaborative safety for human-machine 

collaboration. The risk assessment in the construction 
field was reviewed based on the flow of machine safety. 

The concept of coordinated safety (Safety 2.0) and 
Safeguarding Supportive system was highly evaluated 
by workers and field managers who work on the front 
lines of the field. “We understand the need, and I feel 
that productivity will be improved by the support 
system.” (Figure 7) 

Figure 7. Warning by blinking LED light 

It is expected that robot technology will continue to 
evolve in the future, and a more advanced production 
system will be constructed in which humans, machines, 
and the environment will be firmly connected by IoT 
and IoP (Internet of Process). Standards, standards, rules 
and frameworks are important for maximizing the 
Safety 2.0 effect with a Safeguarding Supportive system. 
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Abstract 

A long-standing problem in the field of automated 
reasoning is designing systems that can describe a set 
of actions (or a plan) that can be expected to allow the 
system to reach the desired goal. Artificial 
Intelligence (AI) techniques provide the means to 
generate plans and to reason with as well as provide 
explanations from stored knowledge. However, these 
methods, which employ little domain knowledge and 
are originally used in AI for planning, proved 
inadequate for complex real‐life problems such as 
project planning. As a result, more recent research 
adopts the knowledge engineering methodology as an 
efficient approach for developing planning systems. 
This paper highlights the limitations of existing 
project planning tools. It also illustrates the power of 
AI techniques in the construction planning domain 
through a summary and critique of previous and 
current research in AI planning. It then concludes 
with a suggested approach for development. From the 
study, it was found out that a proper application of 
the AI technology requires full support in form of a 
Data Bank, which, unfortunately, becomes one of the 
most significant hurdles in its adoption. To deal with 
this limitation, it is recommended to adopt the ANN.  

 
Keywords – 

Risks Planning; Construction Planning; Risks 
forecasting; Neural Network; Support Vector 
Machines  

1 Introduction 
Utilization of artificial intelligence in planning 

involves the use of a planner generator which follows the 
sequence of actions for presenting the solution of a 
problem. Artificial intelligence can provide a powerful 
tactic for managing the risks and ambiguities in 

construction planning.  Utilization of artificial 
intelligence can be efficient when employed in different 
phases of construction which involves estimation of 
production, management of risks, and plan schedules. 
With the recent development in the construction industry, 
different artificial intelligence systems have been used 
and widely applied for forecasting risks [1]. The 
economics of the developed countries can be improved 
and fulfil the crucial role of the construction sector. Time, 
cost, and quality performance the construction project my 
years though successful construction projects. The 
duration of the construction project can be a problem as 
accurate predictability is hard to be achieved. It is not the 
cause the construction process usually faces many factors 
that sometimes involve unpredictable variables that can 
be the result of various factors [2]. These variations or 
changes usually hinders the completion of projects in the 
estimated time and become the reason to lead the way 
towards the latest in the process of construction [3]. 

The prediction of risk regarding the construction 
project is based on both internal and external sources 
which upon identification can help the project managers 
to have a clear and accurate forecast for the effective 
management approach towards the construction project. 
Construction projects are complex and dynamic [4]. 
Providing an efficient tool for the analysis of the factors 
which are involved in the risk can provide an accuracy of 
determining the factors in the construction projects.  
Recently several models of artificial intelligence have 
been applied in different fields of engineering and 
science. Various studies included and researched on the 
involvement of various artificial intelligence models for 
the completion and conduction of the research regarding 
construction project management [5]. Different artificial 
intelligence methods are being used in the forecasting of 
the final project duration and risks. 
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2 Literature Review 

2.1 Decision trees 
Morgan and Sonquist (1963) dealt with the automatic 

interaction detection and proposed a fresh method for the 
regression and analysis of data which is being recognized 
as decision tree learning [6]. Breiman et al., (1984) also 
suggested the idea of the algorithm that majorly consisted 
of 2 phases; In the 1st  phase, this solution space is 
separated with a binary or multi-way split. in the second 
phase, to every node of partition, a constant model is 
applied. these well-known procedures are subjected to 
two pitfalls which are named as overfitting and selection 
bias. and this method is collectively known as 
classification and regression trees [7]. This method is not 
perfect as the overfitting problem emerged as a result of 
the lack of significance of statistical data. Although some 
of the information is maximized to divide the decision 
tree, there is no other significant method of determining 
whether the split is justified or not. Another major 
limitation of this processing includes the selection bias 
which is derived from the fact that most points are 
preferred. 

To upgrade the shortcomings or trees, another method 
known as bagging predictors was introduced. It involves 
the arrangement of different trees on the bootstrap on the 
test set giving us the final estimation by the prediction of 
average values from each tree. To remove the barriers in 
begging predictions another method known as random 
forests were introduced which involves the selection of 
random numbers of the predictors from each split [8]. 

Despite the fact that there have been a number of 
literature that attempt to discuss about AI application, 
there is none discussing about how ANN may help 
project managers establish and maintain proper Data 
Bank. Thus, this is where this study is attempting to fill 
as it looks to close this gap in the field of research.  

2.2 AI Limitation  
The limitation of this increase includes their 

instability even when there is a small difference in the 
learning data. Selection of the variables and cut points for 
the selected variables hang on the observations made in 
the learning sample. If there is a change in the first 
splitting variable due to a minor change in the learning 
data, then there is a probability that the structure of the 
entire tree might have been altered. Therefore it can be 
concluded that the single predictions have a high 
variability rate [9]. 

2.3 Construction simulation  
Most of the construction projects involve repetitive 

activities such as the movement of the projects. If the 

decisions taken goes in the wrong direction they can cost 
a lot of expense along with time and energy. while if the 
project planning involved the right decisions at the right 
planning state a substantial time, money, effort, and 
energy can be spared. Due to the stochastic nature of the 
process of construction, the data collected from the 
preceding experiences and projects can help in the 
elimination of errors and risks. Because planning 
engineers can make an improved evaluation of expected 
productivity rates [10]. In the traditional method, the 
planning engineers manually add and adjust the 
productivity record for the establishment of expected 
values and figures. Due to the rising complexity and size 
of the project decision making and planning were 
becoming inaccurate because of human errors. To ease 
this complexity of estimation introduction of simulation, 
pickney has helped in various operational and managerial 
projects. it is a powerful tool that is being used as 
artificial intelligence in the systems for the prediction and 
accuracy of estimations regarding the construction 
processes. 

Although construction simulation is a potent tool that 
is being applied by various companies for resource 
planning, designing, and analysis of the construction 
method. It is still dependent upon the human corrections 
as it only estimates depending upon the data which is 
being saved and processed in this system. As it cannot 
make any assumptions irrespective of the data. Therefore, 
it does not provide complete independence [11]. 

2.4 Productivity Assessment  
These days productivity management is considered a 

key concern regarding the management of projects in the 
industry of construction. As the project varies, the level 
of productivity regarding construction also varies 
according to the atmospheric and organizational 
situations. the impact of factors affecting the productivity 
of the project is considered important in the productivity 
estimations. These factors can affect both positively and 
negatively on productivity. Human factors, weather 
conditions, change orders, and materials management 
can be the possible factors for determining the 
productivity rate of any construction project. At the 
initial step in the creation of a model for the productivity 
estimation identification of these factors can lead to 
better planning utilizing artificial intelligence because AI 
can predict possible risks through effective calculations 
[12]. 

Moselhi et al. [13], Introduced a supportive system 
that was able to make the decision named WEATHER 
for the prediction of climatic conditions regarding the 
efficiency of operations during the construction. This 
model was developed to make the estimations in the 
construction productivity to have a better prediction 
regarding activity durations and patterns of weather to 
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improve the planning and scheduling of the model to 
reduce the risk which can affect productivity. Moslehi et 
al. [14] then utilized the simulation system in 57 different 
projects to check the impact of changes during 
construction projects. 

It was then discovered that there is a straightforward 
correlation between labor components of change orders 
and production damage in all kinds of projects. These 
predictions from then are being used in the estimation of 
losses regarding the changes. 

2.5 Artificial Neural Network – ANN 
ANN is a mathematical model that is being used to 

search for the finding the patters among t eh huge datasets 
when during the construction planning there are 
complicated relationships found between inputs and 
outputs. Through ANN attempts are made to stimulate 
and make it able to function and operate as a human 
neural network system. One of the major achievements is 
the capability to learn from the mistakes and this system 
due to this ability is approaching the heights of perfection. 
As ANN Act like a black box and cannot be used for the 
explanation of the reasoning process Therefore it can be 
restricted to the areas where there is no need for the 
explanation. It is well suited to the problems where the 
value of input-output relations is not being researched 
[15].  

In recent years ANN has been widely used in the 
forecasting and prediction of the models which are being 
used in the construction industry. Researches are being 
made in different areas of construction management 
which includes cash flow predictions, risk analysis, 
optimization of resource, and construction productivity 
assessment. 

2.6 Fuzzy Logic  
As compared to ANN fuzzy logic was developed and 

introduced to resolve the necessity for systematic 
reasoning that can improve conform to human logic. 
Fuzzy logic is aimed at connecting the input space to an 
output space. Fuzzy models have their basic rule which 
contains the list of all the rules. Through the parallel 
evaluation, the inference procedure is performed. In 
different areas and fields of construction management, 
the concept of fuzzy reasoning is being applied. Car and 
Tah [16], used the fuzzy model to relate and address the 
risk assessment and analysis. They explained that risk 
information of a specified project is based on the items 
and procedures which are to be utilized during the 
process. These items are catalogued and are customized 
for each project. Therefore, the results would be 
according to the requirement of that project. The 
implementation of fuzzy logic makes the use of 
descriptive linguistic variables for the description of risks 

and their associated consequences. 
Zhang et al. [17], demonstrated the relevance of fuzzy 

logic in discrete event simulation. The fuzzy simulation 
uses the fuzzy sets to explain the quantity of the resources 
which are required for the activation of an activity. These 
activities are regarded as constants incorporating the 
fuzzy logic rule to control the stimulation of behaviors. 
They further explained that the length of the construction 
project changes with the change in amounts of supplies 
implicated in the procedure of action. Fuzzy simulations 
give an alternative to the uncertainties of the models by 
contemplating the dynamic characters of the operations 
being done during construction in real-time situations. 
The results of experiments depict that flexibility in 
demand regarding the resources can have a positive effect 
on productivity which is being practiced at construction 
sites.  

Paek et al. [18], implemented a multi-criteria 
methodology of decision-making with the use of a fuzzy-
logic system for the selection of a design or build 
proposal. To reduce the cost of construction and 
reduction of time and money, several design projects are 
introduced and proposed in opposition to the traditional 
methods for the building. However, for this purpose there 
is a need to maximize the degree of technical factors and 
minimizing the cost of construction, the evaluation 
method is filled with uncertainties. To remove or 
minimize these uncertainties, this study was aimed at 
utilizing the criteria of decision-making method with 
efficient usage of a fuzzy logic system. This system is 
introduced to assist in making the decision which is a 
better-suited design proposal to satisfy the needs and 
requirements regarding the physical and environmental 
conditions along with the reduction of cost. 

Fuzzy logic and ANN both complement each other. 
ANN can learn from the data, but its limitation involves 
the unavailability of explanation regarding the value of 
the input-output mapping process. Fuzzy reasoning 
offers a systematic reasoning procedure which is more 
compatible and closer to human logic and intuition. But 
its limitations include the need to make itself to adopt 
techniques of self-regulation to differentiate it from other 
areas. The constraints of these two procedures led to the 
introduction and development of another AI system 
known as a neuro-fuzzy system. Hybrid intelligent 
systems include the term neuro fuzzy as the fusion of 
both techniques i.e. ANN and fuzzy logic [19]. This 
fusion led to overcome the restrictions of both techniques 
as the shortcoming of one technique is covered by 
another. Although the utilization of neuro-fuzzy 
technique is being practiced it still is not common. 

2.7 Genetic Algorithm  
Genetic algorithm (GA) is it mattered which is 

developed by the optimization of artificial intelligence 
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base techniques, which imitates the natural mechanism of 
evolution. The genetic algorithm has boosted the 
structure optimization and parameter fine-tuning 
procedure of neuro-fuzzy systems. An evolutionary 
approach is used to find the solution to problems for 
finding the best options for a potentially better future. In 
GA random individuals are selected for the production of 
a population which then evolves itself through the 
evolutionary procedure in a natural way by mutating and 
altering the properties of a population. The performance 
of every representative of the population depends on 
some standards of fitness. These fitness criteria then 
determine the basis on which the next generation is 
selected and which characters are to be migrated in the 
next generation [20]. 

Due to advancements in technology AI has made its 
way in every field of life including construction planning 
and risk management along with better decision making 
to minimize the costs and effects of the variables. AI has 
enabled the planning engineers to go for more complex 
construction plans minimizing the efforts, costs, and 
errors regarding construction projects. These days the use 
of hybrid systems which includes the use of artificial 
intelligence can enhance the accuracy and productivity of 
the construction operations and projects. Further 
modifications in the upgrade of these systems are making 
its marks in these systems predicting the variables with 
much more accuracy and precision. The limitations of 
artificial intelligence or systems including AI is sticking 
of these systems to the data provided. Even the hybrid 
systems like neuro-fuzzy systems are unable to follow the 
rules through which the human intuition can be proposed. 
In other words, it can be interpreted as it functions like 
neural networks as a black box without having a clear 
interference of human thinking procedures. The method 
for the selection of variables is not conducted even in the 
advanced systems of AI for the selection of input 
variables which are necessary for the specification of 
neutral or deteriorating factors [21]. The major restriction 
of AI is its inability to make decisions as it is still 
dependent upon the humans for the data entry. It only 
analyzes and interprets the data that is being fed to the 
system.  But still, these limitations cannot deny the 
usefulness of its use in various engineering fields and 
especially in construction planning which is helping this 
industry by minimizing the risks of aftershocks from the 
variables. 

3 Research Methodology  
Because of the risk management, the executives have 

become a fundamental strategy in the advancement of 
any development venture; by and by, its usage includes 
the utilization of the essential ideas, for example, 
"Hazard" and "Vulnerability". These ideas are regularly 

befuddled and used like equivalent, in any event, when 
they are unique as seen in Figure 1.  

Risks: are recognizable and quantifiable potential 
occasions or factors; from which, negative (perils) or 
positive (possibilities) results may happen 250.  

Vulnerability: alludes to obscure and unforeseeable 
occasions or factors; which no measurement or 
practically no distinguishing proof is conceivable.  

Subsequently, it's essential to separate between these 
two ideas; a large portion of the dangers are conceivable 
to recognize and control, they can be arranged in Perils 
and Possibilities, while vulnerabilities are consistently 
startling and additionally not quantifiable. Figure 1 
presents the conduct of vulnerability and hazards through 
the diverse venture stages. At the early stages, the 
vulnerability has a significant impact on the venture 
condition than dangers; therefore, as the task progress 
along the improvement stages, the nearness of risks 
become higher than the vulnerability, or the most part 
since vulnerabilities are distinguished and measured as 
explicit undertaking dangers. A short time later they are 
overseen to accomplish the undertaking possibilities and 
to keep away from its risks. 

 
Figure 1. Risks & Uncertainty 

3.1 Risks Evaluation Methods 
Risks examination strategies manage the assessment 

of dangers; Risks measurement implies that probabilities 
can be related to anticipated qualities or results; 
nonetheless, its adequacy relies upon the past strides in 
the RMP because those means are the establishment of 
the entire procedure. The arranging procedure for 
executing Risk the board is a critical stage, it gives the 
chance to the venture and hazard supervisors to clarify 
and depict in subtleties what chance administration is 
about, why it is imperative to have a risk group, what is 
normal from them and what are the expectations. 
Consequently, threat reporting and verbal exchange play 
a crucial function beneath the threat analysis process; it 
is also an outstanding chance to discover with the crew 
any doubts or questions about the threat management 
method and also a risk for convincing the project 
stakeholders, the executives and the relaxation of the 
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crew about the advantages of imposing a serious 
quantitative risk analysis. 

Risk analysis is the most important milestone for 
performing an advantageous quantitative assessment. All 
these processes outline the requirements to be attended 
on the search of inputs and the definition of stochastic 
fashions and their functions; consequently, the utilization 
of quantitative strategies like Monte Carlo Simulation 
shall turn out to be a requirement for danger analysis. 
Checklists are in most cases used for threat identification; 
they are necessary and beneficial for the identification 
but not sufficient for the analysis. 

3.2 Artificial Neural Networks  
Although this approach is relatively new in the 

business world, the unique idea used to be developed in 
the '60s together with the algorithms and some theoretical 
approaches. Nevertheless, the lack of ability with the 
computers´ processors stored this technique in the 
shadow for many years. ANNs comprise their structure, 
exclusive sections of layers, the middle ones generally 
are known as the hidden layers. The conceptual process 
of ANNs is conformed of an enter vector, a switch 
function, and an output vector (see Figure 5). 

The switching characteristic with its limits is very 
frequently referred to as a "black box", this is due to the 
fact at this phase an inside system for adjusting and 
calculating new weight for the network is performed and 
this system is now not found by means of the designer. 

The foremost gain of ANNs is that the entire process 
(training and testing) mimics the human's intelligence 
reasoning. In different words, it learns via the experience: 
Once an excellent database is developed, the chances to 
acquire dependable predictions with ANNs are very 
feasible. 

One instance of the practicability of the ANNs is the 
Neuronal Risk Assessment System (NRAS) developed 
by using Maria-Sanchez. 254 This approach indicates a 
very practical manner for implementing ANNs for 
assessing the risks in infrastructure projects. The 
essential goal of the gadget is to decide the contingency 
quantity based on unique mission risks. The 
consequences exhibit the capabilities of ANNs to mimic 
the data, offering a wonderful new strategy for 
performing chance analysis. In addition, in modern times 
it is feasible to discover business reachable ANN tools. 

3.3 Support Vector Machines  
The SVM is a technique from the synthetic Genius 

that has proven excessive attainable for its applicability 
in the threat analysis. Vapnik defines this technique as a 
statistical mastering theory; [22] it works below the 
identification, screening, and separation of the 
information in hyperplanes primarily based in a support 

vector. In this form, the information is categorized in 
various dimensions (hyperplanes); as a 2d step 
simulations are done via growing statistics internal of the 
numerous hyperplanes. The SVM lets in to research from 
a described database and from this gaining knowledge of 
the procedure to forecast feasible results, in this form it 
is possible to perform simulations with a greater legal 
responsibility derivate from the studying process.  

From these three techniques SVM represents a very 
promising technique because it allows us to examine 
from the statistics and simulating besides assumptions 
(like MCS); the simulation is primarily based on the 
recognized hyperplanes, which make bigger certainty. 
However, the technique is based on the synthetic talent 
theory and requires a considered quantity of facts to 
operate its learning process. 
 

 
Figure 2. Artificial neuronal Networks Functionality 

4 Experiment  
The Support Vector Machine ought to emerge as a 

methodology of the synthetic intelligence that will be 
used in the chance analysis; it lets in a first step to 
perform a studying system to display screen and separate 
the before amassed data in hyperplanes. As 2d step, it 
implements a simulation system in order to convey 
probabilities to the anticipated danger or value. But the 
utilization of danger analysis in the praxis relies upon the 
availability of the required tools to operate this kind of 
evaluation for the threat evaluation practitioners. Until 
these days there is no commercial application of the SVM, 
therefore for its employment is crucial to create computer 
programs. 

Thus the mixture of ANNs and MCS shall emulate its 
functionality, from existing commercial programs. The 
downside of MCS is the use of assumptions in its 
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procedure. This can lead to dispersion will increase with 
the inputs and in the corresponding delivered results, or 
in in the worst case, into blunders and misconceptions; 
for example, when the threat analyst does now not have 
ample experience, can create ambiguous surroundings to 
the whole process and this can affect the excellent and 
outcomes of the complete implementation. 

MCS allows simulating dangers but the inputs 
nevertheless need to be described as a section of the 
qualitative analysis. Better inputs can be observed 
through ANNs: They enable predicting values from 
defined records banks; therefore it represents an essential 
useful resource for the definition of inputs for the MCS. 
Consequently, the mixture of both strategies shall 
minimize the opportunity of mistakes, by means of 
defining the initial values with the ANNs and the use of 
MCS for the simulation process. 

ANNs are one of the new strategies from the synthetic 
Genius discipline that have emerged and observed its 
applicability in risk analysis. It has two key steps for 
enforcing in danger management. However, a vast 
database is wished in order to educate and check the 
network. Different network designs can be done and for 
some algorithms, the training and trying out process can 
be extra effortlessly done if the design is environmentally 
friendly and practical. 

4.1 ANNs Prediction  
The software of the ANNs needs a facts bank of the 

advantageous ability relying on the relevant criteria. For 
lack of measured web site facts, it was created based 
totally on the components and values through the ability 
of the addition technique in building machines. The 
statistics bank includes a wide variety of 12 criteria; via 
the formulation, we can decide the "exact" end result 
(important for the check of the ANNs) of the superb 
capacity. For each of the 12 standards a range was 
determined and thru the utilization of a random generator 
quantity one thousand one-of-a-kind result combos have 
been created, having the end result and criteria a direct 
relation. 

The textual content criteria have been created with the 
utilization of numerical facts and they were replaced with 
text for its checking out in ANNs. At the give up each 
and every system was once deleted, final just the numbers 
and text without any relation rule, for the assessment of 
the ANNs. 

ANNs estimate the manufacturing-based totally in the 
Data Bank, the regular manner with the aid of ANNs is 
as seen in Figure 3. The Data Bank needs to be elaborated 
and loaded into the ANN program, the impartial and 
dependent criteria must be specified. 

The second step is to get to know the method (training) 
for the ANNs has to be described properly with error 
tolerance. Afterward, when gaining knowledge of the 

procedure is concluded, the trained ANN ought to be 
examined for its liability. When the checking out system 
is efficiently achieved, the prediction takes place. 
 

 
Figure 3. Artificial neuronal Networks Functionality 

 
For the present instance, two results/outputs were 

searched. It is necessary to remark that these two 
consequences had been acknowledged through the 
formula, for that reason it was once extensive to affirm 
how dependable had been the outcomes produced 
through the ANNs. 

5 Conclusion  
The utilization of the ANNs collectively with the 

MCS permits increasing the simplicity in the data with 
the aid of identifying the inputs for the simulation process. 
The studying manner contained in the ANNs permits to 
decrease the variant (maximum and minimum values 
used with the distribution functions and for this reason in 
the histograms) delivered by means of the MCS. This 
system mimics the human procedure. Each and every 
deliberation carried out through experts, resumes the 
comparison of similar standards and experiences from 
completed comparable situations reproduces this contrast 
system with excessive liability. Pondering by the 
different facet does now not permit to function such 
dependable quantitatively valuation; the subsequent 
utilization of MCS lets into combination editions in a 
smaller range collectively as correlations with different 
criteria. Finally, the MCS grants better hazard evaluation 
and reliable quantification of risks. 

Another advantage is that the learning process 
approves to encompass concerns of uncertainty. In the 
presented instance each result was once created for the 
checking out of the ANNs. 

When actual facts are collected, they represent real 
results. For this reason, the ANNs will analyze to 
simulate the issues of uncertainties and would provide 
results that could be nearest to reality. 

An important hurdle for the ANNs is the required 
Data Bank. One of the most attribute houses of the 
development enterprise is the specialty of each and every 
infrastructure project; therefore, the variations in the 
standards are not constant or similar in many cases. This 
may complicate the improvement of an accountable Data 
Bank. On the other hand, the consideration of text and 
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uncertainty influences in the amassed criteria may 
additionally even confer simpler tasks and flexibility 
once a Data Bank is created. The mixtures of these two 
threat evaluation techniques possess an outstanding 
possibility for imposing threat administration with the 
use of defined databases. The project managers typically 
remember in specialist support for deciding price 
estimates, project planning, sources needed, etc. ANNs 
are the perfect system to furnish this understanding as 
soon as an ideal database is available. For example, if a 
set of fees estimate statistics is available, then an ANN 
can be constructed based on that records and complete 
price predictions can be gained whilst simulating the 
networks. 
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Abstract -
We have been researching a mobile robot that pull a cart

with equipment to improve productivity at construction sites.
In this field of research, a cart having front wheels as swivel
wheels and rear wheels as rigid wheels have been used. How-
ever, at the construction site, in many cases, wheels of a cart
have only swivel wheels in order to easily transport them in a
narrow space. We aimed to be able to transport a minimum
width of 1200 mm by pulling this cart by a robot. However,
when this cart is pulled using a simple 1-axis connection,
there is no guarantee that a cart will follow the same trajec-
tory as a robot. For example, a cart will move significantly
out of the trajectory of a robot as it turns a curve. At this
time, it is expected that a cart will collide with the building
under construction or the materials placed on the site. This
paper describes the results of a theoretical and experimental
confirmation of the features of a cart and examination of its
solution.

Keywords -
AGV; Mobile robot; Omni-directional cart

1 Introduction

In Japan, the workers involved in the construction in-
dustry are aging. It is expected that many workers will
retire in 10 years and there will be a shortage of workers.
Therefore, in this research, we decided to aim at improving
the productivity of the construction site by automating the
transfer work by pulling a cart with a mobile robot. We
assumed that we would transport the aisles of Japanese
buildings, and targeted aisles of 1200 mm or more. There-
fore, the robot needs to use a small size.

There are several methods for transporting materials
by a robot. For example, there is a method in which a
robot pulls a cart with materials[1][2][3]. In this case, the
robot can be made smaller and lighter than the material.
Therefore, there is a possibility of traveling on the target
passageway. On the other hand, it is necessary to control
the traveling of a robot in consideration of the movement
of a cart. There is a method to put materials on a robot[4].
In this case, controlling the running of a robot is simple.
However, in order to realize stable running, the weight
of the robot needs to be larger than the weight of the
material, and a robot tends to be large. Therefore, it may
not be possible to travel on the target passage. For the
above reasons, the method of pulling a cart was selected
in this research.

Figure 1. A mobile robot.

In order to control the traveling of a robot, it is nec-
essary to theoretically verify the motion characteristics
of a cart. There are theoretical researches about a cart
with front wheels as swivel wheels and rear wheels as
rigid wheels[5][6][7][8][9]. On the other hand, an omni-
directional cart which is a slewing wheel for all the wheels
is used in a construction site. The reason is that the materi-
als are manually transported even in a narrow way. There
are few theoretical researches on this cart. In this research,
this omni-directional cart is connected to a robot to im-
prove the convenience. However, when this cart is pulled
using a simple 1-axis connection, a cart deviates from
the trajectory of a robot. Therefore, it is expected that a
cart will collide with surrounding buildings and materials.
In order to reduce such a risk, this research theoretically
examined the movement of a cart during a curve. In ad-
dition, in order to confirm that this theoretically result is
useful, we conducted a traction experiment and compared
the results.

2 A mobile robot
This chapter describes a robot. A robot used in this

research are shown in the Figure 1 and the specifications
are shown in the Table 1. This robot is jointly developed
by Tokyu Construction Co.,Ltd. and THK Co.,Ltd. A
bumper and an LRF（Laser Range Finder） are installed
in front of the robot to automatically stop working when
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(a) A cart (b) An omni-directional cart

Figure 2. The motion characteristics of a cart.

Figure 3. Behavior of an omni-directional cart on
curve.

an operator or an obstacle approaches. A cart connects to
the back of this robot.

3 An omni-directional cart
A cart with only swivel wheels has the characteristics

of being able to move in all direction. Therefore it is
hereinafter referred to as an omni-directional cart. On the
other hand, a cart with front wheels as swivel wheels and
rear wheels as rigid wheels is hereinafter referred to as cart.
First, the motion of characteristics of an omni-directional
cart are described in this chapter. Second, the results of
theoretically examining the motion of a cart when traveling
on a curve are described.

3.1 Characteristics of an omni-directional cart

The motion characteristics of a cart are shown in the
Figure 2-(a), and the motion characteristics of an omni-
directional cart are shown in the Figure 2-(b). From a

Table 1. Specification of a robot.
Size W600mm × D800mm × H400mm

Weight 120 kg
Speed(MAX) 0.5 m/s
Running time 8 hours

Figure 2-(a), a cart can move in a front-back direction,
but cannot move in a lateral direction unless wheels skid.
When moving diagonally, there is a characteristic that a
curve is drawn. However, as shown in a Figure 2-(b), an
omni-directional cart can move in the lateral direction in
addition to the front-back direction. These features of an
omni-directional cart benefit when traveling in a narrow
space on a construction site. When this cart is pulled using
a simple 1-axis connection, a cart moves in all directions.
It means that a cart will move significantly out of the
trajectory of a robot as it turns a curve. For example,
when connecting a cart as shown in a Figure 2-(a), a cart
can move in the same trajectory as a robot. This is because
the inertial force acting on a cart during the curve balances
the frictional force generated on a rigid wheel and the road
surface. On the other hand, when using a cart shown in
the Figure 2-(b), the direction of the wheel changes, so the
frictional force with the road surface becomes very small.
Therefore, it is expected that a cart will swing outward due
to inertial force as shown in Figure 3. At this time, it is
expected that a cart will collide with the building under
construction or the materials placed on the site.

3.2 Motion model of a cart

The motion of an omni-directional cart on the curve
was theoretically examined. In this research, it is assumed
that a robot travels at a constant velocity Ûϕ on a curve
with radius r at coordinate x-y. A omni-directional cart
is towed using a simple 1-axis connection. The model of
this system is shown in Figure 4.

The force balance for a robot is expressed by the follow-
ing equation.

M1 Üx = Fx − Tx (1)

M1 Üy = Fy − Ty (2)

The force balance for a cart is expressed by the following
equation.

M2
d2

dt2 (x + l2 sin θ) = Tx (3)

M2
d2

dt2 (y + l2 cos θ) = Ty (4)

I2 Üθ = Ty l2 sin θ − Tx l2 cos θ (5)

Transform Equation (1) and (2).

Tx = −M1 Üx + Fx (6)

Ty = −M1 Üy + Fy (7)
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Figure 4. A Model of the system.

Figure 5. Direction of an omni-directional cart on
the curve (Calculated value).

Table 2. Specification of the calculation.
M2 150 kg
I2 142 kg·m2

l2 0.90 m
r 2.00 m
Ûϕ 0.25 rad/s

Figure 6. Direction of an omni-directional cart on
the curve (Calculated value vs Real value).

From Equation (3) and (4), the following Equation can
be obtained.

M2( Üx − l2 sin θ Ûθ2 + l2 cos θ Üθ) = Tx (8)

M2( Üy − l2 cos θ Ûθ2 + l2 sin θ Üθ) = Ty (9)

Substitute Equation (8) and (9) into Equation (5).

M2l2 cos θ Üx − M2l2 sin θ Üy + (I2 + M2l22) Üθ = 0 (10)

Transform Equation (10) with respect to Üθ.

Üθ = − M2l2
I2 + M2l22 ( Üx cos θ − Üy sin θ) (11)

To analyze the motion of a cart, we should solve Equa-
tion(11) for θ. However, it is difficult to get analytical
solution because this equation is non-linear. Therefore,
we analyze it numerically by the Euler method. The pitch
width is

∆t = tn+1 − tn (12)

and we can get numerical solution as follows.

Ûθ2(tn+1) = Ûθ2(tn) + Üθ2(tn)(tn+1 − tn) (13)

θ2(tn+1) = θ2(tn) + Ûθ2(tn)(tn+1 − tn) (14)

When initial conditions are following Equations.

Ûθ2(t0) = Ûθ2(0) = 0 (15)

θ2(t0) = θ2(0) = 0 (16)

The motion of the robot is expressed by following equa-
tions.

1440



37th International Symposium on Automation and Robotics in Construction (ISARC 2020)

(a) t=8[s] (e) t=16[s]

(b) t=10[s] (f) t=18[s]

(c) t=12[s] (g) t=20[s]

(d) t=14[s] (h) t=22[s]

Figure 7. Behavior of a cart during experiment.
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x = r cos ϕ (17)

y = r sin ϕ (18)

The second derivative of Equation (17) and (18) is as
follows.

Üx = −r Ûϕ2 cos ϕ (19)

Üy = −r Ûϕ2 sin ϕ (20)

Robot turns at a constant speed.

Üϕ = 0 (21)

A cart direction ζ is expressed by the following Equa-
tion.

ζ = ϕ − θ (22)

We performed a simulation as shown in Figure 3, and
assuming first a straight(0s∼12s), next a curved at 90deg
(12s∼18s), and finally a straight(18s∼22s). The parame-
ters used the conditions in the table 2. The result of the
simulation is shown in the figure 5. It was theoretically
found that the direction of a cart gradually increased as the
curve started, and a cart sways over 90 deg at t=17s.

4 Comparison of a pulling experiment and
a simulation result

An omni-directional cart was connected to the robot
and the behavior of a cart on the curve was observed.
In this chapter, the conditions of the experiment and the
experimental results are explained.

4.1 Experimental conditions

In this experiment, a robot and an omni-directional cart
were connected by a simple 1-axis connector. The exper-
imental conditions were the same run as the simulation
under the table 2. An IMU(Inertial Measurement Unit)
was attached to the back of a cart. This sensor is equipped
with geomagnetic sensor and can measure the direction ζ
of the cart.

4.2 Experimental results and consideration

The experimental results are shown in Figure 6. Fur-
thermore, the state of the experiment is shown in Figure 7.
For comparison, Figure 5 is overlaid on Figure 6. In Figure
6, we divided into 4 sections and compared a experimental
result with a simulation result. That is, Section A (0s∼9s):
Straight, Section B (9s∼12s): Transition from straight to

curve, Section C(12s∼18s): Curve, Section D(18s∼22s):
Transition from curve to straight.

At first, the experimental value and the calculated value
were almost the same in the section A(Figure 7-(a)). Next,
there was a difference between the experimental and cal-
culated values in the section B(Figure 7-(b)). Since the
connecting point between a cart and a robot (Figure 4 -
point P) is away from the robot’s reference point (Figure
4 - point G1), it is considered that the turning of a robot
moved the connecting point to the outside and the direction
of a cart changed. The experimental value and the calcu-
lated value were almost the same in the section C(Figure
7-(c)∼(f)). Finally, there was a difference between the ex-
perimental and calculated values in the section D(Figure
7-(g)∼(h)). As a result of confirming the actual operation
of a robot and a cart, it was found that the cause was that
a robot and a cart mechanically contacted with each other
and the movement of a cart was suppressed. Such a phe-
nomenon may damage a robot or cause a cart to collide
with surrounding materials and buildings.

We considered that there are three ways to solve this
problem. The first is a method of attaching a rigid wheel to
an omni-directional cart. However, this method may lose
convenience at a construction site. Moreover, an accident
may occur due to forgetting to attach the parts. The second
method is to add a spring/damper to the connecting device.
By this method, there is a possibility that the behavior of
a cart swinging outward can be suppressed. The third
is a method of devising the traveling control of a robot.
For example, it is conceivable that the inertial force can
be reduced by decelerating as much as possible during a
curve, and the swing of a cart can be suppressed.

5 Conclusion
In this research, we aimed to improve the productivity

of a construction site by automating by pulling a cart with
a robot. When pulling a cart by a robot, it was important
to develop it in consideration of the motion of a cart. For
this reason, first, we theoretically examined the motion
characteristics of an omni-directional cart when traveling
on a curve. As a result, it was found that the direction of
a cart gradually increased as it began to curve and swayed
outward. Next, we conducted the pulling experiment and
observed the behavior of a cart. As a result, it was found
that the same tendency as the theory was shown in the
curve section. On the other hand, after the end of the curve,
there was a discrepancy between the calculated value and
the experimental value due to the touch of a cart. In order
to solve the problem of an omni-directional cart that a
robot greatly deviates from the trajectory of a robot in the
curve, a method of attaching a swivel wheel to an omni-
directional cart, a method of adding a spring/damper to
the connecting device, and a method of driving control
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of a robot was considered. In the future, we will set the
target trajectory of a cart based on this calculated value
and examine these methods.
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Abstract -
Modern heavy machinery, including mobile cranes, are

increasingly equipped with information systems in the form
of head-down displays that present supportive information.
Due to the physical presence of head-down displays, they are
usually placed far away from operators’ line of sight, thus
the information is unintentionally overlooked. This paper
investigated the use of transparent displays in mobile cranes,
which enables supportive information to be presented near
operators’ line of sight without fully obstructing their view.
We developed both virtual and physical versions of the trans-
parent display, which show information related to the lifting
capacity and its influencing factors. The virtual version was
developed using the Unity game engine with the data from
the official load charts for a specific mobile crane model were
incorporated into the mobile crane simulation. The physical
version was made using off-the-shelves items, such as glasses,
LEDs, super glues, insulated copper wires, and an Arduino.
We then connected the virtual transparent display with its
physical counterpart using an asset called Uduino, which en-
abled the Unity game engine to send data to the Arduino.
The result in this study showed that the virtual transparent
display and its real counterpart were functioning as what
we intended. The developed prototype would be used in fu-
ture user evaluations, thus we could determine to what extent
this approach would affect the operators’ performance and
experience.

Keywords -
Human-machine interface; Head-up display; Transparent

display; Prototype; Mobile cranes; Heavy machinery.

1 Introduction
Cranes are one kind of heavy machinery specifically

used for lifting and moving objects from one place to an-
other. Cranes come in different types, such as mobile
cranes and tower cranes. Operating a crane is a com-
plex task that continuously demands significant cognitive
workload from the operator [1, 2]. When lifting a load, the
operator has to remain cautious, as the crane’s parts or the
lifted load may collide with nearby people or structures.
The operator also needs to ensure that the operation is al-

ways done within permissible conditions, such as permit-
ted load weight or wind speed, thus the crane’s balance can
be maintained [3]. Crane-related accidents can harm lives
and properties of both workers and non-workers [3, 4].
Modern cranes are increasingly installed with informa-

tion systems in the formof head-downdisplays that provide
supportive information to the operator [3]. The head-down
display is usually placed far from operational areas, since
the presence of the display can obstruct the operator’s view.
However, this placementmakes the supportive information
is unintentionally overlooked by the operator. The benefit
of having such supportive information is diminished if the
operator does not use it.
In this study, we explored another way of presenting

supportive information in mobile cranes through the use
of transparent displays, which emit their own light but look
transparent when the light is off. This way, the supportive
information can be presented near line of sight, without
obstructing the operator’s view. Mobile cranes were cho-
sen as the use case, since they were responsible for around
70% of all crane-related accidents [4]. Looking at the cau-
sation factors, human errors contributed about one-third
of total accidents, where the main reason was due to op-
erators used the crane beyond the permissible operational
limits. Here, we focused on visualizing information re-
lated to the lifting capacity and the factors that influence
it as the information presented on the transparent display.
These kinds of information were chosen as they play vi-
tal role for performing safe lifting operations [5]. Similar
information can also be found on the LoadMoment Indica-
tor (LMI) system, which is commonly installed in various
types of cranes [3].

2 Related Work
Many studies have been done to investigate newways for

visualizing information to the operator of heavy machin-
ery, including mobile cranes. Although the proposed ap-
proaches vary from one study to another, the common ones
are projecting the information on thewindshield or directly
on the object of interest (see Sitompul andWallmyr [6] for
the review). However, most of the studies were conducted
in simulations, and thus it is difficult to determine to what

1444

mailto:taufik.akbar.sitompul@mdh.se
mailto:srn17002@student.mdh.se
mailto:jose.rosa@beneq.com


37th International Symposium on Automation and Robotics in Construction (ISARC 2020)

extent the proposed approaches would work in real ma-
chines.

There were several studies that tried to build the physi-
cal visualization system, which could be deployed in real
machines. In the context of mobile cranes, Fang et al. [2]
investigated the use of bigger head-down displays, where
the operator could see multiple views around the machine,
as well as the supportive information. In the context of
tractors, Fernandez et al. [7] explored the use of head-
mounted displays, where the information, such as naviga-
tion and which areas that have been treated, can be shown
as it appeared directly on the object of interest. Still in
in the context of tractors, Palonen et al. [8] also used a
head-mounted display, but they probed on how to visual-
ize the environment that was occluded by the machine’s
part, thus the operator could observe blind spots around
the machine. There were three studies that explored the
cabin’s windshield as a place to visualize the informa-
tion. Both Rakauskas et al. [9] and Englund et al. [10]
respectively used a projection head-up display to present
the information on the windshield of snowplowers and
forest harvesters. In the context of off-shore cranes, Kval-
berg [11] considered using a transparent display that could
be installed on the windshield.

Based on the studies mentioned above, it is still difficult
to decide which approach as the most suitable one due to
two main reasons. Firstly, the studies were often limited to
technical evaluations only, except for Rakauskas et al. [9],
Englund et al. [10], and Fang et al. [2] who carried out
some user evaluations in their studies and each evaluation
was for a different kind of heavy machinery. Therefore,
more studies are still needed to determine to which ex-
tent the proposed approaches could benefit the operator.
Secondly, each option has its own advantages and disad-
vantages. Although Fang et al. [2] found that the operators
performed better when using the bigger head-down display
compared to when the operators had no support, the opera-
tors still commented that the bigger head-down displaywas
still considered too small and the presence of the display
could also obstruct their view. Head-mounted displays are
another option that allows the operator to see the infor-
mation exactly within the line of sight, but this approach
could be ergonomically uncomfortable for the operator,
especially for long-hour usages [12]. In addition, con-
sidering that the operator is required to wear a protective
helmet, wearing multiple head gears may not be a viable
option for the operator. Both projection head-up display
and transparent displays are the other two options, as the
operator could see the information without wearing addi-
tional equipment. The main drawback of projection head-
up displays is the projected information may deteriorate
in bright environments [13]. On the contrary, transparent
displays are strong against external light, but they are still

Figure 1. The transparent display prototype for off-
shore cranes that was made by Kvalberg [11]. The
light-emitting diodes (LEDs) were manually con-
trolled by setting two values on the computer pro-
gram: one for the indicator and one for the limit.
The LEDs that formed the 5-digit numbers were lit
to visualize the value of the indicator. The LEDs that
formed a triangle warning were lit if the indicator
value was higher than the limit value.

limited in terms of colors, as only green and yellow are
currently available [14]. In addition, the information be-
ing shown is static to what has been determined when the
display was manufactured.
Taking into account the fact that all proposed approaches

are still in the exploratory stage, as well as both advantages
and disadvantages of each proposed approach, we were in-
terested to further explore how transparent displays could
be utilized in mobile cranes, similar to what Kvalberg [11]
has done (see Figure 1). In our prior study [5], we have
determined what kinds of information that should be pre-
sented on the windshield, how the information should be
visualized based on the capability of transparent displays,
and gathered feedback from six mobile crane operators
regarding this proposed approach. Although the operators
perceived the effort of bringing information closer their
line of sight positively, our prior study was still limited
to the operators’ understanding on the proposed informa-
tion visualization and where to place the information on
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the windshield. There is a need for high-fidelity proto-
types, which could later be used to evaluate the proposed
visualization approach in certain scenarios. Therefore, it
would be possible to determine to what extent this visual-
ization approach would improve or hinder the operators’
performance and experience.

3 The Prototype
In this study, we developed both virtual and physical

transparent displays that act as a replica of each other. Both
virtual and physical displays visualized the information
related to the lifting capacity, such as the boom length,
the load radius, and the lifting percentage. Based on our
prior study [5], we found that these kinds of information
are essential for performing safe lifting operations and the
operators would also like to have them to be presented on
the windshield. The remaining of this section describes
how both virtual and physical transparent displays were
developed.

3.1 The Simulation

To speed up the development, we used an available
mobile crane simulation that was purchased from Unity
Asset Store [15]. Therefore, we did not have to develop
everything from scratch. The simulation has two fully
functioning mobile cranes that can be played immediately,
but the one that we used in this study was the one named
’HTR1045’ in the downloaded project (see Figure 2). Al-
though not the exact replica, the virtual mobile crane in
the simulation has a close resemblance with the Liebherr’s
LTC 1050-3.1 compact mobile crane [16]. A notable dif-
ference is the boom of the LTC 1050-3.1 crane has five
telescopic booms, while the boom of the virtual mobile
crane only has four telescopic booms. The virtual environ-
ment was made of a flat ground without additional weather
conditions. We kept this initial setup, since a mobile crane
should be operated on the flat ground and permissible
weather conditions due to safety reasons [17, 18].
Since we aimed to develop a prototype that could be

used in certain scenarios, it is important that the presented
information on the transparent display is not arbitrary and
the information is shown based on the run-time situation.
To do so, we had to continuously measure the machine
status, such as the boom length, the load radius, the lifting
capacity, and the lifting percentage. As the virtual mo-
bile crane has a close resemblance to the Liebherr’s LTC
1050-3.1 crane, we used its two official load charts [16,
pp. 23 and 29] as the source of information on how the
lifting capacity of the virtual mobile crane should change
based on the boom length and the load radius. Two load
charts were used, since the LTC 1050-3.1 crane can be
used using the 4.8-tonne counterweight or the 6.5-tonne

Figure 2. The virtual mobile crane and the virtual
environment used in this study.

counterweight.
The rest of this subsection describes the modifications

that we have made on the initial simulation.

3.1.1 Establishing aMetric Measurement in the Sim-
ulation

Based on the original code in the initial simulation, the
Unity coordinates were often multiplied by 3.6 to define
the length of one meter inside the simulation. However,
the reason behind this decisionwas unknown andwe had to
establish a constant metric system in the simulation, since
the load charts in [16, pp. 23 and 29] were documented in
meters. From the load charts, the maximum boom length
for the LTC 1050-3.1 crane is 36 m. Instead of using the
unknown conversion rate, we defined a new conversion
rate by dividing the maximum boom length of the virtual
mobile crane measured in Unity coordinates with the LTC
1050-3 crane’s maximum boom length, which gave us
a conversion rate of 0.88264784. By multiplying Unity
coordinates with the new conversion rate, we were able to
establish another constant metric that defines the length of
one meter in the simulation. This calculation was always
used for measuring the boom length and the load radius.

3.1.2 Storing the Values from the Load Charts into
the Simulation

We stored the values from two load charts in [16, pp.
23 and 29] directly into the simulation, which enabled
the virtual transparent display to automatically find the
specific information that should be presented. To auto-
matically find the values based on load charts during the
run-time, a lifting capacity class was made, which acted
as the look-up table for the lifting capacity. As the values
were taken from the load charts, the class comprised of
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three fields: boom length, load radius, and their corre-
sponding lifting capacity. Boom length and load radius
were represented as arrays, while the corresponding lift-
ing capacity was represented as a matrix. To determine
the corresponding lifting capacity, the indexes of the ar-
rays were used as the table representation of a load chart,
where both boom length index and load radius index de-
cide the lifting capacity value. CurrentLengthIndex
and CurrentRadiusIndex were set to be the active
index values based on the current state of the virtual mo-
bile crane. Both indexes were managed by GetBoom-
LengthIndex() and GetRadiusIndex() methods
that took the values of the current boom length and the cur-
rent load radius of the virtual mobile crane. For example,
when the boomwas extended to 36 m, then the index value
was set to 10 (note that the index value started from 0).
If we used the load chart for the 6.5-tonne counterweight
[16, pp. 23], when CurrentLengthIndex was 10 and
CurrentRadiusIndexwas 7, then the lifting capacity
was 8 tonnes. The GetLoadCapacityInTonnes()
method then looked up the values in the lifting capac-
ity matrix based on the values of GetBoomLengthIn-
dex() and GetRadiusIndex(). See Figure 3 for an
illustration that shows how the lifting capacity class works.

Figure 3. An illustration that shows how the lift-
ing capacity class works inside the simulation. The
numbers in red color indicate the activated indexes.
The class automatically finds the lifting capacity
value based on the indexes of both boom length and
load radius.

As the load charts contained the values for some of the
states of boom length and load radius, the lifting capacity
class could show the lifting capacity for the states docu-
mented in the load charts only. Due to this limitation, we
automatically set the lifting capacity to the next available

state when the boom length or the load radius were be-
tween two documented states in the load charts, as shown
in Figure 3. This decision was made, since setting the
lifting capacity to the next available set would make the
lifting capacity to be slightly lower than the actual one,
and thus more preferable from safety point of view.

3.1.3 Adding the Virtual Transparent Display into
the Simulation

We added a graphical user interface (GUI) into the sim-
ulation, which served as the virtual transparent display
(see the right image in Figure 4). The virtual transparent
display was designed based on the revised version of one
of visualization concepts that we designed and evaluated
in our previous study [5]. Three kinds of information are
shown on the virtual transparent display: (1) the current
boom length, (2) the current load radius, and (3) the lift-
ing percentage (see the left image in Figure 4). The lifting
percentage was calculated by dividing the weight of the
lifted load with the lifting capacity for the current state of
boom length and load radius, and then multiplied by 100.

Based on the measurement of boom length and load ra-
dius described in Section 3.1.1, the values of boom length
and load radius could be in decimals, but the virtual trans-
parent display only shows the values of boom length and
load radius in integers, as shown in the left image in Figure
4. If the decimals are between 0.1 and 0.5, the values are
automatically rounded down. If the decimals are between
0.6 and 0.9, the values are automatically rounded up.

As illustrated in the left image in Figure 4, the lifting
percentage is visualized using ten blocks, where each block
indicates that 10% of the lifting capacity has been used.
Since each block indicates 10% of the lifting percentage,
one block is turned on if the lifting percentage is anywhere
between 0.1% and 10.0%. For example, when the lifting
percentage is 20.1%, then the first three blocks from the
bottom are turned on. The operator needs to ensure that
the top block is not turned on, since that means the virtual
mobile crane is approaching its limit and the risk of tipping
over is high.

3.2 The Physical Transparent Display

Our approach for making the physical transparent dis-
play was similar to what Kvalberg [11] has done for the
transparent display prototype in off-shore cranes (see Fig-
ure 1). We used WS2812b light emitting diodes (LEDs),
which allowed us to control the LEDs individually. A
WS2812b LED has four pins, where one pin is for the
supply voltage, one pin for the ground, one pin for the
input signal, and another pin for the output signal [19].
We initially wanted to use the 2 mm x 2mm LEDs, since
that means we could use glasses with smaller dimension.
However, we later found that those LEDs were too small
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Figure 4. The left image shows the meaning for each kind of information shown on the virtual transparent display.
The right image shows how the virtual transparent display looks like inside the simulation.

Figure 5. The LEDs were attached on a glass and
arranged in a way that resembled the design of the
virtual transparent display. The LEDs were divided
into three groups and each group was assigned to
visualize specific kinds of information.

to be soldered manually. We then decided to use the same
type of LEDs, but the dimension was 5 mm x 5mm. The
LEDs were then attached using a superglue to a glass with
dimension of 20 cm x 12 cm and thickness of 1 mm. The
connection between one LED to another was done using
insulated copper wires with diameter of 0.1 mm. We used
102 LEDs and arranged them in away that the LEDswould
resemble the design of the virtual transparent display (see
Figure 5).
We used an Arduino Mega2560 microcontroller and a

FastLed library [20] for controlling the LEDs. Tomake the
control simpler, we divided the LEDs into three groups,
where each group was respectively assigned to visualize
the information about the boom length, the load radius,
and the lifting percentage (see Figure 5). Each group of
LEDs was connected to one specific pin on the Arduino.

For the number of LEDs that we used for the physical
transparent display, the power supply from the USB cable
was enough to power all the LEDs, thus we did not use an
external power supply in this study. Although the LEDs
used for the physical transparent display could display any
color by changing the values of red, green, and blue (RGB)
on each LED, we decided to use the yellow color since real
transparent displays are available in yellow or green only
[14].

3.3 Connecting the Simulation with the Physical
Transparent Display

We used an asset called Uduino, which was purchased
from Unity Asset Store [21], to connect the physical trans-
parent display with the virtual one. Uduino enabled the
Unity game engine to send data to Arduino via a USB ca-
ble. In this study, the Unity game engine was continuously
sending the data about the boom length, the load radius,
and the lifting percentage to Arduino. Based on the in-
put data, Arduino automatically decided which LEDs that
should be turned on or turned off. For example, if the
virtual transparent display shows that the boom length is
10 m, the physical transparent display should turn on sev-
eral LEDs in the group that visualize the boom length, so
that the number 10 can be formed. The same thing also
applies for visualizing the load radius. Specifically for the
lifting percentage, the first two bottom rows of the LEDs
are turned on if the lifting percentage is 20%.

4 Result
In this section, we present two examples that demon-

strate the integration between the virtual transparent dis-
play and its physical counterpart. The examples shown in
this section were taken when the virtual mobile crane was
using the 4.8-tonne counterweight and lifting a 1-tonne
load. Note that it was possible to manually adjust the
brightness of the LEDs. We found that the LEDs were
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Figure 6. The examples that show the integration between the virtual transparent display and its physical
counterpart. The examples were made when the virtual mobile crane was using the 4.8-tonne counterweight and
lifting a 1-tonne load. The left image shows the boom length was 19 m, the load radius was 14 m, and the lifting
capacity was 20% used. The right image shows that the boom length was 36 m, the load radius was 30 m, and
the lifting capacity was 90% used.

quite bright for indoor environments, thus we decided to
use only 10% of the brightness in this study.
The left image in Figure 6 shows that the boom length

and the load radius of the virtual mobile cranewere respec-
tively 19 m and 14 m. The lifting capacity for that state
of boom length and load radius was 6.3 tonnes. Since the
virtual mobile crane was lifting a 1-tonne load, the lifting
capacity was 15.87% used. Based on the setting of the
virtual transparent display, which is described in Section
3.1.3, the first two rows of LEDs from the bottom were
turned on.

Similar to the previous example, the right image in Fig-
ure 6 shows that the boom length and the load radius of
the virtual mobile crane were respectively 36 m and 30 m.
The lifting capacity for that state of boom length and load
radius was 1.2 tonnes. Since the virtual mobile crane was
lifting a load with the sameweight, the lifting capacity was
83.3% used, and thus the first nine rows of LEDs from the
bottom were turned on.

5 Conclusion and Future Work
In this paper, we have developed a prototype that con-

sisted of a virtual transparent display and its physical coun-
terpart. The kinds of information were shown and how
they were visualized were determined based on the result
of our earlier study [5]. The virtual transparent display
was hosted in a mobile crane simulation developed in the
Unity game engine, which was a modified version of an
available mobile crane simulation. The physical transpar-
ent display was made using off-the-shelves items, such as

glasses, LEDs, super glues, insulated copper wires, and
an Arduino to control which LEDs that should be turned
on or turned off. The virtual transparent display was con-
nected with its physical counterpart using an asset called
Uduino, which enabled the Unity game engine to com-
municate with Arduino. The information shown on the
prototype was not arbitrary, as the relevant data were im-
ported from the official load charts, and the information
was shown based on the run-time state of the virtual mo-
bile crane, which are in contrast to the prototype developed
by Kvalberg [11]. The developed prototype in this study
was shown to be functioning as what we intended.
The study in this paper was limited to the development

of the virtual transparent display and its counterpart. Due
to the ongoing pandemic situation, we were unable to in-
volve mobile crane operators to obtain their feedback on
the developed prototype. In the future, the developed pro-
totype would be evaluated in two possible settings. The
first setting is where we could evaluate the physical trans-
parent display in real mobile cranes using the Wizard-of-
Oz method [22], where another person would control the
virtual mobile crane, while trying to mimic what the oper-
ator is doing when performing lifting operations using the
real mobile crane. According to the operator’s view, the
information presented on the physical transparent display
would appear to resemble the status of the real mobile
crane. Therefore, it would still be possible to carry out the
evaluation without actually using or modifying any exist-
ing system in the mobile crane. However, we nonetheless
need to adapt the lifting capacity in the simulation accord-
ing to the load chart of the real mobile crane that would

1449



37th International Symposium on Automation and Robotics in Construction (ISARC 2020)

be used, thus the presented information remains relevant
for the operator. The second setting is to conduct a user
evaluation in the mixed reality environment, where the
transparent display is physical, but the environment is vir-
tual and projected to the wall, similar to the mixed reality
setup used by Wallmyr et al. [23]. In this case, we need
to further modify the virtual environment in the simula-
tion, thus the lifting scenario inside the simulation could
resemble the real-world scenario.
Finally, the information shown using the virtual trans-

parent display and its physical counterpart in this study
was based on the LTC 1050-3.1 crane and its official load
charts. It is possible to use a different mobile crane model
as the use case, given that the 3D model that resembles
such mobile crane and its official load charts are available.
The proposed approach could also be modified and ap-
plied to excavators, since excavators also have the concept
of lifting capacity and load charts provided by manufac-
turers [24].
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Abstract – 
The development of the DokaRobo series for 

remotely controlling construction equipment began in 
2007, and life-size humanoid robots (The DokaRobo 
No. 1 and 2) were developed. The DokaRobo series is 
installed in the driver's seat and can be easily installed 
by a single adult. After repeated tests and interviews 
with users, it was realized that the robot needs to be 
frequently switched between remote control and 
manned operation, and it is desirable to have a remote 
control unit that can be manned even when it is 
installed. The compact retrofit device "DokaTouch" 
was developed based on the concept that it would 
improve the work in the bad environment if an 
ordinary construction machine could be remote-
controlled more easily. In this paper, the present 
configuration and functions of the DokaTouch are 
explained, and its application to the future 
construction site is reported. 

Keywords – 
Unmanned Construction Machinery; Internet; LTE 

1 Introduction 
In recent years, large-scale natural disasters have 

been occurring frequently, and there is a need for urgent 
and rapid recovery work to save lives and prevent 
secondary disasters. In addition, remotely operated 
construction equipment that can be used in a wide range 
of areas with multiple units is also needed. The greatest 
advantage of remotely operated construction machinery 
is that it can safely carry out unmanned construction 
work in adverse environments, such as disaster areas. 
However, it is also desirable to have an operator on board 
the machine for emergency or detailed work that is 
difficult to do by remote control. Therefore, it is 
necessary to secure the passenger space even if the 
remote control device is installed. In order to solve this 
problem, we have developed a remote-controlled 

construction machine by installing a compact actuator 
unit for each control device. 

The system must be able to transport, install, and 
operate the equipment easily and smoothly to respond to 
emergencies such as disasters. In addition, it is necessary 
to reduce the discomfort of remote control by faithfully 
reproducing the operation with low latency. The biggest 
advantage of DokaTouch is that it is compact, 
lightweight, and highly functional, and can be used with 
general-purpose construction equipment that can be 
procured on site. In addition, the system allows the 
operator to use not only the operator's eye view from the 
cockpit, but also the overhead view of the machine. The 
operator can work remotely from a distance via the 
Internet, and can also use a control device that feeds back 
the sound, vibration and posture of the construction 
equipment. 

DokaTouch is aiming to create an economical and 
easy-to-use remote control system by eliminating 
custom-made parts as much as possible. In the case of 
Internet connection, it is possible to monitor the 
operation status and assist the pilot, which will improve 
safety and reduce the shortage of operators. The 
inexpensive and highly functional control device 
"DokaTouch" will be widely used for construction work 
during normal operations. It can be used on a daily basis 
to speed up the recovery process in the event of a disaster. 

This paper introduces an attachment-type remote-
control actuator, "DokaTouch," which can be attached to 
the operating levers and pedals of general-purpose 
construction machinery to enable remote control. 

2 Purpose of Development 
Currently, remote control of construction equipment 

is meant to enable rapid recovery work in places where 
human life is at risk in the event of a disaster. To achieve 
this goal, the system must be able to respond to 
emergencies, but it is not realistic to have a dedicated 
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machine on standby for training in the event of a disaster, 
which is costly and unpredictable. In the future, we may 
see remote-controlled aircraft deployed to every corner 
of the country. Until then, it is necessary to install and 
use remote control devices whenever necessary. 

Familiarity with the operation of a remote-controlled 
machine is a very useful experience in case of disaster. A 
remote-controlled system for on-site construction would 
be a good preparation for disaster response without 
special training. Therefore, a safe, easy-to-use, and 
inexpensive system is needed. Each disaster site has 
different conditions, and the working procedures and 
types of equipment used are different. For example, 
various types of machines such as excavation, loading, 
transportation, and land preparation will be required. The 
following is a list of requirements for the remote control 
system of construction machinery. 

(1) Lightweight and easy to install, easy to transport
the main body, and about half a day's installation time for 
two people. 

(2) Easy to handle, general-purpose machines can be
used as they are. 

(3) Easy to set up and positional calibration can be
done in a short time. 

(4) The 3D image is easy to work with and to
understand the site conditions. 

(5) Compatible with various types of construction
equipment, mainly shovels, but also crawler dumps, 
bulldozers, bulldozers and uneven terrain carriers. 

(6) No radio qualification and application is required
to use it. 

(7) It is compatible with WIFI and internet
connection. 

3 Configuration of Dokatouch 

3.1 Hardware Configuration 
DokaTouch enables remote control of construction 

machinery by attaching an actuator to the control lever, 
pedal, switch, etc. and controlling them simultaneously. 
Fig 1 shows the photo of the backhoe. The retrofit 
actuators are compactly attached to the levers for both 
hands and feet. Fig. 2 shows a picture of the manned 
operation. Fig.3 shows the DT1 for a single axis. Fig.4 
shows the DT2 for for two axis. 

Since DokaTouch is a unit module, it does not require 
assembly work and can be used immediately by attaching 
it to each operating device. The drive unit is mainly a 
rotary type servo motor, but a stepping motor or linear 

actuator can also be used depending on the conditions of 
use. In addition to the drive unit, the system consists of a 
control unit, a communication unit, and a power supply 
unit, which is installed and fixed at the rear of the driver's 
seat. The power supply unit is powered by 24V DC from 
the battery of the construction equipment. A sub-battery 
can also be installed as an auxiliary power source. The 
frame of the drive unit is made of aluminum or CFRP 
(carbon fiber reinforced plastic) for a lightweight, strong 
structure. The use of CFRP prevents deformation due to 
impact and absorbs shocks during operation, 
transportation, installation and removal. Table 1 shows 
the specifications of DokaTouch. 

Various types of DokaTouch are available, and they 
can be used for various types of construction machinery. 
Table 2 shows the various types of DokaTouch. The 
multi-functional joystick can also be used. 

Figure 1. DokaTouch Figure 2. With Operator

Table 1. Specification

DT1 DT1 

DT2 
DT2 

DT2 

DT2 

DT1、DT1 

Figure 3.  DT1 Figure 4.  DT2 
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Table 2. Type of DokaTouch

3.1.1 SW Servo Type 

Several servo motors are mounted on the upper part 
of the joystick, and each switch is pressed by a lever 
connected to each servo horn. Fig.5 shows the small 
servo motor attached to the switch. 

Pros: 

- Good response time.

- The servo motor allows a stepless setting.

- Installation is easy when using a servo unit.

- Each switch is equipped with an individual servo
motor and can be operated simultaneously.

Cons:  

- Difficult to operate with the switch installed.
(Lighter servos with back drives can be used.)

3.1.2 Thumb Robot Type 

The joystick is operated with a 3-axis robot attached 
to the top of the switch. Fig.6 shows a joystick with a 
thumb-robot attached. 

Pros: 

- Multiple switches can be operated by indicating their
positions.

- The servo motor allows a stepless setting.

- Manned operation is possible with the device attached.
(The device is placed in a position where it will not
interfere with button operation.)

Cons:  

- Simultaneous operation of multiple buttons is not
possible.

- Responsiveness is not as good as that of the direct-
attached servo motor type.

3.1.3 Wire Actuation Type 

A wire-driven switch operating device is attached to 
the top of the switch on the joystick. Fig.7 shows the 
wire-driven joystick. 

Pros: 

- The light weight of the device makes it resistant to
vibration.

- The servo motor can be used for a stepless setting.

- The servo motor unit can be made waterproof.

- Easy installation and removal of the device.

- Can be operated while mounted.

Cons:  

- Responsiveness is worse than the direct servo motor
type due to the elongation of the wire.

- Wiring space is required.

Figure 5. SW Servo Type Figure 6. Thumb Robot Type

Figure 7. Wire Actuation Type 

3.2 System Configuration 
The system configuration of DokaTouch is shown in 

Fig.8. The edge PC processes the camera image and 
communicates with the network. The microcomputer 
acquires sensor data from IMU, etc., and controls the 
actuator based on the operator's operation information. 
The microcomputer is connected to the edge PC via serial 
communication. The network configuration of 
DokaTouch is shown in Fig.9. DokaTouch is connected 
to the server on the Internet, and it can be accessed by 
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any device that can use a browser, regardless of whether 
it is a PC or a smartphone. WebRTC is used for the video 
system, and MQTT is used for the operation commands, 
and the HTTP server is used for the GUI. 

ired. 

3.3 Software Configuration 
The main control unit consists of an edge PC and a 

microcontroller, and various functions can be added to 
the system. This system has the following functions. 

- Control the robot using a joystick, and remote control
via the Internet.

- Remote control through the Internet.

- Grasping the posture of construction machinery using
a gyro sensor attached to the robot.

- Camera tracking using a gyro sensor attached to the
operator's head.

- 3D display of binocular camera images using a head-
mounted display.

tion.

Figure 8. System Configuration 

Figure 9. Software Configuration 

4 Features of DokaTouch 
DokaTouch can be installed in the driver's seat of 

general-purpose construction equipment when and where 
it is needed. This system allows work to be performed by 
remote control from a safe location. The features of this 
system are safety, small size and lightweight, and high 
performance.

4.1 Hardware Configuration 
A small servo motor of 60 watts or less is used to 

ensure safe operation. The main drive unit uses one or 
two DC servomotors with a maximum torque of 100kg-
cm, connected and linked to each other. One servo motor 
is used for each axis, and multiple axes can be used by 
combining units. The standby current at startup is 2A or 
less, and about 12A at maximum during operation. The 
turn-on/off of the safety lever of the machine is 
controlled by a separate circuit. In an emergency, the 
safety lever can be operated independently..

4.2 Software Safety 
A software multi-safety system is used. To ensure 

safe operation, several measures are taken. First, each 
servo motor can be set to have a range of motion. To 
prevent the levers and pedals from rotating at unexpected 
angles and damaging the motors, the rotatable angle 
range is set for each servo motor in advance. This value 
is stored in the flash memory in each servo motor. Next, 
the maximum torque setting is set at a lower value for 
joints that do not require the torque of the servo motor to 
prevent the possibility of damaging surrounding objects 
when they move in an unexpected manner. Finally, as a 
countermeasure for communication errors, a function to 
stop at a safe position if communication is lost is 
provided.

4.3 Easy Install 
Each device is small and light enough to be carried in 

the driver's seat by one person. The weight of the single-
shaft type is about 2 kg, and the weight of the two-shaft 
type is about 4 kg. This is because it would be difficult 
for more than one person to work on the narrow driver's 
seat when it is installed over a door on one side. Since the 
equipment is dispersed, it can be transported in a small 
storage case in a car. Each device is fixed by using the 
armrest support part of the driver's seat and lever 
mounting bolts. Because they are attached to the existing 
levers as attachments, there is no need to remove any 
parts and no need to modify them. It takes one person 
about half a day to complete the installation and about 
two hours to dismantle it..
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4.4 High Functionality 
Our goal is to be able to use general-purpose 

machines at the site, regardless of the manufacturer or 
model. At present, the system can be installed on most of 
the backhoes, and we are planning to install it on the 
bulldozers and rugged terrain vehicles in the near future. 

4.4.1 Any manufacturer or model 

The conventional method of installing a device on the 
driver's seat makes it difficult to adapt to various types of 
construction machinery because the position of the levers 
(distance, height, and direction) is different for each 
machine. DokaTouch solves this problem by installing an 
actuator module directly to each lever. In addition, 
DokaTouch is very small, less than 300mm wide and 
300mm long, so that it can be operated by a manned 
operator even when the equipment is installed. 

4.4.2 User Friendly Interface 

The remote-control unit is equipped with two 
operating levers (boom, arm, bucket, and slewing lever), 
two traveling levers (to move the crawler when moving), 
and button switches (to activate various operating 
motions). The maneuvering lever is controlled so that the 
target position of the work lever on the actual machine is 
calculated in response to the angle of fall and the 
operation is the same as at the time of boarding. 
Depending on the status of communication, there may be 
a delay, so the operator must pay attention to the delay. 
The gyroscope is installed in DokaTouch, and it is 
possible to prevent the machine from tipping over while 
working by grasping the inclination of the machine. 

As an option, a bilateral operation system can be 
implemented, such as a rigid steering lever if the machine 
is in a dangerous condition. In addition, by attaching 
angle sensors to the operator's shoulders and arms, a 
master-slave operation system can be implemented to 
synchronize the arm movements with the bucket. 

The operation situation from the control room is 
shown in Fig.10. 

4.4.3 Easy calibration 
Since the positions of levers and pedals must be 

taught to the operator after installation of the DokaTouch, 
positional calibration can be easily performed by the 
teaching function. After the machine is started up, the 
positions of the work lever, the traveling lever, and the 
foot pedal for the actual machine are taught by hand in 
the calibration mode. If the neutral position is fixed, 
move the movable range of each lever back and forth, left 
and right, and instruct it. After that, check if the operation 
is within the range of motion. 

4.4.4 3D Head Mounted Display 

Two FullHD (1920×1080) cameras are mounted on 
the head, which are converted to 3D images by a special 
device and transmitted. By using composite images, the 
amount of data can be reduced and the delay can be 
reduced. If the image is displayed on a head-mounted 
display, it is possible to feel a three-dimensional effect, 
which makes it easy to judge perspective and 
unevenness. By displaying the simulated image on the 
display, when an abnormality is detected, the part of the 
display changes to yellow or red depending on the alarm 
level, making it possible to check the abnormality while 
operating the system. Fig.11 shows a combined image 
from the binocular cameras. This image is displayed on 
the head-mounted display for each eye.  

The camera head, which corresponds to the human 
head, has three axes of pitch, roll, and turn, and the 
gyroscope on the pilot's head enables the viewpoint 
tracking. The gyroscopic sensor on the head enables the 
pilot to track his or her viewpoints. A picture of the stereo 
camera is shown in Fig. 12. 

4.4.5 Can be Operated via the Internet 

The heavy equipment is equipped with a SIM that 
enables the use of mobile phone networks (4G/LTE). 
Therefore, if the machine is installed in an area where a 
mobile phone network is available, users can operate the 
machine from anywhere in Japan where they can access 
the Internet. Since the remote control and video 
transmission radios use the wireless LAN standard, no 
qualifications or licenses are required for radio operation. 

4.4.6 Record and Play Mode 

On a construction site, similar tasks may be repeated 
many times. To reduce the burden on the remote 
operator, a motion program can be created by recording 
the position data of the operating lever during the 
operation. For repeated operations, it is possible to 
activate the appropriate work motion to assist in the 
maneuvering. 

Figure 10. Operation Room 
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Figure 11. Stereo Camera Images 

Figure 12. Head Mounted Display 

5 Issues and Future Development 
At present, the efficiency of remote control by 

DokaTouch is about half of the efficiency of on-board 
operation. For the improvement of the efficiency, it is 
necessary to reduce the delay in operation and visual 
information between the operator and the actual device. 
Therefore, it is necessary to provide a reliable 
communication line. In order to supplement the visual 
information, the information of distance and ups and 
downs to be able to judge the working position and the 
surrounding situation is necessary. For this purpose, it is 
effective to display information on the screen from the 
operator's eye view of the camera or by installing a 
distance sensor or rangefinder on the machine itself. It is 
also possible to combine this information with XR 
(Mixed Reality) to provide an efficient work 
environment. By attaching sensors to the bends, it is 
possible to improve the operating environment while 
providing feedback on the condition of the construction 
machinery. 

In the future, we must develop a system that is 
compatible with CIM (Construction Information 
Modeling) and allows multiple construction machines to 
work together. 

6 Conclusion 
We have developed DokaTouch, which can be 

remote-controlled safely and efficiently from anywhere 
in Japan, for use in dangerous construction work. 

DokaTouch is a compact and lightweight device that can 
be attached to each control unit of a general-purpose 
construction machine, and is equipped with an advanced 
software system. In the future, the system will be 
developed to control multiple construction machines and 
be expected to be used for various construction tasks. 
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Abstract – 
Currently, humans work in high-risk environ-

ments such as earthwork sites with construction ma-
chine. Such works are expected to be replaced by ro-
bots, but autonomous technologies of current robots 
are not sophisticated enough to deploy to such tasks. 
Thus, it is reasonable to use robots that can assist hu-
mans in cumbersome tasks and dangerous situation. 
These robots must have high repeatability, speed, 
power, and safety. As a preliminary study on human 
assistive robots, this paper designs and develops a 
powerful and backdrivable robot gripper. To provide 
powerful output suitable for construction works, we 
adopt an oil-hydraulic-driven actuator. To provide 
backdrivability for geometric and mechanical adapt-
ability, we adopt magnetorheological fluids (MRFs), 
which can change its apparent viscosity, quickly, con-
tinuously, and reversibly, based on the strength of the 
applied magnetic field, as the working fluids in the ac-
tuation system. MRF largely affects the dynamic 
range of viscosity and response time, so we develop 
special type of MRF suitable for construction works. 
We then develop a small size vane type rotary actua-
tor that consists of a passage in the vane and an elec-
tromagnetic circuit to efficiently apply the magnetic 
field to MRF passing through the passage. The back-
drivability can change based on the current applied to 
the coil and output torque can change based on the 
flow rate from the pump to the electro-hydrostatic ac-
tuator. Finally, we develop a robot gripper (similar to 
the size of human hands) with two fingers (three inter-
connected joints) actuated by one MRF actuator. 
From preliminary evaluation experiments, we con-
firmed that the developed robot gripper could change 
backdrivability and output torque depending on the 
coil current and pump flow rate. 

Keywords – 
Robot gripper; Magnetorheological fluid (MRF); 

Electro-hydrostatic actuator (EHA) 

1 Introduction 
Robot grippers and manipulators have been exten-

sively researched in the past decades and they have be-
come one of the most popular research topics in robotics. 
This is due to the fact that there is a wide demand of robot 
grippers in the field of industrial robots, medical field, 
and for humanoid robots. Generally, robot grippers are 
involved in the task of grasping of objects. However, it is 
not just limited to that. If the robot gripper is attached to 
a manipulator, it can be used for object manipulation and 
pick and place operation as well. 

Robot grippers have different classification types. 
They can be classified based on the number of fingers, 
which includes robot gripper with two fingers [1], three 
fingers [2] with some even commercially available. Also, 
there are flexible [3] or multiple fingers [4], [5], and the 
most famous ones in the recent days is the grain filled 
flexible ball gripper (universal gripper) [6]. Another type 
of classification is based on actuation system. The grip-
pers can be classified as tendon driven, pneumatic [7], 
vacuum [8], [9], electric, and hydraulic. Each has its own 
advantages and disadvantages as described in Table 1. 

From Table 1, we can understand that the hydraulic 
actuation system provides high force output. This is use-
ful for construction machinery and heavy-duty operation. 
However, in case of a sudden collision, we need to ensure 
safety which can be achieved through backdrivability. In 
most robotic systems, backdrivability is introduced with 
the use of series-elastic actuators [10]. The major prob-
lem in using this is the difficulty in design of elastic ele-
ments to damp the oscillations. By considering the prob-
lems, we use a different type of hydraulic system called 
electro-hydrostatic actuator (EHA) [11]. The principle 
involves using same number of pumps with actuator. 
This system provides ease of maintenance due to its mo-
dality and backdrivability due to absence of valves. This 
principle has been used in knee joint of robot [12], 
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wearable robot [13], and tendon driven hand [14]. We 
combine the advantages of EHA system with a different 
type of functional fluid called magnetorheological fluid 
(MRF). 

Construction and heavy-duty operations which are 
currently being performed by human operators often in-
volve cumbersome tasks and dangerous environments 
that are potential risks for the operators. The barrier to the 
automation of such tasks has been the development of 
versatile, powerful, and efficient grasping tools, i.e., ro-
botic grippers. Grippers are also very useful for the tele-
operation applications [15] where the human is moved 
away from an unsafe environment. Therefore, in these 
types of applications, it is reasonable to develop robot 
grippers. These robots must have high repeatability, 
speed, power, and most importantly, they need to be safe. 
As a preliminary study on human assistive robots, in this 
paper, we discuss the design and development of a pow-
erful and backdrivable robot gripper which can be used 
to assist on-site human workers. As discussed previously, 
the backdrivability is essential to provide for safety. 
When a system is backdrivable, it can be pushed back to 
its initial position which will help in situation when there 
is an occurrence of collision. 

To provide powerful output suitable for construction 
works, we adopt an oil-hydraulic-driven actuator. To pro-
vide backdrivability for geometric and mechanical adapt-
ability, we adopt magnetorheological fluids (MRFs) as 
the working fluids in the actuation system. MRFs are a 
functional fluid that can changes its apparent viscosity, 
quickly, continuously, and reversibly, based on the 
strength of the applied magnetic field. MRFs largely af-
fect the dynamic range of viscosity and response time, so 
we also discuss the use of special type of MRF which is 
suitable for application in construction robots because 
most of the current commercially available MRF is not 
suitable for robotic applications, and then we develop 
several MRFs suitable for robot grippers. Subsequently, 

we develop a small size vane type rotary actuator that 
consists of a passage in the vane and an electromagnetic 
circuit to efficiently apply the magnetic field to MRF 
passing through the passage. The backdrivability can 
change based on the current applied to the coil and output 
torque can change based on the flow rate from the pump 
to the electro-hydrostatic actuator (EHA) system. The 
EHA system gives us the merits of the electrical system 
of ease of control and hydraulic/hydrostatic system gives 
us the high force output. Finally, we develop a robot 
griper (similar to the size of human hands) with two fin-
gers and the finger has three inter-connected joints actu-
ated by one MRF actuator. The main advantages of our 
gripper are: 
⚫ High power output
⚫ Safety due to backdrivability
⚫ Ease of control and robustness

From preliminary evaluation experiments, we con-
firmed that the developed robot gripper could change 
backdrivability and output torque depending on the coil 
current and pump flow rate of the functional fluid. 

The rest of this paper is organized as follows. Section 
2 describes the functional fluid and design of actuation 
system and gripper. Section 3 reports the experiments 
that were conducted and describes the results that were 
obtained. Section 4 draws conclusions and discusses pos-
sible future work. 

2 Design of Robot Gripper 
In this section, we explain about the design of robot 

gripper with high output force and backdrivability. We 
make three distinction while describing the design pro-
cess (i) functional fluid, (ii) actuation system, and (iii) 
gripper design.  

2.1 Functional Fluids 
The commercially available products are MRF-

122EG, MRF-132DG, and MRF140-CG, respectively, 
and all these MRF are manufactured by LORD Corpora-
tion [16]. We previously developed compliant linear de-
vice using MRF [17]. They are differentiated by the num-
ber of magnetic substances present inside the oil suspen-
sion. When the commercially available MRFs are kept 
ideal for long time, in the system or outside the system, 
the magnetic substances inside it settle down. The set-
tling takes place due to the gravitational force and leads 
to stability and dispersibility issues in MRF. Due to these 
issues, the MRFs cannot guarantee the reliability when 
precise control is needed. To overcome these shortcom-
ings, we have developed a special anti-sedimentation 
type MRF. This MRF is more stable, more powerful, and 
hence more suitable for next generation human-coexist-
ence robots. We discuss its development and related ex-
periments in [18]. We use this anti-sedimentation type 

Table 1. Different types of actuation system 

Actuation 
type 

Merits Demerits 

Tendon 
driven 

Low weight Complex to control, 
loosening of tendon 
with high force (low 
durability) 

Pneumatic Small size, low 
weight 

Complex to control, 
high cost 

Vacuum Versatility Cannot be used for 
complicated objects 

Electric Low cost, easy 
to control 

Low force output 

Hydraulic High force out-
put 

High maintenance 
cost 
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MRF as the functional fluid for the actuation system. 

2.2 Actuation System 
We use an EHA system which consists of various 

components. Firstly, we have made a hydraulic vane type 
rotary actuator. The actuator uses MRF as functional 
fluid. The actuator provides a rotation of up to 90°. The 
upper drawing of Figure 1 shows the internal structure of 
the actuator. There are two ports, one inlet and one outlet. 
Both ports are connected to a single bidirectional hydrau-
lic pump via a connector. The pump is responsible for 
pushing the MRF in and out of the actuator. Inside the 
actuator we have a vane which rotates when it is pushed 
by the fluid. We have a small space above the vane shaft. 
This gets filled with MRF and create a low friction fluid 
seal. This seal is created by fluid being always presented 
in the small gap at high pressure. When we fill the fluid 
inside the actuation system, we ensure that high pressure 
is maintained in it. Solid seal and no seal approaches have 
been tried before and they have resulted in problems such 
as low power, poor backdrivability, oil leakage etc. 
Hence, in our approach with this new type of seal, we 
overcome the above problems and achieve high response 
rate as well.  

We have a small extension on the side of the actuator 
which is made of soft Magnetic Steel (KM-31) whereas, 
the rest of the actuator is manufactured using Aluminium 
(A2017). On this extension, we wound a coil to create an 
electromagnet which can switch ON/OFF using a control 
strategy. We use MRF as functional fluid which can 
change its rheology with the application of electromag-
netic field as discussed in Section 2.1. Depending on the 
strength of the magnetic field, the fluid will change its 
properties. When the magnetic field is high, the flow rate 
is slow. When the magnetic field is low, the flow rate is 
high. The strength of magnetic field and flow rate are in-
versely proportional. The direction of the flow of MRF 
inside the actuator is solely controlled by direction of ro-
tation of the bidirectional pump. However, the flow rate 
of MRF is controlled by both, the bidirectional pump and 
also the strength of the magnetic field. The system has 
high backdrivability because the end effector of the actu-
ator can be pushed back to its original position in case of 
a contact with any obstacle. 

The size of the actuator is 41 mm x 75 mm x 45 mm. 
The pump is connected to the rotary actuator using a con-
nector. This connector is specially designed to have two 
ports to fill the MRF in the actuation system at high pres-
sure. The bidirectional pump that we use is TFH-080 a 
small axial piston pump by Takako Inc. We selected it 
because it is small in size and produces a displacement of 
0.80 cm3 which is sufficient for our application. We use 
a small brushless DC motor which rotates the pump shaft 
in clockwise or anti-clockwise direction as per our need. 
We use Faulhaber BP4 with a planetary gearhead of type 

32/3R. The pump and the brushless DC motor are at-
tached to a holder and connected using timing pulley and 
belt. The exploded view of the actuation system is given 
in Figure 2. 

2.3 Gripper Design 
For the gripper, we developed two identical fingers. 

We designed this gripper with the following goals in 
mind: 
⚫ Efficient transmission of torque from actuator

shaft to fingertip.
⚫ Maximum contact between object and finger for

an adequate grasp.
⚫ Ability to grasp variety of objects.

The idea is to ensure that the object gets grasped by
contact between the distal phalanx and the proximal phal-
anx with the extra support provided by the palm cavity 
created by the arrangement of the fingers in front of each 
other. The finger is designed using a six-bar linkage 
mechanism. The primary actuation is provided by a shaft 

Figure 1. Vane type rotary actuator 

Figure 2. Exploded view of actuation system 
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which is connected to the actuator shaft via a timing pul-
ley and belt. There is a holder which serves the dual pur-
pose of supporting the shaft for free rotation and also as 
mechanical stoppage for finger. The stoppage ensures 
that the finger does not open beyond the angle of 120° 
when we want to use it for grasping objects. There is an-
other link at the back of the finger which is responsible 
for transfer of actuation to the distal phalanges (fingertip). 
We use a clamp link to connect it with the main actuation 
shaft. For each of the fingers we achieve a two-degree-
of-freedom (DOF) operation with one actuator. A robot 
gripper with fingers resembling the human finger is de-
signed. Each finger has two phalanges giving two DOF 
because the motion of the proximal phalanx is directly 
coupled to the motion of the distal phalanx via a link. 
This is how we achieve underactuation. Figure 3 shows 
the gripper and the finger design. 

For the rotation/ movement of link, we use hinge pin 
with ring which rotates over a bushing made of polyace-
tal resin. The hinge pin and bushing arrangement ensures 
that play maintained between the links is minimum. The 
links are made using Zortrax M200 Plus three-dimension 
(3D) printer. 

3 Experiments and Results 
We conducted two type of tests; torque test and grasp-

ing test. The first test is to evaluate the torque output at 
the actuator shaft. The second one is the grasping test in 

which we show the grasping operation of the gripper and 
evaluate the size limit in which the gripper can operate. 

3.1 Torque Test 
For this test, we measure the static torque at the actu-

ator shaft by changing the speed of motor rotation. With 
pressure sensors, we measure the flow rate of the MRF 
inside the system. We plot the graph of torque (Nm) v/s 
Flow rate (ml/m). We use current control to switch 
On/Off the magnetic field. When the current is high the 
electromagnetic field is higher and vice-versa. We record 
values for the graph for current at 5 stages; 0 A, 0.2 A, 
0.4 A, 0.6 A, and 0.8 A. We observe that the flow rate 
increases with increase in the speed of motor. The result 
is a non-linear relationship between torque and flow rate 
as shown in Figure 4. Also, we observe that the torque 
increases as we increase the current in the coil. This hap-
pens due to solidification of MRF inside the system. 
More force is required to achieve same flow rate when 
the MRF in the system has been solidified due to electro-
magnetic field. In Figure 4, we also observe a slight de-
crease in torque output at higher current and a state of 
stagnation after the achievement of a certain flow rate. 
We perform another torque test at a constant speed as we 
increase the current to electromagnet, as shown in Figure 

Figure 3. Gripper and finger design 

Figure 4. Torque v/s Flow rate 

Figure 5. Torque v/s current 
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5 to verify our observations. From the tests, we can con-
clude that the actuator can achieve a maximum torque 
output of 2.1 Nm. 

3.2 Grasping Test 
We perform the grasping test using different type of 

objects. Some of the objects that we used are (a) small 
bottle, (b) cup noodles, (c) multi-meter, (d) cup, (e) water 
bottle, (f) folded tube, (g) small football, (h) baseball (i), 
detergent , and (j) spray can, as shown in Figure 6. Our 
desired goal of grasping objects which are heavy is 
achieved. In some cases, like small objects which are 
heavy, the gripper is unable to grasp them. We believe 
that the reason this happens is because the size of the fin-
ger is large which renders grasping ineffective. Also, 
sometimes there is a difficulty in the grasping of objects 
which have a smooth exterior. The texture of the 3D 
printed distal phalanges causes this issue. With the use of 

an anti-skid tape on the phalanges, we solved this prob-
lem. We also tried removing object without opening the 
grasp. We did this to demonstrate reaction of the gripper 
for the condition in which object hits an obstacle/ colli-
sion during the process of grasping or pick and place. The 
gripper held on to the object based on the threshold value 
that we decided for constant grasping. 

4 Conclusion and Future Works 
This paper presented a robot gripper using electro- 

hydrostatic actuator (EHA) system. With the EHA sys-
tem we combine the advantages of high power of hydrau-
lic system with ease of control of electric system. As 
functional fluid, instead of using oil and conventional hy-
draulic fluid we use magnetorheological fluid (MRF) 
whose viscosity can be controlled by varying the mag-
netic field. We used a special type of MRF which is 

Figure 6. (a) small bottle, (b) cup noodles, (c) multi-meter, (d) cup (e), water bottle, (f) folded tube, (g) small 
football, (h) baseball, (i) detergent, and (j) spray can 

(i) 

    (d) (b) (c) 

(f) (e) 

(j) 

(g) (h) 

(a)
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suitable for robotics applications. Through this, we 
achieve speed and stiffness variation in finger motion. 
We explained the internal structure of the actuation sys-
tem, the design of the finger and its working. We achieve 
backdrivability because of the design of our hydraulic ac-
tuation system. Hence, the system is safe. We performed 
Torque test and grasping test to verify our design and its 
functioning.  

In future, we plan to work on a few key points. Firstly, 
to reduce the size of finger to increase the dexterity of 
object grasping and manipulations. This will help in mak-
ing the gripper more robust. Also, we plan to use tactile 
sensors on phalanges. The sensor data can be analyzed 
and trained to be used for the purpose of object recogni-
tion in future applications. 
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Abstract – 
Although the amount of building construction in 

Japan is not expected to decrease in the next few 
years, there has been a decrease in the number of 
fire resistive covering workers over the years. In this 
study, to overcome the shortage of construction 
workers, we developed a spraying robot for fire 
resistive covering. Optical sensors such as LiDARs 
and cameras may not work efficiently in dusty 
environments under spraying; therefore, we 
proposed a spraying method that would feasibly 
work without using them. 
 The robot is composed of traveling, lifting, and 
traversing devices, and a robot arm; it can move 
autonomously if a map of the working area is 
created in advance. We carried out several 
experiments to obtain the optimum spraying work 
data for each beam size in advance. Having the 
optimal spraying work data for each beam size, and 
grasping the position error and posture of the robot, 
the robot can spray accurately when sensing data for 
spraying is not available. By registering the work 
data in the work list according to the stop position 
and beam size, the robot can automatically spray 
multiple beams continuously. 

 We applied the developed robot to a building 
construction. After spraying, the shape of the 
sprayed covering was measured using a LiDAR, 
which verified the thickness. The specific gravity was 
observed to be higher than the regulation, and the 
quality was equivalent to that of workers. The 
spraying speed was approximately 80% of that of 
workers. In the future, the robot will have the 
potential of attaining the same construction speed as 
workers by making various improvements to it, as 
well as making it spray automatically. 

Keywords – 
Building Construction Robot; Fire Resistive 

Covering; Construction Automation; LiDAR  

1 Introduction 
In recent years, there has been a remarkable shortage 

of construction workers in Japan[1]. In particular, the 
number of workers for fire resistive covering spraying 
work in Japan has been significantly reduced because of 
poor working environments. In past study, the authors 
conducted a basic experiment of fire resistive covering 
spraying automatically using a robot arm and confirmed 
that the quality of fire resistive covering sprayed by the 
robot arm was equivalent to that sprayed by skilled 
workers[2]. As a next step, we developed a fire resistive 
covering spraying robot (hereinafter, spraying robot), 
and tested spraying. Subsequently, the spraying robot 
was applied in a construction site. This thesis describes 
the its development and results of its application. 

2 Robot Development 

2.1 Past Development Cases 
In Japan, over 30 years ago, several companies had 

been developing spraying robots. Skilled workers 
taught those robots spraying motion and they could not 
move to the spraying position easily. However, the 
development was interrupted because the construction 
performance of robots were lower than workers[3]. 
There were various reasons for this, including the low 
level of technology at the time and the high cost of 
development and so on. In recent years, the robot arm 
has become cheaper, easier to use and an environment 
for easy development has been established. On the other 
hand, SLAM in the field of autonomous mobile robot 
has become available to anyone. There are two major 
methods of SLAM. One is a method using vision and 
the other is a method using shape matching with point 
cloud data. Both methods have been used in the 
construction field in recent years[4][5]. Therefore, we 
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decided to start the development of the spraying robot 
in-house. 

2.2 Robot Specifications 
In order to replace a spraying worker with a robot, 

we assumed the work system shown in Figure 1. We set 
a high technical level goal where the robot could move, 
align and spray automatically by itself rather than be 
operated remotely by a dedicated operator. 

The developed robot is shown in Figure 2, and its 
specifications are shown in Table 1. Table 1 shows the 
applicable construction sites. The targets of the robot's 
spraying are the girders and beams on the standard 
floors of middle or high-rise buildings. The robot is 
relocated to the upper floors by a crane or a construction 
elevator. The size and weight of the robot are such that 
it can be loaded on the platform of the construction 
elevator (2500kgf class). Because the robot sprays for 
girders and beams at a raised place, a lifting device is 
indispensable. Because widening the spraying area 
improves work efficiency, we install a traversing device 
that can move in the beam direction. In the case of large 
spans (more than 20 m), the maximum girder height is 
1.5 m and the floor height is about 4.5 m; therefore, the 
workable floor height is set to 5.5m with some margin. 
We install to a travelling devise four mecanum wheels 
that can be finely adjusted in all directions when 
positioning the spraying robot. This is because the robot 
may move slightly in all directions. 

2.3 Robot Control 
The parameters involved in the spraying control of 

the robot include spraying distance, moving speed, pitch, 
and angle. The set value varies depending on the part of 
beams (lower flange bottom, its top, its edge, web, 
upper flange bottom, its edge), and changes according to 
the required fire resistive time specification of the fire 
resistive covering (specified coating thickness). We 
created a program that automatically assigns these 
control parameters to each beam size (beam height, 
beam width, plate thickness), and automatically creates 
robot work files. If we have structural design data in 
advance, it is possible to create spraying work files for 
all girders and beams of any construction without 
teaching by skilled workers. 

We conducted an experiment in advance to evaluate 
the optimum parameters that could be used to 
effectively spray each part of the girders and beams in 
terms of quality. The spraying robot moves to the set 
girder and beam locations and aligns to them within a 
threshold. The working data of the spraying robot is 
corrected according to its stopping position error. The  
robot was operated on these principles. 

If we create the map data of working area based on 

the distance data of the surrounding shape acquired by 
the two 2D-LiDARs installed at the diagonal corners of 
the robot and the initial position of the robot is specified, 
the position and direction of the robot are determined by 
SLAM. It can be calculated in the map using a 

Structure
　Traveling device, Lifting device,
　Traversing device, 6-axis Robot arm

Size 　3.3 x 1.15 x 1.5 m
Weight 　2350 kg

Workable floor height 　5.5 m or less
Workable beam height 　1.5 m or less
Maximum Spray Width 　3.8 m or less

 Dust Scattering 
Prevention Nozzle 

6-axis Industrial 
Robot Arm  

Traversing Device 

Lifting Device 

Traveling Device 

Spraying by Workers Spraying by Robot

Material Supply
（Worker）

Spraying
（Worker）

Pressing
（Worker）

Pressing
（Worker）

Spraying
（Robot）

Working Vehicle
For Height Area

Traveling Device

Lifting
Device

Traversing
Device

Robot Arm

Maximum Spray Width：3.8mSpray Width：About 2m

Working Vehicle
For Height Area

Working Vehicle
For Height Area

Material Supply
（Worker）

Table 1. Specifications of Spraying Robot 

Figure 2. Fire Resistive Covering Spraying Robot 

Figure 1. Spraying by Workers and Robot 
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commercially available dedicated sensor. 

2.4 Safety 
Two 2D-LiDARs are installed to set the protection 

area and the alarm area; the robot stops when something 
breaks in the protection area, it slows down when in the 
alarm area. Additionally, a bumper sensor is attached 
around it to stop the robot when it contacts something. 
The situation when entering the set area and the 
operating status of the robot are clearly indicated by two 
warning lights, melody, alarm sound, etc, to make it 
easier for the surroundings to be understood. 

2.5 Environmental Consideration 
When spraying the fire resistive covering, a large 

amount of unwound rock wool discharged from the 
nozzle is scattered and suspended. For robots, there is a 
high risk that the scattered material will enter the joints 
and precision parts of the equipment and cause 
malfunctions. Therefore, to create an environment 
friendly to robot spraying, we developed the dust 
scattering prevention nozzle shown in Figure 3. By 
enclosing the discharged rock wool in a water mist, this 
nozzle can significantly reduce the amount of dust 
scattering and contribute to the stable operation of the 
robot. The results obtained from measuring the amount 
of dust scattering in the construction test confirmed that 
the amount was reduced to approximately one-third of 
the conventional spraying nozzle used by workers. 

2.6 Spraying Experiment 
After developing the robot, spraying experiments 

were carried out a few times at an in-house facility to 
confirm the thickness, and specific gravity of coverage 
sprayed by the robot. In the spraying experiments, the 
formation of high-quality coatings on each part of the 
H-section steel that is assumed to be a beam at a 
construction site, confirmed the robot control conditions 
proper. We also conducted an automatic construction 
test of the robot. Automatic construction is a series of 
spraying flow, in which the robot moves autonomously 
from the starting point to the spraying position, and after 
automatic alignment, sprays the fire resistive covering. 
In this test, we confirmed the optimum threshold value 
for the positioning error of the traveling device. 

3 Application to a Construction Site 

3.1 Purpose of Application 
To collect the actual construction data, the robot 

sprayed the fire resistive covering on the girders and 
beams of a building construction site. Here, the actual 

construction data refers to the confirmation of sprayed 
quality, work efficiency, and verification of 
effectiveness of automatic construction. 

Figure 4 shows steel girders and beams before 
spraying by the robot. Figure 5 shows the floor plan of 
the girders and beams to be sprayed, and Figure 6 shows 
the robot layout during spraying a girder. The spraying 
target was a total of thirty girders and beams with a 
floor height of 3.64 m and 1-hour fire resistive 
specifications. For both the girders and beams, the 
spraying area was divided into three to five parts on one 
side in the beam direction and sprayed at a total of six to 
ten positions on both of their sides. In each beam, a 
robot was placed on a line offset parallel to the center 
line, a traveling device ran in the girder or beam 
direction, and coating was sequentially sprayed onto the 
beam surface. The automatic construction procedure is 
shown below. The construction status is shown in 
Figure 7 and Figure 8. 
1) Create a map of the construction area 
2) Create a route for the autonomous movement of the 

Figure 3. Dust Scattering Prevention Nozzle 

Figure 4. Steel Girders and Beams Before Spraying 
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robot, taking into consideration the layout of the 
girders and beams within the site. 

3) Robot moves autonomously 
4) Automatic alignment after moving to the spraying 

position 
5) Spraying on one side of girders and beams 
6) Spraying on the other side of girders and beams 

After that, repeat 3) to 6) 
7) Pressing sprayed fire resistive covering using trowel 

(by a worker) 

3.2 Performance Assessment 
We measured the fire resistive covering thickness 

and specific gravity of the sprayed covering after it was 
pressed by a worker using a trowel. The result of 
spraying girders and beams after pressing is shown in 
Figure 9. Two types of methods were used to obtain the 

measurements:   randomly using a measuring pin, and 
overall using a laser scanner. Figures 10 and 11 show 
the measuring pin and laser scanner, respectively. The 
specific gravity of the sprayed covering was calculated 

Figure 5. Plan View of Spraying Area  

Figure 7. Autonomous Movement  
and Alignment of Robot 

Figure 6. Robot Placement During Spraying a Girder 
 

 

Figure 8. The Robot Under Spraying 
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from the weight of the sample taken from the dry 
sprayed covering. 

3.3 Application Results 
3.3.1 Effect of Automatic Construction 

To confirm the effect of automatic construction, we 
performed both automatic and manual construction. 
Automatic construction is a series of automatic running, 
automatic alignment, and automatic spraying. In manual 
construction, remote control is used to run, and align, 
whereas automatic control is used to spray. The 
construction efficiency between automatic and manual 
construction was compared. 

3.3.2 Construction Quality 

Figures 12 and 13 show the histogram and normal 
distribution of the measurement results of the covering 
thickness using a measuring pin. The average covering 
thickness was 45-50 mm, and both were well above the 
1-hour fire resistive limit of 25 mm. The specified 
thickness of the girder and beam measurement points 
were exceeded at 97% or more.  

Figures 14 and 15 show the measurement results of 
the covering thickness using laser scanners (typically 
between lines 4 and 5, and between lines 6 and 7 at the 
site). We obtained the measurements before spraying 
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Figure 11. Laser Scanner 

Figure 10. Measuring Pin 

Figure 9. Girders and Beams After Sprayed 

Figure 13. Results of Covering Thickness Measurement 
Using Measurement Pin (Beam) 

Figure 12. Results of Covering Thickness Measurement 
 Using Measurement Pin (Girder) 
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the steel girders and beams, using a laser scanner. After 
spraying, we measured the surface of the covering again. 
After post processing the point cloud data, we 
calculated the difference between the point cloud data 
before and after spraying using software called 
CloudCompare. The heat map of the covering thickness 
calculated by this softwear is a view oriented from 
southwest to northeast. In these figures, the areas less 

than 25 mm of the an hour fire resistant specification are 
displayed in blue and the darkest green, and all other 
colors represent 25 mm thickness or more. A thickness 
less than 25 mm was found around the sleeves and 
around the stiffener of the north-south girder and beam 
joint, most of the other parts had a specified thickness of 
25 mm or more. These data are consistent with the 
covering thickness measurements obtained using the 
measuring pin. After spraying using the robot, areas 
with insufficient thickness were repaired by workers. 

The specific gravity measurement results were 
approximately 0.35-0.40, which did not fall below the 
construction management standard value of 0.28, during 
the entire construction period. There was no difference 
observed between the robot's manual construction and 
manual construction in both the coating thickness and 
specific gravity. 

3.3.3 Working Time and Work Efficiency 

Figure 16 shows the sprayed area per day of the 
automatic and manual construction. In this figure, the 
sprayed area per day of conventional spraying by a 
worker was set to 1. The sprayed area of the automatic 
construction was approximately 80% and the manual 
construction was approximately 50% of a skilled worker. 

 Figures 17 and 18 show the results of the automatic 
and manual construction, respectively. These figures 
shows the time ratio of spraying (=mondatory work), 
preparation/movement/alignment/nozzle cleaning 
(=subordinate work) and meeting/breaks (=other) when 
the time from beginning the work to the end of work is 
100%. In manual construction, it took a lot of time to 
move and position the robot manually, and the spraying 
time per day (the net time when the material was 
discharged) was maintained at about 20%. In automatic 
construction, the spraying time per day was 
approximately 45%, which was an increase by roughly 
25% compared to the manual construction. On the other 
hand, as shown in Figure 16, the sprayed area per day in 
automatic construction is around 80% of the necessary 
to reduce the time devoted to cleaning. 

Figure 16.  Comparison of Sprayed Area per Day 
Figure 15. Results of Covering Thickness Measurement 

Using Laser Scanner (Between line 6 and 7) 
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4  Discussion 
First, regarding the movement and alignment of the 

spraying robot, both were performed automatically and 
manually, and compared. Consequently, compared to 
the manual operation, the sprayed area per day in the 
automatic operation was improved by 70%. This 
indicates that work efficiency cannot be improved 
because movement and alignment take time by manual 
operation. So, it is essential for the spraying robot to 
travel automatically and to align automatically. 

Next, regarding the measurement of the coating 
thickness, the measuring pin and the laser scanner were 
used in two ways. The normal distribution and average 
value of the covering thickness showed approximately 
the same value. From these results, the effectiveness of 
the measurement of the covering thickness by the laser 
scanner was verified. Because measurement using the 
measuring pin is manual work, a lot of man-power is 
required for post-processing. On the other hand, 
measurement using the laser scanner requires a long 
time for post-processing; moreover, it takes long time to 
obtain the results although most of the work is done 
automatically. From these strengths and weaknesses, 
work efficiency can be improved significantly by using 

the measuring pin to measure a part of area, getting 
immediate results, and obtaining the measurements later 
the rest of whole area by using laser scanners. 

Finally, we describe the future productivity 
improvement. The nozzles were easily clogged with 
material, making the cleaning time long; thus, work 
efficiency did not improve. In the future, we plan to 
develop a new nozzle that does not require nozzle 
cleaning. It is also expected that this will improve work 
efficiency and exceed the sprayed area per day of 
skilled workers.  

5  Conclusion 
In this study, to save on labor in fire resistive 

covering work, a fire resistive covering spraying robot 
that sprays the fire resistive cover was developed 
through experiments and was applied at a construction 
site. The following findings were obtained. 
1) The fire resistive covering sprayed by the robot at the 

construction site achieved quality results that 
satisfied the specified values for thickness and 
specific gravity. 

2) The sprayed area per day of robot automatic 
construction is 1.7 times higher than that of manual 
construction. The effectiveness of automatic 
construction was confirmed. 

3) Because it was necessary to secure the cleaning time 
of the spray nozzle, the sprayed area per day of 
automatic construction was approximately 80% of 
that of a skilled worker. 

4) In the future, by developing a spray nozzle that does 
not easily get clogged by rock wool materials, and 
performing automatic construction, it will be 
possible to improve the sprayed area per day to a 
level equivalent to that of a skilled worker. 
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Abstract –  

The installation of curtain wall modules (CWMs) 
is a risky activity carried out in the heights and often 
under unfavorable weather conditions. CWMs are 
heavy prefabricated walls that are lifted normally 
with bindings and cranes. High stability is needed 
while positioning in order not to damage the fragile 
CWMs. Moreover, this activity requires high 
precision while positioning brackets, the modules, 
and for that reason, intensive survey and marking are 
necessary. In order to avoid such inconveniences, 
there were experiences to install façade modules in 
automatic mode using robotic devices. In the research 
project HEPHAESTUS, a novel system has been 
developed in order to install CWMs automatically. 
The system consists of two sub-systems: a cable driven 
parallel robot (CDPR) and a set of robotic tools 
named as Modular End Effector (MEE). The 
platform of the CDPR hosts the MEE. This MEE 
performs the necessary tasks of installing the curtain 
wall modules. There are two main tasks that the 
CDPR and MEE need to achieve: first is the fixation 
of the brackets onto the concrete slab, and second is 
the picking and placing of the CWMs onto the 
brackets. The first integration of the aforementioned 
system was carried out in a controlled environment 
that resembled a building structure. The results of 
this first test show that there are minor deviations 
when positioning the CDPR platform. In future steps, 
the deviations will be compensated by the tools of the 
MEE and the installation of the CWM will be carried 
out with the required accuracy automatically. 

 
Keywords – 

Automation; On-site; Robotics; Facade 

1 Introduction 
The European construction sector constitutes an 

immense market. It is one of the main industrial 
employers in the European Union, contributing about 9% 
of its GDP, with an annual turnover of more than €1,500 
million and a direct workforce of 18 million people [1]. 
Despite the fact that the construction sector is a fairly 
traditional sector, trends such as smart construction, 
involving advanced materials, innovative processes and 
concepts and green approaches, are becoming more 
noticeable. 

The curtain wall modules (CWMs) are the building 
envelope technological system which represents the 
boundary condition between indoor and outdoor 
environment with the goal to guarantee and preserve the 
designed building performances. For this purpose, the as-
built façade needs to guarantee the correct installation of 
the CWMs to achieve the performance assessed by 
project specs detailed in the design phase and validated 
with tests conducted under EN 13830. This critical but 
fundamental moment of installation phase requires a full 
accomplishment of operative instructions to guarantee 
the performance achievement with a strict accuracy of its 
component installation. Indeed, because the CWM 
setting is a millimetric activity due to the absolute 
position of façade, the installation process and 
regulations guarantee that the as-built façade corresponds 
to the design. For this reason, even if some mechanical 
regulations are possible through specific façade’s 
components (bolts, screws, anchors), installers today 
have a central role. In addition to the installation 
operations to guarantee the correct setting of the CWM 
in line with project specs, other relevant issues related to 
site activities need to be managed such as risk control, 
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preservation of the safety of personnel involved, and 
correct maintenance of the equipment used. The safety of 
personnel involved in all site activities (not only the one 
responsible for façade) is the most crucial aspect. The 
safety procedures are independent of specific building 
components, but related to general principles to be 
pursued for each activity during site operations based on 
national and local norms. In this frame, façade related 
risks (e.g., lifting materials, equipment placement, 
exclusion zones, falling restrain for personnel and 
material, weather condition during lifting operations) are 
some of the risks to be considered during CWM 
installation to preserve the safety operation of the site 
activities. In this scenario, to pursue the quality of 
installation while reducing its risk to preserve the site 
personnel’s safety, automation through robot is an 
opportunity worth being investigated. 

In order to cope with these issues, different robots for 
installing, painting, cleaning, delaminating, maintaining 
and inspecting any kind of facade were developed in the 
past. More specifically, several robotic devices have been 
classified for façade module installation [2]. Besides 
these single task robots, on-site factories like ABCS [3] 
and SMART [4, 5] developed techniques for installing 
fully prefabricated façade modules during the erection of 
new buildings. Apart from façade modules, there were 
experiences in on-site assembly of walls like in the Rocco 
project, in this case, for assembling building blocks [6]. 
Lee et al. [7] developed a robot on top of a platform that 
helps the human operator to handle a CWM. The most 
recent instance of the installation of a façade module with 
a robot dates to a manually operated robotic crane [8]. 
Test results show that in worst case the achieved 
repeatability of handler end-effector positioning is 7.0 
mm. This result might not be sufficient for the installation 
of CWMs. Regarding the cable robots for installing 
façade elements, a tendon suspended platform robot was 
envisioned [9], but the definition degree of that solution 
did not show further detail, especially regarding the 
necessary cranes to support the loads and forces of the 
cables. Moreover, that solution did not show any type of 
on-board tools.  

Cable-driven parallel robots (CDPR) are a subclass of 
parallel robots [10]. Instead of rigid links, they use cables 
to manipulate a mobile platform. The principle is to drive 
a mobile element in up to 6 degrees of freedom (DOF) by 
attaching cables to the mobile element and by 
synchronously controlling their length from a base frame 
with winches. At least 6 cables are required for 
controlling all 6 DOFs of the load, while often no more 
than 8 cables are used for better performance. The most 
well-known example of such robots is aerial cameras for 
stadiums [11] working with 3 DOF and 4 cables, and the 
first concept for manipulating all DOFs of a load dates 
back to the 1990s [12]. Today, they have already proven 

their benefits, in particular for large scale industrial 
applications [13, 14, 15]; indeed, the principle of a CDPR 
can be adapted to move heavy payloads over large 
dimensions. For the same reasons, CDPRs have being 
theorized in the past for several construction applications, 
from manipulating elements, contour crafting, to 
building inspection [9, 16]. 

In the HEPHAESTUS project, a redundantly 
constrained cable robot was built. The redundancy of 
using eight cables to control the six degrees of freedom 
of the platform increases the available workspace volume. 
Only few related works involving cable robots in the field 
of construction can be found. In [17], a concept for a 
cable robot for large-scale assembly of solar power plants 
is introduced. In [18], a cable robot concept for a contour 
crafting system is described. In [19, 20], cable-robots for 
automated brick laying can be found. 

The work performed within the HEPHAESTUS 
project [21] features for the first time that a CDPR is 
designed, built and deployed specifically for the 
construction sector, with the primary purpose of 
installing CWMs, which encompasses two main tasks: 
bracket installation and module installation. The 
advantages of cable robots in HEPHAESTUS are their 
large workspace, high payloads, reconfigurability and 
modular components, which make it easily transportable. 

2 Concept description 
The aforementioned tasks (bracket installation and 

module placement) require high relative and absolute 
accuracy. To accomplish such accuracy, it is necessary to 
foresee the precision of the CDPR, which was estimated 
to have a tolerance of 40 mm [22] in previous phases. 
Therefore, in previous stages of the project, it was 
foreseen that there would be two means for installing the 
CWM: the CDPR for the rough positioning and the 
Modular End Effector (MEE) along with its tools for the 
fine positioning.  

2.1 CDPR 
From a geometrical point of view, a CDPR is an 

association of cables of variable lengths linking a 
drawing point attached to base frame, and a fixing point 
attached to the mobile element or platform. How these 
drawing and fixing points are positioned in space, 
respectively in the general frame and the mobile platform 
frame, and how they are connected together formulate a 
configuration. 

2.1.1 CDPR calculation 

The geometrical design of the CDPR presented in 
Figure 1 can be summarized as the definition of the 
following parameters: (i) number of cables, (ii) geometry 
of the structure, (iii) geometry of the platform, and (iv) 
cable configuration. Based on previous studies indicating 
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that CDPRs driven by eight cables have appropriate 
performances [23], this number of cables was chosen. 
The parameters (ii) and (iii) are defined by the positions 
of the drawing points and attachment points respectively 
(see Figure 1). The cable configuration (iv) defines the 
pairs of drawing and attachment points that are connected 
by cables. Therefore, significant efforts in the design of 
this CDPR were dedicated to the definition of an 
appropriate set of parameters (ii), (iii) and (iv). 

Figure 1. Hephaestus CDPR prototype 

The abstract goal of finding an appropriate set of 
parameters was formulated as an optimization problem. 
The cost function of the proposed optimization problem 
is the maximal cable tension, directly linked to the Safe 
Working Load (SWL), obtained during operation across 
the building facade. The choice of this cost function is 
motivated by the direct relationship between the SWL 
and the cost of the machine. Minimizing the SWL leads 
to minimizing the maximal loads that are applied on the 
mechanical parts of the CDPR and, therefore, the cost is 
minimized. In addition, the constraints of the 
optimization problem include the positioning accuracy 
which should meet the precision necessary for the 
installation of the CWMs. Further details on the 
geometrical optimization of the Hephaestus CDPR 
prototype can be found in [24]. 

2.1.2 CDPR hardware 

The Hephaestus CDPR is composed of 7 
subassemblies. The first set of subassemblies provides 
the means of controlling the lengths of the cables. These 
subassemblies are fixed to the building, which works as 
the base frame for the robot. They are called drawing 

point assemblies (DPA in Figure 1) and come in two 
types. The first type is fixed at ground level, 
materializing the lower drawing points (dp in Figure 1) 
of the proposed configuration (one per assembly). The 
second type is attached to the building top slab. Each top 
DPA materializes two among the top drawing points. 
There are, therefore, two top DPAs and 4 bottom DPAs 
(see Figure 1).  

Each drawing point need a winch, a swivel pulley at 
the location of the drawing point, and a force sensor for 
monitoring the cable tension. The components are the 
same for all drawing points. The travelling sheave 
winches (VICINAY winches WB21.L30S.1: SWL 
15.7 kN, drum torque 2128 Nm, velocity 30 m/min, cable 
travel 16m, see w in Figure 1 and Figure 2) are powered 
by a servomotor with brake and absolute multi-turn 
encoder integrated, associated to a gearbox and wire rope 
spooling mechanism synchronized with the grooved 
drum. 

The swivel pulley installed at the theoretical location 
of the drawing point rotates around a vertical axis; it 
guides the cable towards the matching fixing point. The 
force sensor is embedded in the shaft of the sheave 
directing the cable from the winch to the swivel pulley. 
The steel wire rope is a Ø11mm non-rotating cable with 
a minimum breaking load of 115.5 kN.  

Figure 2. CAD view of the VICINAY Winch 
WB21.L.30S.1 

The mechanical structure of the DPAs is designed in 
order to transfer the load from the swivel pulleys and the 
winches to the anchoring elements. They were designed 
to show a displacement of less than 50 mm at the drawing 
point location when loaded with the winches’ SWL. Steel 
anchorage plates are embedded during the construction 
of the concrete building in the third (top) slab. The 
supporting structures are later welded to these anchorage 
plates in the correct position so that the DPA are in the 
correct coordinates with the required tolerances, with the 
drawing point positions being monitored continuously by 
a surveyor with a total station 

Another CDPR subassembly is the platform (see 
Figure 1 and Figure 5). It features the 8 fixing points 
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placed accordingly to the dimensions set in the 
configuration, as well as the various tools and power 
systems for the MEE. The total weight of the fully loaded 
platform reaches 1460 kg, in which 350 kg accounts for 
the carried CWM. 

The norms applied during the design are ISO 4301, 
ISO 16625 and FEM 1.001. All elements have been 
designed with a safety factor of at least 5.6 in order to 
match the M5 mechanism group requirements.  

The final CDPR subassembly is a weatherproof 
electrical cabinet housing the central control unit. It 
features the servomotor drives, the associated power 
units, the central PLC where the central control is 
implemented, and the associated inputs and outputs 
acquisition system. The cables towards the platform (data 
and power) are directed to it by means of a cable chain 
mechanism fixed to a beam installed between the two top 
DPAs. 

2.2 MEE and its components 
The MEE is the set of tools that performs each of the 

activities necessary for installing the CWM onto the 
structure of the building. The MEE is fixed to the CDPR 
platform (see Figure 5). In the case of the HEPHAESTUS 
project, two main activities need to be performed. First, 
there is the fixation of the bracket onto the concrete slab. 
This task is achieved by a robotic arm. Second, there is a 
placement of the CWM modules onto the brackets. This 
task is achieved by a vacuum system attached to the 
CDPR platform that picks a CWM from an inclined 
magazine and releases the CWM when it is placed onto 
the brackets. 

2.2.1 Robotic arm and its tools 
Selected tools need to be manipulated by the robot in 

order to mount brackets to hold the CWM to the building. 
The most versatile method is in-situ mounting and this 
was the chosen approach in this project. The list of 
actions needed to be handled by the robot is concluded: 
drilling of holes for anchor bolts, picking and placement 
of bracket over holes, picking and placement of anchor 
bolts in holes, setting of bolts into holes, and tightening 
of anchor bolts nuts to set torque. A Universal Robots 
UR10e was selected as the tool manipulator. This was 
done based on previous experience with this robot and its 
possibilities and limitations, specifically regarding 
drilling in concrete. The robot arm also allows for 
excellent adaptability to changes based on underway 
project learnings. The arm was mounted on a custom 
structure made of profiled aluminum bars. A tool-
changer system was integrated to give the robotic arm the 
possibility to manipulate a variety of tools. 

Four tools were put together to achieve the needed 
customized functionality: 1) the drilling tool, 2) the 
bracket picker and holder, 3) the setting tool with a 
hammer function, and 4) a tool to torque the nut of the 

anchor. 
The cycle is completed by the robotic arm returning 

to the bracket holder, and releasing the vacuum and 
magnets from the slab and bracket correspondingly, 
before the bracket holder is returned to the tool dock.^ 

Figure 3. Robotic arm and its tools before mounting 
on the CDPR platform. 

2.2.2 Stabilizer of the robot’s frame 
One of the issues regarding the accuracy of the 

robotic arm relied on the stability of the frame that hosts 
the robotic arm and its tools while performing tasks.  

For achieving such needs, a linear system with 
vacuum cups was defined, tested and prototyped. This 
linear system was conceived for hosting forces of up to 
1500N. 

Figure 4. Stabilizer of the robot’s frame prototype 
     during the opening of the stabilizers. 

The linear system consisted on two subsystems: the 
linear actuators and the machined steel profiles (see 
Figure 4) that run along the rails with the help of carriers. 

2.2.3 Vacuum Lifting System for picking and 
placing the CWM 

The Vacuum Lifting System (VLS) is capable for 
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picking and placing the CWM of 350kg during 
operations that require inclined plans.  

The VLS is designed to grip, in vertical position, a 
CWM of the aforementioned mass, with a smooth glass 
surface, and a surface 𝐴𝑧𝑥  of 5.1m² . The CWM is a
parallelepiped with three different faces 
𝐴 (𝐴𝑦𝑧, 𝐴𝑧𝑥, 𝐴𝑥𝑦 )  perpendicular to 𝑥, 𝑦, 𝑧  axes with
values 𝐴 = (0.68 5.1 0.3)𝑇𝑚2and showing a maximum 
aerodynamic coefficient 𝑐𝑎 at 1.32. It would be possible
to work in both dry and wet states, without ice, with the 
friction coefficient being estimated 0.2 ( in (3)). The 
VLS is dimensioned to lift a load greater than or equal to 
twice its design load with the minimum relative vacuum 
pressure 𝑞𝑟. Finally, the altitude should be at least 900m
from sea level, the temperature between -5 to 40 ºC, and 
accordingly the wind pressure 𝑞𝑤  during service is
estimated lower than 125N/m² and the vacuum 
differential pressure 𝑞𝑟  at least equal to 600 mbar. The
system creates a grip force 𝑓𝑔 between the surfaces of the
CWM and those of the 𝑛 = 8 suction cups, showing a 
diameter 𝑑  of Ø360 mm. The total load solicitation 
vector 𝒔 is the sum of: the CWM mass 𝑚 multiplied by 
gravity vector 𝑔 , and by acceleration 𝑗 = (1 1 1)  m/s² 
due to the movement, and the forces due to the wind 
action  𝑓𝑤 , each factorized with the applicable partial
safety coefficients (𝛾𝑝 = 1.1), which are expressed as
follows: 

𝑓𝑔 = 𝑛
𝜋∙𝑑2∙𝑞𝑟

4
=48.86 𝑘𝑁 (1) 

𝑓𝑤 = 𝑐𝑎 ∙ 𝑞𝑤𝐴 = (112 841 50)𝑇𝑁 (2) 

𝑠 = (
𝑚(𝑔 + 𝑗)

𝜇 ∙ (1  1  1)𝑇
+

𝛾𝑝 ∙  𝑓𝑤

(𝜇 1 𝜇)𝑇 
) = (

2.52
2.52
20.8

) 𝑘𝑁 (3) 

The current VLS design is validated by 𝑓𝑔  being
greater than twice any component of 𝒔. 

Figure 5. location of the MEE on the platform. 

The VLS, and its warnings and safety measures are 
connected to the Beckhoff control and therefore it can be 
activated automatically as explained in the next section.  

2.3 Control system 
In Figure 6, the scheme of the hardware and wiring of 

the HEPHAESTUS robot is shown. The system consists 
of 4 PCs in total. Starting from the left side in the scheme, 
a standard PC is used to execute a software tool to 
automate the façade panel installation. This tool 
commands the steps in the correct order to mount the 
facade modules. Furthermore, it provides a GUI for the 
operator to control the whole HEPHAESTUS robot. It is 
connected to a total station via TCP/IP, which can 
measure the absolute pose of the cable robot platform and 
to the IPC on which the cable robot controller is running. 
The cable robot controller is based on the TwinCAT 3 
software from BECKHOFF [25]. It consists of a soft-
PLC and a motion controller. The latter can either be a 
Beckhoff CNC, or an advanced motion controller. The 
IPC is connected via WLAN (CANopen) to the Radio 
Control, via Ethernet (EtherCAT) to the safety sensors, 
I/Os, force sensors and drives. 

Furthermore, the IPC has an Ethernet (EtherCAT) 
interface to the IPC of the MEE, which is integrated 
within the EtherCAT network as an EtherCAT slave. On 
the MEE IPC a PLC is implemented to control the MEE 
system consisting of the ROS-PC to control the UR-
Robot, the stabilizer, and the vacuum system. 

Figure 6. Scheme of the hardware and wiring of the 
    HEPHAESTUS cable robot. 

The main application controls the interactions 
between the user and the main controller. The application 
UI shows cable robot data, such as cable tensions, and 
each state the robot is performing in real time. It also 
allows the user to intercept each state, pausing the 
operation, or to stop the task. It is connected to the cable 
robot controller, allowing the user to move the cable 
robot and see the state the cable robot and the MEE are 
in at any moment, allowing the user to operate and 
control it, and the total station controller, allowing the 
user to obtain position and rotation measures at will. 
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A precise kinematic model is necessary in order to 
guarantee a satisfying positioning accuracy of the CDPR. 
Since the pose of the platform is computed based on the 
winch motor positions, cable sagging and elongation may 
be considered [26]. Among other aspects related to the 
position tracking control for CDPRs, these are still 
ongoing research subjects addressed in this project. 

2.4 State Machine 
The main controller is designed to operate as a state 
machine that controls all the individual controllers. 
Likewise, it is designed to work separately from the UI, 
merging the real time environment with the UI thread, 
and it controls all the error controllers to broadcast 
individual error signals. There are two main operations 
that the robot must do in order to complete the CWM 
installation successfully: first drill and set the brackets in 
the correct positions, and then set the CWMs in the 
corresponding brackets. To do both of them there are 
several states that the controller must follow, each one of 
them linked to a specific controller (cable robot control, 
MEE control or total station control). Each state, as 
shown in the simplified state machine diagram (see 
Figure 7), has an optional breakpoint where the user can 
stop the operation if a malfunction is detected. Besides 
these two main operations, the state machine contains 
also the semi-automatic initialization states of the total 
station. 

3 Prototyping and tests 
The first demonstration tests were performed in 
TECNALIA facilities in Derio, Basque Country (Spain). 
Once all the components of the demonstrator were 
installed, the operation of all the components (motors, 
movement of the robot, positioning in relation with the 
steel structure, sensor, etc.) was verified. This was the 
first time the different elements of the robot (winches 
with cable pulling on the platform/base) and the higher-
level control of the robot that makes the coordination of 
the winches were put together.  

3.1 Building structure used for the 
demonstration 

For this purpose, a steel structure has been erected 
matching the foreseen dimensions of the demonstration 
building: 10.2m high, 8.80m wide, and 2.7m deep. Two 
concrete slabs have been installed at the first and second 
floor to perform all tests required for installing one CWM. 

The steel structure has features to accommodate the 
top DPAs on the top floor; the bottom DPAs are directly 
anchored to the ground (Figure 1). 

The higher platform empty weight more than 
expected and the SWL lower than originally planned 

(respectively 1110 kg instead of 910 and 15.7kN instead 
of 20) led to the nominal transit positions of the top row 
of panels not being accessible. The transit distance for the 
top floor panels therefore needed to be reduced from 600 
to 450 mm. 

Figure 7. Simplified state machine diagram 

3.2 Installation of the CDPR 
After the erection of the building, the DPAs, mobile 

platform and control cabinet were brought to the building 
site. The top DPAs (2500kg each) were installed on the 
building top floor by the means of a mobile crane. The 
bottom DPAs (1100kg each) can be moved around using 
a forklift. Once the DPAs have been installed, calibration 
must be carried out. 

Calibration of the drawing point positions is 
performed thanks to the integration of total station targets 
onto the swivel pulley assemblies. Each swivel pulley 
assembly features 4 targets; their positions are used to 
build a local frame to reconstruct the current position of 
the associated drawing point. In order to calibrate the full 
system, apart from the A and B points, there are 3 Leica 
360º targets [27] attached to the cable robot platform in 
order to track it on the move, 3 Leica 20x20 mm 
reflectors attached to the cable robot platform in order to 
calibrate the origin point of the MEE with respect to the 
cable robot platform frame, and at least 3 Leica 20x20 
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mm reflectors to triangulate the building from the total 
station. It is highly advisable to calibrate all the prism and 
reflectors at the same time to achieve best possible 
accuracy. 

The calibration procedure has been performed at the 
same time as the installation of the DPAs, with the 
drawing point positions being monitored continuously by 
a surveyor with a total station. The objective was to have 
the DPAs installed as close as possible to their theoretical 
positions: the distance to the theoretical positions was 
measured at maximum 19mm.  

3.3 Results 
The first results of the demonstration show a better 
performance than expected in previous phases of the 
research project (see Figure 8 and check video in [21]). 
The maximum position error of the CDPR is about 20mm 
and the max orientation error about 0.8deg. Moreover, 
the preliminary results show a promising repeatability 
(with an accuracy of 1-2 mm) of the CDPR while moving 
the platform within the workspace. However, more tests 
are necessary to define better this parameter. The 
deviations in respect to the desired position were 
supposed to be adjusted by the MEE while fixing the 
brackets. However, due to time constrains during the 
installation of the CDPR and the MEE, some calibration 
issues appeared and the transformed of the MEE with 
regard to the 0,0,0 point of the building was not achieved 
properly. For that reason, some deviations occurred 
during the placement of the bracket. This is a topic that 
will be improved in the next phase. 

Figure 8. MEE and CDPR in operation as in [21] 

4 Conclusions and future work 
The first test of a CDPR for installing CWMs was 
achieved with better than expected results. However, 
there are still some points that need to be improved: 
 Improve the calibration of the MEE in regards with

the building in order to achieve a better accuracy.
 The detection of the CWM while it stands on the

magazine and measuring its location.
 Detection of the brackets that are already fixed on

the building slab in order to adjust, if necessary, the

CDPR path while placing the CWM. 
In order to seek for future commercialization, a 

market research was carried out which found a growing 
awareness from building owners and residents about 
comfort and health as well as political and economic 
drivers (e.g: nZEB and other EU directives, incentive 
schemes and favorable tax regimes, especially for green 
construction). Technological innovations will complete 
these drivers, making investors, policymakers and 
professionals (i.e. architects, designers as well as façade 
manufacturers) accelerate the adoption of construction 
robots. Therefore, the goal is that in the coming years the 
innovations mentioned in this paper will reach the market 
with the following exploitable results: i) CDPR for 
vertical works: suitable for handling, moving and placing 
CWMs; ii) MEE: including several tools to automate the 
insertion of a connector onto the building ́s structure; iii) 
curtain wall adapted to robotic installation: for fixing 
elements of the CWM to slab; CWM to bracket; and 
connection between CWMs; and iv) Hephaestus system: 
as an integrated solution for handling and installing 
CWMs. To facilitate commercialization of new device 
categories, standards can do the following: 
1. Standardize the components and interfaces from

which it is made in order to allow for faster
development and efficient supply chains
(“interoperability”).

2. Standardize the processes and infrastructures
surrounding the new technology or product/service.

3. Ensure quality and efficiency of the technology
and/or its development processes in order to
minimize the risks for the involved stakeholders.

During a final demonstration stage of the project, the 
robot will complete the installation of a set of CWMs 
covering part of the façade of a demo building 
particularly built and enabled for these activities. This 
demo building has been erected in the machinery park 
owned by ACCIONA and is located in Noblejas, Toledo 
(Spain), so that the performance of the cable robot can be 
demonstrated in a real construction environment. The 
emo building was erected with three floors and a total 
height of 10.2 m, and the façade is 8.5m wide. To access 
the various floors of the demo building during 
demonstration activities, a staircase has been installed on 
the back side of the building where no facade panels will 
be installed. The Hephaestus system will be validated, 
among other performance indicators, in terms of time 
required to complete the operations for the CWM placing, 
the accuracy, the efficiency and the usability for workers 
of the construction sector. Also, special care will be taken 
in order to fulfil the safety requirements and 
recommendations for these robotic operations. 
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Abstract -
Collaborative robot (co-robots) are being increasingly de-

ployed on construction sites to assist human workers with
physically demanding work tasks. However, due to inherent
safety and trust-related concerns, human-robot collabora-
tive work is subject to strict safety standards that require
robot motion and forces to be sensitive to proximate human
workers. Robot simulations in online digital twins can be
used to extend designed construction models, such as BIM,
to the construction phase for real-time monitoring of robot
motion planning and control. Robots plan work tasks and
execute them in the digital twin simulations allowing humans
to review and approve robot trajectories. Once approved,
commands can be sent to the physical robots to perform the
tasks. This paper discusses the development of a system to
bridge robot simulations and physical robots in construction
and digital fabrication. The Robot Operating System (ROS)
is leveraged as the primary framework for bi-directional com-
munication and Gazebo is used for robot simulations. The
virtual robots in Gazebo receive work tasks from a BIM
model to plan their trajectories, and then send the com-
mands to the physical robots for execution. The system is
implemented with a digital fabrication case study with a full-
scale mobile KUKA KR120 six-degrees-of-freedom robotic
arm mounted on a track system for an additional degree-of-
freedom, and evaluated by comparing the pose between the
physical robot and the virtual robot. The results show a high
accuracy of the pose synchronization between two robots,
which provide the opportunity for further deploying to real
construction sites.

Keywords -
Digital Twin; Co-robots; Robot Operating System;

Human-robot Collaboration

1 Introduction

Due to the 3D characteristics of construction work
(dull, dirty, and dangerous) [1], construction sites can be
hazardous and harmful working environments for human

workers. The construction industry ranks the highest in
occupational injuries and fatalities across all U.S. indus-
tries [2]. Robots deployment on construction sites can
help relieve these issues [3]. For instance, the construc-
tion robot can group with human workers on job-site to
assistwith physically demanding tasks, while humanwork-
ers focus on the work process plan and decision-making
[4]. However, such human-robot collaborative work suf-
fers from safety and trust-related concerns [5, 6], and is
subject to strict safety standards [7]. For example, the
robot must be restricted for speed and force while collab-
orating with nearby human workers. A real-time human
and robot tracking system can ensure safety by providing
the information of the robot state to human workers [8].
The Digital Twin (DT) offers opportunities to virtually

mimic the conditions of the physical (real) environment
in allowing for a cyber-physical system (CPS) [9] where
information of the current and forecasted future states of
the robot can be displayed [5]. Figure 1 shows the physical
robotic arm and its Digital Twin. Madni et al. [10] defined
four levels of Digital Twin (Pre-Digital Twin, Digital Twin,
Adaptive Digital Twin, and Intelligent Digital Twin) based
on the level of intelligence. The Adaptive Digital Twin
combines user interface andmachine learningwith normal
DT, whereas the Intelligent Digital Twin further utilizes
reinforcement learning to process the state in a partially
observed and uncertain environment.

Figure 1. The physical robotic arm (left) and its
Digital Twin (right).

One of the major aspects of the DT is the synchro-
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nized model [11]. The DT first constructs the virtual
model based on the physical environment, then records
and tracks the changes in the physical environment and
reflects them in the virtual model. The virtual model can
be extracted from the designed construction model such
as BIM or scanned 3D point cloud of the as-built envi-
ronment [12, 13]. On the other hand, a communication
mechanism is required to synchronize the data between
the physical environment and the virtual model [9]. The
communication is bi-directional so that the virtual model
can reflect the changes of the physical environment, and
the user can determine the next steps in the virtual model
and send the command to the physical environment.
To address the issue of human-robot collaboration in

construction work, we develop an online Digital Twin
system to bridge the virtual robot and physical robot in
construction and digital fabrication. We utilize Robot Op-
erating System (ROS) [14] to construct the framework of
the system and create a robotic arm model representing
the physical robotic arm in Gazebo simulation environ-
ment [15]. In terms of bi-directional communication, we
use MQTT [16] to connect the virtual robotic arm with
the physical robotic arm. The mechanism of checking
the synchronization between the physical robotic arm and
the virtual twin is also developed. The proposed frame-
work can be adapted to any robotic arm models reflecting
physical robots. We implement the system in a fabri-
cation laboratory with a full-scale mobile KUKA KR120
six-degrees-of-freedom robotic arm, and evaluate by com-
paring the pose of the physical robotic arm with the virtual
robotic arm.

2 Related Work
Digital modeling methods, such as 3D visualization or

BIM, are used in the construction industry for design, man-
agement, and operation throughout the building life cycle
[17, 18]. These modeling methods document the project
information and provide a platform for stakeholders to
record changes, collaborate and resolve conflicts [19, 20].
In order to achieve a high-quality collaboration, the model
must be fully synchronized with the physical environment.
It is time and cost prohibitive tomanually update themodel
[21]. Thus, existing research focuses on automatically
generating and updating the 3D model [22]. Collecting
the 3D point cloud is one of the methods for generating
the 3D model of the indoor environment [23]. This type
of method requires a registration method for obtaining 3D
points from camera or laser scanner [24, 25, 26], and then
applies segmentation method to separate objects and re-
constructs the semanticmodel [27, 28]. Object recognition
algorithms are also applied to identify different objects in
the point cloud [29, 30].

A similar approach can be used to integrate a construc-

tion robot with digital modeling methods for visualization
and task planning [31]. For example, Yang et al. [32]
utilized BIM and robot path planner to find and visual-
ize the construction process of the modular construction.
However, these types of systems are typically not syn-
chronized between the virtual model and physical robot
and require further adaption [33, 1]. The robot Digi-
tal Twin (DT) system developed in this work fulfills the
demand for real-time data exchange, which is wildly uti-
lized in the manufacturing industry, digital fabrication,
and human-robot collaboration assembly [34, 35]. For ex-
ample, Naboni and Kunic [36] used DT for complex wood
structure manufacturing and assembly. Furthermore, by
combining with other techniques such as Augmented Re-
ality, the synchronization and communication mechanism
of robot DT system can be improved [37].

3 Robot Digital Twin System
The proposed online robot Digital Twin system is shown

in 2 and consists of three modules: the physical robot
module, the virtual robot module, and the communication
module. First, the virtual robot module includes the Dig-
ital Twin for visualizing the robot and the motion planner
for planning the trajectory and solving the inverse kinemat-
ics (IK). Second, the physical robot module includes the
real robotic arm and the embedded sensors for measuring
joint angles. Finally, the communication module includes
the MQTT communication protocol for data exchange and
synchronization. The system is developed in Robot Op-
erating System (ROS) since it is the meta-operating sys-
tem that provides amessage exchangemechanism between
platforms across a network. For instance, the motion plan-
ner in the virtual robot module plans a trajectory and then
sends the control commands to the DT robot for execu-
tion and visualization. Figure 3 shows the data exchange
between each platform. The detailed description of each
module is provided in the following subsections.

Figure 2. The framework of the online robot Digital
Twin system.

3.1 Virtual Robot Module

We use ROS Gazebo and rviz to develop the DT in the
virtual robot module on a Linux PC [15, 38]. The Gazebo
is a real-world physics simulator that creates a world and
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Figure 3. The flowchart of the data exchange and each platform.

simulates the robot, whereas the rviz is visualization soft-
ware that can read and display the data from Gazebo or
real-world sensors. The robotic arm model is imported
to the Gazebo and rviz, as shown in Figure 4. The joint
angles of the robotic arm are exchanged between the two
programs to ensure synchronization.
In order to plan the specific construction task or mo-

tion, a motion planner is required in the module. Either
MATLAB or MoveIt! can be used as the motion planner
to achieve the task [39]. The Robotic System Toolbox in
MATLAB can plan the trajectory and solve the inverse
kinematics of the robot. However, it suffers from the la-
tency issue and is not fast enough for real-time planning
purpose. On the other hand, the MoveIt! is a motion
planning package for ROS, which plans the motion inside
rviz and sends to Gazebo. Figure 4 top shows the interface
of the MoveIt! motion planning in rviz. The start state,
goal state, and time parameters can be customized and de-
termined by the user as input to the motion planner. The
result of the motion planning will then be demonstrated in
rviz and sent back to Gazebo for execution. Both MAT-
LAB and MoveIt! can be run on the same Linux PC as
the DT, or run on a different PC and connected through
network.
For the data exchange, only the current robot joint angles

and the next robot joint angles are displayed within the
virtual robot module. Both Gazebo and rviz read the
current robot joint angles to visualize the robot state. The
MATLAB or MoveIt! package read the robot joint angles,

Figure 4. The robotic arm in Gazebo (bottom) and
rviz with MoveIt! package (top).

determine the next robot joint angles, and send back to
Gazebo and rviz for execution. The joint state publisher
(JSP) is the ROS node for publishing the current robot

1482



37Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2020)

state to different ROS nodes, including the current robot
joint angles from the physical robot module.

3.2 Physical Robot Module

We utilize the KUKA KR120 robotic arm on the track
system as the physical robot for the DT system, as shown
in Figure 5. In the current version of the online DT system,
the track system is not included in the virtual robot mod-
ule. The programmable logic controller (PLC) and robot
sensor interface (RSI) are running on a Windows PC to
control the robotic arm and retrieve the sensor data. The
embedded encoders on the robotic arm are used to mea-
sure the joint angles and read by the RSI. After activating
the robotic arm, the system first records the current robot
joint angles as the origin of the robot for robot control-
ling purpose. Once the physical robot receives the next
joint angles from the virtual robot, it will calculate the
differences of the joint angles and then uses the recorded
origin to control the robotic arm in the relative mode. The
robot control command and the sensor measurement are
two data exchanges inside the physical robot module, as
shown in Figure 3 right side.

Figure 5. The KUKA KR120 robotic arm for the
physical robot module.

3.3 Communication Module

Finally, the communication module links the virtual
robot module and the physical robot module. We use
MQTT communication protocol for data exchange be-
tween ROS system in the virtual robotmodule and the PLC
in the physical robot module. The MQTT communication
protocol is capable of real-time communication and thus is
suitable for smooth robotic control. We develop anMQTT
Bridge ROS node (M) to connect the MQTT to the ROS
system, as shown in the middle of Figure 3. The MQTT
Bridge node is run on the same Linux PC as the DT system
to exchange the joint angles with JSP node and connect
with PLC in the physical robot module through Ethernet.

The data exchange frequency in the MQTT Bridge is set
to be 250 Hz to ensure the transmission speed and avoid
jitter effects on the robotic arm.

The joint angles of the robotic arm are the main data
stream exchanged in the MQTT bridge ROS node. Figure
6 illustrates the data structure and exchange process in the
MQTT bridge ROS node. The data stream concatenates
the robot joint angles from A1 to A6 with a plus-minus
sign and comma. Each joint angle is rounded to three
decimal places and pads zeros to the left. Thus, the length
of the data is consistent and easily retrieved by PLC. Af-
ter receiving the joint angles data from the virtual robot
module through the ROS topic, the system first converts
the data to python string for easy storage and access. Next,
the data is converted to the MQTT string type and sent to
the physical robot module. This process can also avoid
the garbled text issue when directly converting from the
ROS topic to the MQTT string type. The data stream from
the physical robot module is also processed with the same
procedure and data structure and sent to the virtual robot
module.

Figure 6. The data structure and exchange in the
MQTT Bridge ROS node.

When exchanging the data between the virtual robot
module and the physical robot module, the system must
ensure the control commands are executed completely and
the pose of the physical and virtual robot is synchronized.
We develop a robot pose checking algorithm to confirm
the synchronization between the two robotic arms. Al-
gorithm 1 shows the pseudo-code of the pose checking
algorithm (PCA). The algorithm takes the current virtual
robot pose \E8ACD0; , current physical robot pose \?ℎHB820; ,
and the next robot pose \=4GC as input. First, the PCA
calculates the difference of \E8ACD0; and \?ℎHB820; . If the
difference exceeds the pre-defined threshold, the next joint
angle \=4GC will be assigned with the current joint angles
\E8ACD0; to ensure the physical robot can reach the desired
joint angles. The trajectory also needs to be re-planned to
reflect the new current joint angles. On the other hand, if
the difference does not exceed the threshold, the robot will
simply execute the next joint angles.

1483



37Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2020)

Algorithm 1 Pose Checking Algorithm
1: procedure Next Pose(\E8ACD0; , \?ℎHB820; , \=4GC )
2: 38 5 5 (\) ← |\E8ACD0; − \?ℎHB820; |
3: if 38 5 5 (\) > CℎA4Bℎ>;3 then
4: \=4GC ← \E8ACD0;
5: Re-plan the trajectory based on \=4GC
6: else
7: \=4GC ← \=4GC
8: end if
9: return \=4GC

10: end procedure

4 Experiment and Results
4.1 Experiment

The online robot Digital Twin system is implemented
and deployed in the Digital Fabrication Laboratory at the
Taubman College of Architecture and Urban Planning at
the University of Michigan. Two KUKA KR120 robotic
arms are the target physical robots, as shown in Figure 1
and Figure 5. To evaluate the proposed system, we conduct
an experiment to verify the pose between the physical robot
and its DT are synchronized during trajectory execution.
Figure 7 shows the procedure of the online robot Digital
Twin system experiment. One reaching task trajectory is
prepared and executed in MATLAB and Gazebo DT, then
the joint angles are sent to the physical robot. Figure 8
shows the planned reaching task trajectory (pink line) in
MATLAB. We use the embedded encoders on the KUKA
robotic arm to measure and record the joint angles of the
physical robot.

4.2 Results

The joint angles of the physical robot and the virtual
robot are recorded and compared with each other. Fig-
ure 9 shows the results of the virtual and physical robot
joint angles. Each line represents the angle of each joint
(A1, A2, A3, A4, A5, and A6) in radians. The trajectory
from the virtual robot consists of 1,500 waypoints and the
measurement from the physical robot includes 18,802 data
points. The result showed that the line of each joint an-
gle had the same trend in two robots, which demonstrated
the consistency of the synchronization between the two
robots.
To further evaluate the accuracy of the synchronization,

we calculate the average error and the maximum error of
each joint angle between the two robots. Table 1 lists the
result of the average and the maximum joint angle error.
The average errors of each joint angle are less than 2.4e-05
in radians and the maximum errors of each joint angle are
less than 2.1e-05 in radians. These results indicate that
the synchronization of the virtual and the physical robot
demonstrated high accuracy. The proposed pose checking

Figure 7. The procedure of the online robot Digital
Twin system experiment.

Figure 8. The planned reaching task trajectory (pink
line) in MATLAB.

algorithm (PCA) also helped minimize the latency during
the transmission.

5 Conclusion
This paper presented the initial development of the on-

line robot Digital Twin system for human-robot collabo-
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Figure 9. The results of the virtual and physical robot joint angles.

Table 1. The average and the maximum joint angle
error between the virtual and the physical robot.

Joint Average Error (rad) Maximum Error (rad)
A1 1.5269e-06 1.7232e-06
A2 1.9848e-06 2.2391e-06
A3 2.2334e-05 2.0717e-05
A4 2.2993e-07 2.8146e-07
A5 6.2252e-06 7.0128e-06
A6 4.3442e-06 3.9486e-06

ration in the construction and digital fabrication. The sys-
tem includes the virtual robot module, the physical robot
module, and the communication module. We leveraged
ROS Gazebo and rviz to develop the virtual robot mod-
ule, i.e., Digital Twin of the physical robot, and connect
to the physical robot module through MQTT Bridge in the
communication module. The joint angles of the robotic
arm are exchanged and synchronized between two robots.
We also utilized MATLAB or MoveIt! package to plan
and control the robotic arm in the virtual robot module,
then send the command to the physical robot module for
execution. In addition, we developed a pose checking al-
gorithm (PCA) to ensure the pose of the two robots were
synchronized.
The systemwas implemented and deployed on a KUKA

KR120 robotic arm in the digital fabrication laboratory.
Although we developed the system for the specific KUKA
robotic arm, it can be easily adapted to other robot mod-
els. We evaluated the system by comparing the joint an-
gles between the virtual and physical robot in a planned
trajectory, and calculated the average and maximum er-
rors. The results showed that the proposed online robot
Digital Twin system could plan the robot trajectory inside
the virtual environment and execute it in the physical en-
vironment with high accuracy. In ongoing work, we are

designing the user interface for displaying the information
of the physical robot in Digital Twin. We are also devel-
oping the robot planning mechanism such that the robot
can first demonstrate the planned trajectory inside Digital
Twin before executing by the physical robot. The human
can thus expect the movement of the robot in advance and
approve the task. Finally, we are designing and conducting
more case studies for evaluating the proposed online robot
Digital Twin system.

References
[1] Kurt M. Lundeen, Vineet R. Kamat, Carol C.

Menassa, and Wes McGee. Autonomous mo-
tion planning and task execution in geometri-
cally adaptive robotized construction work. Au-
tomation in Construction, 100:24–45, 2019.
doi:10.1016/j.autcon.2018.12.020.

[2] BLS. Census of fatal occupational injuries (CFOI)
- current and revised data, 2018. URL https://
www.bls.gov/iif/oshcfoi1.htm.

[3] Ci-Jyun Liang, Vineet Kamat, and Carol Menassa.
Teaching robots to perform construction tasks
via learning from demonstration. In Proceed-
ings of the International Symposium on Automa-
tion and Robotics in Construction (ISARC), pages
1305–1311, Banff, Canada, May 2019. IAARC.
doi:10.22260/ISARC2019/0175.

[4] Ci-Jyun Liang, Vineet R. Kamat, and Carol C.
Menassa. Teaching robots to perform quasi-
repetitive construction tasks through human
demonstration. Automation in Construc-
tion, 120:103370, 2020. ISSN 0926-5805.
doi:10.1016/j.autcon.2020.103370.

1485

https://doi.org/10.1016/j.autcon.2018.12.020
https://www.bls.gov/iif/oshcfoi1.htm
https://www.bls.gov/iif/oshcfoi1.htm
https://doi.org/10.22260/ISARC2019/0175
https://doi.org/10.1016/j.autcon.2020.103370


37Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2020)

[5] Amos Freedy, Ewart DeVisser, Gershon Weltman,
and Nicole Coeyman. Measurement of trust in
human-robot collaboration. InProceedings of the In-
ternational Symposium on Collaborative Technolo-
gies and Systems, pages 106–114, Orlando, FL,USA,
May 2007. IEEE. doi:10.1109/CTS.2007.4621745.

[6] Sangseok You, Jeong-Hwan Kim, SangHyun Lee,
Vineet Kamat, and Lionel P. Robert. Enhanc-
ing perceived safety in human–robot collaborative
construction using immersive virtual environments.
Automation in Construction, 96:161–170, 2018.
doi:10.1016/j.autcon.2018.09.008.

[7] Timo Salmi, Jari M. Ahola, Tapio Heikkilä, Pekka
Kilpeläinen, and Timo Malm. Human-robot col-
laboration and sensor-based robots in industrial ap-
plications and construction. In Henriette Bier, edi-
tor, Robotic Building, pages 25–52. Springer Interna-
tional Publishing, 2018. ISBN 978-3-319-70866-9.

[8] Carlos Morato, Krishnanand N. Kaipa, Boxuan
Zhao, and Satyandra K. Gupta. Toward safe human
robot collaboration by using multiple kinects based
real-time human tracking. Journal of Computing and
Information Science in Engineering, 14(1):011006,
2014. doi:10.1115/1.4025810.

[9] ShohinAheleroff, Jan Polzer, HuiyueHuang, Zexuan
Zhu, David Tomzik, Yuqian Lu, Yuan Lin, and Xun
Xu. Smart manufacturing based on digital twin tech-
nologies. In Carolina Machado and J. Paulo Davim,
editors, Industry 4.0: Challenges, Trends, and So-
lutions in Management and Engineering, page 77.
CRC Press, 2020. ISBN 978-0-8153-5440-6.

[10] Azad M. Madni, Carla C. Madni, and Scott D.
Lucero. Leveraging digital twin technology in
model-based systems engineering. Systems, 7(1):7,
2019. doi:10.3390/systems7010007.

[11] Yuqian Lu and Xun Xu. Resource virtualization: A
core technology for developing cyber-physical pro-
duction systems. Journal of Manufacturing Systems,
47:128–140, 2018. doi:10.1016/j.jmsy.2018.05.003.

[12] Tim Delbrügger, Lisa Theresa Lenz, Daniel Losch,
and Jürgen Roßmann. A navigation framework
for digital twins of factories based on building
information modeling. In Proceedings of the
IEEE International Conference on Emerging Tech-
nologies and Factory Automation (ETFA), pages
1–4, Limassol, Cyprus, September 2017. IEEE.
doi:10.1109/ETFA.2017.8247712.

[13] Matthew Q. Marshall and Cameron Redovian. An
application of a digital twin to robotic system design

for an unstructured environment. In Proceedings
of the ASME International Mechanical Engineer-
ing Congress and Exposition, page V02BT02A010,
Salt Lake City, UT, USA, November 2019. ASME.
doi:10.1115/IMECE2019-11337.

[14] OpenRobotics. RobotOperating System, 2018. URL
https://www.ros.org/.

[15] Open Robotics. Gazebo, 2019. URL http://
gazebosim.org/.

[16] Roger A. Light. Mosquitto: server and client
implementation of the MQTT protocol. Jour-
nal of Open Source Software, 2(13):265, 2017.
doi:10.21105/joss.00265.

[17] Vineet R. Kamat and Julio C. Martinez. Large-
scale dynamic terrain in three-dimensional con-
struction process visualizations. Journal of Com-
puting in Civil Engineering, 19(2):160–171, 2005.
doi:10.1061/(ASCE)0887-3801(2005)19:2(160).

[18] Robert Eadie, Mike Browne, Henry Odeyinka, Clare
McKeown, and Sean McNiff. BIM implementation
throughout theUK construction project lifecycle: An
analysis. Automation in Construction, 36:145–151,
2013. doi:10.1016/j.autcon.2013.09.001.

[19] Alcinia Z. Sampaio and Edgar Berdeja. Collab-
orative BIM environment as a support to conflict
analysis in building design. In Proceedings of the
Experiment@International Conference (exp.at’17),
pages 77–82, Faro, Portugal, June 2017. IEEE.
doi:10.1109/EXPAT.2017.7984348.

[20] Tzong-Hann Wu, Feng Wu, Ci-Jyun Liang, Yi-Fen
Li, Ching-Mei Tseng, and Shih-Chung Kang. A
virtual reality tool for training in global engineering
collaboration. Universal Access in the Information
Society, pages 1–13, 2017. doi:10.1007/s10209-017-
0594-0.

[21] Sebastian Ochmann, Richard Vock, Raoul Wes-
sel, and Reinhard Klein. Automatic reconstruction
of parametric building models from indoor point
clouds. Computers & Graphics, 54:94–103, 2016.
doi:10.1016/j.cag.2015.07.008.

[22] HesamHamledari, BrendaMcCabe, ShakibaDavari,
and Arash Shahi. Automated schedule and progress
updating of IFC-based 4D BIMs. Journal of Com-
puting in Civil Engineering, 31(4):04017012, 2017.
doi:10.1061/(ASCE)CP.1943-5487.0000660.

1486

https://doi.org/10.1109/CTS.2007.4621745
https://doi.org/10.1016/j.autcon.2018.09.008
https://doi.org/10.1115/1.4025810
https://doi.org/10.3390/systems7010007
https://doi.org/10.1016/j.jmsy.2018.05.003
https://doi.org/10.1109/ETFA.2017.8247712
https://doi.org/10.1115/IMECE2019-11337
https://www.ros.org/
http://gazebosim.org/
http://gazebosim.org/
https://doi.org/10.21105/joss.00265
https://doi.org/10.1061/(ASCE)0887-3801(2005)19:2(160)
https://doi.org/10.1016/j.autcon.2013.09.001
https://doi.org/10.1109/EXPAT.2017.7984348
https://doi.org/10.1007/s10209-017-0594-0
https://doi.org/10.1007/s10209-017-0594-0
https://doi.org/10.1016/j.cag.2015.07.008
https://doi.org/10.1061/(ASCE)CP.1943-5487.0000660


37Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2020)

[23] Yong Xiao, Yuichi Taguchi, and Vineet R. Kamat.
Coupling point cloud completion and surface con-
nectivity relation inference for 3D modeling of in-
door building environments. Journal of Comput-
ing in Civil Engineering, 32(5):04018033, 2018.
doi:10.1061/(ASCE)CP.1943-5487.0000776.

[24] Lichao Xu, Chen Feng, Vineet R. Kamat, and
Carol C. Menassa. An Occupancy Grid Map-
ping enhanced visual SLAM for real-time locating
applications in indoor GPS-denied environments.
Automation in Construction, 104:230–245, 2019.
doi:10.1016/j.autcon.2019.04.011.

[25] Chen Feng, Yong Xiao, Aaron Willette, Wes
McGee, and Vineet R. Kamat. Vision guided
autonomous robotic assembly and as-built scan-
ning on unstructured construction sites. Au-
tomation in Construction, 59:128–138, 2015.
doi:10.1016/j.autcon.2015.06.002.

[26] Frédéric Bosché, Mahmoud Ahmed, Yelda Turkan,
Carl T. Haas, and Ralph Haas. The value of inte-
grating Scan-to-BIM and Scan-vs-BIM techniques
for construction monitoring using laser scanning
and BIM: The case of cylindrical MEP compo-
nents. Automation in Construction, 49:201–213,
2015. doi:10.1016/j.autcon.2014.05.014.

[27] Andrey Dimitrov and Mani Golparvar-Fard. Seg-
mentation of building point cloud models including
detailed architectural/structural features and MEP
systems. Automation in Construction, 51:32–45,
2015. doi:10.1016/j.autcon.2014.12.015.

[28] Vladeta Stojanovic, Matthias Trapp, Rico Richter,
Benjamin Hagedorn, and Jürgen Döllner. Towards
the generation of digital twins for facility manage-
ment based on 3D point clouds. In Proceedings of
the ARCOM 34th Annual Conference, pages 270–
279, Belfast, UK, September 2018.

[29] Chao Wang and Yong K. Cho. Smart scanning and
near real-time 3D surface modeling of dynamic con-
struction equipment from a point cloud. Automa-
tion in Construction, 49:239–249, January 2015.
doi:10.1016/j.autcon.2014.06.003.

[30] Jacob J. Lin, Jae Yong Lee, and Mani Golparvar-
Fard. Exploring the potential of image-based
3D geometry and appearance reasoning for auto-
mated construction progress monitoring. In Pro-
ceedings of the ASCE International Conference
on Computing in Civil Engineering (i3CE), pages
162–170, Atlanta, GA, USA, June 2019. ASCE.
doi:10.1061/9780784482438.021.

[31] Vineet R. Kamat and Julio C. Martinez. Dynamic
3d visualization of articulated construction equip-
ment. Journal of Computing in Civil Engineering,
19(4):356–368, 2005. doi:10.1061/(ASCE)0887-
3801(2005)19:4(356).

[32] Cheng-Hsuan Yang, Tzong-Hann Wu, Bo Xiao, and
Shih-Chung Kang. Design of a robotic software
package for modular home builder. In Proceed-
ings of the International Symposium on Automa-
tion and Robotics in Construction (ISARC), pages
1217–1222, Banff, AB, Canada, May 2019. IAARC.
doi:10.22260/ISARC2019/0163.

[33] Kurt M. Lundeen, Vineet R. Kamat, Carol C.
Menassa, and Wes McGee. Scene understanding
for adaptive manipulation in robotized construction
work. Automation in Construction, 82:16–30, 2017.
doi:10.1016/j.autcon.2017.06.022.

[34] Cunbo Zhuang, Jianhua Liu, and Hui Xiong. Digital
twin-based smart production management and con-
trol framework for the complex product assembly
shop-floor. The International Journal of Advanced
Manufacturing Technology, 96(1):1149–1163, 2018.
doi:10.1007/s00170-018-1617-6.

[35] Arne Bilberg and Ali Ahmad Malik. Dig-
ital twin driven human–robot collaborative as-
sembly. CIRP Annals, 68(1):499–502, 2019.
doi:10.1016/j.cirp.2019.04.011.

[36] Roberto Naboni and Anja Kunic. A computational
framework for the design and robotic manufacturing
of complex wood structures. In Proceedings of the
Education and Research in Computer Aided Archi-
tectural Design in Europe and Iberoamerican Soci-
ety of Digital Graphics, Joint Conference, volume 7,
pages 189–196, Porto, Portugal, September 2019.
doi:10.5151/proceedings-ecaadesigradi2019_488.

[37] Yi Cai, Yi Wang, and Morice Burnett. Using
augmented reality to build digital twin for recon-
figurable additive manufacturing system. Journal
of Manufacturing Systems, In Press, May 2020.
doi:10.1016/j.jmsy.2020.04.005.

[38] ros-visualization. ROS 3D Robot Visual-
izer, 2020. URL https://github.com/
ros-visualization/rviz.

[39] David T. Coleman, Ioan A. Sucan, Sachin Chitta,
and Nikolaus Correll. Reducing the barrier to entry
of complex robotic software: a MoveIt! case study.
Journal of Software Engineering for Robotics, 5(1):
3–16, 2014. doi:10.6092/JOSER_2014_05_01_p3.

1487

https://doi.org/10.1061/(ASCE)CP.1943-5487.0000776
https://doi.org/10.1016/j.autcon.2019.04.011
https://doi.org/10.1016/j.autcon.2015.06.002
https://doi.org/10.1016/j.autcon.2014.05.014
https://doi.org/10.1016/j.autcon.2014.12.015
https://doi.org/10.1016/j.autcon.2014.06.003
https://doi.org/10.1061/9780784482438.021
https://doi.org/10.1061/(ASCE)0887-3801(2005)19:4(356)
https://doi.org/10.1061/(ASCE)0887-3801(2005)19:4(356)
https://doi.org/10.22260/ISARC2019/0163
https://doi.org/10.1016/j.autcon.2017.06.022
https://doi.org/10.1007/s00170-018-1617-6
https://doi.org/10.1016/j.cirp.2019.04.011
https://doi.org/10.5151/proceedings-ecaadesigradi2019_488
https://doi.org/10.1016/j.jmsy.2020.04.005
https://github.com/ros-visualization/rviz
https://github.com/ros-visualization/rviz
https://doi.org/10.6092/JOSER_2014_05_01_p3


37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Parallel Kinematic Construction Robot for AEC Industry  

M. Klöcknera, M. Haagea, K. Nilsson b, A. Robertssonc, R. Anderssond 

aDepartment of Computer Science, Lund University, Sweden  
bCognibotics AB, Lund, Sweden 

cDepartment of Automatic Control, Lund University, Sweden  
dAChoice AB, Malmö, Sweden  

 
 

E-mail: maike.klockner@cs.lth.se, mathias.haage@cs.lth.se, klas@cognibotics.com, 
anders.robertsson@control.lth.se, ronny.andersson@achoice.se 

 
Abstract –  

This article reports work-in-progress of a parallel 
kinematic robot development for construction with 
main focus on the concept phase. We assume the 
weight distribution of the proposed structure enables 
integration of robotic components into construction 
equipment while enabling tailoring of important 
characteristics such as accuracy, stiffness and 
workspace toward application needs. We describe 
challenges as well as kinematics, simulation and an 
experimental setup for evaluating performance of 
the proposed concept in a construction experiment 
using a concrete build system. 
 
Keywords – 

Parallel kinematic manipulator; Construction 
robotics; Concrete build system 

1 Introduction/preliminary work 
The community building sector in Sweden has an 

annual turnover of around SEK 500bn with 500,000 
employees in 20,000 companies. However, productivity 
development is very low and has been for a long time. 
Low profitability and the absence of strong drivers of 
change are preserving the sector. For instance, in mass 
production of reinforcement, plasterboard, insulation, 
steel profiles and concrete, one person hour produces 
material for more than 50 m² of exterior wall with high 
profitability. At the same time experience show that for 
finished (built) exterior walls, one person hour has often 
only produced less than 1 m², this independent of 
construction material, whether, prefabricated or site-
built. Swedish and international efforts to improve 
productivity in construction have often landed in 
prefabrication of composite components and building 
information modeling (BIM). However, the success of 
trying to increase productivity and profitability through 
this approach has been limited, mainly due to compound 

product complexity, inability to handle variations in 
deliveries, high fixed services and best widespread 
fragmentation in a project-based construction process 
[1]. 

In the manufacturing industry, customer focus, 
digitization and use of robots enabled mass 
customization and increased productivity. However, in 
the construction sector, the degree of automation is very 
small and in principle none of the players work with 
flexible customer-based production. Investments have 
been made but large-scale solutions have failed. The 
utilization of robots in the construction sector is limited 
by adaptation to the construction site, rapid and agile 
change of work steps and that the sector needs a 
balanced and small-scale collaboration between man 
and machine at the construction site. Today, the 
construction sector has about 3 times the number of 
accidents and load-related illnesses compared to other 
operations in Sweden, and the situation makes it 
difficult to improve the working environment and safety 
as well as to reduce both climate and environmental 
impact. Recent literature surveys support these findings 
and list hampering factors such as lack of 
interoperability, tolerance management, experts, power 
and communications as well as design for human 
installation procedures, high initial investment and risk 
for subcontractors, immature technology, unproven 
effectiveness, and low R&D budgets, among others [2, 
3, 4]. At the same time, there are indications that 
automation is needed in AEC for continued growth [5]. 

To target these issues at a national level a Swedish 
center for construction robotics 1  is being formed in 
collaboration with the Swedish concrete industry. The 
center aims to develop, adapt and demonstrate 
automation solutions for construction before being put 
to use at construction sites, and act as a knowledge 

 
1  Swedish national center for construction robotics, 
http://www.lth.se/digitalth/byggrobotik/ 
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transfer channel from academia to Swedish industry 
within construction robotics. Efforts now being carried 
out in associated national research projects aims to 
demonstrate a feasible automated construction system 
for small concrete house production in Sweden. The 
hypothesis is that the use of small-scale robotics gives 
feasible construction automation. Two robot automation 
approaches are being tested: utilization of off-the-shelf 
industrial robot arms from the manufacturing industry 
for automation of in-situ processes, and utilization of 
parallel kinematic manipulators (PKMs) for use in-situ 
and for prefabrication processes. 

The type of PKMs put forward in this article fit, in 
our opinion, well for automation of construction tasks. 
The weight distribution of the robot with mass 
concentrated to stationary parts suits well for integration 
into construction equipment. Corresponding light-
weight arm systems can be tailored toward processes in 
important robot characteristics such as accuracy, 
stiffness, and workspace. 

This article describes our experimental setup and 
motivation behind selection of the two robot types as 
candidates for construction work, as well as reporting 
work-in-progress regarding development of PKMs for 
construction. The rest of the article is outlined as 
follows: a test process is described (masonry using the 
Finja Exakt build system2). This is followed by a short 
description of the off-the-shelf robot system (important 
as we plan for comparison of performance between the 
systems). Then a general overview of parallel kinematic 
manipulators is given to illustrate the machine concept, 
followed by work-in-progress reporting on initial steps 
we needed for adaptation to construction experiments. 
Currently open problems regarding integration, safety 
and interaction are then discussed briefly. Last, future 
work and current conclusions end the article. 

2 Masonry process 
The targets for experiments in current projects are 

processes needed for small concrete house construction, 
such as shown in Figure 1.  

This particular house type is constructed using a 
build system based on a refined type of concrete blocks. 
The process of placing the blocks to form the outer 
walls is not that time consuming (about two days 
manual labor by two persons), but it is heavy and non-
ergonomic work involving a total lifting of several tons 
of material during short time. Fully or partially 
replacing manual labor in this specific process would 
remove a strenuous work task. From a robot automation 
point-of-view the process contains most challenges that 

 
2 Finja Exakt system, https://youtu.be/S6NdghrdLkI 

need to be addressed for robot application on-site, such 
as safety, calibration, performance, workspace, etc. 
Furthermore, commercial automation solutions exist 
(HadrianX [6], SAM100 [7]) as well as research 
prototypes (in-situ fabricator [8,9]) for benchmarking 
and comparisons. 

 
Figure 1. House type targeted for masonry robot 
automation 

2.1 Manual masonry process 
The Finja Exakt system consists of a family of 

insulated blocks that are available on pallets of around 
40 blocks per pallet. The system consists of a number of 
blocks to handle different situations such as corners, 
windows and doors. The weight of individual blocks 
vary between 15 and 20 kg. Blocks are stacked in layers 
of 200 mm including a 3 mm thin layer of Exakt mortar, 
with possibility of a half layer of 100 mm. The length of 
an individual block is around 600 mm. The Exakt 
system exists in three different widths, 290, 350 and 400 
mm. We limit ourselves to consider only the 350 mm 
width for experiments. 

The manual process is specified in Finja Exakt 
manuals3. The steps involved are visualized in Figure 2; 
starting from a slab and a blueprint, the first layer of 
blocks is layed down with care taken to accurate 
placement of openings and care taken to achieve an 
even layer height. Mortar is applied using a special tool 
for application (white box). Every few layers (not each 
layer) reinforcement is applied. Custom block sizes 
needed for corners and openings (windows and doors), 
are solved by on-site sawing of blocks, see Figure 3.  

 
3  Finja Exakt build system manuals (see link 
“arbetsanvisning” (Swedish for work manual), 
https://www.finja.se/produkter/block/isolerblock-
exakt?id=16292060 
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Figure 2. Steps in the masonry process with Finja 
Exakt block system; first layer (top left), 
application of mortar (top right), application of 
reinforcement (bottom left) and customization 
for cabling (bottom right). 

 
Figure 3. Finja Exakt Block with corner block 
(left) and on-site customization of sawing block 
(right). 

3 Research contribution 
Within this paper we show our recent work-in-

progress towards building a construction robotics lab 
including a PKM and an industrial arm robot to explore 
robotic aspects of construction processes. Our main 
contribution belongs to the development of the PKM 
and to the final development of the process customized 
industrial arm robot for construction tasks. Next to the 
robot development our contributions comprise in 
investigating application aspects of construction 
processes. These aspects include e.g., logistics, material 
flow, safety, collaboration, and risks. The first process 
we explore the mentioned aspects for is masonry. 

4 Industrial construction robot 
Industrial robot arms were originally developed for 

long series manufacturing, typically batch production in 
automobile industry, with the robot specializing in dirty 
and dangerous processes, such as welding and painting, 
as well as highly repetitious tasks such as pick- and 
place operations. The main important characteristics 
being high repeatability and low cycle time. An 
industrial robot is typically placed in a well-organized 
cell within a production line. In construction the most 
similar environment is in prefabrication where similar 
thinking may apply, though with different materials. 
Prefab wood house production already has automation 
solutions involving robotics. For prefab concrete the 
main application so far seems to be 3D printing, but 
then featuring large Gantry structures built to scale. For 
on-site production there are several factors to consider:  

The environment is less structured than in a 
traditional robot cell, furthermore it may be unique for 
each new construction site. Figure 4 shows a typical 
small house slab cramped with construction material 
and cabling. 

In the construction context considered, adoption to 
the blueprint typically happens at centimeter tolerance. 
Blocks are also allowed a few millimeters of placement 
tolerance since a grouting process evens out small errors. 
Accumulation of errors are not tolerated. On-site robot 
systems need efficient on-site calibration methods 
and/or accurate positioning sensing. 

Mobility is probably required unless prefabrication 
on-site is sufficient (it very well may be) since the house 
is much larger than the workspace of the typical robot 
arm. In such case, the form factor of the robot and 
mobile platform should fit standard openings in the 
construction and adhere to pressure limitations posed by 
slab or use workarounds such as distributed steel plates. 
A small form factor also needs to ensure stability to 
allow utilization of robot performance. 
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Figure 4. Typical small house slab cramped with 
construction material and cabling 

The protection class of the robot system needs to 
handle the on-site conditions, which includes abrasive 
materials and weather conditions. Most current 
industrial robot brands are available in IP67 editions 
which however is not enough leading to the need for 
protective clothing. 

Opposed to manipulating a material flow through a 
cell, the robot system needs to adopt to the less 
structured material logistics on the construction site, or 
to enforce more structure to suit the automation process. 

Safety, interaction and collaboration are important 
subjects. They are therefore given a separate section 
later in this paper. 

The concept to be tried out is integration of an off-
the-shelf industrial robot arm with an off-the-shelf piece 
of construction equipment as mobile platform, similar to 
what is seen recently in literature (the in-situ fabricator). 
Unlike the fabricator we will put focus on integration of 
the robot system into an automation system including 
considerations for the build system used. The system 
will be used for comparison with the PKM robot 
described next. 

5 Parallel kinematic machines (PKMs) 
Parallel kinematic machines (PKMs), classified as 

robots whose arms have concurrent prismatic or rotary 
joints in so-called closed kinematic loops, differ from 
the standard serial manipulators in several important 
aspects and complementary broadens the applicability 
and use of robots [10]. With a significantly higher 
stiffness in relation to the inertia/moving mass, PKMs 
typically either show up in (I) industrial pick-and-place 
systems where the very high accelerations due low 
moving mass – for so called delta and cable robots the 
actuators could be mounted in the stationary frame and 
thus get low moving mass – one gets significantly 
shortened cycle times in comparison to what is 
achievable with serial manipulators at the corresponding 

energy budget. or (II) are used in industrial applications 
where the high stiffness and/or positioning accuracy are 
required; different machining operations such as 
grinding, deburring and cutting, where structures like 
Stewart-Gough platforms or different gantry 
manipulators provide beneficial configurations. Parallel 
kinematic structures are also quite common in active or 
passive fixtures. Cable driven robots have emerged 
during the last decade and one can find examples from 
suspended camera system in sport stadiums to large 
wire robots in industrial settings [11]. An often-
advocated shortcoming of PKMs is the smaller 
workspace with respect to the footprint of the robot, 
compared to the typical serial manipulators, and the risk 
of collisions between PKM-links/cables and obstacles 
within the workspace. However, whereas this may be 
true in many industrial applications, the masonry of 
walls is a task where the workspace is very suitably 
tailored to a new PKM structure. Furthermore, the 
strength, stiffness, and positional accuracy of the PKM 
within this workspace makes it a competitive alternative. 
The Gantry-Tau PKM was developed for achieving a 
large, open workspace for structures in e.g., the 
aerospace and windmill industry where the 
reconfigurability concept encompassed and integrated 
calibration as important part of the concept [12]. Further 
development of the latter PKM-concept is an important 
step towards efficient use in AEC applications. 

5.1 PKM for masonry 
Here we present work-in-progress to adapt a PKM 

structure to automate the selected masonry process (see 
Chapter 2.1). Our work so far considers kinematic 
aspects (e.g. workspace, stiffness) and mechanical 
aspects (e.g. joints, drive concepts) as well as guidelines 
and standards relevant for collaborative robots [12, 13, 
14]. The lab sized PKM is part of the experimental 
setup we build (Figure 5). 

The work scenario contains: the PKM placed 
parallel to the wall we want to build at some distance 
from the wall. The end effector will be utilized for pick 
and place of blocks. Our first experiment will include 
pick and place of blocks with no humans in the robot 
cell with no collaboration taking place. Since we need 
Exakt mortar as a first layer a human will applicate one 
layer of Exakt mortar while the robot stops completely. 
Thereafter the robot will pick a block from a palette and 
place it at the needed position for building a wall. After 
placing one layer of blocks the robot stops again and the 
human applicates the next layer of Exakt mortar. As a 
next step the robot starts to perform pick and placement 
of next block layer and so on. Parallel to these 
experiments we will perform experiments with the 
industrial construction robot with regard to automated 
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Exakt mortar application which will be later adapted 
into the PKM experiments. 

 
Figure 5. CAD of lab sized PKM with 
coordination system and wrist dummy 

PKM development has so far been divided into four 
main parts. At a first step we investigate the basic PKM 
mechanism and structure to realize the translatory 
movement (basic PKM - translatory movement). In a 
second step we investigate the wrist, the end effector 
and the drive concept for the end effector to realize the 
rotatory movement with modular parts, adaptable for 
different applications (advanced PKM - rotatory 
movement). In a third step we have to investigate 
movable support structure to bring our PKM in a full 
sized version to the construction side or other relevant 
application places (support structure). The fourth step 
includes implementation of safety and interaction for 
human robot collaboration. This division into four parts 
(translatory movement, rotatory movement, support 
structure, safety and interaction) is very important since 
our aim is to bring the PKM into different application 
areas with different human robot interaction levels. 
Further explanations contain the PKM development 
regarding the translatory movement and the 
implementation of safety and collaboration. 

5.2 Basic PKM – translatory movement 
The basic PKM for construction tasks (Figure 6) 

consists of three kinematic chains. Each chain includes 
an actuator, which is realized by motor driven carts 
moving on tracks. A total of six links is used. These 
links have fixed length and are connected to the carts 
and the wrist in a 2-2-2 configuration. Joints used for 
the connections are at this stage spherical joints with a 
tilting angle of +/-45 deg. Two of the carts are placed on 
one side and the third cart is placed on the other side in 
comparison to the wrist. By this configuration we are 

already able to realize the three translatory degrees of 
freedom (DOF). The wrist itself consists of a support 
platform, where the fixed length links are connected to 
and of a tool platform with which we realize the 
rotational DOFs. 

 
Figure 6. Schematic construction PKM for 
translatory movement with notation for variables 
and parameters 
 

Since the wrist transmits the translatory 
movement and realizes the rotational DOF it has a 
key function in our PKM. Furthermore, the chosen 
connection points from links and wrist have a high 
impact on stiffness. The best regarding stiffness is to 
choose the distances between the links as big as 
possible.  

For figuring out the best combination of 
distances between tracks, length of links and 
distances between links in dependency of workspace 
we realized the kinematic modeling. The kinematic 
model contains a defined cubic workspace in which 
we proof the reachability of the platform center point 
(Pcp). Further we described the inverse kinematics 
from Pcp over connections links/wrist (a1, a2, …, a6) 
to connection links/carts (Pg1, Pg2, …, Pg6) to carts. 
After this we calculated the intersection points of the 
links with the tracks to check if there are intersection 
points in the defined areas along x-axis. In case of 
intersection points we had to figure out which of the 
intersection points are valid. Moreover, we had to 
proof the angles between the links and the wrist and 
the links and the carts. We did this because we 
used spherical joints with +/- 45 deg tilting angle. 
After this procedure we found out which points in 
space are reachable with our configuration. Figure 7 
shows reachable workspace in green for a PKM with 
4000 mm tracks, 500 mm distances between tracks 
in y-direction, length links 2 and 3 = 1722 mm, 
length links 1 = 1648 mm. With this configuration it 
will be possible to build a wall with length = 1,8 m 
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and height = 1,5 m which will be appropriate for our 
experimental setup. For later use of the PKM on the 
construction site calculations will be adapted to 
design an upscaled version.  

 
Figure 7. Result workspace calculation – 
Reachable points in space of platform center 
point for translatory movement 
 
Due to the fact, that we want to perform first 

experiments to evaluate stiffness, torsion and 
workspace with the calculated parameters, we 
decided to build a downscaled version with parts to 
realize translatory movement (Figure 8). 

 

 
Figure 8. CAD PKM – designed for downscaled 
version 
 
To fasten up the mentioned process, we designed 

the downscaled version of the PKM for first 
experiments with 3D-printed and out-off the shelf 
made parts and a functional support structure (Figure 

9). 

 
Figure 9. Realized downscaled PKM with 3 DOF 

6 Experimental setup 
Our experimental setup in the construction lab 

will contain the PKM placed parallel to the wall to 
build as well as a palette of blocks with the aim to 
perform pick and place experiments of blocks 
(Figure 10). Not shown in the picture, but planned, 
is the industrial arm application on the opposite side 
of the wall to perform experiments regarding pick 
and place, gluing and sensor integration. Since 
safety and interaction will be needed already in the 
lab, we will start to integrate some safety features in 
the shown application, which is described in the next 
chapter. 

 
Figure 10. Experimental setup for PKM 
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6.1 Safety & interaction 
The machine directive needs machines to fulfill 

stated requirements before they are considered safe for 
use. Traditional industrial robot cells disallow human 
presence during autonomous operation and ensure this 
situation by surrounding the cell with safety systems. 
Another approach is represented by collaborative robots 
where a limit in allowable utilized energy allow humans 
to work in close collaboration with the machine despite 
autonomous operation. The unstructured and perhaps 
changing environment on the construction site pose 
challenges for safe autonomous robot automation.  

How can and must safety look like on construction 
site? Different approaches: 

 
• Physical protection 
• Disallowing human presence 
• Supervised operation 
• Detection of human presence 
 
By limiting access to the robot structure itself by, for 
instance, providing an enclosure for the robot it is easier 
to limit access during operation. Approaches to small 
mobile robot factories often suggest enclosure of the 
robot in a container. Enclosing the entire work area (all 
or part of the construction site) for autonomous work 
provides safety by disallowing human presence 
altogether. Supervision of the operation at all times with 
personnel equipped with dead man’s switch and 
emergency stops. Automatic detection techniques of 
human presence, such as laser planes. But this requires 
an uncluttered environment (no occlusions) for robust 
operation. There is no obvious option. This remains an 
open problem. 
Another consideration is human interaction with the 
robot system. In a masonry automation system, 
examples could be refilling of mortar, requiring a 
human to get close to the robot system, or division of 
labor between a human and machine in the masonry 
process. These issues also remain open problems. 

7 Future Work 
Developing the drive concept for the wrist and the 

end effector as well as building the PKM in the lab. Part 
of the masonry process will be tested with the robot 
structure (the path for pick and place blocks). Moreover, 
we will carry out a feasibility study regarding the pick 
and place application of the blocks. Parallel to this 
realization we will create a simulation of the whole 
process. We will use this simulation to figure out cycle 
times in dependency of all process elements (robot, 
palette bricks, wall). Other work for next year contains 
implementing the gluing/cement application process as 

well as the needed hardware (pump, pipes, tool) for this 
process. We want to realize a tool changing system with 
which we can change between a gripper and a saw or a 
combination tool consisting of a gripper and a saw. We 
further need a block fixing station for sawing and a 
measuring system to define the needed length of the 
blocks before sawing. Another future process will be 
plastering. 

8 Conclusion 
With this paper we have shown work-in-progress of 

a parallel kinematic robot development for construction 
with main focus on the concept phase. There are many 
open questions and challenges remaining, some of them 
listed in this article. Robot challenges include large 
workspace, efficient calibration procedures, safety 
concepts, and human-machine interaction ability with 
regard to construction workers.  
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Abstract – 

The Design-to-Robotic-Production and -Assembly 
(D2RP&A) process developed at Delft University of 
Technology (DUT) has been scaled up to building size 
by prototyping of-site a 3.30 m high fragment of a 
larger spaceframe structure The fragment consists of 
wooden linear elements connected to a polymer node 
printed at 3D Robot Printing and panels robotically 
milled at Amsterdam University of Applied Science 
(AUAS). It has been evaluated for suitability for 
assembly on-site without temporary support while 
relying on human-robot collaboration. The 
constructed architectural hybrid structure is proof of 
concept for an on- and off-site D2RP&A approach 
that is envisioned to be implemented using a range of 
robots able to possibly address all phases of 
construction in the future.  

Keywords – 

Architecture; computational design; optimization; 
robotic production; robotic assembly 

1 Design-to-Robotic-Production and -
Assembly 

Design-to-Robotic-Production and -Assembly 
(D2RP&A) links design to materialization by integrating 
all (from functional and formal to structural, 
environmental, etc.) requirements in the design of 
building components. It establishes the framework for 
robotic production at building scale. The main 
consideration is that in architecture and building 
construction the factory of the future will employ 
building materials and components that can be 
robotically processed and assembled. D2RP&A 
processes incorporate material properties in design, 
control all aspects of the processes numerically, and 

utilize parametric design principles that can be linked to 
the robotic production.  

The developed 1:1 prototype (Figure 1) is a 3.30 m 
high fragment of a larger structure and consists of 
variously sized wood elements (linear members and 
panels) that are milled according to functional, structural, 
and acoustic requirements and a 3D printed polymer node. 
The employed D2RP&A approach builds up on 
knowledge and know-how developed at Robotic 
Building (RB) Delft University of Technology (DUT) 
since 2014 [1]. It combines off-site additive and 
subtractive D2RP with on-site human-robot D2RA 
(Figure 2) and the challenge has been the integration of 
various D2RP&A techniques.  

Figure 1. Prototype of the hybrid structure built in 
laboratory conditions 

The architectural approach relies on principles such 
as continuous variation and material hybridity. While 
continuous variation implies that the structure is defined 
as adaptive mesh with high-low resolution tessellation 
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(with patterns varying in size and shape (Figure 3) and 
volumes transitioning into surfaces and vice versa), 
material hybridity emerges from combining wood and 
polymer-based elements. 

2 Material hybridity 
Buildings consists of various material systems. In a 

first iteration a series of studies exploring connections 
between multiple materials have been implemented. 
Materials considered were wood, recycled wood, 
reinforced Polypropylene and various steels. 

2.1 3D printed nodes 

Complex nodes connecting many linear wood 
beams are usually designed for maximal loads and are not 
optimized in terms of shape or structural strength for 
global and local requirements. The proposed additive 
D2RP approach aims to optimize nodes and a first 
polymer node (Figure 1) has been generated by 
connecting several linear elements in such a manner that 
a sequence for assembly without temporary support using 
robots is achievable. A second metal node (Figure 2) has 
been developed aiming to exploit and advance, 
respectively, knowledge developed in clay [1] and 
polymer [5] 3D printing. This knowledge combines 
structural optimization with adaptive material design and 
optimized robotic paths for printing without support 
material. 

Figure 2. Optimised structural node for metal printing 

2.2 Wooden spaceframe and panels 

As a carbon-neutral renewable resource the wooden 

spaceframe consisting of linear elements with various 
sizes has been designed to explore D2RP&A at relatively 
large scale using a 3D printed node. The spaceframe is 
designed to accommodate paneling that together address 
structural and acoustic requirements and are produced by 
employing a packing procedure and milling (Figure 3). 
The panels were designed to be mounted on the structure 
and for the purpose of this proof-of-concept exercise they 
were rationalized to rectangular shape.   

3 D2RP for Material Hybridity 
Material hybridity requires taking into 

consideration various material performances. Thus, 
D2RP needs to integrate several requirements for 
materials, tools, and procedures in design. 

3.1 3D Printing 
The linear wooden elements of the spaceframe are 

connected by 3D printed nodes, which can reach a high 
level of complexity due to the employed additive D2RP 
process. The nodes are from glass-fiber reinforced 
Polypropylene and various steels. The produced 1:1 
reinforced Polypropylene prototype is a proof of concept 
illustrating the flexibility of the joint to allow for 
connections of large-scale wooden elements of varying 
sizes placed in diverse angles. The node connects three 
large timber pieces of 140x140 mm. While 3D printing 
of polymer components using structural optimization and 
adaptive material design to fine tune stiffness has been 
extensively explored, 3D printing with various steels and 
the combination with another material such as linear 
wood elements needs further investigation.  

In the next iteration, the goal is to structurally 
optimize the spaceframe in order to achieve a highly 
efficient distribution of nodes and linear elements. The 
thickness of the linear elements is then chosen according 
to the structural analysis in order to minimize material, 
and reduce the total weight of the structure. The reduction 
of the weight leads to a further reduction in stresses in the 
linear elements, and therefore smaller elements can be 
used and nodes are customized to fit local and global 
stiffness requirements. This D2RP process is run in 
Karamba, Grasshopper where several safety factors can 
be considered, such as overall and material safety factors 
that will compensate for the structural irregularities of the 
wooden elements. 

3.2 3–4D Milling 
The basic panels were produced at Amsterdam 

University of Applied Science (AUAS) by employing a 
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packing procedure that allowed to pack linear elements 
of various sizes within the bounding box, which for the 
purpose of the exercise were rationalized to rectangles 
(Figure 4). Since the panels had to integrate acoustic and 
structural considerations, they were structurally 
optimized using Karmaba in order to minimize material 
usage. Furthermore, they were acoustically optimized. In 
order to increase interior comfort, it is important to 
decrease direct reflection and thus, create a scattering 
geometry in order to transform noise into ambient 
background sound. Large flat surfaces generate strong 
specular reflection, which is unwanted. In addition to 
absorption, the goal is to achieve diffused or scattered 
sound waves by manipulating overall geometry and 
surface treatment.  

The surface treatment of the panels (Figure 3) 
addresses sound waves in two ways: One addresses the 
mid-high frequency range, where the global shape of the 
prototype diffuses or scatters the sound in the chosen 
frequency range. The other addresses the higher 
frequencies, which are effectuated by the detailed surface 
treatments. The sharp edges cause diffraction, therefore 
increasing the absorption coefficient for the higher 
frequency sounds. By tuning the surface treatment, the 
scattering and the absorption coefficients can be 
controlled and surfaces can be shaped to match the 
acoustic requirements of the space. 

The 6-axis robotic arm can reach further and 
approach the material at more angles than a 3, 4, or 5 axis 
milling machines thus facilitating performative 
geometries. A larger cylindrical bit was used to remove 
the material efficiently, while for the small-scale surface 
textures resulted a smaller bit was used (Figure 4).  

Figure 3. Acoustic simulation on specific surface 
tectonic  

The acoustic simulations have been implemented in 
Acoustic Shoot, Grasshopper. This plugin imitates the 
acoustic ray tracing process. The next step is to create 
accurate surface textures according to the requirements 
and to predict their behaviors using more accurate 
mathematical models. The current ray tracing 
simulations do not take into consideration the behavior of 

the different wavelengths, when compared to the 
dimensions of the surface textures. Furthermore, 
conducting physical measurements is paramount for 
determining the absorption and scattering coefficients 
locally, based on local surface details. 

Figure 4. Panels with integrated acoustic and 
structural performance robotically produced at 
AUAS 

4 D2RP&A on - and off - site 
D2RP implied prefabrication of building 

components using robotic additive and subtractive 
production systems for 3D printing nodes and 3-4D 
milling surface tectonics of panels.  

D2RA on-site implied at this stage that the 
assembly focused only on the spaceframe with the 3D 
printed node not the panelling ‘Figure 1’. D2RA required 
some level of human-robot interaction. While robotic 
stacking of linear elements in controlled environment 
(Figure 5) has been explored in a previous project [2], the 
assembly of freestanding structures needed and still 
needs investigation with respect to identifying the 
sequence of operations as well as challenges for human-
robot interaction while reducing use of temporary 
support. Similar to strategies and concepts for large-scale 
projects developed at ETHZ [3] a multiscale production 
system was proposed that employs building component 
optimization based on geometry analysis, structural and 
acoustic optimization.  

The process is based on a human-robot on-site 
production approach wherein the material, in this case 
timber, is brought to the site together with the robotic 
production setup. The production strategy involves 
robots that cut the elements and place them in space 
based on their specific angle and connection point, and 
the humans fix i.e. screw the elements in place. The 
spaceframe, panels and joints are thus prefabricated and 
are assembled on site with help of robots. The size of the 
structure is in this case restricted to the size of the robot 
reach and the height of the truck on which the robots are 
fixed [4].  

The challenge is to choreograph the interaction 
between humans and robots employing machine learning 
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(ML) and computer vision techniques, such as OpenCV
and DNN in order to find nodes’ location, detect the
related linear elements, pick and transfer them with a
gripper to the intended location, while considering
obstacle avoidance (human safety). The idea is that a
human will navigate the arm with the hand, and in order
to move it from the intended location, which is near the
node to its final location, which is next to the node.

The proposed D2RP&A approach is still work in 
progress, and the proof of concept presented in this paper 
has been implemented using various mapping, modeling, 
simulating, and prototyping techniques that identified 
challenges that need to be tackled. 

Figure 5. Huma-robot stacking of linear elements 
tested in lab conditions 

5 Conclusion 
The space frame fragment is proof of concept for a 

hybrid on- and off-site D2RP&A approach that is 
envisioned to be implemented using a range of robots and 
in collaboration with humans. Challenges of the 
envisioned on- and off-site construction process are 
various from HRC to environment related challenges 
involving rough terrain, wind, rain, dust, and temperature 
fluctuations. Previous projects such as the Factory-on-
the-Fly by Odico [6] or In-situ Fabricator by ETH Zurich 
[4] have tackled some of the challenges, however, the
question of how on- and off-site approaches need to be
combined and human-robot collaboration needs to be
choreographed, require further exploration. While all
these projects transported the robotic arms in containers
that could either open up or could be completely removed,
the integration of design, production, and assembly as
HRC processes and the handling of outdoor unstructured
environments requires further specification.

The project presented in this paper identifies a series 
of processes from design to production and assembly that 
require integration. It challenges the fragmented, 
inefficient, and expensive processes of today’s building 
construction practice and proposes novel multi-
performative D2RP&A strategies. While some aspects of 
these strategies have been developed only conceptually, 

others have been already modelled, simulated or 
prototyped. The next step is the development of the HRC 
approach, which relies on practical methods facilitating 
collaborative sawing [8], collaborative polishing [9], etc. 
and involving Artificial Intelligence (AI) that enables 
physical collaboration between robots and humans. 
Furthermore, other materials such as circular wood and 
steel are considered. The ultimate goal is to advance data-
driven design approaches for the robotic production and 
assembly of mass customizable multi-material building 
components and deploy HRC techniques for testing the 
blueprint of future robotic building.  
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Abstract – Building tasks that carry out on the 
building façade, such as painting, cleaning, and 
maintenance are often to be described as dangerous, 
dirty, and demanding. Recently, researchers and 
institutes are developing autonomous and semi-
autonomous On-site Construction Robots (OCR) for 
those aforementioned applications. The most of 
façade working OCR is either suspended or 
supported by the secondary structure. The biggest 
challenges for these types of methods are obtained 
stability while carrying out the task against external 
elements such as wind and inertia caused by the step 
motors. There are very limited resources that discuss 
positioning and stabilizing methods. In this paper, a 
novel localization system for OCR will be introduced, 
which is based on the on-site construction robot 
commissioned by The Construction Industry Council 
Hong Kong (CIC) and developed by the Chair of 
Building Realization and Robotics (br2) at Technical 
University of Munich (TUM). The research presents 
the preliminary concept of a stabilization method that 
can be adopted on most of the suspended OCR type. 
The proposed system will localize the initial position, 
alter the OCR into the correct working pose, and 
secure the system to place. At the time of this writing, 
it is only limited to the conceptualization and proof of 
concept of the system. The control scheme is validated 
in simulation. The proposed approach is expected to 
be expanded into other applications in the future.  

 
Keywords – 

Construction robotic; localization;
 Stabilization 

1 Introduction 
To adopt automation and robotic technology with the 

aim to augment human performance is not a new concept 
in the construction industry. In fact, since the late 1970s 
and the early 1980s, many research institutions, 
universities, and construction machinery companies have 
conducted research and development (R&D) initiatives. 

In the early 1980s, Japan’s construction industry started 
to face a shortage of skilled workers due to the fact that 
working condition of conventional construction sites was 
considered dirty, dangerous and difficult by the young 
generation. The construction industry had begun to fall 
behind the manufacturing industry [1]. Until today, there 
are over 150 Single-Task Construction Robots (STCRs). 
Most of the systems were developed to be used on the 
construction site. Each type of robot was designed to 
focus on a particular on-site work task. In general, 
automation and robotic technologies are often referred to 
as a solution to solve many profound industry-related 
issues, such as declining productivity, skilled labour 
shortage, safety, and quality. The increased popularity of 
robots is expected with improved economic incentive and 
wider applicability [2]. Some construction processes can 
be automated while others not, even the one that can be 
automated in the other sector, such as manufacturing 
sector might not be realized in the construction context. 
For instance, the construction sector is fundamentally 
different from that in the manufacturing sector in many 
aspects. The difference can be reflected in the following 
characteristics including working environment, 
distribution of materials, the allocation of the robot and 
human function, skill sets, and information 
transformation [3]. Therefore, to develop a practical 
application for the construction industry the system 
designers must be proficient in traditional construction 
methods, building structure, engineering management 
and other disciplines, and understand the auxiliary 
knowledge about microelectronics, mechanical design, 
manufacturing, and automation, so interdisciplinary 
teaching and cooperation in the field of construction 
robotics is essential. 

There are increasing demands of working in great 
heights, due to the popularity of high-rise buildings. Yet, 
high-rise construction often prone to issues that affiliated 
with working in great heights. In this paper, the author 
will use the multifunctional façade finishing robot that 
was developed through the consulting project 
commissioned by the Construction Industry Council 
Hong Kong (CIC) as a case study. When the proposed 
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OCR system is suspended in great heights and to be 
exposed in the external environment. It is vital for the 
system to maintain stability while operation, and to 
position itself securely and accurately. This paper will 
focus on the development of a practical solution that can 
potentially address the challenges associated with 
localization, stabilization, and positioning tasks in 
respect of the suspended type of OCR system. The 
method can be adjusted and adopted when executing a 
similar development. 

2 Background 
Many construction tasks require labour to perform 

repetitive motions while to be suspended in great heights. 
For instance, cleaning task for high-rise buildings fitted 
with glazing curtain wall system, painting for high-rise 
building façade, and various maintenance tasks that need 
to be carried out from building façade. As mentioned 
earlier, working in heights imposes considerable safety 
hazards. It may sound contradictory but in the 
construction industry, on-site operational health and 
safety are one of the most critical areas that the industry 
trying to improve and very often overlooked. 
Construction accidents are influenced by multiple 
circumstances, such as workplace organization, 
equipment, training, risk awareness, and individual 
attitude. Hence, in many cases, it is hard to predict or to 
prevent accidents from happening. According to research 
regards to contributing factors in construction accidents, 
falling from heights is one of the biggest contributors to 
construction-related accidents [4]. In addition, working 
in heights also increases the opportunities of suffering 
other types of injuries, such as slips, trips due to 
unpredictable working condition. Many tasks involve 
working in heights are usually physically demanding 
even for the fit and younger workers [5]. Evidently, many 
developed economies in the world experience the aging 
workforce due to demographic changes. For instance, in 
Hong Kong, approximately 25.83% of the workers are 
above 50 years of age. Compared to a younger worker, 
workers 50 years and over will expose themselves to a 
higher risk of injury [6]. 

Consequently, researchers have been developing 
OCRs that provide full or partial replacement of the tasks 
that used to perform entirely by human. Automation does 
not offer all the solutions to the identified challenges, yet 
can provide an alternative method that enhances human 
performance and improve on-site operational [7]. In 
principle, façade OCRs can be divided into three main 
functions include rendering, cleaning, and inspection. 
The examples of some of the applications can be seen in 
Table 1 . 

 

Table 1. Examples of the applications in on-site 
construction robot 

Manufacturer Robot Country Application localization 
method 

Façade 
type 

Taisel 

Exterior 
wall 

painting 
Japan Rendering Guide rail 

Vertical, 
flat 

Kajima 

Façade 
inspection 

robot 
Japan Tile façade 

inspection 

Parapet, 
wall 

clamps and 
supported 
by cables 

Vertical, 
flat 

Fraunhofer, 
SIRIUS 

Glazing 
curtain 

wall 
cleaning 

robot 

Germany Façade 
cleaning 

Wheels 
and cables 

Protruding 

Louvre, 
Robosoft 

Glazing 
curtain 

wall 
cleaning 

robot 

France Façade 
cleaning 

Vacuum 
cups 

Vertical, 
flat 

The aforementioned systems also demonstrate 
various localization methods that have been adopted for 
a diverse range of application. Each system were tailor 
made for a specific configuration of building design that 
means the system is not applicable to be used for other 
buildings. Along with high operational costs, and 
complexity, many systems are not be able to 
commercialize successfully.  

CIC commissioned the Chair of Building Realization 
and Robotics (br2) at Technical University of Munich 
(TUM) to research and develop construction robots and 
automation strategies that are tailor-made for the Public 
Housing Construction (PHC) sector in Hong Kong. As 
part of the project, the project team have to identify the 
requirements of the stakeholders, functional, non-
functional requirements, and the circumstances of the 
construction site. There are other factors could also 
influence on the final decisions, such as technological, 
social, political, and economical. The project has been 
divided into six stages. The first phase consists of initial 
research, literature review, preselection, and proposing 
use case scenarios. The second stage includes an online 
survey, questionnaires, and on-site visit. The third stage 
is co-creation workshops. The fourth stage is concept 
development and detailed design of the proposed system. 
The fifth stage includes the construction of the mock-up 
and discussion of dissemination and exploitation 
strategies. The final stage is to develop a roadmap that 
provides a guideline on how to execute the remaining 
project a short-, mid-, and long-term basis. In the end, the 
Multifunctional Façade and Exterior Finishing Robot 
were chosen to be developed as a stimulator to the PHC 
industry. During the development stage, the project team 
have identified numbers of issues, in which the system 
positioning, stabilization imposes serious implication on 
the overall performance of the proposed OCR. 
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3 Research challenge and objective 
Diverse localization methods were adopted in the 

façade application OCRs that have been developed in the 
past. However, they were designed to operate on the 
specific type of building façade. For instance, the Taisel 
exterior wall painting robot is positioned with guide rails. 
The guide rails are not an additional fixture for the 
building, yet the architect was made aware that the 
exterior wall painting robot will be equipped, hence the 
guide rail was included as part of the design feature of the 
façade to accommodate the robot. Evidently, the façade 
OCRs is tend to be developed and operated on specific 
type of façade and to manage unique configuration and 
material.  

According the research, the project team realised that 
the existing façade OCRs are not applicable to the PHC 
façade type. This is due to the complexed geometry shape 
of the façade design. The external façade is constructed 
with prefabricated concrete panel. As shown in Figure  
the prefabricated concrete façade (PCF) element consists 
of two major protruding sections, both are designed to 
support air-conditioning equipment. The edge at the 
bottom of the panel overshadowing the floor level below, 
especially during the hottest hour of the day. Another 
function of the overhanging edge is to divert rainfalls 
during the subtropical monsoon seasons in Hong Kong. 
The advantage is that the PCF is identical for every 
elevation of the building.  

 
Figure 1. Typical public housing construction 
type 

Because of the complexed shape, a high level of 
accuracy is required for the painting task, in particular to 
keep an even paint coverage throughout every sections of 
the PCF. When dealing with a flat surfaces, this 
requirement is achievable even with the conventional 
supporting solution, such as suspended working platform 
that is often referred as gondola. The gondola is 
suspended by cables, which supported by wall clamps 
that installed to the parapet wall. When hanging in mid-
air, it is very difficult to keep the gondola in absolute 
stable motion, due to wind, inertia, and movements 
caused by the operator. In the case of CIC project, as part 

of the design requirement, the proposed OCR was 
developed based on the conventional gondola platform 
that is widely used in Hong Kong construction industry 
for various façade tasks. The system need to be stable and 
retain levelled with the reference wall surface prior to 
carry out painting task and to ensure the required 
functional performance can be achieved.  

The main challenge faced by the proposed OCR is 
how to design a system that is capable of self-diagnose 
the position, and to keep the working platform stable 
during operation. The primary design objectives of the 
system are, first, the system is to be expected to come to 
a stop once the system reaches the correct position. 
Second, after stopping, the system needs to remain 
stationary and to keep perfectly horizontal to the building 
façade. Third, the system should able to detect moments 
caused by either the external force or the momentum of 
itself. Once displacement has been detected, the system 
is required to correct the position automatically.  

The proposed localization method presents the 
following improvements to the existing method. The 
design will not require any temporary or permanent 
additional fixtures and fittings other than the one has 
been used in a conventional manner. With a minor 
adjustment to the design, the system can be adapted to a 
large variety of building façade. The improved stability 
will accommodate a variety of automated applications, 
which demands an immobilized working condition. In 
terms of semi-automated application, human labour will 
also benefit from a stationary working platform to avoid 
the risk of occupational injuries. The next section will 
describe the development method in detail [8]. 

4 Method 
The proposed Multifunctional Façade and Exterior 

Finishing Robot is based on the design of conventional 
gondola, the additional frame below the gondola hosts 
the robot end-effector, the space between the frame 
structure constitutes the robot working trajectory. 
Supported by the common roof supporting system, the 
robot can descend from the top to the bottom of a high-
rise building while executing a task. Two electric motors 
near the hoisting devices on top of the robot are used to 
actuate the up and down movement. Through the addition 
of various sensors, the ultimate goal is to achieve a fully 
automated façade processing robot system. The robot 
system is highly modularized, meaning that the shape and 
size of the robot can be easily changed in accordance with 
the design of the target buildings, see Figure 1. 

The localization system compresses of 
counterbalance design. It is compatible with all types of 
prefabricated façade panels used in Hong Kong PHC 
sector. The system consists of three subsystems, which 
include a detection system, stabilization system, and final 
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positioning system [8].  

1. Detection system: equipped with two linear 
actuators that provide moment along X and Z-
axis. A limit switch module is installed at the end 
of the X-axis. 

2. Stabilization system: consists of three rotation 
servo actuators interconnected with 
counterbalance bars. At the tip of the final link a 
clamping device along with pressure sensors are 
installed. In addition, an inner industrial vacuum 
suction device is equipped in between the clamps.  

3. Final positioning system: comprised off two 
retractable vacuum suction cups, they are able to 
secure the system to the final position. They are 
also able to withstand wind loads under normal 
circumstances.  

All three subsystems can be adjusted when applied to 
another building and only minimum setup time is needed. 

 
Figure 1. The design of the localization system 

  

4.1 The design of the localization system 
4.1.1 The mechatronic design and the kinematics 

of the system 

The kinematic model of the localization system is 
shown in Figure 2. Based on the Denavit-Hartenberg (D-
H) convention, the coordinate transformation between 
two consecutive link frames {𝑖 − 1} to {𝑖} can be defined 
as: 

𝑛−1𝑇𝑛 = Rot𝑥𝑛−1(𝛼𝑛−1) ⋅ Trans𝑥𝑛−1(𝑎𝑛−1)
⋅ Rot𝑧𝑛(𝜃𝑛) ⋅ Trans𝑧𝑛(𝑑𝑛), 

(1) 

where Rot𝑥𝑛−1(𝛼𝑛−1)  defines a rotation of angle 𝛼𝑛−1 
around the 𝑥𝑛−1  axis, and Trans𝑥𝑛−1(𝑎𝑛−1)  defines a 

translation of 𝑎𝑛−1  along the 𝑥𝑛−1  axis. The 
transformation matrix 𝑛−1𝑇𝑛  is a composition of 
rotations and translations to move from a frame {𝑖 − 1} 
until it coincides with the frame {𝑖}.  

Accordingly, the D-H parameters for this model is 
shown in Table 2, where 𝑑  means the offset along 
previous 𝑧  to the common normal, 𝜃  means the angle 
about previous 𝑧 , from old 𝑥  to new 𝑥 , 𝑎  means the 
length of the common normal (Assuming a revolute joint, 
this is the radius about previous 𝑧 ), and 𝛼  means the 
angle about common normal, from old 𝑧 axis to new 𝑧 
axis [8] and [9]. 

Table 2. The D-H parameters of the localization system 
model 

𝛼𝑛−1 𝑎𝑛−1 𝜃𝑛 𝑑𝑛 
−𝑝𝑖/2 0 0 𝑑1 
𝑝𝑖/2 0 −𝑝𝑖/2 𝑑2 
−𝑝𝑖/2 0 0 𝑑3 
𝑝𝑖/2 0 𝜃4 + 𝑝𝑖/2 0 
𝑝𝑖/2 0 𝜃5 0 

With the D-H parameters, the transformation matrix 
from the robot base frame to the end-effector can be 
calculated using joint variables. The end-effector pose 
can be obtained by multiplying the transformation matrix 
as follows: 

0𝑇𝑒 =
0𝑇1

1𝑇2
2𝑇3

3𝑇4
4𝑇5

5𝑇𝑒 , (2) 

where 𝑛−1𝑇𝑛 is the transformation matrix as shown in (1).

 
Figure 2. Kinematic structure of the localization 
system. 

4.1.2 The work principle of the design 

The localization process can be divided into six steps. 
Step 1: Robot descends along the cable operated by 

the conventional step motor. The system will stop 
descending when the limit switch make contact with the 
protruding feature of the PCF.  

Step 2: Due to inertia and external forces, at this 
moment the system may swing swiftly. The system is 
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designed so the stabilization system is aligned with the 
overhanging edge of the PCF. The stabilization system 
will be reaching out and press onto the surface of the edge. 
Once the pressure sensor detects even force has been 
distributed across the sensor the clamping device will 
retract and form a firm grasp to the edge, while the inner 
suction cup secures the system in place [8].  

Step 3: once the system is stabilized, the stabilization 
system detects if the position is horizontally aligned with 
the PCF façade, if it is not, then the system will correct 
the position by using impedance control method.  

Step 4: The robot extends the retractable vacuum 
grippers toward the wall at the proper length, then to 
grasps the wall to fix its position.  

Step 5: the robot will detect any deviation between 
the real position and the ideal one. If there is any 
deviation the system will offsets, and the step three and 
four will be repeated.  

Step 6: after the painting application has been 
complicated. The vacuum suction cups and clamps will 
be unfastened. The system is ready to decent to the lower 
floor level. 

4.2 The control of the localization system 
To achieve the above processes, several controllers 

for the localization system should be designed. Based on 
whether the robot will interact (have contact) with the 
target building, the controllers are divided into two 
categories: position controller and force controller. The 
former guides the robot to a precise position, while the 
latter attempts to maintain a compliant contact between 
the robot and the environment. We take the stabilization 
system as the example to illustrate how to achieve the 
stabilization with the abovementioned controllers. 

 
Figure 3. The three phases of the localization 
system (LS) for stabilization. (a) The LS moves 
towards its front direction to get in touch with the 
building wall; (b) The LS attaches its end with the 
wall and fixes its pose; (c) The LS eliminates the 
pose error. 

As shown in Figure 2, the goal of the stabilization 
system is to find the wall, attach the gripper with the wall 
and finally adjust the pose of the robot. To achieve that, 
the following control laws are adopted [8]. 

4.2.1 The proportional-derivative (PD) control law 

The dynamics of the robot system can be described in 
the form of the equation 

𝑀(𝜃)𝜃̈ + 𝐶(𝜃, 𝜃̇)𝜃̇ + 𝑁(𝜃, 𝜃̇) = 𝜏, (3) 

where 𝜃 ∈ ℝ𝑛 is the set of configuration variables for the 
robot and 𝜏 ∈ ℝ𝑛 the torques applied at the joints, and 𝑀, 
𝐶 , and 𝑁  are the inertia, Coriolis and gravity-related 
matrix, respectively. In practice, the robot is controlled 
by 𝜏. 

Before the localization system starts to act, and after 
it holds the wall firmly, the system should always keep a 
high precision for the movement or keep itself exactly 
where it is. This could be achieved with the PD controller:  

𝜏 = −𝐾𝑣 𝑒̇ − 𝐾𝑝𝑒, (4) 

where 𝑒 = 𝜃 − 𝜃𝑑 , and 𝜃𝑑  defines the desired 
configuration of the robot. 𝐾𝑣  and 𝐾𝑝  are positive 
definite matrices indicating the coefficients of the PD 
controller. For second-order systems, the relationship 
between 𝐾𝑣, 𝐾𝑝 and the damping 𝐷 of the system can be 
described as  

𝐷 =
𝐾𝑑

2√𝐾𝑝

, (5) 

which helps to provide an initial value to adjust the 
expected response of the system [8]. 

4.2.2 The impedance control law 

During the states where the robot and the wall are in 
contact, the robot should prevent rigid collisions between 
itself and the wall. In that case, the PD controller, which 
only targets at moving to the goal position in joint space, 
will not fulfil the requirement. We need to redesign a 
controller to provide a compliant force in the task space. 
When contact occurs, the robot should handle the contact 
in a soft, compliant way.  

In such case, the dynamics of the robot system in the 
task space can be rewritten as  

𝑀𝑥(𝜃)𝑥̈ + 𝐶𝑥(𝜃, 𝜃̇)𝑥̇ + 𝑁𝑥(𝜃, 𝜃̇) = 𝐽−⊤𝜏 + 𝐹𝑎, (6) 

where 𝑥 is the pose of the end-effector in task space, 𝐽 is 
the Jacobian and 𝐹𝑎 is the external force applied to the 
end-effector. The postscript of 𝑀𝑥, 𝐶𝑥, and 𝑁𝑥 indicates 
that the matrix is an equivalent of the matrix expressed in 
task space with  

 𝑀𝑥(𝜃) = 𝐽−⊤𝑀(𝜃)𝐽−1 (7) 
 𝐶𝑥(𝜃, 𝜃̇) = 𝐽−⊤𝐶(𝜃, 𝜃̇)𝐽−1 −𝑀𝑥(𝜃)𝐽𝐽̇𝑎

−1 (8) 
 𝑁𝑥(𝜃, 𝜃̇) = 𝐽−⊤𝑁(𝜃, 𝜃̇). (9) 

Still, the robot is controlled by 𝜏:  
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𝜏 = 𝐽⊤(𝜃)[𝑀𝑥(𝜃)𝑥̈ + 𝐶𝑥(𝜃, 𝜃̇)𝑥̇ + 𝑁𝑥(𝜃, 𝜃̇)

− 𝐹𝑎]. 
(10) 

Then the desired acceleration trajectory 𝑥̈ = 𝑎 can be 
designed in the task space. Regarding the contact force, a 
dynamic impedance model can be expressed as 

𝑀𝑑(𝑥̈ − 𝑥𝑑̈) + 𝐷𝑑(𝑥̇ − 𝑥𝑑̇) + 𝐾𝑑(𝑥 − 𝑥𝑑) = 𝐹𝑎, (11) 

where 𝑥𝑑(𝑡)  and 𝑥(𝑡)  are the desired/real motion, 
respectively. 𝑀𝑑 , 𝐷𝑑 , and 𝐾𝑑  are the desired inertia, 
damping and stiffness, respectively. In this case, if a soft 
and compliant contact is desired, it can be achieved by 
choosing 

𝑎 = 𝑥̈𝑑 +𝑀𝑑
−1[𝐷𝑑(𝑥̇𝑑 − 𝑥̇) + 𝐾𝑑(𝑥𝑑 − 𝑥) + 𝐹𝑎]. (12) 

Substituting Eq. (10) into Eq. (12), there will be 

𝜏 = 𝑀(𝜃)𝐽−1(𝜃){𝑥̈𝑑 − 𝐽(̇𝜃)𝜃̇

+ 𝑀𝑑
−1[𝐷𝑑(𝑥̇𝑑 − 𝑥̇)

+ 𝐾𝑑(𝑥𝑑 − 𝑥)] + 𝐶(𝜃, 𝜃̇)𝜃̇

+ 𝑁(𝜃, 𝜃̇)
+ 𝐽⊤(𝜃)[𝑀𝑥(𝜃)𝑀𝑚

−1 − 𝐼]𝐹𝑎}. 

(13) 

Further, if 𝑀𝑑 is chosen as 

𝑀𝑑 = 𝑀𝑥(𝜃) = 𝐽−⊤(𝜃)𝑀(𝜃)𝐽−1(𝜃), (14) 

then the control law becomes 

𝜏 = 𝑀(𝜃)𝐽−1(𝜃){𝑥̈𝑑 − 𝐽(̇𝜃)𝜃̇} + 𝐶(𝜃, 𝜃̇)𝜃̇

+ 𝑁(𝜃, 𝜃̇)

+ 𝐽⊤(𝜃)[𝐷𝑚(𝑥̇𝑑 − 𝑥̇)
+ 𝐾𝑚(𝑥𝑑 − 𝑥)], 

(15) 

which do not require the contact force 𝐹𝑎  feedback 
anymore. With Eq. (15), the compliant motion which 
limits the contact forces at the end-effector could be 
achieved [8]. 

4.3 Simulation of the proposed system 
4.3.1 Setup of the simulation 

The proposed localization system is verified in robot 
simulation environment ROS (Robot Operating System) 
+ Gazebo. Gazebo is an open-source 3D robotics 
simulator, which is widely applied in robotics research 
area. In this simulation, it is hoped that the validity and 
effectiveness of the design could be verified. 

4.3.2 Process of the simulation 

To proceed, a simplified robot model is firstly 
established in Gazebo. Following the link-joint 
relationship of the robot, the model is expressed in sdf 
format [10]. The size of the model and the corresponding 
inertia property are set as the measured value in the CAD 
designing software. Finally, a Gazebo plugin is 
programmed to send the joint commands from the 

controller to the simulator. A framework structure is 
depicted in Figure 3.  

 
Figure 4. The framework structure of the 
simulation. The simulation is implemented in 
Gazebo. The controller is designed in Matlab. 
Using ROS communication mechanism, Matlab 
receives the current joint states from Gazebo, 
determines the joint efforts and sends them to 
Gazebo to achieve the final movement. 

4.3.3 Data analysis 

For the first stage, after fine-tuning the parameters for 
the PD controller, it could drive the localization system 
(LS) to the standby state fast and steady. For the second 
stage, the impedance controller could guide the robot to 
the right direction and achieve the contact with a very soft 
impact, see Figure 5.  

 
Figure 5. The localization process in the 
simulation. Left: the standby state. Right: the 
grasping process. 

5 Future work 
At the time of this writing, the proposed stabilization 

system is still under the Proof of concept (PoC) stage. 
There still many tasks and will take time and extensive 
tests to develop them into a practical application. The 
following tasks need to take into consideration when 
further developing the proposed system. 

 For the detection system: to select the appropriate 
sensor technology for the specific construction 
operation environment. For example, a laser sensor 
may be sensitive to dust particles or reflective 
surfaces such as glazing and metal, but on the other 
hand, a gyroscope sensor may require high 
precision of the reference façade. 

 For the stabilization system: it is necessary to 
develop an active and passive compliant control 
method to eliminate the external influence (i.e. the 
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wind, an unexpected collision). 
 For the final positioning system: it is necessary to 

develop a robust position controller to guide the 
end-effector docking position. 

It is crucial to test the localization system before the 
final pilot runs to reduce the risk of system failure, 
damage, or safety hazards. To test the effectiveness of the 
localization system, it is necessary to build a fully 
functional simulation or prototype that can be used for 
laboratory testing as well as pilot testing [8]. 

6 Conclusion  
The paper proposed an innovative localization system 

for the Multifunctional Façade and Exterior Finishing 
Robot that developed in the CIC project. The proposed 
system consists of three subsystems, which include a 
detection system, stabilization system, and final 
positioning system. The objectives of the localization 
system including to assist the robot to localize the initial 
position, current the robot’s position into the accurate 
operation pose, finally to grasp the façade and secure the 
robot to place. In order to achieve a fully functional 
application, several controllers for the localization 
system should be designed. As a PoC, two controllers 
were developed and described in the paper: position 
controller and force controller. The localization system 
was developed based on PD control law, the impedance 
control law was used to avoid rigid collisions between the 
robot and the façade. The controllers are designed in 
Matlab. Using ROS communication mechanism method, 
and simulated by using Gazebo simulator. As mentioned 
earlier, at the time of this writing, the proposed 
localization system limited to the conceptualisation. A 
fully functional robot application and extensive pilot 
testing are necessary to develop the PoC further. 
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Abstract -
This research presents a novel method for a data flow that

synchronizes building information with the robot map and
updates building components to their "as-built" states, in or-
der to facilitate an on-site mobile construction process. Our
experiments showcase mobile mapping and localization of a
robotic platform featuring segmentation, plane association
and quantitative evaluation of deviations. For the users of
the on-site mobile robotic system, we present a suitable inter-
face that allows for task level commanding and the selection
of target and reference building components (i.e. walls, floor,
ceiling). Additionally, this interface seamlessly integrates
the online workflow between building construction and the
robot map, updating the target building components to their
"as-built" states in real time and providing a visual rep-
resentation of additional task-specific attributes for building
components in the robot map, in addition to geometries. This
is presented as a first step toward integrating users of the sys-
tem into the proposed robotic workflow to develop decision-
making strategies for fitting building tasks to local references
on-site.

Keywords -
On-Site Mobile Construction; Localization; Construction

Robotics; Building Model; As-Built; Deviation Analysis;
Robotic Construction Workflow with User Interaction

1 Introduction
Robotic technologies are widely applied in the off-site

prefabrication of building components, where the strength
of high-tech assembly lines can yield their full potentials:
robots and work-pieces are in fixed locations with con-
stant conditions, and building components can be mass-
produced without the need to dynamically adapt the pro-
cess. However, the majority of building tasks are executed
directly on construction sites. In contrast to off-site pre-
fabrication, on-site building construction often deals with
dynamically changing conditions of large scale building
components in spatially complex and cluttered environ-
ments. Furthermore, on-site work inherently generates
deviations from the "as-planned", which is the state of the
design as it should be. This requires craftsmen to register
the differences and adapt the building tasks according to
the "as-built" condition, which is the state of the construc-
tion as it is [1].
To facilitate an on-site construction cycle in an unbro-

Select target geometry by 
clicking on control points

Robot trajectory generated 
on target geometry

Figure 1. Robot trajectory representing the building
task, generated on selected target geometry.

ken digital chain, a mobile construction robot must be
able to understand the context within which it is work-
ing: it must localize itself via a robot map, both globally
and locally, in reference to the already built components
and the task being executed. In addition, it must be able
to detect and understand any divergences between “as-
planned”, and “as-built” conditions. To achieve this in
an on-site robotic construction process, a key challenge
is linking the building information to the mobile robot’s
internal representation of the world (referred to as a robot
map) and perception of its surroundings, using on-board
sensing. This information is often represented as point
clouds where the underlying geometric relationships are
unknown. Such linkages between the building information
and the mobile robot allow to cope with any divergences
and the associated inaccuracies of the building materials
and components, and to apply decision-making strategies
while executing building tasks. To facilitate this link, there
must be a flow of data between the complex building in-
formation and the construction robot.
In this paper we present:

• An online digital workflow between the building
model and robot perception
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• A suitable interface that allows the users of the on-
site mobile robotic system to fit building tasks to local
references on-site

• Real-time adaptation of the building components (i.e.
walls) with respect to measured "as-built" state

2 State of the Art
Recent developments indicate an increased use of mo-

bile robots on jobsites to monitor, track progress1, or reg-
ister differences2. Still, the problem of how to manage
the flow of data between mobile robots that build and
the complex building information is an emerging topic.
Early automation attempts in the 1990s sought to replace
manual processes with robotic building technologies in
the construction sector, and resulted in early-stage mobile
construction robots such as [2, 3, 4, 5], all of which lacked
the hardware ability to interface to the complex building
information. An early attempt to have a mobile construc-
tion robot with a limited interface using integrated sensing
abilities, for localizing itself with respect to the building
components for executing building tasks on-site is exem-
plified in [6], but still not enabling real-time adaptation of
building components.
A large amount of research is dedicated to auto-

mated modelling of "as-built" states of building compo-
nents [7, 8], and localizing camera and laser sensors in
a Building Information Model (BIM) as well as tracking
construction progress [9, 10, 11, 12, 13, 8]. While these
works show an integration of BIM with static and mobile
sensing, the assumption is that the "as-built" status reflects
the "as-planned" status and the problem of progress track-
ing is then defined as detecting the presence or absence of
discrete building components. In this paper, we address
the challenge of having an online data flow for an on-site
mobile construction process by detecting and communi-
cating metric deviations, such as walls being placed sev-
eral cm differently than "as-planned". Detection of such
metric deviations enable the adaptation of buildingmodels
beyond mere presence or absence of building components.

Current research in the field, such as [14, 15], has put
forward novel approaches for software interfaces that fa-
cilitate the adaption of "as-planned" building information
in an on-site mobile construction process. In the case
of [14], for the task of automated brick-laying, the planned
geometries of two pillars are fitted to the robot map, and
their as-built location is extracted to generate the robot
tasks for fabricating a brick wall between them in a mobile
robotic construction process. In the case of [15], a sim-
ilar approach is implemented locally. By tracking visual
features of the geometry that is being built, each discrete

1https://www.doxel.ai/
2https://www.scaledrobotics.com/

steel member is registered with stereo vision and locally
corrected, all facilitated by the interface between the robot
perception and the building information during the exe-
cution of the building task. These works demonstrated
the feasibility and necessity of deviation measurements to
adapt and execute construction tasks online, but they were
limited to specific pre-programmed geometries and tasks.

It has not been demonstrated so far to establish an online
data flow for an integrated robotic construction process and
a flexible work area selection directly on job sites, local-
izing the construction robot both globally and locally in
reference to the already built components (local references
such as walls, floor, ceiling). With this research, we pro-
pose the online deployment of the building model into the
robotic construction process, aiming to introduce a real-
time method to plan a robotic workflow by fitting building
tasks to local, selected references on-site, via a suitable
interface.

2D/3D Building 
Info 

Deviation Analysis

Mesh Data 
S tructure

Design 
Environment

UPDATE
TARGET 

GEOMETRY

AS -PLANNED

USER INPUT
SELECTION

.json
AS -BUILT

Figure 2. Overall workflow.

3 Method
Towards a generalized workflow, our method considers

an abstraction where a building task is executed (i.e. as a
robot trajectory) on a selected target geometry. To execute
such a task, the robot requires poses of the trajectory in a
local coordinate frame, whichwe anchor at given reference
geometries. In this section, we describe a method that can
execute such a task although the location and orientation
of the target mesh faces (belonging to a target geometry),
with respect to the reference mesh faces (belonging to
reference geometries), may diverge from the "as-planned"
state.
The procedure for the proposed method consists of the
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Deviations found?

2. Select target geometry and references 
using building model as user interface 

3. User input added 
to COMPAS mesh

4. Serialize and publish mesh 
including user input

5. Localize robot and 
run selective ICP algorithm

YES

Start

NO

6. Publish segmented point cloud 
and the transformation data for the 

target geometry (for the selected faces of 
the i.e.target wall)

7. Apply transformation to the target 
geometry and update building model 
locally (update i.e.target wall)

8. Generate robot trajectory
on updated geometry 

(i.e.target wall)

1. Convert “as-planned” 2D/3D 
building info to COMPAS mesh 

data structure 

Figure 3. The procedure for the proposed method.

following steps (Figure 3): Firstly, the mesh data struc-
ture representing the building components is generated
from the “as-planned” 2D/3D building information, as
described in subsection 3.1. Secondly, the user selects
the target geometry and the references by clicking on the
control points for bounding the areas of interest, and the
program executes necessary steps to find the target and ref-
erence mesh faces that contain all given points as vertices.
This is then included in the mesh data structure via label-
ing the target mesh faces as "selected" and the reference
mesh faces as "reference", as described in subsection 3.2.
Following this, the mesh data structure containing the user
input is serialized and published as a message in the ROS
environment running the robot controller. Next, the robot
is localized and the ICP algorithm is executed on-site, as
described in subsection 3.3, using local references (coined
selective ICP) [16]. The calculated transformation is pub-
lished back and imported into the building model. As
described in subsection 3.4, the transformation is applied
to the target geometry and the building model is updated
locally in the design environment. Finally, the robot tra-
jectory representing the building task is generated on the
"as-built" target wall. These steps are also shown in an
accompanying video3.

3.1 Building Model Data Structure

A schematic overview of the data representation com-
municated to the robot is shown in Figure 4. This

3https://youtu.be/pu4hb_nZNUw

triangle
id
vertex A
vertex B
vertex C

vertex
idpos x
pos y
pos z

target
geometry
id
triangles []

reference
geometry
id
triangles []

Figure 4. Data representation communicated be-
tween the building model and the robot.

data representation is initially generated from the "as-
planned" 2D/3D building information, using the open-
source, Python-based computational framework COM-
PAS4 and visualised in 3D modeling software Rhino (Fig-
ure 2). It contains the mesh data structure of the COMPAS
framework that allows for storing and adapting geometry
and topology, aiming to represent the continuously chang-
ing building information and the robot trajectory (repre-
senting the building task) in relation to target geometries,
i.e selected faces of the target wall. Like this, robot trajec-
tory planning and generation from the design environment
is aligned with the "as-built" state and the robot map (Fig-
ure 1). The communication between the robot controller
- running in a ROS5 environment - and the Python-based

4https://github.com/compas-dev/compas
5https://www.ros.org/
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design environment is established using the ROS Bridge
library roslibpy6. Additionally, the kinematic model of the
mobile robot is visualized in the design environment using
the COMPAS FAB package of the COMPAS framework.
This allows users to visualize the current robot state and
task status in relation to the building model in the later
stages of the process as well (such as i.e. feedback- based
plaster spraying - that comes after Step 8 of the procedure
shown in Figure 3) - which is not included within the scope
of this paper.

3.2 Building Model as User Interface

The buildingmodel described in 3.1 -with the necessary
abstraction level - is used directly on-site for task level
commanding and for the selection of the target geometries
and the necessary references, which are the relevant faces
of the neighboring meshes, constraining the work area for
the building task in the x, y and z axes. Firstly, the user
selects the target geometry by clicking on the control points
(located on the corners of the geometries) for bounding
the area of interest (Figure 1), and the program executes
necessary steps to find the target mesh faces that contain
all given points as vertices. The same steps are repeated
for the selection of the references. Next, the selected
vertices are labeled in the mesh data structure, which is
then serialised and communicated to the robot.

3.3 Robot Localization

The robot localizes against the building model using
measurements from the 3D LiDAR described in subsec-
tion 4.1. In this way, the user provides an initial coarse
alignment during robot start-up. The robot subsequently
aligns the LiDAR scanwith a sampled point cloud from the
mesh as described in [17], using the Iterative Closest Point
(ICP) algorithm [18]. To increase accuracy and overcome
ambiguities, the alignment is constrained to a few refer-
ence mesh faces [16]. Here, these reference mesh faces are
selected through the interface described in subsection 3.2
and communicated to the robot as described in subsection
3.1. Consequently, all LiDAR scans are aligned to the se-
lected reference frame when measurements on the target
mesh faces are extracted.

3.4 Adapting the Building Model to As-Built

When the robot is localized, deviations between "as-
planned" and "as-built" can be measured on the target
geometry. Candidate planes from the LiDAR scan are
extracted in order to find the plane associated to the target
geometry. Given measured distances dit between points i
on the candidate plane c and the target plane t, we associate

6https://github.com/gramaziokohler/roslibpy

Figure 5. Mobile robotic platform used in our exper-
iments, here with an additional arm mounted.

planes by:

arg min
c

λ1 min
i

dit + λ2
1
N

∑
i

dit + (1 − λ1 − λ2) rot(c, t)

where λ1, λ2 are tuning weights. The geometric transfor-
mation between "as-planned" and "as-built" can then be
found as the translation between the plane centroids and
rotation rot(c, t) between the face normals of the target
geometry. As the current sensor setup does not allow the
measuring of points over the whole height of the building
components (i.e. walls), the z coordinate of the centroid
cannot be estimated and therefore the z translation is not
considered in the experiments. Upon detection of the geo-
metric transformation, it is applied to the target geometry
and the building model is updated locally.

4 Experiments
Experiments are presented in three subsections. The

first subsection describes the robotic platform; the second
subsection showcases the online selection of references
and the work area and the third section focuses on the
deviation detection and update of the target geometries lo-
cally in the buildingmodel. All experiments are conducted
at a parking garage, which is set up as a mock construction
scene at ETH Zurich.

4.1 Robotic Platform

The experiments are conducted on our open-source
robotic platform7 that consists of a wheeled base with
LiDAR and IMU sensors, as shown in Figure 5. The plat-
form’s capabilities of high-accuracymanipulation [17] and

7https://github.com/ethz-asl/eth_supermegabot
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0s 4s 8s 12s

Second work area (8s-12s)First work area (0s-4s)

Figure 6. Top row: Online selection of references and work area. Bottom row: Robot map and perception.

localization in cluttered environments [16] were validated
in earlier works. Since no manipulation for the execution
of the building task is tested within the scope of this paper,
the robotic arm was not mounted on the mobile platform
in our experiments.
The LiDAR sensor used has an accuracy of 2 cm, 16

beams, and an opening angle of 30°, leading to height
measurements on target walls of approximately 1 m. The
scope of this work is therefore not a precise deviation anal-
ysis or sensing benchmark, which is out of the capabilities
of the used sensors, but the demonstration of an integrated
online workflow. The demonstrated workflow is not spe-
cific to the sensors used here, and can in fact be applied to
any robotic platform that has the capability to localize in a
robot map and to measure spatial information on selected
geometries.

4.2 Online Selection of References and Work Area

In the first set of experiments, steps 1-4 of the procedure
shown in Figure 3 are tested in order to showcase the initial
steps of the online data flow proposed for synchronizing
building information and the robot map. Initially, for the
first work area shown in Figure 6, relevant references X,
Y, and Z are selected, where X refers to the reference
constraining the work area in the x-axis, and Y and Z,
refer to the ones constraining the work area in the y and
z axes. Without the need to reload a new building model
to the robot off-site, the references are shifted on-site (as
described in subsection 3.2) to the ones shown in Figure 6,
at 8s. This successfully demonstrates a flexible, online
method for work area selection to execute a building task
(i.e. plaster spraying), for which fitting to relevant and
local references on-site is crucial.

4.3 Deviation Detection and Update

In the second set of experiments, steps 1-8 of the pro-
cedure shown in Figure 3 are tested in order to showcase
the update of building components to their as-built states
for tolerance handling to facilitate an on-site construction
process. For a selected set of target geometries shown in
Figure 7, Walls 1-3, the same set of references X, Y, and
Z (shown in Figure 7) are selected as described in subsec-
tion 3.2, constraining the work areas in x, y, and z axes to
execute the selective ICP algorithm on-site. Robot trajec-
tories are then generated on updated target geometries.

Table 1. Geometric transformations calculated for
the target geometries, resulting from deviation de-
tection: Translation of the mesh face centroid and
rotation of the mesh face normal

Target X Translation Y Translation Rotation
Wall 1 −30 ± 11mm −23 ± 34mm 1.1 ± 1.4◦
Wall 2 −13 ± 1mm −109 ± 1mm 2.0 ± 1.4◦
Wall 3 −5 ± 50mm 36 ± 42mm 0.9 ± 0.1◦

5 Results
In all conducted experiments, the robot correctly associ-

ated its measurements to the selected target geometry and
was able to provide associated sensor readings in the form
of a point cloud, in addition to a parametric analysis of
the deviation. This is important, as it allowed for updating
the target geometry and for adapting the robot trajectory,
representing the building task. The geometric transforma-
tions calculated for each target geometry are presented in
Table 1.
Within the scope of this paper, the experiments focused
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Selected work area - Wall 1 as target geometry 
and robot trajectory generated on 

updated Wall 1 

Selected work area - Wall 2 as target 
geometry and robot trajectory 

generated on updated Wall 2

Selected work area - Wall 3 as 
target geometry and robot trajectory 

generated on updated Wall 3

Figure 7. Deviation detection on selected target ge-
ometries, Walls 1-3, and generation of robot trajec-
tories on updated target geometries.

on demonstrating the online workflow of the robotic con-
struction system. In order to assess achievable degrees of
precision, tests will be performed with higher-quality sen-
sors on the robotic platform, and results will be compared
to a ground truth site survey derived from measurements
with a tripod system.

6 Conclusion and Outlook
In this paper, we present the first implementation steps

of a novel method for an online data flow to synchro-
nize building information with the robot map for facilitat-
ing an on-site construction process in an unbroken digi-

tal chain. This is established via linking the generation
of robot trajectories, representing the building tasks, to
the “as-built” states of selected building components di-
rectly on-site. Within the experiments presented in this
paper, this is achieved by updating the target geometries
in the building model, via the selective ICP algorithm
executed directly on-site. Online deployment of the build-
ing model as an interface for including human actors into
the robotic construction process is also tested, introduc-
ing a flexible method to plan a robotic workflow by fitting
building tasks to local references on-site. However, these
experiments do not extend to the actual execution of the
tasks, which involve i.e. feedback-based plaster spraying,
grinding, chiseling, etc. For these steps, in-process robot
trajectory adaptation will be established with continuous
process control, using visual feedback for acquisition of
the current state of target geometries i.e. spraying, chisel-
ing, and grinding surfaces. The overarching goal of this
research is the development of a digital toolbox, so that
the compatibility of the proposed workflow can be tested
on different mobile robotic platforms deployed for on-site
construction.
Within the scope of the experiments presented in this

paper, the proposed method facilitated the digitization of
crucial task information, i.e. selection of relevant ref-
erences for building tasks for importation back into the
building model and robot map. In further development,
we will explore methods of dispatching task-specific in-
structions via different types of interfaces and experiment
with on-site robotic workflows based on human collabo-
ration and aim to further leverage the strengths of both
humans and robots, enhancing the capabilities of digital
construction processes.
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Abstract – 
In recent years, new technologies have improved 

the monitoring of construction progress by using the 
as-planned BIM of a building and comparing it with 
the current state of construction (i.e., the as-is model) 
to identifying differences and generating a progress 
report. However, in most cases, the different 
components required for the progress reports are still 
done by human operators. Those inspections typically 
consist of time-consuming and repetitive processes, 
making them a great candidate for automation, which 
can improve the quality of the methods used to 
monitor and assess the progress of buildings during 
the different construction phases. 

This study proposes the development of an 
autonomous robot equipped with different sensors to 
collect data that can be used to conduct an automatic 
assessment of the state of construction, improving the 
current tedious and error-prone data collection and 
documentation processes. The proposed methodology 
is divided into three components: 1) Development of a 
robotic system able to navigate through construction 
sites in an autonomous way, 2) Data collection, and 3) 
Comparison of as-is with as-is conditions to identify 
discrepancies and generate a progress report. This 
paper focuses on the first two elements of the process. 

The proposed robot is equipped with a 3D 
Terrestrial Laser Scanner (TLS). In addition, a 
robotic arm with a gripper is included so the robot 
can interact with different elements to achieve an 
autonomous robust robotic system. To test the 
autonomous navigation of the robot (including 
obtaining the optimal path through the building), the 
actions of the robotic manipulator, and the generation 
of the progress report, a simulation test was 
developed under the framework ROS (Robotic 
Operating System). 

Keywords – 
Progress Monitoring; Autonomous Robot; IFC; 

Inspection; Scan to BIM 

1 Introduction 
During the last years, new technologies have made 

the assessment and inspection of buildings much more 
efficiently and with better quality. However, in many 
cases, these inspections and assessments are still done by 
human operators who can induce errors in the process. 
Thus, a typical manual inspection entails time-
consuming and repetitive processes that are usually 
carried out by two operators. This all leads to that, after 
some time, the operator is more susceptible to making 
mistakes and, therefore, might report a wrong assessment. 
The importance of the construction in the last years has 
brought to the table a need to automate and improve the 
quality of the methods used to assess buildings along 
with the different phases of construction projects. 

By using an autonomous robot equipped with 
different sensors, an automatic assessment and inspection 
system can be used to perform this task, improving its 
quality and making it a much faster process. 

The proposed methodology is divided into three 
components: a) development of a robotic system that can 
navigate through construction sites in an autonomous 
way (navigation and localization algorithms), b) data 
collection and c) analysis to quantify installed items, 
comparing as-is with as-planned conditions (BIM and 
project schedule). The work presented in this paper 
focuses on the two first components and provides details 
of the autonomous robotic system. 

1.1 Previous work 
The rising popularity of BIM models has allowed 

construction professionals to plan in a much more 
organized way all the construction processes before 
actual construction begins. However, up to this date, 
there is still a gap in how to keep track of the actual 
progress of construction tasks in an efficient way. 

Photography and visual inspection are nowadays the 
most common way to compare the as-built model with 
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the BIM reference (i.e., as-planned model). That means 
that someone has to collect all the images through the 
construction site and later inspect them in order to 
generate a report. In general, this process is very tedious, 
time-consuming, and human dependent, meaning it can 
lead to inaccuracies and subjective assessment regarding 
the actual state of construction. 

With the development of terrestrial laser scanning 
(TLS) technologies, some of these reports are now being 
generated by using 3D point clouds [1]–[3] instead of 
visual inspection or 2D photographs [4], [5]. This process 
has significantly improved the way the as-built model is 
compared with the as-planned BIM model, with the point 
cloud containing a much higher density of data and, 
therefore, allowing the operator to inspect the building in 
more detail. However, a higher amount of data implies 
longer time requirements for the inspection and report 
generation. In addition, this 3D data collection is still 
supervised and handled by a human operator, which 
again is a very time-consuming process. 

Research has already been done regarding the data 
processing stages [6], [7], improving the autonomous 
data analysis characteristic of the process. Automatic 
segmentation algorithms are able to analyze the raw data 
coming from the 3D point clouds and identify the 
different structural elements of the building [7]–[13]. 
Some of them focus on general aspects of the building, 
such as the recognition of large indoor spaces [7]. Others 
concentrate on particular structural elements such as the 
detection and identification of cylindrical components 
[13], which can later be used in order to assess the proper 
location and type of the installed components. The use of 
additional information such as thermographic data [14] 
can also be used in order to identify the structural 
elements. This way, an automatic report can be generated 
by comparing the generated as-built model with the as-
planned BIM [3], [15]–[17]. 

However, few approaches deal with the automation 
of the data collection process. By automating the data 
acquisition, the whole process can become completely 
autonomous, and the system would be able to 
automatically collect the data, generate the model, and 
create a report to assess the progress of the building. 
Adan et al. [18] propose an autonomous system in order 
to gather data from the building and to generate an as-is 
model; however, it does not take into account the as-
planned BIM model. Ibrahim et al. [19] present an 
autonomous robotic platform able to collect 3D 
geometric and RGB data from the building. The data 
acquisition process has to consider that the quality of the 
data must be good enough in order to process the 
information and generate the model [20]. Therefore, a 
good strategy has to be designed, considering the fact that 
the BIM model of the building is available, which can be 
used to obtain the floor plans in order to plan a valid path. 

The method proposed in this paper fulfills the 

aforementioned requisite, hence becoming a fully 
autonomous system that automatically collects data using 
the existing (as-planned) BIM model, navigates through 
multi-story buildings, collects and processes data to 
generate a progress (as-is) model of the building, and 
later compares the as-is model with the as-planned model 
in order to generate a progress report of the building by 
identifying discrepancies found in terms of quantities, 
dimensions, locations, etc. 

The scope of the work presented in this paper focuses 
on the autonomous collection of the data. It does not 
consider the generation of the as-is model and the 
progress report. The rest of this paper is organized as 
follows. Section 2 presents the proposed robotic system 
and an overview of the main points from the data 
collection process. Section 3 gives a preview of the work 
conducted by the authors related to the model generation 
and automatic comparison between the as-planned and 
as-is models with the ultimate goal to generate progress 
reports in an automatic way. Section 4 shows the 
experimental tests for the navigation and data collection 
in a simulated environment. Finally, Section 5 
summarizes all the work. 

2 Robotic system and data collection 
This section addresses key elements of the robotic 

system and the overall process of the collection of data 
that would be used for the generation of the as-is models. 

2.1 Robotic system 
This section presents the different aspects related to 

the required characteristics of the mobile platform. Due 
to the complexity of the approach, a well-designed and 
equipped robotic platform is necessary. The platform is 
mainly composed of three elements, the mobile robot, the 
sensors, and the actuators. An example is shown in 
Figure 1. 

2.1.1 Mobile robot 

First, the locomotion aspect. Robots used in 
construction are usually limited to either tracks, legs, or 
outdoor all-terrain wheels [21], [22]. These locomotive 
systems are efficient when it comes to moving through 
rough terrain; on the other hand, they are not very precise, 
and they can be difficult to control in small indoor 
scenarios. However, means and methods of construction, 
as well as construction materials, have evolved during the 
last few years, making construction sites more 
approachable to robotic systems. For example, drywall is 
widely used for indoor construction, which, when 
compared to using bricks or any other conventional 
construction method, does not generate that much debris 
or dust. 
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(a) (b) 

Figure 1. (a) Robotic platform based on Robotnik 
Kairos with UR10-e, (b) 3D scanner (Leica BLK 
360) 

Therefore, all-terrain locomotion systems are no 
longer necessary to achieve optimum navigation through 
a construction environment. Omni-wheels or any other 
kind of holonomic system would allow the robot to 
achieve much higher levels of control and precision, 
without sacrificing freedom of movement through the 
construction site. 

2.1.2 Sensors 

One of the key aspects is the localization system of 
the platform. GPS or any other satellite-based 
localization systems are widely used for outdoor 
scenarios, achieving a reliable and precise real-time 
position of the robot. Since our project is aimed to work 
indoors, this is not a valid option. Visual-based 
localization systems would need to have markers 
installed through the construction site. Since the 
approach is designed for the robot to be working in 
different stages of the construction process, this 
environment might be in constant change, which would 
not make the installation of visual markers a reliable 
method. Since the BIM model of the building will be 
available, information from the floor plans will be used 
in conjunction with LiDARs in order to obtain a precise 
and real-time position of the robot. 

The type of data that the robot needs to collect 
includes, but is not limited to, structural geometry data of 
the building, thermal information, colored visual 
information, and surface reflectance information. 
Therefore, several sensors, such as 3D scanners, thermal 
cameras, and RGB-D cameras, are needed. The 3D 
scanner could be similar to the Leica BLK 360 (Figure 
1b), which provides 3D geometric data, RGB color data, 
and thermal infrared data. This scanner also has a wide 
FOV of 360° (horizontal) / 300° (vertical) and a range of 
up to 60 m, which for most interior applications is more 
than enough. The ranging accuracy is 4 mm @ 10 m / 7 

mm @ 20 m. Owing to its reduced size and weight (165 
mm in height and 100 mm in diameter, and 1 Kg), this is 
a good scanner candidate for a mobile robotic platform. 

2.1.3 Actuators 

Finally, in order to facilitate a fully autonomous 
behavior on the scene, the robot will need to interact with 
the environment (e.g., obstacle removing, door opening, 
elevator access). To do this, a robotic arm with a suitable 
gripper is placed at the base of the robot. Given the 
platform will move through an inhabited construction site, 
populated with other construction workers, it is a must 
that this system complies with the collaborative robot 
background. This means the robot must be safe enough 
to be able to work side by side with human beings. The 
chosen robot arm, UR10-e, belongs to the spectrum of 
collaborative robots. 

2.2 Navigation and data collection 
The overview of the entire process is shown in Figure 

2. This subsection presents the different elements related 
to ‘Part 1: Flor plan extraction’ and ‘Part 2: Autonomous 
navigations & Data acquisition’. 

Part 1: Floor plan extraction Part 2: Autonomous navigation
& Data acquisition

Part 3: Model generation and automatic comparison

BIM
(as-planned)

Floor plan 
extraction

Determine OM 
and generate 
optimal path

New room?

Yes

Navigate in a 
given room

Door opening 
(if needed)

Central scan 
position

Generate local 
model

No

Generate full 
model

As-is
(Full model)

Automatic 
comparison (as-
planned vs as-is)

Progress report 
generation

Start 
navigation

As-is
(Local model)

 
Figure 2. Overview of the navigation and data 
collection process 

2.2.1 Floor plan extraction 

All valuable information extracted during the 3D data 
processing stages is used for the positioning and secure 
navigation of the mobile robot. This consists of the 
following stages. 

2.2.2 Optimal path generation 

The only input the system is getting from the very 
beginning is the Industry Foundation Classes (IFC) file 
of the building. This file contains all the information 
related to the BIM model. A proper methodology to 
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understand the structure of the file needs to be developed 
to automatically extract the information needed for each 
one of the stages (Figure 3). 

Since a single file can describe multiple buildings, the 
first distinction that can be found inside an IFC file is the 
building tag. Under the building tag, there are multiple 
levels or stories of the building. Within the same level or 
story, all the defined spaces can be extracted, that is, all 
the different rooms and corridors inside the same floor. 
Lastly, the rooms and connections between the different 
spaces can be identified (Figure 3).  

One of the main things to be considered in order to 
extract the information from the IFC file is the type of 
information present in it. The definition of the spaces, for 
example, can be provided in different ways in the tag 
IFCSHAPEREPRESENTATION [23]. There are 
multiple types of representation, but they can be 
separated into three main blocks: 2D curve 
representations, solid model representations, and surface 
model representations. The ideal scenario is the one 
where all the available representations can be found 
within the same file, in order to access each, one of them 
depending on the kind of information that needs to be 
extracted. 

At this point, all the information required to proceed 
with the first step in the process has been extracted. Now, 
in order to provide the robot with a safe and approximate 
representation of the scene, an obstacle map (OM) of the 
current floor needs to be generated. This will guarantee 
safe navigation. The OM is obtained from the 
accumulated point cloud and the current floor plan (i.e., 
map). 

IFC file
Building 

identification

Floor identification

Space 
identification

Bounding box 
extraction

Extraction of 
connected 
elements

Floor plan 
representation

 
Figure 3. Structure within the IFC file in order to 
extract the floor plan representation. 

In order to alleviate the post-processing stages, the 2D 
curve representation would be of a suitable type to extract 
the 2D floor plan (i.e., map) from the IFC file. If the IFC 
file does not contain a curve type representation, the 3D 
solid model or face representation (BREP) could then be 
used to generate the 2D map. Figure 4 shows a 2D curve 
representation and a BREP representation extracted from 
two different IFC files. 

 

With the 2D representation of the floor plan extracted, 
a morphological set of operations are applied in order to 
generate a binary occupancy map, that is, the OM of the 
robot. 

The robot will always begin the autonomous data 
acquisition process in the center of a room, indicated by 
the user as an input. In order to visit the other rooms on 
the same floor, a global navigation algorithm generates a 
room visiting schedule. According to this schedule, the 
robot moves towards the closest non/visited following 
room, updating on each iteration the list of visited rooms 
(Figure 5). More details on the generation of this 
schedule can be found in [18]. 

 

  
(a) (b) 

Figure 4. (a) 2D and (b) BREP representations 
extracted from the IFC. 

Floor/story 
structure

Current robot 
position

Closest 
unexplored 

room

All rooms 
explored?No Yes

Room visiting 
schedule

Generate room 
visiting 
schedule

 
Figure 5. Generation of room visiting schedule. 

The generated path needs to make sure that the robot 
visits all the individual rooms of the building, 
maximizing the coverage of all the structural elements 
present in the construction site. 

This OM gets updated with each single scan 
performed by the robot before moving to the next goal, 
in order to add all the obstacles not present in the floor 
plan extracted from the IFC file. 

2.2.3 Autonomous navigation 

In addition to obtaining the map, the robot needs to 
know its position inside the map. This is accomplished 
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by matching the data points provided by the LiDARs 
with a horizontal slice obtained from the point cloud at 
the height of these LiDARs, combining it with the 
boundaries of the 2D floor plan extracted from the IFC 
file. This is done using an Adaptive Monte Carlo 
Localization (AMCL) algorithm [24]. 

The path planning algorithm then yields an off-line 
theoretical path that the robot must follow by moving 
towards the different locations based on the existing BIM 
model. This path will have different stages. First, the 
robot needs to exit the current room, and therefore a path 
towards the exit door will be generated. Once the robot is 
in front of the door, it has to determine whether the door 
is either open or closed. This can be achieved by reading 
the front LiDAR data in order to detect a void. If the door 
is closed, a door opening approach will be executed. If 
the door is open, a second path will then be generated 
towards the entry room of the next room in the visiting 
schedule. Again, a procedure that detects the state of the 
door will be executed, with the door opening approach 
performed if needed. The third and last path in the 
sequence aims to lead the robot towards the center of the 
room in order to perform the next scan.  

The NAVFN path planning algorithm will be used for 
the robot to navigate between goals. It is the most 
common global planner used in ROS (Robotic Operating 
System). This path planner is based on the Dijkstra’s 
algorithm [25] approach. 

If the robot encounters a closed door on its way to the 
final goal, it will begin a door opening approach. Since 
the coordinates of the door are already known from the 
IFC file, the robot will position itself in front of the door, 
in order to perform a detailed scan of the center section 
to detect the doorknob. Once the doorknob has been 
detected and the main parameters that define the door 
have been identified, the robot can safely open the door 
and continue its path towards the center of the room. A 
more detailed explanation of the door opening process 
can be found in [26]. 

The localization and the autonomous navigation 
would be implemented first in a simulated environment 
and then transferred to the real robot. This paper only 
focuses on the simulation part. 

2.3 Data acquisition 
As previously stated, every time the robot enters a 

new room, it performs a new scan from the center of the 
room. Of course, this will vary depending on the shape of 
the room. For example, corridors are treated as rooms by 
the algorithm, but due to the geometry of corridors, if the 
length of the room is larger than the maximum range of 
the 3D scanner, more than one scan will be needed to 
obtain the full geometry. That is why some factors need 
to be taken into account in order to compute the number 
of scans needed to digitize the room in its entirety. These 

factors depend mainly on the size of the room, the range 
of the scanner, and the shape of the room itself (concave 
or convex rooms).  

The 3D scanner provides not only geometric data but 
also RGB, reflectance, and thermal information. This 
means that the generated point clouds have different 
layers of information, which will be used in subsequent 
3D data processing stages. 

In addition, all the data is progressively registered 
using the localization data coming from the robot. This 
position is obtained by fusing the data coming from the 
wheels odometry (read by the wheels’ encoders), the 
Inertial Measurement Unit (IMU), and the output from 
the AMCL using the LiDARs. Also, all the data is time-
stamped for further inspection. This data is registered for 
each room (in case multiple scans were needed for a 
single room), resulting in multiple raw local models 
representing different rooms of the current floor. 

The resulting raw data is an accumulated point cloud 
of the whole building or a global model composed of all 
the singular 3D point clouds obtained in the different 
rooms. This accumulated point cloud includes all the sub-
layers containing information about the surface 
reflectance, the 3D geometry, the RGB data, and thermal 
information captured by the cameras embedded in the 
Leica BLK 360. 

3 Model generation and automatic 
comparison 

After completing all the tasks indicated in Section 2, 
the raw data acquired is not structured in any way. 
Semantic meaning to all the collected data through the 
different stages of the process needs to be added. This is 
where the as-is model generation comes in place. Due to 
space constraints, only key components of these elements 
form the overall process are presented below. 

3.1 As-is model generation 
The segmentation process is aided by the fact that a 

semantic model of what the building is supposed to look 
like (i.e., as-planned BIM model) is available. Therefore, 
the raw data only needs to be fitted to the already existing 
model. 

In order to do that, the first thing is to identify the 
envelope of each space. That is, a BREP representation 
of the current state of the building. For that, the BREP 
representation obtained from the BIM model in earlier 
stages will be used. With the obtained geometric faces, 
the raw 3D data obtained from the building is fitted to the 
planes defined by the BIM model, locating which ones 
have or do not have data. This will determine whether the 
plane has been constructed or not. 
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Based on the existent data, it can be determined which 
of these faces is present in the current model and those 
that are not. 

3.2 Autonomous progress report 
With the as-is model generated from the raw data 

obtained, the evaluation of the progress of construction 
can be done. With the semantic information for the main 
elements of the building, such as walls, ceilings, columns, 
floors, as well as secondary elements like doors, windows, 
and wall-mounted objects, a progress report can be 
generated. This progress report would contain, amongst 
other things, the percentage of completion of all these 
elements with respect to the planned schedule. 

4 Experimental test 
This section summarizes the experimental tests for the 
navigation and data collection under the framework ROS 
using the robot simulation software Gazebo and Blensor 
in a simulated construction environment. 

4.1 Simulation test 
In the current state of the research, the first part of the 

approach has been tested in simulation, successfully 
extracting the information from the IFC file and 
achieving autonomous navigation throughout the 
simulated environment.  

Given the widespread use of BIM, there are plenty of 
available resources with different IFC files presenting 
different characteristics. For the current test, a simple 
two-story building was used. Given we are only testing 
the automatic IFC feature extraction and the autonomous 
navigation, the test focused on just the first story of the 
building, since the movement between floors is not the 
goal of this paper. 

Multiple software is used in order to perform these 
simulations. First and foremost, Revit is used in order to 
inspect the IFC file and modify the state of the simulated 
building if needed (Figure 6a). For the robot simulation 
stages, the Gazebo simulation tool, natively working in 
ROS, was used (Figure 6b). This platform can test the 
different approaches regarding the robot, such as the 
localization and autonomous navigation or the door 
opening techniques. In order to obtain simulated 3D data, 
the Blensor add-on for the Blender software [27] is used. 
Finally, MATLAB is used to extract the features, control 
the robot, and process the obtained data. 

  
(a) (b) 

Figure 6. (a) Visualization in Revit of the IFC file 
of the tested building. (b) The same model 
inserted in Gazebo. 

Once the building has been simulated with the 
information from the IFC file, the outline geometry of 
each one of the spaces within the floor is extracted from 
the IFC file. The location and size of each one of the 
openings (i.e., doors) are included in this map containing 
the previous information, and after applying an infill 
morphological operation to the void spaces between the 
different outline of the spaces, an OM map for the robot 
is generated (Figure 7). 

 
Figure 7. Obstacle map obtained from the 
information retrieved in the IFC file. 

By using the obstacle maps and the inter-room 
navigation algorithm, the robot can autonomously visit 
the entire floor. Figure 8 shows the robot autonomously 
planning a path to navigate through the different rooms. 
In this figure, the cloud of small red arrows surrounding 
the robot represents the uncertainty in the position of the 
robot. That is why in its initial position (Figure 8a), the 
uncertainty is bigger than in the following positions, 
where the robot has already navigated through the scene 
and fully identified its localization. The local costmap 
calculated by the local planner is represented by the blue 
cells surrounding the obstacles. Figure 9 shows the 
accumulated raw data collected by the robot after 
performing a 3D scan in each of the visited rooms. 
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(a) (b) 

  
(c) (d) 

Figure 8. Scenes representing different stages of 
the simulation process. (a) First initial position of 
the robot. (b) and (c) Robot moving towards the 
next goal, where the path generated by the global 
planner (red line) can be seen. (d) Robot 
completely localized within the map. 

 
 

(a) (b) 

Figure 9. Top (a) and 3D (b) view of the raw data 
collected by the robot at the end of the process. 

5 Conclusions and outlook 
This paper presents the early stages of what aims to 

be an autonomous approach to perform inspections 
during the construction process in order to generate a 
progress report automatically. 

Given a generic IFC file, a methodology to 
automatically extract all the different elements of a 
building has been presented.  

A test, under simulation conditions, has been 
conducted on an IFC file of a two-floor building. Our 
system computes 2D obstacle maps, takes simulate 3D 
data of the rooms, and provides safe autonomous 
navigation of the robotic platform. 

Ongoing work focuses, on the one hand, on 
developing new 3D data processing algorithms, in order 
to provide a semantic as-is 3D model of a multi-floor 

building. On the other hand, we aim to establish a 
procedure that easily compares as-planned to as-is 3D 
models and automatically generate a building progress 
report. This work also includes testing the findings from 
the simulation using the proposed robotic system in a 
real-world environment. 
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Abstract 
Recently 3D management solution utilizing 

BIM/CIM is expected for construction and 
inspection management. Especially for inspection 
utility, big data such as huge number of inspection 
pictures and sounds should be managed with 
location data of taking data and should be taken 
with high quality and resolution on 3D world. This 
paper describes the total solution for 3D 
management system using Robots and AI technology. 

Keywords – 
BIM/CIM; Robot; Deep Learning; 3D 

1 Introduction 
In recent years, the deterioration of social 

backbone in terms of industrial infrastructure and social 
infrastructure has become a social problem. It has 
become necessary to solve many problems such as 
increase in the number of inspection and repair locations, 
aging of workers engaged in maintenance and 
management and decline in the number of employees, 
and pressure for reducing the maintenance and 
management cost. Especially for social infrastructure, in 
2014, it became a requirement to carry out close-up 
visual inspection once in every 5 years for maintenance 
and management of all bridges, which are said to be 
720,000 in total in Japan. In the case of close-up visual 
inspection conducted by workers based on the old 
inspection procedure, it is expected that continuing 
sound maintenance and management in future will be 
difficult.  

As a solution in this situation, various new 
technologies such as the use of robots and drones and 
automatic extraction of damage by deep learning are 
being examined. In addition, research and development 
of three-dimensional unification technology for the 
integrated management of enormous amount of 
information obtained by robots and drones is also 
underway. 

On the other hand, the initiative of i-Construction is 
underway in the field of construction and civil 
engineering, and by using BIM/CIM (Building 
Information Modeling / Construction Information 
Modeling), three-dimensional models are linked and 
developed in a series of processes such as planning, 
research, design, construction, and management, and a 
mechanism for sharing information at each stage has 
been developed [1]. 

In the present paper, in light of the above 
background, as a method for sustainable infrastructure 
maintenance and management, we developed a 
mechanism that uses digital twin technology, 
automatically extracts damage from various data 
acquired by inspection robots with deep learning, and 
associates them with a time axis on a 3D drawing. In 
addition, by assuming a case of a structure where 
drawings are lost or a case where there are attached 
equipment not reflected in the drawings, we also 
worked on methods such as CAD conversion from 
three-dimensions points group data obtained by 3D 
scanner and photogrammetry. 

2 Digital twin technology 
The digital twin technology [2] proposed by 

Professor Michael Grieves of the University of 
Michigan in 2002 is a technology that reproduces the 
real world in real time in a digital space in a linked 
manner. It is a technology that makes it possible to 
contribute to preventive maintenance by using acquired 
data, such as understanding the current situation 
digitally and making changes and predictions by 
conducting various simulations. 

For the digital twin in infrastructure maintenance, 
first of all, it is important to obtain the latest shape and 
configuration of the structure, and it is necessary to 
accurately model attached equipment and repair marks 
that are not yet reflected in the construction drawings. 
On the other hand, a system that induces third party 
damage and that increases social losses such as traffic 
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congestion when taking measures such as suspension of 
sharing in data acquisition is not desirable. At the same 
time, it is also necessary that is a method for making a 
complex structure into a detailed three-dimensional 
structure. 

Especially in the case of a large-scale structure, 
when trying to restore a complex structure in the digital 
space with an accuracy that contributes to infrastructure 
maintenance and management, if 3D restoration is done 
from continuous images with 90% overlap by a drone 
etc. using photogrammetry technology, the data size of 
the restored data becomes huge because thousands of 
images of a few MB size each are joined. The joining 
process itself takes a lot of time, and at the same time, 
there are some problems to be solved before putting it 
into practical use, for example, it requires a high-
performance PC for viewing the restored data. 

Therefore, in infrastructure maintenance and 
management, it is necessary to acquire data for 
understanding the latest shape and configuration of the 
structure and data of inspection quality required for 
maintenance and management, and it is necessary to 
acquire and restore data with the accuracy required for 
each of them.  

In the present paper, the data for understanding the 
shape and configuration is acquired at a resolution that 
will allow understanding the shape and configuration, 
and the data size is further compressed by CAD. 
Moreover, the inspection data for checking cracks in 
concrete is acquired at a resolution that can detect the 
cracks of 0.1 mm size. After that, these data is merged 
for solving the above problems. 

Figure 1 shows a panoramic view of the steel plate 
girder bridge, and Figure 2 shows a 3D points group 
obtained by mounting a 3D scanner on the robot Turrets 
(Figure 3) [3] that can access the girder of the steel plate 
girder bridge from the back of the bridge. 
 

 
Figure 1. Three-dimensional point groups model of the 
whole bridge view 

 
Figure 2 . Three-dimensional point groups model in 
bridge girder 
 

 
Figure 3. Flange-suspended type inspection robot 
Turrets 

3 Damage extraction by using AI 
Recently, AI has been used in various scenarios 

such as crack extraction of concrete and corrosion 
extraction of steel structure by using deep learning. 
Even in infrastructure maintenance and management, 
the Ministry of Land, Infrastructure, Transport and 
Tourism is playing a central role for making 
preparations such as rolling out the "AI development 
support platform" [4]. 

As for extracting cracks in the concrete, from the 
high-quality camera images taken, cracks are extracted 
by using semantic segmentation, and the cracks are then 
displayed in different colors according to the crack 
width and crack length. It is expected that because of 
this the inspection staff will not miss the inspection of 
cracks (Figure 4) and it will shorten the preparation of 
crack diagrams when preparing inspection records 
(Figure 5).  

Turrets is equipped with a high-definition camera 
that can detect cracks of 0.1 mm size, and it is also 
equipped with a lighting device to obtain appropriate 
photographic images even in dark environments. 
Therefore, it is possible to obtain pictures with good 
image quality. 
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Figure 4. Bridge deck crack extraction image 
 

 
Figure 5. Inspection record 

 
On the other hand, in the case of damage such as 

corrosion, after the target site is identified, deep learning 
and image processing technologies are used to 
automatically calculate the corrosion position, corrosion 
area, etc. 

By associating these deterioration data with 3D 
drawing data with a time axis, the inspection staff can 
accurately understand the current state of the structure 
from a remote location, and it becomes possible to 
correctly diagnose the state of the structure. 

In addition, since it has a time axis, the reusability 
of data is high, and it is easy to observe changes over 
time, which can contribute to the planning of future 
repairs. 

4 Three-dimensional model and BIM / 
CIM conversion 
Various types of data for structures including 

photographic images obtained by robots are often large 
amounts of data when compared to that of conventional 
inspections conducted by inspection staff. Therefore, if 
the various data obtained are randomly stored, the 
reusability will be poor, and it will take a lot of time to 
organize the data, which will reduce the advantages of 
using a robot. 

One of the advantages of using robots is that the 

position information obtained from the sensors used to 
control the robots can be used as self-position 
information, and it can be associated with the acquired 
data to automatically organize the data. In addition, by 
managing the acquired data with position information in 
three dimensions, it is possible to intuitively overlook 
the damage situation in the entire structure compared to 
the two-dimensional management as shown in Figure 5. 

On the other hand, in i-Construction, which is 
being promoted in the field of construction and civil 
engineering, integrated three-dimensional data 
management by using BIM / CIM is progressing. 
Therefore, integrating maintenance and management 
information into BIM / CIM not only offers the 
advantage that the data obtained in maintenance and 
management operations can be intuitively managed in 
three dimensions, but it also allows integrated 
management of design and construction data and 
maintenance and management data. In that respect, it is 
very effective that it can be used to estimate the cause of 
damage. 

Give that, a mechanism was developed for 
unifying the robot's self-position and the BIM / CIM 
coordinate system, managing various data obtained by 
the robot in the BIM/CIM coordinate system, and then 
correlating them with the attribute data IFC (Industry 
Foundation Classes) used in BIM/CIM. In addition, it is 
often difficult to correlate with BIM/CIM data when the 
robot acquires self-position, for example, in the case of 
structures with old construction without BIM/CIM 
drawings, structures with attached equipment not 
reflected in the drawings, and structures that were 
repaired.  

Recently, there is a measuring device called 3D 
scanner that can acquire the surrounding conditions with 
high precision in a three-dimensional points group. A 
method to make a new BIM/CIM by using this was also 
developed. 

Figure 6 shows the Turrets (Figure 3) equipped 
with a three-dimensional scanner that is scanning while 
moving over the structure. It was possible to obtain the 
three-dimensional points group data shown in Figure 1 
and Figure 2 by combining the multiple points group 
data at each measurement position obtained here. 

In addition, Figure 7 and Figure 8 show the results 
of surface estimation from the obtained three-
dimensional points group data and CIM conversion. 
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Figure 6. Turrets equipped with a three-dimensional 
scanner 
 

 
Figure 7. CIM conversion from three-dimensional 
points group data 
 

 
Figure 8. Superimposing three-dimensional points group 
data and CIM 
 

5 Data superposition for digital twin 
Up to the previous section, by correlating various 

data acquired by the robot with position information, it 
became possible to automatically extract and 
automatically measure the damage by using image 
processing technology and AI such as deep learning. In 
addition, by mounting a 3D scanner on the robot, three-
dimensional points group data of the structure was 
acquired and converted into CIM. Since all of these data 
are managed in the BIM / CIM coordinate system, and 
the acquired data were superimposed on the three-

dimensional points group so that they could be 
correlated with the IFC, which is the attribute data, and 
the damage condition could be intuitively understood. 

Superimposition of the acquired images calculates 
the shooting position of the robot (camera center) from 
the postures of each joint of the robot, converts it to the 
BIM/CIM coordinate system, and measures the distance 
up to the shooting surface with the sensor mounted on 
the robot. Furthermore, the image size at that distance is 
estimated from the camera parameters, and its 
neighboring points are searched and correlated from the 
three-dimensional points group. 

By the above processing, it became possible to 
arrange the images on the three-dimensional points 
group as shown in Figure 9. 
 

 
Figure 9. Image superposition on three-dimensional 
points group data 

 
At this time, since the damage in the image is 

extracted by deep learning etc. and displayed on the 
image, the worker can intuitively understand the 
damage location on the three-dimensional points group 
on which the image is superimposed (Figure 10). 
 

 
Figure 10. Digital twin data 
 

In addition, since these images associated with IFC 
can also be associated with other data described in IFC 
during design and construction, it is expected to 
contribute to preventive maintenance such as 
investigating the cause of damage occurrence and 
estimating future growth of damage from the 
relationship with design values, materials, and 
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6 Conclusion 
In the paper, as one of the methods that effectively 

contribute new technologies such as robots and deep 
learning to infrastructure maintenance and management 
work, a digital twin technology based three-dimensional 
integrated management method was proposed. It is 
expected that future technological innovations will 
facilitate appropriate maintenance and management of 
the infrastructure, where aging has become a social 
problem.  

However, while each technology is expected to be 
labor-saving, some problem have been pointed out such 
as the enormous data size and some operational issues 
like subsequent browsing of the data. Therefore, in this 
paper, we acquired the data with the required accuracy 
according to the purpose, converted it into three-
dimensional data, and developed a sustainable 
infrastructure maintenance and management method by 
making it compliant with BIM/CIM.  

In particular, as the number of skilled inspection 
personnel is expected to decrease in the future, it is 
necessary to propose to asset owners the diagnostic 
information that contributes to preventive maintenance 
from these new technologies. By setting up a 
mechanism that can correlate the acquired data and the 
position information and manage this information with a 
time axis, it is expected that efforts will be made for 
automation of diagnosis in the future.  

In the future, we would like to deepen the digital 
twin technology that would allow inspection personnel 
to properly diagnose the infrastructure by accumulating 
data at various times for structures constructed in 
various environments. 
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Abstract -
Widespread use of autonomous robots in on-site construc-

tion has been limited because it is impractical to prepro-
gram robots to perform quasi-repetitive tasks due to the rel-
atively loose work tolerances and deviations of as-built work
from the project design. Robotization of field construction
work must thus be conceived as a collaborative human-robot
endeavor capable of planning and improvising during the
performance of construction tasks. Although humans can
control robot motion through teleoperation, it is often im-
practical due to the range of a robot’s motion and associated
safety issues arising from heavy or large construction mate-
rials. An intuitive and safe bi-directional interface is thus
needed to enable construction robots to seamlessly interact
with and partner with human co-workers. This paper pro-
poses a framework that allows human-robot interaction and
collaborationwithin a real-time, process-level, immersive vir-
tual reality (VR) digital twin that is created by combining the
as-designed BIM model and the evolving as-built workspace
geometry obtained from on-site sensors. Humans can use
the digital twin to remotely demonstrate a task plan to the
robot. The robot understands the communicated objectives
and plans its motion to complete the task, which is commu-
nicated back through the system for human evaluation and
approval before the robot executes the task. A case study
involving imperfect rough carpentry (i.e., stud framing) and
a 6DOF KUKA drywall-installing robot arm is conducted to
demonstrate and evaluate the digital twin system.

Keywords -
Improvisation; Digital twin; Virtual reality; Human-robot

interaction

1 Introduction
The construction industry is one of the largest sectors of

the economy, accounting for up to 13% of GDPworldwide
[1]. However, as one of the most labor-intensive indus-
tries, the construction industry is suffering from shortage
and aging of the labor force [2, 3]. On one hand, the
construction site is unstructured and dynamic. On the
other hand, the construction work imposes considerable
physical demands on workers. These facts lead to high

fatality and injury rates in construction workers [4, 5]. In
addition, the productivity of the construction industry has
barely increased over the past few decades [6]. More re-
cently, the outbreak of the Covid-19 pandemic has caused
serious economic impact and schedule delays on construc-
tion projects since it is hard to maintain social-distancing
while working in close proximity on construction sites [7].
This has highlighted the need for construction techniques
that can allow workers to perform tasks remotely, allow-
ing for reduction in the number of on-site workers or their
physical separation while on site.

Robots can manipulate heavy objects and could poten-
tially relieve construction workers from excessive physi-
cal demand, alleviate labor shortage, increase productiv-
ity, and promote remote construction. Although robots
have already boosted the productivity of several indus-
tries, some attributes of the construction industry inhibit
the wide application of construction robots [8]. First, the
unique and static nature of the construction product re-
quires robots being able to move to the workspace, accu-
rately localize themselves, and conduct a series of different
actions on the product [9, 10]. Second, the unstructured
construction site limits theworkspace of the robot and adds
to the difficulty of robot motion planning and localization
[11, 12]. Third, the moving workers, components, and
construction equipment require robots to be able to com-
prehensively perceive the environment and make quick
responses [13].

In addition, construction work has relatively loose tol-
erances [14, 15]. The evolving as-built structure and some
construction materials may deviate from designed geom-
etry, which requires adjustment of high-level task plans
accordingly [16]. Although the recent development of
artificial intelligence algorithms allows robots to be pro-
grammed with adaptability, it is not cost-effective or prac-
tical to equip and program construction robots with such
high perception ability and adaptivity to cope with all po-
tential issues on construction sites [17]. Human-robot col-
laboration (HRC) combines human beings’ cognitive abil-
ity with robots’ competency in power, speed, and accuracy,
and has thus become a promising solution for robotizing
construction work.
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Several HRC methods have been adopted in the con-
struction industry. An intuitive method for collaborative
human-robot construction is to lead the robot by directly
applying forces to the robot or the object carried by the
robot through physical contacts, such asMULE135 (Mate-
rial Unit Lift Enhancer) [18] and curtain wall installation
robot [13]. It relieves construction workers from high
physical stress while retains their operation agility. How-
ever, it still requires humanworkers to be present alongside
the robot. Considering the needs of performing construc-
tion work remotely, several teleoperation techniques have
been proposed for construction robotics, such as joysticks
[19], haptic devices [20], wearable sensors [21], and vi-
sion detection systems [22]. Although teleoperation can
protect workers from potential dangers on-site, operating
robots with multiple degrees of freedom (DOFs) requires
expertise. The robot is moving at the same time as human
operation and the human needs to figure out and lead the
robot through the full manipulation path. There are also
safety issues caused by the limited perception of working
environments [13]. Recently, the emergence of commer-
cial head-mounted devices promoted the application of
immersive virtual reality (VR), augmented reality (AR),
andmixed reality (MR) inHRC. For example, VR has been
used to study worker reactions while sharing workspaces
with robots and AR has been used to give worker instruc-
tions to cooperate with robots [23, 24]. Therefore, a safe
and intuitive HRC interface for construction robots that
takes advantage of immersive technologies and allows re-
mote operation is proposed.

The objective of this paper is to propose a real-time,
process-level, immersive VR digital twin for intuitive and
remote human-robot collaborative construction work. The
human worker performs high-level decision making and
supervision in an immersive VR digital twin of the con-
struction site. The robot is responsible for detailed motion
planning and task execution on-site. The detailed motion
plan and robot status information are visualized in VR for
human approval before actual execution. A case study
involving imperfect rough carpentry (i.e., stud framing)
and a 6DOF KUKA drywall-installing robot arm is con-
ducted to demonstrate and evaluate the digital twin system.
The construction site and robot arm are emulated in the
Gazebo simulator that allows rapid prototyping of robotic
tasks and direct subsequent transfer of the methods to the
corresponding real robotic platforms [25].

2 Collaborative Human-Robot
Construction System

Figure 1 gives an overview of the proposed collaborative
human-robot construction framework. The human worker
interacts with the robot through an immersiveVR interface
developed in Unity3D. The Oculus Rift S VR headset and

the Oculus Touch controllers are used to create the VR
experience. The immersive VR interface is connected to
the robot operation environment (i.e. the construction site
environment in which the robot performs the task) via the
Robot Operating System (ROS) as the computational core.
The computational core is responsible for computation
and data processing. It also acts as the communication
tool between the human and the robot. In this section,
the immersive VR interface and the computational core
are discussed in detail. The operation environment is
discussed later in the case study.

2.1 Immersive VR interface
2.1.1 Immersive VR environment

The immersive VR environment is the digital twin of
the construction environment. There are two common
methods of developing the VR model of a construction
site. One of them is to use the 3D CAD model, such as
Building Information Modeling (BIM) [26]. It is fast and
convenient to be loaded as a VR scene but it cannot reflect
actual construction site environment since the built struc-
ture could deviate from design and there would be obsta-
cles stacking on-site during construction. Another method
is to construct point clouds from laser scanners or RGBD
cameras [27]. However, it takes significant computational
resources to construct the point cloud of a construction site
and use it in VR. Therefore, this research uses a combina-
tion of the as-design BIM model and as-built point clouds
of workspace obtained from the sensors to create the VR
digital twin of the construction site (Figure 2).
The general construction site environment is generated

from the BIMmodel. For the non-critical components, the
BIM models are directly loaded and used in VR. It cre-
ates a realistic construction environment VR experience.
The non-critical components indicate components that are
outside the robot workspace or components that are inside
the robot workspace but their deviations from design do
not influence user decision making and robot execution
processes. The BIM models of the critical components
are set as semi-transparent so that the user can visualize
how the structure is designed and supposed to be built.
Meanwhile, the robot workspace is captured by RGBD

cameras placed on the construction site. The RGBD im-
ages are sent to the computational core for processing
and then transferred to Unity3D for visualization in VR
in near real-time. The point cloud overlays the semi-
transparent as-design BIM model so the differences be-
tween the as-design and as-built geometry can be in-
spected. Point clouds can also capture the dynamic condi-
tions in robot workspace, such as workers and obstacles,
and show it in the VR. The human worker can view the
as-built workspace conditions for decision making, such
as deciding how and where to install the next component.
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Figure 1. Collaborative human-robot construction system overview

Figure 2. Immersive VR environment construction

2.1.2 Robot digital twin model

There are two full-scale robot models in the VR scene,
which overlap with each other in the original state. One
of them shows the planning state of the robot. It is used to
visualize the robot motion plan (Figure 3(a)). The other
one shows the actual state of the robot for execution sta-
tus visualization (Figure 3(b)). The two robot models are
referred to as the “planning” robot and the “execution”
robot respectively in the rest of this paper. The KUKA
robot arm model is built in Unified Robotics Description
Format (URDF) in the ROS computational core, which has
the same size and configuration as the actual robot [28].
The model is then transferred from ROS to be loaded as a
game object in VR using the ROS# library [29]. The VR
robot models preserve the kinematic and dynamic prop-
erties of the robot and can be controlled by subscribing
messages from the computational core.

2.1.3 Interactive VR elements and functions

One of the advantages of immersive VR is that the user
can have realistic experience while overcoming some re-
strictions of the real world. For example, users can receive
extra information that they cannot directly achieve from the
real world, such as the comparison between the as-design
and as-built geometry, and overcome some real-world con-
straints, like gravity.

Figure 3. VR robot models (a) “planning” robot (b)
“execution” robot

Our digital twin system includes several interactive VR
elements. An interactive billboard with two functions has
been developed. First, it shows the user system messages
that cannot be directly obtain even from the actual con-
struction environment, such as warning messages from
ROS. Second, the billboard can also be used as an input
device inside VR where the user can give commands to
the system by interacting with the buttons on the screen.
Users’ sight could easily be occluded in complex con-
struction environments. Therefore, instead of fixing the
billboard to one location, our system allows users to ma-
nipulate it with the VR controller and adjust its pose and
view at their convenience. The billboard can be suspended
in the air as how it has been placed. As the environment
changes, users can always put the billboard at a new de-
sirable position. Some interactive construction materials
have been created for pick-and-place related tasks, which
can also be grabbed and suspended in the air, for the user
to perform high-level task planning. It should be noted
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that although the paper mainly discussed pick-and-place
related cases, the system can be generalized to many con-
struction tasks by adding customized interactive elements
and functions.

2.2 Computational Core

ROS has been used as the system computational core.
ROS is an open-source system that combines a variety of
tools and software libraries for robot operation [30]. It can
communicate with Unity3D, Gazebo, and the actual robot.
In our system, ROS is also responsible for sensor data
processing, motion planning, and robot control besides
communication.

2.2.1 Communication

The system communication framework is shown in Fig-
ure 4. ROS# is used for communication between ROS and
Unity3D [29], and gazebo_ros_pkgs is used to interface
Gazebo with ROS [31]. As the program starts, Gazebo
starts to constantly publish sensor data and robot states to
ROS. In the meantime, ROS processes the sensor data and
publish the processed data and robot states to Unity3D,
which is then visualized as the point cloud and the state
of the “execution” robot in VR. Based on the point cloud,
the user develops the task plan and sends it to ROS after
confirmation. ROS then generates a collision-free motion
plan accordingly.
The motion plan is sent back to Unity3D and is visual-

ized by the user on the “planning” robot. If the user is not
satisfied with the motion plan, they can either adjust their
task plan or request another motion plan from ROS which
in turn generates a new motion plan in response. Upon
user approval, a message is sent to ROSwhich converts the
motion plan into execution commands to control the ac-
tual robot. As the actual robot executes the work, updated
robot state messages are received by ROS and Unity3D.
The “execution” robot in VR moves accordingly.

2.2.2 Sensor data processing

Several Microsoft Kinect cameras are placed on the
virtual construction site in Gazebo to capture robot
workspace. The RGBD images captured are converted
into point clouds. Point clouds from different cameras
are transformed into the world frame based on respective
camera positions and rotations and then concatenated into
one single point cloud. The point cloud is then downsam-
pled with the voxel grid filter. Finally, it goes through the
self-filtering process. Self-filter removes visible parts of
the robot from the point cloud based on the current robot
state.

2.2.3 Motion planning

After receiving the user-specified task plan, the corre-
sponding end-effector pose is calculated. The robot then
plans a trajectory to that pose so that both the robot it-
self and the object carried by the robot do not collide
with the environment. The motion planning is conducted
by MoveIt, a robotics manipulation platform in ROS [32].
The point cloud after processing discussed earlier is further
processed by OctoMap into a 3D occupancy grid map of
the environment [33]. The OpenMotion Planning Library
is used as the motion planner and the Flexible Collision
Library is used for collision detection [34, 35]. The inverse
kinematics is calculated by the Kinematics and Dynamics
Library numerical jacobian-based solver [36]. The joint
velocity and acceleration limits are taken into considera-
tion to time-parameterize the generated path. After that,
the time-parameterized path is sent to Unity3D as separate
states for visualization on the “planning” robot.

2.2.4 Robot Control

When the user approves the trajectory plan in VR, ROS
will be notifiedwith an approvalmessage. The ros_control
package is then used to convert the approved trajectory plan
into robot control commands [37]. It obtains joint state
data from the encoders of robot actuators and generates
output with PID controllers to robot actuators.

2.3 Case Study
A drywall installation case study with a 6DOF KUKA

robot arm that is capable of real constructionwork has been
conducted to evaluate the immersive digital twin system.
The user guides the robot arm to pick up a drywall panel
placed on the ground near the robot and place it on a wall
frame that is built with deviations from design. Figure 5
shows the robot operating environment in Gazebo, which
represents the actual construction site, and its VR digital
twin in Unity3D. ThreeMicrosoft Kinect cameras are used
to capture the robot workspace environment in Gazebo.
Figure 6 shows the point cloud before and after process-

ing. Points on the ground panel are also removed with the
RANSACplane segmentation algorithm. InVR, a drywall
panel is set to be the interactive construction component,
which is in the same shape as the actual drywall. The user
will first observe the wall frame geometry from the point
cloud and decide how to install the drywall panel onto the
frame. The user can then demonstrate the task plan by
grabbing the interactive panel and placing it at the desired
installation position. The buttons on the interactive bill-
board provide options for fast and accurate adjustment of
the orientation of the interactive panel.
The robot will first pick up the drywall panel on the floor

and then wait for the user to specify the task plan. The
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Figure 4. System communication framework

Figure 5. (a) Robot operation environment (b) VR environment

user can know whether the robot has successfully picked
up the panel from the billboard and the panel will change
color after being picked up. After the user confirms the
task plan, ROS starts to develop the detailed motion plan
to place the panel to the user-specified positionwhile send-
ing planning status messages (e.g. in progress, success,
reasons of failure) to the user via the billboard. After mo-
tion planning, the “planning” robot demonstrates the plan
to the user while the actual robot stays still (Figure 7).

Upon approval, ROS controls the actual robot to execute
the approved motion plan and update the user with execu-
tion status messages. At the same time, the “execution”
robot is synchronized with the actual robot by subscrib-
ing to the actual robot state messages so that the user can
perceive actual robot status from VR (Figure 8).
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Figure 6. Point cloud (a) before processing (b) after
processing

Figure 7. "Planning" robot demonstrating motion
plan

Figure 8. Synchronizedmovement of (a) actual robot
and (b) execution robot

3 Conclusion
In this study, a real-time, process-level, immersive digi-

tal twin system for collaborative human-robot construction
work is proposed. The system has several advantages.
First, human workers can visualize construction site
conditions and collaborate with the robot remotely, which
protects them from potential dangers on the construction
site. Second, the communication network allows the
human worker and the robot to exchange task plans and
status information in near real-time. Third, it allows the
human worker to improvise high-level construction plans
based on as-built construction site geometry. Last, the
robot develops its motion plan and carries out physical
construction work on-site, which significantly reduces
human workload. In ongoing work, our research team
is experimenting with real robots and implementing the
immersive digital twin system with mobile robot arms.
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Abstract -

This paper presents the developments achieved via the
Social Cooperation Program “Intelligent Construction Sys-
tem,” from three primary perspectives: environmental mea-
surements, improvements in remote operability, and im-
provements in efficiency and automation of remote opera-
tion. For improvements in remote operation, environmental
measurements of the disaster sites are critical. Therefore, a
method to integrate the data from drones and ground-based
vehicles in order to generate 3D maps was proposed. Another
method for estimating the changes in soil volumes through a
3D map based on drone data was also proposed. Finally, to
estimate the trafficability in disaster sites, a cone index-based
method employing spectral images was proposed. Improving
remote operability is essential to facilitate improved working
conditions for operators. Considering this, a method provid-
ing human operators with a bird’s-eye view of remotely op-
erated machinery from any perspective was proposed. Addi-
tionally, to avoid the tumbling of remotely operated machin-
ery, a running stability presentation method was proposed;
this method presented the human operator with a tumble
risk index. For improving efficiency and automation, an au-
tomatic camera control method, based on requirements of
construction machine operators, was proposed. Using this
method, the need for a dedicated human camera operator
could be bypassed. Furthermore, for the automatic mea-
surement of construction time and content, a method based
on deep learning and using cameras for recognizing the ac-
tions of construction machinery was proposed. Preliminary
experiments on some of the proposed methods in real envi-
ronments yielded promising results.

Keywords -

Intelligent construction system; Environmental measure-

ment; Improving remote operability; Automation; Efficiency
improvement

1 Introduction
Japan experiences several earthquakes and volcanic

eruptions as it is located on a crustal deformation zone.
Moreover, the country also experiences heavy rainfall due
to its dense forests (accounting for approximately 70%
of the country’s area). Such environmental conditions
result in several natural disasters such as lava and debris
flows due to volcanic eruptions, landslides caused by earth-
quakes, and flooding of rivers due to heavy rainfall. In the
event of such natural disasters, it is necessary to promptly
conduct appropriate investigations and restoration activ-
ities in order to prevent any further damage. However,
disaster sites, i.e., the areas affected by these natural dis-
asters, present a certain amount of risk due to secondary
disasters. Disaster recovery efforts should be implemented
soon after a disaster. Thus, considering the potential risk
of secondary collapses or disasters, remotely controlled
robots and remote-operated construction machinery are
employed, which allows the human operators to work
from a safe distance. However, such methods are asso-
ciated with low work efficiencies, and they also prolong
the time required for disaster recovery efforts. Therefore,
a more efficient and intelligent construction system is nec-
essary. For this purpose, a Social Cooperation Program
“Intelligent Construction System”was organized by The
University of Tokyo and Fujita Co., Ltd, in October 2017.
The goal of this program was to research, develop, and
establish an intelligent construction system for the inspec-
tion of infrastructures as well as for repair and disaster
recovery efforts. This program focuses on utilizing in-
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telligent construction technology achieved via advanced
equipment, such as unmanned ground vehicles (UGVs)
(including remote controlled robots and unmanned con-
struction machines), drones, and information and commu-
nications technology.

This paper presents the advancements achieved via
the Social Cooperation Program “Intelligent Construction
System,” from three main perspectives: environmental
measurements, improvements in remote operability, and
improvements in efficiency and automation of remote op-
eration. For the environmental measurements, we intro-
duce methods for generating 3D maps, estimating changes
in soil volume, and determining trafficability. To improve
remote operability, we introduce methods for providing
a bird’s-eye view of remote-operated machinery and for
avoiding the tumble of UGVs. Finally, for the improve-
ments in efficiency and automation, we introduce methods
for presenting images via automatic control of external
cameras and recognizing the actions of construction ma-
chinery.

2 Environmental measurement
2.1 Generation of 3D map with scale and slope infor-

mation

At a disaster site, the topography and surrounding envi-
ronment vary with respect to time. Therefore, unmanned
construction machines should be operated based on the
disaster scenes measured over a wide area as well as real-
time data regarding changes in topography and surround-
ing environments. Therefore, studies have been conducted
on environment map generation using UAVs [1]. To bet-
ter understand the different conditions of a disaster site,
we are developing a 3D map generation method that inte-
grates data measured via drones and unmanned construc-
tion equipment [2]. By integrating the data acquired from
drones and the inertial measurement unit (IMU) sensors
mounted on UGVs, this proposed approach generates a 3D
map comprising scale and slope information, as shown in
Figure 1.

In addition, to monitor the ground information of dis-
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Σ𝑤
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𝑧𝑤
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Figure 1. 3D map with scale and slope information

aster sites, we are developing a method to estimate the
variations in soil volumes [3]. The ground at disaster sites
is altered due to the gradual unloading of landslides and
sediments. With regard to this, the proposed method com-
pares a local map after terrain change with a global map
prior to terrain change, in order to obtain the changes in
soil volume as a 3D.

2.2 Trafficability judgment of UGV by ground mea-
surement

Disaster sites can comprise soft soils, which cannot be
traversed using UGVs, because such vehicles can get stuck
and tumble in soft soils. Therefore, several researchers
have studied the judgement the trafficability of UGVs
[4]. However, no studies have focused on the non-contact
judgement of trafficability with soft ground having a cone
index of less than 200 kN/m2, such as a landslide disaster
site, as a target. Therefore, to ensure safe operation of
UGVs at disaster sites, we are developing a method for
judging the trafficability of UGVs without contact, based
on the cone index [5]. The cone index is determined by
the soil type and its water content. For this method, ground
surfaces are evaluated via a multispectral camera, and the
soil type and water content of the ground are estimated.
The cone index is calculated based on these estimation
results and used to determine the trafficability of UGVs.

3 Improving remote operability
3.1 Bird’s-eye view image presentation

Remote-operated UGVs are effective for disaster recov-
ery and inspection work in environments that are difficult
for people to enter. When working with a remote-operated
UGV, it is necessary to present an image to the operator.
If the operator is presented with multiple camera images,
the effectiveness of recovery or inspection efforts can be
degraded. A single video depicting the surrounding en-
vironment is more effective. Therefore, several studies
have been conducted on image presentation for improving
the remote operability of UGVs [6]. To ensure improved
operability, to view the remote-operated UGV as a single
image, under this project, we are developing a bird’s-eye
view image that can be viewed from any angle. The pro-
posed method generates a bird’s-eye view image by using a
laser range sensor and multiple fish-eye cameras mounted
on a UGV [7]. The proposed method involves measuring
the surrounding environment using a laser range sensor
and generates a 3D mesh model of the wall. The wall
is assumed to be perpendicular to the ground. A bird’s-
eye view image in an indoor environment is generated by
projecting the image acquired from each fisheye camera
on the generated 3D mesh model. By presenting a single
bird’s-eye view image, it is possible to recognize the rel-
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Figure 2. Obstacles presentation on bird’s-eye view
image

　　

ative positions of the UGV and the wall and to improve
remote operability in an indoor environment.

Furthermore, the path of the UGV can be obstructed
by obstacles. Information regarding the relative positions
of the UGV and obstacles can be effective for obstacle
avoidance. Therefore, we are also developing a bird’s-eye
view image depicting the obstacles, as shown in Figure
2 [8]. This method generates a bird’s-eye view image
with a fish-eye camera mounted on the UGV. In addition,
the surrounding environment is measured using the dis-
tance sensor mounted on the UGV. Finally, the obstacle
is presented in the bird’s-eye view image by integrating
the different types of information. By presenting a single
bird’s-eye view image, it is possible to recognize the rela-
tive position of the UGV and the obstacle and to improve
remote operability.

These methods involve measuring the distance to the
object with a sensor. However, we are also researching a
method to estimate the depth from only image information
[9]. In this study, high- and low-spatial-frequency features
were extracted from two images with different viewpoints,
and two types of features with different frequency features
were extracted. We generated a single feature by mix-
ing these two different features. Finally, the depth was
estimated via depth regression based on a single feature.

3.2 Tumble avoidance

When driving on the uneven grounds of a disaster site,
it is necessary to avoid tumbles. However, it is difficult for
operators to avoid tumbles using only information from
the UGV’s onboard sensor feedback. Therefore, several
researchers have studied the tumble avoidance of UGVs
[10]. We are currently developing a UGV running stability
visualization method [11]. This method calculates the
“stability” of a UGV using 3D ground surface informa-
tion acquired via environmental measurements, through a

UGV

(a) External view

UGV Probability of tumble

(b) Bird’s-eye view image

Figure 3. Presentation of the probability of tumble
　　

dynamics simulation. Thereafter, the probability of a tum-
ble along the route selected by the operator is presented,
as shown in Figure 3. In addition, we are constructing
a method for the autonomous avoidance of tumbling; in
this method, a manipulator mounted on the UGV is au-
tonomously controlled to mitigate any detected tumbles.
This method prevents the UGV from tumbling by moving
its center of gravity via the autonomously controlled ma-
nipulator. Accordingly, the posture of the UGV is altered
and its stability is improved.

4 Improvement of efficiency and automation
4.1 Image presentation by automatic control of exter-

nal camera

During the embankment work of unmanned construc-
tion, the operator operates unmanned construction ma-
chinery based on external camera images. In such cases,
the unmanned construction machine and the external cam-
era are operated by the machine operator and the camera
operator, respectively. Such an arrangement can lead to
operation-related issues, because the camera operator may
not present the view required by the machine operator.
Several studies have been conducted on image presentation
for remote construction [12].We are currently developing
a method for the automatic control of external cameras
[13]. In this method, to present the images desired by
the machine operator, the video presented to the machine
operator, the operator’s gaze, and the machine operator’s
voice were recorded and analyzed, in an actual unmanned
construction site. Based on the results, the required speci-
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Figure 4. Automatic control External camera image

fications of the external camera image were extracted. The
proposed method automatically controls the pan, tilt, and
zoom of external cameras based on the extracted require-
ments for embankment work. Thus, appropriate external
camera images are automatically presented to the machine
operator, based on the construction requirements, as shown
in Figure 4. Equivalent results were obtained for work time
and visibility through a comparison between the image ob-
tained using the proposed method and the image operated
by the camera operator.

4.2 Hydraulic excavator action recognition

For effective management of construction machineries,
it is essential to quantitatively determine the operation
times and actions of these machineries. There are several
studies on the action recognition of hydraulic excavators
based on images [14]. In previous research, the action of
the hydraulic excavator was recognized via deep learning,
based on learning from actual hydraulic excavator videos.
However, collecting a large amount of video data of actual
hydraulic excavators is a significant challenge. To improve
generalization, it is necessary to collect a large amount
of data on hydraulic excavators of different sizes, colors,
and shapes. Therefore, we are developing a method for
recognizing the actual hydraulic excavator action via deep
learning using simulation data of the hydraulic excavator
action as a training dataset [15]. This method involves
creating the data for recognizing the action of a hydraulic
excavator in the dynamics simulation. We focused on three
actions—digging, piling, and turning. These actions are
learned based on simulation data. Then, a video filter
is used for each data point to address the gap between
the simulation data and the actual data. As a result, the
action is recognized with an accuracy of 53.7%. This
result shows the effectiveness of the proposed video filter,

which is more than 20% higher than the action recognition
result obtained using CNN+LSTM under the same data
condition.

5 Conclusion
This paper presents the advancements resulting from

the Social Cooperation Program “Intelligent Construction
System” for environmental measurements, improvements
in remote operability, and improvements in efficiency and
automation of remote operation. For the environmental
measurements, we introduced methods for generating 3D
maps, estimating variations in soil volumes, and determin-
ing trafficability. For the improvement of remote operabil-
ity, we introduced methods for presenting a bird’s-eye view
of remote-operated machinery and for the tumble avoid-
ance of UGVs. For improving efficiency and automation,
we introduced methods for presenting appropriate site im-
ages via automatic control of external cameras and for
recognizing the actions of construction machinery.

As future efforts, we plan to validate the proposed meth-
ods at actual construction sites. In addition, we aim to fur-
ther improve the construction efficiency, reduce manual
labor, and improve intelligent construction.
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Abstract -
Concrete is a major contributor to the environmental im-

pact of the construction industry, due to its cement content 
but also its reinforcement. Reinforcement has a significant 
contribution because of construction rationalisation, resort-
ing to regular mats or cages of steel bars, despite layout-
optimisation algorithms and additive-manufacturing tech-
nologies. This paper presents an automated framework, 
connecting design and fabrication requirements for the op-
timisation of spatial layouts as of reinforcement of concrete 
structures, by the means of robotic filament winding.

Keywords -
Automated construction; Concrete structures; Reinforced 

concrete; Strut-and-tie models; Layout optimisation; Wound 
reinforcement; Digital fabrication; Additive manufacturing; 
Robotics; Robotic filament winding; 3D winding; Coreless 
winding; Trajectory planning

1 Introduction
This paper presents research on the automated reinforce-

ment of concrete structures, investigated in the framework 
of the research project Automating Concrete Construction 
(ACORN) [1, 2].

1.1 Context

The construction industry is responsible for nearly 50%
of the UK’s carbon emissions [3]. More specifically, con-
crete construction is the main culprit, with more than 5%
of the carbon emissions worldwide. The environmental 
impact of reinforced concrete stems from the amount of 
cement as well as the amount of reinforcement [4]. Layout 
optimisation applied to strut-and-tie models can find opti-
mised tensile reinforcement for various concrete elements 
[5, 6]. However, these optimised layouts are not affordable, 
or even feasible, without significant post-rationalisation to 
build such reinforcement from stiff bar elements. Extreme 
rationalisation resorts to the use of standardised reinforce-
ment bars, mats and cages, which require a higher amount 
of material and energy to produce. However, the use of

advanced fabrication strategies and additive manufactur-
ing, combined with robotics, provides an opportunity to
automate the fabrication of complex optimised layouts of
reinforced concrete structures using flexible filament ma-
terials.

1.2 Literature review

Short fibres can improve durability, provide a mini-
mum tensile reinforcement against cracking and isotropic
strengthening [7]. However, short fibres do not reinforce
specific directions to carry high local tensile stresses based
on an optimised layout. Reinforcement mats can carry
higher tensile stresses, but the use of non-optimal, homo-
geneous and orthogonal meshes demands more material,
and their placement is hard to automate, requiring patch-
ing and overlapping to map large-span plates or shells with
double curvature [8, 9]. High, local, oriented tensile ca-
pacity can be provided by long fibres, or filaments [10].
Moreover, filaments are suitable for automated additive
manufacturing [11], as commonly proven in the automo-
tive industry to produce composite parts thanks to robotic
filament winding [12]. For instance, the technology Fi-
breTEC3D [13, 14], developed by Daimler and CIKONI,
winds spatial layouts to produce mechanically-optimised
components. In the construction industry, Spadea et al.
[10] wound shear reinforcement for concrete beams using
a rotating mandrel as core and Prado et al. [15] wound fil-
aments to form composite shells using robotic arms hold-
ing boundary frames, instead of using a core. Filament
winding of tensile reinforcement offers the flexibility to
produce complex but optimised shapes and is suitable for
automation using robotic arms. Moreover, achieving core-
less winding removes the constraint of laying the filament
on the surface of a core object, whose fabrication can be
saved.

1.3 Outline

This paper presents an automated framework for the op-
timisation of tensile reinforcement for concrete structures
that are suitable for robotic filament winding. Section
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Figure 1. Workflow for the robotic filament winding of tensile reinforcement for concrete structures, including
fabrication-informed generation, optimisation and rationalisation.

2 presents the automated framework, taking into account
the constraints of the formwork system during the process
of structural optimisation and the additive-manufacturing
strategy for fabrication rationalisation. Section 3 applies
this framework to a standard, benchmark plate with nu-
merical results comparing the material quantities before
and after rationalisation.

2 Automated framework
The workflow, illustrated in Figure 1 and detailed in

this section, includes structural optimisation and rational-
isation informed by fabrication requirements according to
the following steps:

1. Define the winding points in the formwork system;

2. Generate a ground structure based on these points,
which includes all the admissible winding passes;

3. Optimise the layout of this ground structure to ob-
tain a strut-and-tie model with a minimal amount of
tensile reinforcement;

4. Rationalise the tensile layout for robotic filament
winding by creating a continuous path using graph
Eulerisation;

5. Generate the trajectory for robotic winding around
the formwork elements.

2.1 Formwork system

For coreless winding of a spatial layout made of a flex-
ible filament, winding points are necessary for anchoring
and deviating the filament and for tensioning it before con-
creting.

Such winding points can be included in the formwork
of any structural system, such as beams, plates or shells,
as illustrated in red in Figure 2. These elements must be
designed according to the formwork strategy, be it rigid
timber frame or flexible membrane, for instance. Stiff pins
that can transmit the shear forces of the tensioned filament

to the formwork can be reused, by covering them with a
sliding lost cap and by removing them before demoulding,
and the resulting void subsequently grouted.
The higher the density of these elements, the more

diverse the range of potential reinforcement layouts, al-
though these elements have a cost in terms of production
time and material consumption. The position of these
winding points serve as input for structural optimisation,
informed by the available design space.

2.2 Structural optimisation

The structural design of the reinforcement for concrete
structures is based on layout optimisation using a strut-
and-tie model.
Strut-and-tie models are discrete stress fields use to de-

sign concrete structures as a set of compressive struts and
tensile ties for the given support and load conditions. Their
justification is based on the lower-bound theorem of plas-
ticity. While concrete plays the role of the compressive
struts, the reinforcements act as tensile ties. Structural
analysis of the strut-and-tie model provides the stresses
and the necessary cross-sections of tensile reinforcement.
This model can include any combination of lines connect-
ing the winding points in the formwork system, which can
all be built using filament winding.
In this combinatorial design space of tensile ties, some

layouts are more efficient and therefore require less re-
inforcement. The search through this space of feasible
layouts is performed using layout optimisation [16, 17].
Such methods minimise the amount of material, which is
equivalent to the total load path !%, which is the sum of
the force �8 times the length !8 in each edge 8 over the
entire set of edges � :

!% =
∑
8∈�
|�8 |!8

.
Minimising the amount of tensile reinforcement is

equivalent to minimising this load path, when the loca-
tion, magnitude and direction of the external forces is the
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(a) Beam (b) Plate (c) Shell

Figure 2. Formwork systemwith winding points, using elements in red to anchor and deviate the flexible filament.

same. Indeed, according to Maxwell’s theorem [18], the
algebraic load path, which comprises the tensile part )
and the compressive part �, only depends on the applied
loads: ∑

|�) |!) −
∑
|�� |!� =

∑
P · r,

with P the external loads and r their position vectors from
any arbitrary reference point. Since the algebraic load
path is constant for a given set of loads, decreasing the
total volume of material decreases in equal volume the
compression material and the tension material.
Therefore, global layout optimisation provides the min-

imum reinforcement.
After optimisation, the discrete cross-section � 5 of the

filament must be included. For each tensile element, the
force �) is retrieved to find the necessary number = of
filament passes that must constitute this element to take
this force, based on the filament tensile strength 5 5 :

= =

⌈
�

� 5 · 5 5

⌉
.

The lower the filament cross-section, the lower the loss
of material due to the rounding up and oversizing, but the
higher the number of passes and the production time.
As the initial ground structure was informed by the

location of the winding points in the formwork, the result-
ing structurally-optimised layouts include only passes that
can be realised by the filament. Even though significant
post-processing is not necessary, a rationalisation step is
required to obtain a continuous path through the tensile
reinforcement layout. This specific continuity require-
ment prevents from multiple interruptions of the filament-
based fabrication process, whether manually or robotically
wound.

2.3 Fabrication rationalisation

From the optimised layout, a continuous path for fila-
ment winding must be computed that respects the required

number of passes per tensile element. From this continu-
ous path, a robotic trajectory is generated that winds the
reinforcement around the winding points of the formwork.
However, the existence of such a continuous path is

not guaranteed for any graph of nodes and edges. Here,
the graph consists of the winding points as nodes and
the tensile elements as edges. Since some edges require
multiple passes to achieve the necessary filament cross-
section, the algorithm is applied to a multi-graph, where
multiple edges can connect the same pair of nodes. For
each pair of nodes requiring = passes, = edges connect the
pair of nodes in the graph.
Figure 3a shows an Eulerian graph with a closed circuit,

marked with arrows, that visits each edge of the graph
exactly once. This strong constraint of a circuit can be
relaxed to an open path, as the wound filament does not
need to close. Such a graph is called a semi-Eulerian
graph, as in Figure 3b with path extremities marked with
white nodes. However, some graphs do not have such
paths nor circuits, such as the one in Figure 3c.

(a) (b) (c)

Figure 3. Eulerian properties of graphs: (a) an Eu-
lerian graph with a cycle, (b) a semi-Eulerian graph
with a path and (c) a graph without path visiting
each edge exactly once.

The problem of finding a path can be solved with Eu-
lerisation algorithms, which convert graphs into Eulerian
graphs, which have the property of containing a circuit,
or closed path, that visits each edge of the graph exactly
once. The Eulerisation problem is also called the Chinese
Postman Problem (CPP) [19]. The CPP searches for edges
to add to obtain a circuit. In Figure 4, Eulerisation of the
graph yields two Eulerian graphs. Tominimise the amount
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of material for needed reinforcement, the one that corre-
sponds to a minimal length of added edges is retained.
This algorithm is adapted to perform semi-Eulerisation to
find a continuous path by considering different path ex-
tremities, highlighted in white in Figure 5, resulting in
more semi-Eulerian graphs, with fewer edges added due
to rationalisation.

Figure 4. Eulerisation of a graph by adding edges to
find a closed circuit.

Figure 5. Semi-Eulerisation of a graph by adding
edges to find an open path.

However, because the tensile parts can form discon-
nected graphs, and because other edges in the ground
structure represent other potential winding passes, the
Rural Postman Problem (RPP) [20] is used, which is a
generalisation of the CPP. The RPP, also called priority-
constrained CPP, finds a circuit that visits each required
edge exactly once and potentially visits optional edges of
the graph to form a circuit or path. Here, the required
edges are the tensile edges and the optional edges are all
the edges of the ground structure.

While the CPP is NP-complete, the RPP is NP-hard.
Therefore, multiple algorithms exist to solve this problem
based on heuristics. Here, the sub-paths are found for
each disconnected component first, using aCPP algorithm.
Then, as shown in Figure 6, these sub-paths, simplified as
black edges, are iteratively connected in a greedy approach
by adding the shortest optional path, highlighted in red,

among all the possible ones, until they form a general path
that connects all the sub-paths.
As a result, a continuous path is found through the

tensile part of the optimised strut-and-tie model, taking
into account the number of passes per edge.
From the continuous path, a trajectory for robotic wind-

ing around the formwork points is obtained.
The bulk of the formwork elements informs the offset

of the lines connecting the axes of these elements. The
orientation of the offset takes into account the relative
positions of the elements along the winding path. Figure
7 shows how from a path, in black, connecting winding
elements, in white, the trajectory, in red, alternates on the
right- and left-hand sides based on the successive path
turns. The trajectory passes by the opposite side of the
next element: winding from element 8−1 to 8, the filament
goes to the right-hand side of the path at the element 8 if
the next element 8 + 1 is on the left-hand side, and vice
versa.
Vertical sliding along the elements is assumed to be

prevented.
The robotic trajectory computation completes this auto-

matedworkflow to obtain an optimised layout towind rein-
forcement in concrete structures around formwork points.

3 Structural application
This automated workflow is applied to a classic plate

as a benchmark, though more complex shapes can be con-
sidered, as long as winding points are provided during the
fabrication process.

3.1 Parameters

The plate is a 5m x 5m square, has a thickness of 20cm,
is supported vertically at its bottom four corners and is
loaded at the top surface with a uniform downward vertical
load of 5 kN/m2. The concrete is considered to be C30/37
with a compressive strength 52=30MPa. The filament is
considered to be Fibre-Reinforced Polymer with a tensile
strength 5 5 =1500MPa and a cross-section � 5 =4.3mm2

[21]. The winding points in the formwork are organised in
a 6 x 6 x 2 array of 72 nodes, corresponding to a spacing
of 1m in-plane and 0.2m vertically, as shown in Figure 8
with the results of the automated workflow.

3.2 Results

The ground structure, shown in grey in Figure 8a, con-
nects all the pairs of the 72 winding points, highlighted as
white dots, to each other, representing all the

(72
2
)
=2556

edges that can be potential filament paths. Only edges
shorter than 3m are shown for clarity.
The optimised strut-and-tie model in Figure 8b shows

the support reactions in green, the external loads in orange,
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Figure 6. Semi-Eulerisation of a disconnected graph by finding first sub-paths, in black, and then connecting
them with the shortest optional paths, in red.

RIGHT

RIGHT

LEFT

RIGHT

LEFT

Figure 7. Winding trajectory, in red, from the fila-
ment path, in black, alternating between the right-
and left-hand sides.

the compressive struts in blue and the tensile ties in red.
The cylindrical elements are sized based on the internal
forces and corresponding material strengths. The tensile
load path amounts to 3266kN.m, or a theoretical material
volume of CFRP of 0.00218m3. A grid of winding points
with an XY spacing of 50cm gives 3004kN.m, or 8%
less, and an XY spacing of 25cm gives 2870kN.m, or
12% less, but also more than 3 times and 12 times the
number of formwork elements, respectively. These results
are summarised in Table 1.

Table 1. Tensile load paths for different densities of
formwork winding points

winding node
spacing [cm]

tensile load path
[kN.m]

nb. of winding
nodes [-]

100 3266 (100%) 72
50 3004 (92%) 242
25 2870 (88%) 882

Once computed the number of passes per tensile ele-
ment, the filament volume is 0.00241m3, an increase of
11%, for a total filament length of 561m. The graph in
Figure 8c illustrates the continuous filament path gener-
ated after semi-Eulerisation. The colours and thicknesses
illustrate the number of passes per edge, ranging from thin
green edges with 1 pass to thick red edges with 10 passes.

The filament volume is then 0.00246m3, an additional in-
crease of 2%, for a total filament length of 572m that can
be wound in one go. Eventually, the total increase of ma-
terial volume from the initial, optimal strut-and-tie model
including the winding points to the filament path amounts
to 13%. Table 2 summaries the material quantities at
the different steps of the optimisation and rationalisation
workflow.
The continuous curve in Figure 8d represents the path

of the extremity of the robot end-effector winding the fil-
ament around the formwork elements. The path time is
plotted as a colour gradient from red to blue, from an ex-
tremity to the other of the job. The material increase due
to the bulkiness of the formwork elements is not taken into
account.

Table 2. Reinforcementmaterial quantities after each
step of the optimisation and rationalisationworkflow

step volume [m3] increase [-]
layout optimisation 0.00218 -
discrete sizing 0.00241 +11%
graph eulerisation 0.00246 +2%
total +13%

3.3 Discussion

This case study shows the application of a digital
framework for the optimisation of structurally-sound and
fabrication-informed reinforcement layouts. The numeri-
cal results predicting the material quantities highlight the
trade-offs between the theoretical optimal design and the
feasible sub-optimal design. The waste of material due
to winding (2%) is low compared to the waste due to us-
ing a limited number of winding points in the formwork
(around 10%) and compared to oversizing due to the use
of a single cross-section for the filament (11%). These
parameters, number of winding points and discrete fila-
ment cross-section, also have an impact on the production
time, due to assembly/disassembly time of the formwork
and winding time of the robot, respectively. A physical
prototype of a structural element with a specific formwork
system will allow the evaluation of this impact. The spe-
cific setup will introduce additional constraints, related to
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SUPPORT REACTIONS
EXTERNAL LOADS

COMPRESSIVE STRUTS
TENSILE TIES

(a) Ground structure (b) Strut-and-tie model

1 PASS ... 10 PASSES ONE PATH END ... TO THE OTHER

(c) Connectivity graph (d) Winding path

Figure 8. Automated optimisation and rationalisation of a reinforcement layout suitable for robotic filament
winding applied to a concrete plate of 5m x 5m x 20cm.

reach possibilities and the collision risks, which will need
to be integrated into this automated workflow.

4 Conclusion
Advanced fabrication technology should enable the pro-

duction of optimised reinforcements, instead of resort-
ing to standardised and inefficient cages or mats, which
significantly contribute to the environmental impact of
reinforced-concrete structures. This paper presented an
automated framework for the design of optimised rein-
forcement layouts for concrete structures that are suit-
able for robotic filament winding. Its application to a
reinforced-concrete slab highlight the impact of the ra-
tionalisation steps and some of their parameters. Further
work consists of:

• parametric studies on the spacing of the formwork
points for winding, the filament cross-section, as well
as layout simplification, to reduce the production time

with controlled deviation from the optimal tensile
reinforcement;

• physical prototypes with detailing of the formwork
system and its winding points, exact generation of the
robotic tool-path and inverse kinematics that prevents
clashes, with the sequencing of the winding from the
bottom layer to the top layer of the reinforcement
layout;

• material and structural testing to understand the be-
haviour of this system, including the bonding between
concrete and reinforcement; and

• life-cycle assessment to compare the whole-life cost
of this approach with traditional methods, as com-
paring only embodied material can be misleading,
without taking into account production waste and en-
ergy.
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Abstract – 
Delivering energy-efficient buildings or 

settlements has become a popular topic amongst 
architects, engineers, and building engineering 
physicists. There are many methods for improving 
building energy performances, both for new build 
projects and for retrofitting existing buildings. 
However, the construction industry faces some 
profound challenges to satisfy the increasing demand 
for energy-efficient buildings or other solutions and 
to be able to offer them at an affordable cost. A 
holistic approach has been adopted to validate 
whether automation robotics and off-site 
manufacturing technologies can yield positive 
changes in the delivery of energy-efficient buildings. 
This paper emphasizes the potential transformations 
and possible impacts on the design, construction, and 
installation process of an energy-efficient building 
once the advanced technologies are implemented. 
This paper also highlights case studies in multiple on-
going or past European Union (EU) Horizon 2020 
research projects as well as private projects to 
demonstrate the applicability and technical feasibility 
of the proposed solution. The scenario proposed was 
used to demonstrate how to apply the proposal in a 
large-scale residential building project. In addition, 
the findings from this study will serve as proof of the 
concept of a larger research project, or as an 
inspiration for the construction industry to execute 
energy-efficient building projects in the future. 

Keywords – 
Prefabrication; Construction robotic; Energy-

efficient building 

1 Introduction 
At present, and in the near future, the build 

environment has many implications for peoples’ lives in 
Europe. The construction industry consists of a complex 
value chain and supply chain yet is also one of the major 
contributors to CO2 emissions and consumes a 

substantial amount of energy. Building activities 
consumes up to 40% of the total EU energy usage [1]. 
Recently, decarbonisation has become a popular topic so 
new policies and research initiatives are aiming to 
improve the overall energy consumption rates in new 
builds and existing building stocks. Many building 
activities belong to a construction project and the energy 
consumption rates differ between each activity across the 
entire building life cycle. For instance, the building 
operational phase consumes the most energy, which is 
why it is the area researchers and the extended industries 
are focused most. However, due to the complexity and 
fragmentation of construction tasks, it is very challenging 
to improve the overall performance of an energy-efficient 
building if it only addresses the operational phase and 
ignores the others. This paper provides a comprehensive 
insight into how prefabrication, construction automation, 
and technology integration have the potential to enhance 
entire segments of an energy-efficient building value 
chain from the design stage to the end of the building life 
cycle. The paper features several EU Horizon 2020 
research projects that validate the proposed solutions. 
These proposed solutions are an emphasis on the design, 
energy product integration, and construction processes in 
both new build and renovation projects. Introducing 
innovative methods and technologies to the construction 
industry requires cross-disciplinary collaboration 
between stakeholders, allowing interdisciplinary 
interaction and promoting collaborative work throughout 
the building life cycle. In addition, the featured solutions 
for energy-efficient building construction or renovation 
can be used as a proof of concept (PoC) for a larger 
research project within the respective parties [2]. 

2 Energy-efficient building construction 
strategy 

It is difficult to form a definition that would easily 
summarize the building construction process, let alone an 
energy-efficient building construction project. Building 
construction consists of various phases and tasks; each 
task involves specific skill sets, tools, and methods. 
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Buildings are designed, constructed, or located in 
different styles, materials, locations, respectively, and 
also sometimes have different functions. Occupants also 
change over the entire building life cycle. Ultimately, an 
energy-efficient building should consume less energy yet 
retain the same performance for as long as possible. To 
achieve maximum adaptability and flexibility, a building 
should be designed as a system rather than a collection of 
individual parts, which creates high levels of inefficiency. 
More flexibility in design also means the building can 
easily adapt to potential changes in requirements and 
demands.  The designer should consider all the building 
phases regarding building energy consumption and 
evaluate how the energy performance could be 
influenced by each construction phase throughout the 
building life cycle. 

In general, the building life cycle consists of four 
stages, including the planning stage, the building stage, 
the operational stage, and the decommissioning stage. 
The planning stage includes building site selection, 
obtaining a building permit, a regulation submission, 
building material selection, and general organization. 
The building stage involves logistics, site preparation, 
construction, site clearance, and building commissioning. 
Each construction method will have distinct energy 
requirements and the choice of construction method can 
instantly influence many aspects within the building 
phase, such as the selection of construction tools, 
management method, scheduling, and cost structure. The 
operational phase consists of usage, repair, maintenance, 
and upgrades of the building. Based on research, the 
operational phase uses up to 36% of the total energy 
consumption in the building life cycle. Moreover, a 
building should be designed to accommodate the selected 
technologies as well as to ease the repair and 
maintenance processes [3]. The decommissioning phase 
covers disassembly, large-scale alteration, demolition, 
and recycling. The waste generated by the construction 
sector is astronomical. In terms of an energy-efficient 
building, the building should be ungraded and reutilized 
rather than disposed of in a landfill site. Moreover, to 
achieve an energy-efficient design, the designer should 
take into account the embodied energy in the building 
lifecycle, which means being aware of the energy 
consumption associated with each building process, i.e., 
production, design, construction, operation, maintenance, 
and repair [4].  

A reduction of building energy consumption in 
building construction as well as in existing building stock 
is a vital part of the EU sustainable development 
strategies. Thus, the European Commission has set up 
relevant policies and directives that are aimed towards 
supporting energy-efficient buildings. For instance, 
Energy Performance of Buildings Directive (EPBD) was 
set up in 2002 [5], an Energy Policy for Europe was 

announced in 2007 [6], Energy 2020 was enacted in 2009, 
and Energy Performance of Building Directive was 
published in 2010 [7]. Due to building processes 
involving many stakeholders, implementing innovative 
building technologies requires an extensive cross-
disciplinary approach along with strong public-private-
partnerships in order to develop a feasible roadmap and 
applicable solutions for developing an energy-efficient 
building.   

3 Challenges and barriers 
The energy-efficient building development has been 

divided into the following stages: design, building 
structure, building envelope, construction process, end of 
life, integration, and cross-disciplinary collaboration. 
This section will evaluate the challenges and barriers 
imposed by each of these stages. 

The main challenges during the design stage are how 
to involve every key stakeholder from the earliest phase 
of the project as well as how to enhance interactions of 
the stakeholders to achieve cost-effective solutions. The 
main barrier associated with these challenges is a lack of 
a holistic approach for organizing construction tasks 
related to energy-efficient buildings. There are ample 
opportunities for miscommunication or a lack of 
communication between key stakeholders. Many 
stakeholders are reluctant to adopt Information and 
Communication Technology (ICT) tools and many of the 
regulations regarding energy-efficient building are 
complex and varied across the EU. The challenges that 
relate to the building structure stage are reducing the 
overall level of embodied CO2 level in all buildings and 
utilising building structures more effectively. The barrier 
associated with these challenges is how difficult it is to 
integrate innovative energy production products with 
existing building structures. Regarding improving the 
performance of the building envelope, the main 
challenges are improving the building envelope energy 
performance in both new builds and existing buildings, 
interconnecting innovative materials and technology 
with the existing envelope, complying with the 
regulations, and easing the installation process by using 
alternative construction methods, such as prefabrication. 
The barriers associated with the building envelope stage 
are fourfold. First, there is a lack of development in 
energy-efficient building envelopes. Second, most of the 
commercialized products are driven by local building 
code and investments. Third, there are high costs 
involved in industrialized systems and they are still not 
wildly accepted. Finally, the compatibility between the 
innovative technology and the existing building envelope 
is low. The main challenges and barriers related to the 
construction process include labour-intensiveness, 
inadaptability, and lacking innovation and a skilled 
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workforce. The construction sector is slow in adopting 
prefabrication and the initial investments for 
implementing an innovative construction method are 
high [8]. Understanding what the most feasible solution 
is for transferring the industry from traditional building 
demolition to deconstruction, upgrading, reusing, and 
recycling is the main challenge for a building’s end of life 
management. The main barriers with these are a lack of 
innovative recyclable construction material, the costs of 
building material recycling being high, and limited 
institutional, as well as technological, support for 
deconstruction. The next section summarizes numerous 
on-going or past European Union (EU) Horizon 2020 
research projects to investigate the practicable solutions 
for the aforementioned challenges. The selected projects 
also inspired the design of the proposed systems that shall 
be described in the later section. 

4    Methods 
Developing energy-efficient buildings or settlements 

still faces many challenges so it is essential to transform 
the barriers associated with each challenge into 
innovation opportunities for the designer to consider 
during each construction stage. The selected case studies 
provide a comprehensive insight into technology 
integration, prefabrication, and automated installation 
technology, and are focused on either new builds or 
renovations of a residential building, see Figure 1. 

4.1 Case studies  
4.1.1 Zero-Plus 

The ZERO-PLUS project was commissioned by the 
European Union's Horizon 2020 Research and 
Innovation Programme under Grant Agreement No. 
678407 [9]. In brief, the overall aim of the ZERO-PLUS 
project is to achieve near-zero and positive energy 
settlement by using innovative and cost-effective energy 
production products in Europe. The project consists of 
four case study countries: the United Kingdom (UK), 
Italy, France, and Cyprus, which cover various climatic 
regions in Europe. In the Cyprus case, the Freescoo 
system is an innovative desiccant evaporative cooling air 
conditioning system developed by SolarInvent in Italy. 
According to the structural features of the case study 
building, an installation wall was developed to simulate 
the installation processes of the Freescoo system, which 
can be installed either externally or integrated into the 
building envelope. The installation wall is comprised of 
galvanized strut channels, fixture profiles, roof panels, 
insulation panels, HPL stratified laminated cladding 
panels, and a maintenance access door. The installation 
wall components were prefabricated in Italy and then 
shipped to Cyprus, and the installation took three days to 

complete. There were two main lessons learned from the 
Freescoo case study. First, the system was too heavy for 
manual handling so the optimum method would be 
integrating the system with the wall element and hoisting 
it into place using a crane. Second, the installation time 
was slow due to many smaller loose parts, which could 
impose challenges when installing the system at extreme 
heights or while standing on a suspended working 
platform. Nevertheless, the ZERO-PLUS demonstrates 
that energy technology can be integrated with a building 
façade and that prefabrication technology could 
potentially improve product quality as well as improve 
installation processes incrementally.  

4.1.2     BERTIM 

BERTIM was also funded by the European Union’s 
Horizon 2020 Research and Innovation Programme 
under Grant Agreement No. 636984 [10]. The objectives 
of the project were to enhance a building retrofitting 
process by deploying an integrated timber frame façade 
module system and to develop an efficient manufacturing 
method for the timber façade. The timber façade module 
uses prefabricated windows, heating, ventilation, and air 
conditioning (HVAC) systems, and insulation materials 
were integrated ingeniously. The design, manufacturing, 
installation, and life cycle management systems were 
supported by an advanced Building Information 
Modelling (BIM) application. One of the challenges 
when installing an additional layer of the façade element 
on an existing building was that the installation surface 
was not completely flat or level. To solve this issue, an 
innovative interface design was proposed, which 
consisted of three components: one part connected to the 
surface, another part fastened with the façade module, 
and a middle piece sandwiched between the two parts. 
An existing building, located in one of the Tecnalia’s 
testing facilities in Derio, Basque Country, Spain, was 
used as the pilot project to validate the logistics, the 
installation process, and the thermal performance of the 
BERTIM project. The project demonstrates the benefits 
of using prefabrication technology in a renovation project. 
In addition, the innovative interface connectors 
developed during the project enabled accurate 
installation results and revealed the potential of 
implementing automated installation methods by using 
construction robotics. 

4.1.3 Hephaestus 

Hephaestus was also founded by the European 
Union’s Horizon 2020 Research and Innovation 
Programme under Grant Agreement No. 732513 [11]. 
The key objective of the project was to improve the 
glazing wall installation process by adopting an 
innovative Cable-driven parallel robot (CDPR). The 
CDPR consists of five components, which include the 
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CDPR structure, the CDPR body, the modular end-
effector (MEE), the loading bay, and the control station. 
The CDPR can be installed on a roof structure or on a 
floor level that can support the weights and force of the 
system, respectively. The optimal installation location of 
the CDPR varies and depends on the individual 
building’s load-bearing structure. The CDPR enjoys 
great manoeuvrability across the vertical plane of the 
building due to the eight winches and pulleys located on 
the top and ground levels. The MEE is divided into upper 
and lower sections. The upper MEE enables the system 
to detect rebar positions, drill, install fixtures, and fasten 
the fixtures in the correct position. The lower MEE is 
equipped with a vacuum system that is used for picking 
and placing the curtain wall element as well as the 
stabilization system. The pilot project was carried out 
from late December 2019 to early January 2020 at the 
Tecnalia facilities in Derio, Basque Country, Spain. 
During the pilot project, the overall performance of the 
CDPR was evaluated, but because the project isn't over 
yet, there are still some challenges that have to be solved 
(i.e., calibration time, size of the different components, 
etc.). Hephaestus has greatly inspired the proposed 
design that will be described in the later section. First, the 
project is a useful starting point case that can be 
augmented by adopting automation and robotic 
technologies. Second, the project provides a systematic 
approach and features applicable integration of software, 
sensors, and hardware in the context of the curtain wall 
installation. Third, the project demonstrates that CDPR is 
able to pick up and position large, heavy building 
components and is relatively highly accurate. 

 
Figure 1. Top left: Zero-Plus, Bottom left: 

BERTIM, and Right: Hephaestus 

5 System development 
The demand for energy-efficient buildings are 

increasing in Europe and fulfilling the demand must be 
done either through new build projects or renovations of 
existing housing stocks. Conventional construction 
activities associated with new build project or renovation 
projects, however, are often inefficient, labour-intensive, 
and impose a high level of health risks to the workers. A 
novel construction system that focuses on the 
construction of a low-rise residential building by using 
prefabricated building components and assembled by 
automated on-site construction system is proposed in this 
section. Energy production technology is merged with 
the prefabricated façade module to ease the installation 
and maintenance processes by using construction robotic 
technology that was inspired by the aforementioned 
projects.    

A prefabricated, fully assembled building system was 
used as a case study building for developing the proposed 
on-site assembly factory. The system is commercialized 
in China and it consists of the precast foundation system, 
structural frames, steel bracing system, precast external 
wall panel, precast internal wall panel, precast floor panel, 
precast canopy, precast roof panel, and precast stairwell. 
The prefabrication rate of the system is over 95% and, 
during on-site assembly, scaffolding is no longer required. 

The proposed semi-automatic construction system 
features an on-site factory equipped with CDPRs that 
could travel on preassembled rails. The proposed on-site 
factory consists of ten key parts, see Figure 2. 

1. On-site factory structural frame: the structural 
frames will arrive on-site as steel components and 
will be assembled by a spider crane. 

2. Cable robot structure: the cable robot structure 
supports winches, pulleys, and cable routing 
systems and there are two branches of the structure 
that support two connecting planes. 

3. Winches and pulleys: the winches and pulleys are 
installed on the cable robot structure and the lower 
supporting structure and in principle, the payloads 
should be more than 2.5 tons. 

4. CDPR: there are two sets of CDPRs installed on 
either plane of the on-site factory that are equipped 
with a vacuum platform that is able to hold and 
position the precast external wall panels.    

5. Lower supporting system: the lower supporting 
system supports the lower winches and pulleys and 
is equipped with a rotating set of rail wheels that is 
similar to the system used on trams or trains while 
the dimension of the wheels will be determined by 
the specification of the track gauge. 

6. Temporary rail: the temporary rail track will be laid 
in a similar manner as traditional railway tracks but 
will depend on ground conditions, project budgets, 
and time as to whether the rail track will be laid on 
wooden sleepers or precast concrete track supports. 

7. Gantry crane: the function of the overhead gantry 

BERTIM project (Image produced by Iturralde, K)

Zero-Plus project, Cyprus case study and Freescoo system)

Hephaestus project
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crane is to hoist and position precast floor and roof 
panels, but it is retractable, so it can reach out to the 
picking area.  

8. Control room: the control room contains the main 
electrical cabinet, control units, power supply, and 
operator stations and is fully waterproof and highly 
mobile. 

9. Temporary stabilization pillar: the stabilization 
pillar consists of two parts, the underground precast 
concrete footing, and over-ground pillar and he on-
site factory structure will be connected to the over-
ground pillar while it is in operation. 

10. Temporary horizontal stabilizer: the horizontal 
stabilizer is used to provide additional strength of 
the on-site factory structure, but it can be 
disassembled and exchange to the working plane 
where the CDPR is not installed. 

 
Figure 2. The proposed CDPR 

The site will be prepared according to the 
construction plan. Once the location is confirmed, the 
precast concrete footings will be installed and the steel 
structure of the building will be assembled manually with 
assistance from the spider crane. Meanwhile, the precast 
external walls, floor panels, internal walls, and roof 
panels will be delivered and stored on-site. The on-site 
factory structure will arrive on-site partially assembled. 
The entire on-site factory structure, winches and pulleys, 
cable robot structure, and gantry crane will then be 
assembled and the temporary stabilization pillar is to be 
connected to the precast concrete footings. At this point, 
the on-site factory is stabilized and the CDPR can be 
installed and calibrated. Then the precast external wall 
panels are picked up from the picking position. The 
CDPR positions the wall panel at the correct installation 
position. The worker will carry out the final positioning 
and fastening task while the precast floor panels and 
internal wall panels are installed by using the overhead 
gantry crane. Figure 2 and Figure 3 demonstrate how the 
CDPR would operate at the front elevation of the 
building. Once the front wall panel is installed, the CDPR 

will be dismantled and reassembled on the side plane of 
the on-site factory. To cope with various weather 
conditions, the roof opening of the on-site factory can be 
covered with a waterproofing material. The direction of 
the temporary rail depends on the construction site 
configuration, but can be longitudinal or transversely. In 
addition, once the assembly task has been completed, the 
on-site factory shall be towed by the lorry to the next 
assembly location. The visualization of the building and 
the settlement are shown in Figure 3. 

 
Figure 3. The construction sequence and the integrated 

precast external wall system 

The proposed system features an integrated, precast 
external wall system, which is integrated with the energy 
production products. To demonstrates the design, the 
Freescoo system is utilized as an example. The integrated 
external system consists of four components, including 
the precast concrete wall panels, the Freescoo system, the 
installation channels, and the cladding panels. In the 
proposed scenario, the integrated wall system is installed 
by the CDPR and the installation channels along with the 
cladding panels are installed by the worker once the 
building structure is completed.  The design provides 
proof that to ease repair and maintenance activities, a 
building should be designed as sequential parts and 
components. Energy production systems and mechanical 
systems can be integrated with the building envelope so 
as to be accessed, disassembled, and serviced separately.   

At the time of this writing, the design presented in this 
scenario has been developed only as a conceptual idea to 
demonstrate the overall concept. The drawbacks and 
specific issues that need to be taken into consideration 
while continuing to develop the conceptual idea are: 

• The construction site needs to be relatively level. If 
the slanted level of the site is too great, the site is 
not suitable to adopt the proposed design. 

• The temporary rail requires additional groundworks, 
(i.e., increased construction time and costs) so 

On-site factory 
structural frame

Winches & pulleys

Cable robot structure

CDPR

Lower supporting system

Gantry crane

Control room

CDPR

Temporary stabilization pillar

Temporary rail

Temporary 
horizontal 
stabilizer 
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achieving economy of scale is key. 
• The on-site factory might take significant time to 

assemble and calibrate, therefore the time spent on 
assembling the on-site factory needs to be taken into 
consideration when planning the project. 

• New health and safety legislation is required when 
introducing human-robot collaboration for on-site 
assembly tasks. 

6 Future work and recommendations 
The outcomes from the Hephaestus project 

demonstrated the potential of implementing automation 
and robotic technologies for improving the overall 
performance of a specific construction task. The results 
from the BERTIM and Zero-Plus project indicate that the 
adoption of prefabricated façade elements and the 
integration of energy production technology can improve 
the installation process as well as renovation tasks over 
the building lifecycle. The proposed system in the paper 
encapsulated the outcomes of the three projects to 
embrace building prefabrication and construction 
automation in the context of energy-efficient settlement 
construction. To continue developing the PoC, there are 
still many obstacles and challenges. First, building 
prefabrication technology has not been wildly accepted 
by the conventional construction industry. Second, initial 
investments are high and the operation might be limited 
geographically. Third, the construction task involves 
many stakeholders and the construction industry is 
known to be one of the most fragmented industries, 
making the adoption of a new building method, material, 
or technology extremely challenging, highlighting the 
significance of cross-disciplinary collaboration. An 
energy-efficient building should be designed as an open 
building system rather than a single-use permanent 
structure to be disposed of once the building life runs out. 
The initial costs of construction automation may be high, 
nevertheless, the embedded costs over the building life 
cycle will decrease incrementally due to higher 
construction quality and easier repair and maintenance 
procedures [8]. To further develop the proposed concept 
requires financial assistance, policy incentives, and 
institutional support from the construction industry and 
government bodies. Furthermore, the proposed design 
shall serve as a foundation for a larger research project in 
the future, when the design, production, installation, 
management, operation, and human-robot collaboration 
can be validated through lab testing and pilot projects.   

7  Conclusion 
The paper proposed an innovative semi-automatic 

construction system in conjunction with an integrated, 
precast external wall system with an aim to improve 

construction efficiency and quality and to enhance 
building performance throughout the entire building life 
cycle. The proposed system was inspired by investigating 
several selected European Union (EU) Horizon 2020 
research projects. Each project provided specific insight 
on how to implement prefabrication and construction 
automation technology in the context of energy-efficient 
settlement construction. The proposed construction 
system is based on the concept developed in the 
Hephaestus project. The system incorporates a CDPR 
equipped with a concrete vacuum end-effector, overhead 
gantry crane, and control room, supported by a structural 
frame. The system functions like an on-site construction 
factory, and moreover, it travels on temporary rails that 
follow a pre-planned construction master plan. 
Unfortunately, there are also challenges imposed by the 
industry to further developing the PoC. Some of the 
issues and barriers cannot yet be verified, such as the 
construction industry’s reluctance to change, the lack of 
development in the energy-efficient building envelope 
and integration methods, the lack of skilled labour, and 
awareness of cross-disciplinary knowledge. Furthermore, 
using the proposed concept to inspire the construction 
industry and focusing on solving energy-efficient 
buildings with innovative, practical, and feasible 
approaches could bridge the gap between academia and 
the construction industry. 
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Abstract – 
With a growing number of high-rise buildings, 

glass curtain walls are widely used. In the long-term 
service of such curtain walls, the safety problems 
arise, such as cracks and spontaneous breakages of 
glass. Therefore, they need regular inspections to 
prevent accidents. Current inspection work for glass 
curtain walls in high-rise buildings mostly depends 
on manpower and conventional tools such as ropes 
and gondolas, which exhibit poor performance and 
safety risks for the workers to operate in the high-
elevation working environment. Thus, there is an 
urgent need for inspection robots to improve 
efficiency and reduce safety risks. As a preceding 
work for the development of an inspection robot for 
glass curtain walls, this paper investigates the 
existing publications of the robots for the façade 
works and analyzes the implementation mechanism 
of an inspection robot for glass curtain walls. 

Keywords – 
Inspection robot; High-rise building; Glass 

curtain wall; Work mechanism 

1 Introduction 
In recent years, the number of the world’s high-rise 

buildings is growing rapidly. Glass curtain walls are 
widely used in high-rise buildings because they can 
enhance the appearance of the buildings by creating a 
beautiful façade, as well as allow the filtration of 
natural light into the building. For example, in 2018, 
the annual output of tempered glass in China was about 
470 million square meters and more than 40% are used 
in glass curtain walls [1]. However, the wide usage of 
glass curtain walls also brings safety risks. The glass 
curtain wall system has the potential of failure, which 
may lead to falling of glass fragments. Since most high-
rise buildings with glass curtain walls are located in 
downtown areas with large people and traffic flow, the 
accidents of glass falling would be devastating. 
Therefore, the glass curtain wall inspection of high-rise 

buildings is necessary. 
The conventional method of glass curtain wall 

inspection in high-rise buildings mainly depends on 
manpower with ropes, gondolas and winch systems. 
However, it is costly and inefficient with safety risks for 
workers in high-elevations.  

In a broader range, the interest in wall inspection of 
high-rise buildings is increasing in recent years and 
there have been studied exploring automatic methods to 
replace human workers to conduct the inspection work, 
such as developing inspection robots. These studies can 
be divided into two categories: 

(1) Unmanned Aerial Vehicles (UAV) with
visioning methods to detect visible cracks. For example, 
Liu et al. [2, 3] developed a bat-like inspection robot 
with abilities of flying and adhesion to save power and 
prolong the time of endurance. Bulgakov et al. [4] 
proposed control algorithms to stabilize the UAV for 
high quality captured images. However, photography by 
UAVs is not allowed in many cities around the world, 
which limits the applications of the research results 
based on UAVs.  

(2) Wall climbing robots with visioning methods for
wall inspection. For example, Muthukumaran and 
Ramachandraiah [5] developed a pneumatics based 
wall-climbing robot for façade inspection. The robots in 
this category have both technical feasibility and the 
potential of applications. However, there is only a small 
number of studies in this category and many of them 
deal with the bonding situation of the wall tiles rather 
than the quality of glass curtain walls. Besides, many 
studies only focused on the development of mechanical 
parts, without an in-depth analysis of the inspection 
method and the user demands.  

Therefore, this paper aims to focus on the inspection 
robots based on wall climbing platforms and 
systematically analyze and summarize their 
implementation mechanisms for glass curtain wall 
inspection in high-rise buildings. The remainder of the 
paper is organized as follows. Section 2 introduces the 
method of this study. Section 3 proposes the 
requirements of an inspection robot for glass curtain 
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walls based on an analysis of the glass curtain wall 
failure. Based on the requirements, Section 4 analyzes 
the implementation mechanisms according to the 
existing literature and discusses their features for the 
implementation of an inspection robot for glass curtain 
walls. Finally, the paper is concluded in Section 5. 

2 Method 
In this study, a literature review was conducted 

firstly in two aspects: (1) the essential information of 
the working environment of inspection robots and the 
knowledge of safety inspection of glass curtain walls. (2) 
the development of related robotic systems in both 
academic research and existing products in the market.  

As the number of studies on wall climbing-based 
inspection robots is small, the literature retrieval in the 
second step was not limited to inspection robots but also 
expanded to other robots for façade works. First, since 
this study focuses on wall climbing-based inspection 
robots, the literature related to wall climbing robots also 
needs to be reviewed. Second, since wall-climbing 
robots can also be used for other façade maintenance 
works in high-rise buildings, particularly for façade 
cleaning and in most cases, the key technologies of a 
façade inspection (or cleaning) robot include climbing 
mechanisms and inspection mechanisms (or cleaning 
mechanisms) [6], hence the experience of façade 
cleaning robots can be a reference for inspection robots, 
so the literature of façade cleaning robots is also 
reviewed. 

The literature retrieval was conducted in both 
Scopus and CNKI (China National Knowledge 
Infrastructure). The two databases were selected 
because Scopus covered a large range of literature in the 
field of construction robotics [6] and CNKI is the 
largest database of Chinese literature. The search 
keywords included “high-rise”, “robot*”, “curtain wall”, 
“façade”, “safety”, “inspection”, “climbing”, 
“maintenance”, and “cleaning” (in both English and 
Chinese). The asterisk (*) is a wildcard character that 
denotes a fuzzy search. Then a preliminary screening 
process was conducted successively to exclude the 
papers from irrelevant areas (e.g., biology, medicine, 
agriculture, etc.). By reading the titles, we successively 
filtered out unrelated papers and finally obtained 91 
papers, including 71 ones about robot development and 
20 ones about glass curtain wall inspection. Then we 
read the abstracts of each paper and selected the most 
related and important content for further reading. 

Besides, we also referred to some Chinese national 
standards and industry standards for basic concepts of 
the glass curtain wall such as Terminology for Curtain 
Wall (GB/T 34327-2017), Standard for Testing of 
Engineering Quality of Glass Curtain Walls (JGJ/T 139-

2001), and Test Method for the Defects of Glass – 
Photoelastic Scanning Method (GB/T 30020-2013). 

The investigation of existing products in the market 
was also conducted by searching on the Internet with 
search engines including Google and Baidu. As a result, 
15 products were found, which are all façade cleaning 
robots. 

Both the analysis on the requirements and that on 
implementation mechanism are very much crucial for 
developing an inspection robot for glass curtain walls. 
Thus, the former is conducted based on the results of (1) 
because it needs our knowledge on both the related 
robotics and the inspection of the glass curtain wall. The 
latter is conducted based on the result of the former with 
the help of the results of (2) because it is a feasible way 
to build the implementation mechanism instead of 
building it from scratch. 

Due to space limitation, this paper focuses on the 
following two points, i.e., requirement analysis of the 
inspection robot for glass curtain walls and analysis on 
its implementation mechanisms.  

3 Requirement analysis of the inspection 
robot 

3.1 Working environment of the inspection 
robot 

The working environment of the inspection robot 
depends on the surface conditions of the glass curtain 
walls. A glass curtain wall system of a high-rise 
building consists of glass panels and a supporting 
system. The supporting systems are usually metal 
frames, such as aluminum frames and steel frames. 
According to the exposure of the supporting frames, the 
glass curtain wall systems can be categorized as 
exposed framing glass curtain wall, hidden framing 
glass curtain wall, and semi-exposed framing glass 
curtain wall, i.e., the horizontal/vertical frames are 
exposed and the frame in the other directions are hidden 
[7]. Besides, there are also other types of supporting 
systems, such as glass rib supporting curtain walls and 
point-supported glass curtain walls [7]. However, these 
supporting systems have no ledges at the external side 
of the curtain walls. For the climbing robots working on 
the façades of the buildings, the exposed frames are 
larger obstacles and the seams between glass panels are 
smaller ones, which need to be considered in the design 
of the climbing mechanisms.  

In some cases, the façades of the buildings are not 
flat but curved. However, the glass panels are still flat 
but the panels are connected with small angles [8]. 
Therefore, in these cases, the climbing mechanism 
should be specially designed for the robot to cross from 
one panel to another. 
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3.2 Failure of glass curtain walls 
The failure of the glass curtain walls on the high-rise 

buildings can be divided into two categories [9]: (1) 
Failure I is the partial failure of the aging components, 
including the spontaneous breakage of the glass under 
temperature stress or installation stress, the bonding 
failure because of the aging of the seals, the corrosion of 
metal fittings, etc. The most common one is the 
spontaneous breakage of the glass under temperature 
stress or installation stress. The characteristics of this 
failure type are as follows: the failure points cannot be 
easily found; the failure has a high probability to lead to 
accidents; the accidents caused by this type of failure 
will lead to serious damages and casualties without 
warning to people on the ground. (2) Failure II is the 
failure of the entire structure after large impacts from 
external forces such as typhoons, earthquakes, and fires. 
In these cases, one or more materials of the curtain wall 
reach their bearing capacity. This type of failure is 
caused by force majeure in a short time with great 
damage and low probability.  

The prevention of accidents caused by Failure II 
depends on structural reliability, which is decided by 
design, construction and usage according to the 
standards. However, the prevention of accidents caused 
by Failure I depends on management and maintenance. 
In fact, most accidents of glass curtain walls were 
caused by Failure I. Therefore, this paper focuses on the 
inspect tasks on the detection of Failure I. 

The spontaneous breakage of the glass (Failure I) 
can be explained as follows [1, 10]. Tempered glass for 
curtain walls has many internal defects, which are 
formed in production, processing, installation, and 
application. These defects will lead to stress 
concentrations. When these stress concentrations are 
combined with other environmental loads such as wind 
loads, vibration loads, and temperature loads, the local 
strength of the glass might exceed the capacity and the 
glass might break spontaneously. Although it is difficult 
to detect the defects, the stress concentrations can be 
detected with a specific instrument. 

Some studies mentioned about using the visioning 
technology in inspection robots to detect visible cracks 
on the building façade [5, 11]. However, these studies 
are aimed at the cracks on other materials rather than 
glass panels. Actually, for the tempered glass, the 
spontaneous breakage happens before visible cracks are 
formed. 

Therefore, the inspection robot needs the ability to 
detect the stress concentration of the glass panels. 

3.3 Requirement analysis 
Based on the above analysis and the usage scenarios 

of the inspection robot for glass curtain walls, the basic 

requirements include the following five points. 
Moreover, requirements 1-4 are for wall climbing and 
requirements 5-6 are for inspection. 

1. Safe and reliable climbing mechanisms on the 
surface of the glass curtain wall. The climbing 
robot should attach to the glass panels safely with 
reliable protection methods. It should have the 
ability to move horizontally and vertically on the 
glass so that it can cover all the working areas. 

2. Identification of the surrounding environment and 
obstacles. Multiple sensors and an intelligent 
control system are needed to identify the situation 
of the environment, especially the obstacles. Most 
obstacles are predictable ones such as the frames 
of the curtain wall, the information of which needs 
to be input preliminarily into the control system. 
Meanwhile, the control system also needs to 
consider the unpredictable obstacles that the robot 
might meet and the corresponding identification 
algorithms.  

3. The ability to cross or avoid obstacles. After the 
detection of obstacles, the robots should have the 
corresponding methods to cross them safely and 
quickly. If there is an unpredictable obstacle that 
cannot be crossed, the robot should avoid it and 
record the situation and corresponding position.  

4. Motion control. To realize the movement and cross 
the obstacles, motion control needs to be precise 
and instant to ensure safety. Besides, the sensors 
need to detect deviations and the control system 
needs to correct the motion direction. 

5. Efficient inspection methods. Sensors are needed 
to identify the internal stress concentration of the 
glass panels. 

6. The ability to record and export the inspection 
results. After the inspection on each panel of the 
curtain wall, the robot should record the results, 
especially the problems and the corresponding 
positions. When the inspection work is finished, 
the results need to be export to a computer.  

4 Analysis on the implementation 
mechanisms of the inspection robot 

The inspection robot should contain two parts, i.e., 
the climbing part and the inspection part. The most 
critical issue for developing it is to design the 
mechanism for each part.  

4.1 Climbing mechanism  
After reading the abstracts and important content of 

the 71 papers about robots of wall climbing, cleaning, 
and inspection in high-rise buildings, as well as the 
introduction materials of the 15 products of façade 
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cleaning robots, we found the climbing mechanisms of 
façade cleaning robots are most valuable references to 
this study. The reasons are as follows: (1) as mentioned 
in Section 1, the number of papers on glass curtain wall 
inspection robots is small and many of them are based 
on UAVs or deal with wall tiles rather than glass panels; 
(2) although the research on wall-climbing robots 
proposed various mechanisms such as legged robots, 
biomimetic robots, and robots with dry adhesive 
materials on the footpads, they are still at the stage of 
laboratory prototype with low practicability.  

Based on an analysis of the related robots for façade 
works, they can be divided into two categories, i.e., 
robots with and without built-in guide rails, which have 
different climbing mechanisms. 

For robots with built-in guide rails, the climbing 
mechanism is based on the guide rails. For example, 
Lee et al. [12] proposed a robotic system for façade 
cleaning (Figure 1), which consists of a horizontal-
moving robot (HMR) performing cleaning, a vertical-
moving robot (VMR) for transporting the HMR to each 
floor, and a winch module to move the VMR to the 
target floor. Both the HMR and VMR are connected 
with the rails and move on the building façade by 
gliding along the rails. A communication network is 
built for information transmission among the robots and 
the monitors. The power source of the system is DC 
batteries installed on the robots. 

For robots without built-in guide rails, the core 
mechanism of climbing mainly includes the techniques 
of adhesion to the wall and that of locomotion.  

There are two most commonly used adhesion 
techniques that have the maturity to be implemented in 
on-site prototypes. One is using suction cups. As shown 
in Figure 2, the suction cups can not only provide 
adhesion but are also “feet” of the robot, which can be 
organized into several groups. The groups of suction 
cups can adhere to the glass and release alternatively 
and the released ones can retract and move on to the 
next position so that the robot can realize locomotion 
and cross the obstacles. Another method is using 
vacuum fans to extract the air to create a vacuum 
between the robot and the wall surface for adhesion, as 
shown in Figure 3. 

Various types of locomotion were designed for 
climbing robots and the common ones implemented in 
on-site prototypes include footed/legged, wheeled, and 
cable-driven. The footed/legged robots usually use 
suction cups for adhesion as mentioned above. The 
wheeled and cable-driven ones can work with suction 
cups or vacuum fans for adhesion, as shown in Figure 3-
5. For cable-driven robots, the cables can provide 
different functions. For example, in Figure 4, the robot 
can move in all directions based on the cables. In Figure 
5, the robotic system consists of a robot and a rooftop 

gantry, which are connected with cables. In this system, 
the cables are only responsible for the vertical 
movement and the horizontal movement is realized by 
the rooftop gantry moving along the pre-installed tracks. 
The cables can also transfer data and provide power.  

 
Figure 1. A robotic system with built-in guide 
rails [12] 

 
Figure 2. A robot with suction cups [13] 

 
Figure 3. A wheeled robot with a vacuum fan [14] 

Table 1 summarizes the climbing mechanisms 
mentioned above and compares their advantages and 
disadvantages. The guide rail-based robot has high 
efficiency because it can cover a large area and the 
motion path is very clear. It also has high safety and 
robustness because the connection between the robot 
and the guide rail is reliable. However, it is not versatile 
because it is based on the built-in guide rail of the 
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building and its dimensions depend on the design of the 
building. The footed/legged robot with suction cups is 
flexible to cross obstacles by releasing and retracting the 
feet/legs alternatively. However, it needs a more 
complicated design of the gait and corresponding 
algorithms for movement. Wheeled and cable-driven 
robots with suction cups or vacuum fans are both easy 
to control and agile in movement but incapable of 
crossing large obstacles. The cable-driven robot has 
higher safety because the cables can protect the robot 
from falling once the adhesion fails. However, its 
versatility is limited by auxiliary tools such as pre-
installed pulleys and rooftop gantry. Besides, it is 
difficult to deal with curved façades. 

  
Figure 4. A cable-driven robot [15] 

 
Figure 5. A robot with a rooftop gantry [16] 

Table 1. Comparison of the basic climbing mechanisms 

Climbing mechanism Advantages 
Disadvantages 

Guide-rail based 
High efficiency 

High safety and robustness 
Limited versatility 

Footed/legged with 
suction cups 

Flexible to cross obstacles 
Complicated design of gaits 

and moving algorithms 

Wheeled with suction 
cups or vacuum fans 

Easy to control 
Agile in movement 

Hard to cross large obstacles 

Cable-driven with 
suction cups or vacuum 

fans 

Easy to control 
Agile in movement 

High safety 
Hard to cross large obstacles 

Limited versatility 

4.2 Inspection mechanism 
According to the analysis in Section 3.2, the critical 

part of glass curtain wall inspection is the detection of 
stress concentrations.  

The instrument to detect stress concentrations 
already exists and is named photoelastic scanner, as 
shown in Figure 6 [17]. In manual inspection, the 
photoelastic scanner is handheld and placed close to the 
surface of the glass. Then the photoelastic image of the 
glass will be transmitted to a computer through a 
wireless communication network. When a photoelastic 
scanner is placed close to the surface of the glass, it can 
take images based on the reflection of polarized light on 
the glass surface. Since the glass is a photoelastic 
material, which is isotropic in general but anisotropic at 
the positions of stress concentrations, the stress 
concentrations in the glass will result in spots in the 
image, which can be easily observed by people or 
identified by image processing [18]. Thus the 
photoelastic scanner can be implemented in inspection 
robots for glass curtain walls. A robotic device with a 
sensor for distance detection should be designed on the 
robot to move the photoelastic scanner and place it close 
to the glass surface for inspection.  

 
Figure 6. A photoelastic scanner for tempered 
glass inspection [17] 

5 Conclusion 
With a growing number of high-rise buildings, the 

glass curtain wall is widely used and its safety problem 
is concerned. To improve the safety and efficiency of 
glass curtain wall inspection, inspection robots are 
needed. As a preceding work of the robot development, 
this paper investigates the existing publications of the 
robots for the façade works. Based on the essential 
information above, six requirements of the inspection 
robot were proposed, in which four requirements are for 
wall climbing and the other two are for inspection. Then 
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based on a literature review, the climbing mechanisms 
of a glass curtain wall inspection robot were 
summarized and compared. The inspection mechanism 
based on a photoelastic scanner and its potential to be 
implemented in the inspection robot were analyzed.  

The results of this paper can be a valuable reference 
for further development of glass curtain wall inspection 
robots, as well as other robots for façade maintenance. 

Acknowledgments 
The study has been supported by the Tsinghua - 

Glodon Joint Research Center for Building Information 
Modeling. 

References 
[1] Wang, W. Application of photoelastic scanning 
method in defect detection of existing curtain wall glass. 
Guangdong Architecture and Civil Engineering., 26(7): 
90-93, 2019. DOI: 10.19731/j.gdtmyjz.2019.07.023. (in 
Chinese). 
[2] Liu, Y., Sun, G. and Chen, H. A micro robot with 
the ability of fly and adhesion: Development and 
experiment. In Proceedings of IEEE International 
Conference on Robotics and Biomimetics (ROBIO), 
pages 2413-2414, Phuket, 2011. DOI: 
10.1109/ROBIO.2011.6181663. 
[3] Liu, Y., Chen, H., Tang, Z. and Sun, G. A bat-like 
switched flying and adhesive robot. In Proceedings of 
IEEE International Conference on Cyber Technology in 
Automation, Control, and Intelligent Systems (CYBER), 
pages 92-97, Bangkok, 2012. DOI: 
10.1109/CYBER.2012.6392533. 
[4] Bulgakov, A., Emelianov, S., Bock, T. and 
Sayfeddine, D. Control of hovering altitude of a 
quadrotor with shifted centre of gravity for inspection of 
high-rise structures. In Proceedings of International 
Symposium on Automation and Robotics in 
Construction and Mining (ISARC), pages 762-767, 
Sydney, Australia, 2014. DOI: 
10.22260/ISARC2014/0103. 
[5] Muthukumaran, G. and Ramachandraiah, U. 
Modelling and realization of pneumatics based wall 
climbing robot for inspection applications. International 
Journal of Engineering and Technology, 8(5): 1999-
2007, 2016. DOI: 10.21817/ijet/2016/v8i5/160805418.  
[6] Cai, S., Ma, Z., Skibniewski, M. J. and Bao, S. 
Construction automation and robotics for high-rise 
buildings over the past decades: A comprehensive 
review. Advanced Engineering Informatics, 42: 100989, 
2019. DOI: 10.1016/j.aei.2019.100989.  
[7] General Administration of Quality Supervision, 
Inspection and Quarantine of the People's Republic of 

China. Terminology for Curtain Wall (GB/T 34327-
2017).  Standards Press of China, Beijing, China, 2017.  
[8] Zhang, H., Zhang, J. and Zong, G. Requirements of 
glass cleaning and development of climbing robot 
systems. In Proceedings of International Conference on 
Intelligent Mechatronics and Automation, pages 101-
106, Chengdu, China, 2004. DOI: 
10.1109/ICIMA.2004.1384170. 
[9] Wu, Y. The key technical research of existing glass 
curtain wall inspection and identification base on the 
glass falling. Guangdong Architecture and Civil 
Engineering., 3: 45-48, 2013. DOI: 
10.19731/j.gdtmyjz.2013.03.015. (in Chinese). 
[10] Bao, Y. and Liu, Z. Mechanism and criterion of 
spontaneous breakage of tempered glass. Journal of 
Inorganic Materials, 31(4): 401-406, 2016. DOI: 
10.15541/jim20150444. (in Chinese). 
[11] Aliakbar, M., Qidwai, U., Jahanshahi, M. R., Masri, 
S. and Shen, W. M. Progressive image stitching 
algorithm for vision based automated inspection. In 
Proceedings of International Conference on Machine 
Learning and Cybernetics (ICMLC), pages 337-
3432017. DOI: 10.1109/ICMLC.2016.7860924. 
[12] Lee, Y. S., Kim, S. H., Gil, M. S., Lee, S. H., Kang, 
M. S., Jang, S. H., Yu, B. H., Ryu, B. G., Hong, D. and 
Han, C. S. The study on the integrated control system 
for curtain wall building façade cleaning robot. 
Automation in Construction, 94: 39-46, 2018. DOI: 
10.1016/j.autcon.2017.12.030.  
[13] Zhang, H., Zhang, J., Wang, W., Liu, R. and Zong, 
G. A series of pneumatic glass-wall cleaning robots for 
high-rise buildings. Industrial Robot, 34(2): 150-160, 
2007. DOI: 10.1108/01439910710727504.  
[14] Akinfiev, T., Armada, M. and Nabulsi, S. Climbing 
cleaning robot for vertical surfaces. Industrial Robot, 
36(4): 352-357, 2009. DOI: 
10.1108/01439910910957110.  
[15] Kite Robotics. Online: 
http://www.kiterobotics.com/, Accessed: 15/06/2020. 
[16] Elkmann, N., Kunst, D., Krueger, T., Lucke, M., 
Böhme, T., Felsch, T. and Strüze, T. SIRIUSc — Facade 
cleaning robot for a high-rise building in Munich, 
Germany. Climbing and Walking Robots. Springer, 
Berlin, Heidelberg, 2005. ISBN: 978-3-540-22992-6. 
[17] Liu, X. The technology of spontaneous breakage 
risk detection and prediction for tempered glass. China 
Building Materials, 3: 104-106, 2017. DOI: 
10.16291/j.cnki.zgjc.2017.03.019. (in Chinese). 
[18] Bao, Y., Zhou, H., Qiu, Y., Liu, X., Wan, D. and 
Wang, X. Experimental research on glass defect 
inspection technology based on photoelasticity. China 
Building Materials Science & Technology, S2: 147-150, 
2010.  (in Chinese). 

 

1561

http://www.kiterobotics.com/


37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 

Application of Robots to the Construction of Complex 
Structures using Standardized Timbers 

Yi Lenga, Xingyu Shia,b and Fukuda Hiroatsua 

aDepartment of Environmental Engineering, University of Kitakyushu, Japan 
b iSMART, Qingdao University of Technology, China 

E-mail:  winer386493@gmail.com,  sxy@qut.edu.cn  ,  fukuda@kitakyu-u.ac.jp

Abstract – 
For thousands of years, the human construction 
process was mainly done by hand. In an era when 
automation technology is so mature, although some 
components of building components can be produced 
industrially, on-site construction and special 
component production still require a lot of manpower. 
But no matter how skilled the workers are, more or 
less mistakes will occur during the construction 
process, which wastes a lot of material waste and 
energy waste, especially when dealing with 
increasingly complex digital designs. Using a robot 
instead of manually completing the construction 
process will be the solution to these problems. 
Currently, most ideas for robot construction are 
dealing with non-standard components in the field, 
this will cause a lot of problems, first of all, it will 
extend the construction cycle, and secondly, it will 
generate a lot of waste. This article proposes a new 
construction workflow using standardized timbers. 
Spatial information for each piece of wood is 
communicated directly to a robot fabricator. The 
robot, equipped with various tools, can accurately 
position and assemble timbers. This workflow has the 
potential to improve the sustainability, time, cost, and 
quality of construction. 

Keywords – 
Robotic Fabrication; Parametric Design; 

Standardized Timber; Spatial Structure 

1 Introduction 
Fukuda Building Technology Lab and iSMART 

Qingdao were able to leverage their previous research 
into mass standardized timber and robotic fabrication, 
combining expertise across laboratory in two month 
effort. Fukuda Building Technology Lab and iSMART 
Qingdao fabricated a wooden arch in modules(using 840 
pieces of timber and 3155 nails) at Qingdao University 
of Technology iSMART Robotic Center, used over 26 
hours to fabricate 8 parts of the structure and were then 

shipped and assembled at the exhibition venue where it 
stole the show with its complex structure and huge 
volume, topping out at 2.25 meters tall and 4*4 meters 
wide. 

The success of the wooden arch marks a major step 
forward for automation construction application and 
sustainable application of robotic fabrication. Because it 
shows the possibility of applying standardized timber to 
complex spatial structures, and the use of wood allows 
for a sustainable, renewable material to displace concrete 
or steel to reduce carbon footprint. The use of robotics 
simplifies the construction process, allows to constructed 
faster and precisely.  Designed construction process and 
use of standardized timber simplifies the works of 
workers allows the undergraduates who have only 
received simple construction training and complete 
safety training to easily complete the construction work. 

In the future, iSMART and Fukuda Lab seeks to 
optimize these workflows and implement into their 
projects, ensuring a better solution of robotic 
construction. 

1.1 Problem Statement 
Robotic is an old and new field in architecture 

industry. The importance of developing technology to 
increase the productivity of the construction industry has 
been proposed in the late of 20th century[1-3]. Over the 
decades, many studies have also emphasized the 
necessity of implementing robotic technology.[4] 
Whether in China or Japan the population aging and 
declining labor force have become a serious problem, the 
aging workforce and the increasing complexity of 
construction shows that traditional construction methods 
have gradually shown inadequacies [5]. Although many 
studies have been implemented and various of 
technologies have been developed but application of 
robotics still limited and behind other industries. High 
cost, unskilled worker and lack of research funding make 
robotic technology not widely used in the construction 
industry. 

Considering application of Robotic Timber 
Construction(RTC)research is still in initial stage, and 
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high cost and high construction difficulty is the main 
problem. Fukuda Lab and iSMART used uniform 
standardized timber to displace customized wood and 
optimized the man-machine collaboration workflow. 
Significantly reduced costs and the skill requirements of 
workforce.  

2 Robot Setup 
A 6-axis KUKA kr30/60/HA robot applied in this 

experiment. The robot is operated at a speed of 2 meters/s, 
vertical range of activity from +35° to -135° and large 
turning range of 185˚ in both directions. 
 

2.1.1 Tool Setting 

In order to optimize the construction process 3 tools 
are equipped, those tools are mounted to one shared base 
to allow for rapid positioning. These tools include(Fig 1):  

 
 A customized pneumatic suction sucker for 

gripping wood with a maximum payload of 8kg. 
 A customized laser emitter for locating the nailing 

point and glue area of each piece of wood. 
 A   customized pneumatic suction gripper for fixing 

the wood to allow the workers can finish the glue 
and nailing. 

 
A pneumatic calibration table is set next to the 

reclaimer to recalibrate the position as each timber is 
processed.  

 

 
Figure 1. Customized Tools 
 

2.1.2 The Robot Work Area 

The work area measures 2.35 meters wide by 2.5 
meters long and by 3.56 meters tall dictating the 
maximum construction area of robot. Laid out in a sector 
fashion, the area has two parts, the first being for material 

stacking and the other for construction. Each part is 
linked with safety control system of the robot and 
activates an emergency stop if limit or error occurs 
during robot operation. A safety operator is configured 
with the smart pad during each construction operation for 
collaborative operation(Fig 2). If an emergency occurs, 
the machine can be manually stopped. Positioned next to 
the material stacking area, a positioning frame is resting 
in a appropriate allows reposition each piece of wood to 
ensure that the center coordinates of them are accurate. 

 

 
Figure 2. Safety Operator 
 

2.1.3 Wood selection 

A series of investigations in attempt to select suitable 
wood for RTC process. After comparing all kinds of the 
timber in Qingdao and Fukuoka lumberyards, our 
solution was to side on a low-cost approach using 
Japanese Hinoki as it is a popular construction material 
and it is reliable and easily machined. We use 
(50*100*650 mm) wooden bricks as construction 
material, the uniform size reduces processing costs and 
allows stacking without sorting, reducing construction 
difficulty. 

 

2.2 Design program 
A 4-sided symmetrical wooden arch were explored 

within the 5*5 meters area of the booth at the exhibition 
hall, with the basic theme of two sets of symmetrical 
construction units(Fig 3). Grasshopper was used to divide 
those 4 units into 8 construction team and divide the 
surfaces in to the center plane of timber, modeled in 
Rhinoceros 3d into its individual elements and generate. 
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Figure 3. Model of the design 

 
a nailing-gluing pattern needed to connect them. The 

positioning of nailing points and glued range of the 
digital model was automated using the custom script for 
Grasshopper. The nailing points and the glued area are 
mapped to the joints of the wooden blocks in the form of 
point coordinates. Primary parameters of divided surface 
geometry script, used to adjust the position of the nailing 
point and the size of the glue area: 

 
 Timber Thickness 
 Timber Length 
 Timber Width 
 Timber Rotation Angle 
 

Using the custom script for Grasshopper, surfaces of 
the construction team are divided into polyline contours 
every timber thickness along the y axis (The default y 
direction in the software three-dimensional space.). 
Polylines are divided into lines based on timber length. 
According to the timber width and timber length, 
rectangular profiles are extruded along the resulting 
linear. Using KUKA|plc plugin for Grasshopper provide 
input data by design output subsequently by assembly. 
These input data include: 

 
 Timber Thickness 
 Timber Center Plane 
 Timber Center Lines 
 Nailing Points Plane 
 Gluing Area Line  
 Press Points Plane 

 
Rotate the whole structure 90 degrees along the y-axis 

as the construction form. Timber geometry organized by 
construction order. 

Using the Grasshopper Gluing area script, the 
overlapping area of the two layers of timber are offset 
inward by 15mm to generate the glued area. Primary 
parameters of Grasshopper Nailing points script, used to 
generate the nailing points planes: 

 
 The Maximum Diameter of The Glue Range 

 Nail Collision Radius 
 Nail Length 
 Glue Range Center Points 

 
Using the Grasshopper gluing area script, glue range 

are showed visible, adjusting timber length and rotation 
angle to optimize the glue area to a suitable size and a 
suitable shape (quadrilateral), 4 terminal points of glue 
range are identified for primary rail and laser emitter, 
moved by the order of endpoints along the length from 
both endpoints. All endpoints are assigned to geometry 
and organized by construction order as glue range. Two 
nail points are selected by the maximum distance 
between the glue area minus the upper and lower nail 
collision range (to avoid conflicts) and assigned to each 
primary rail. All nails are assigned to geometry and 
organized by construction order as nail-points. The center 
points of two glue range center points which on the same 
timber are assigned to each primary rail as the press 
points (Fix the wood for nailing and gluing). 

 

 
Figure 4. Geometry nailing points and gluing 
range 

2.3 RTC Process 
The KUKA|plc plugin is applied to transform outputs 

from the design script into construction process and 
outputting robotic commands for execution. The 
Softwire used for RTC process are:  
 Rhinoceros 3D (modelling) 
 Grasshopper(scripting) 
 KUKA|plc Plugin (robot communication and 

simulation) 
 

An accurate simulation of RTC was created for a 
visual understanding of work process of the RTC, and 
adjust main parameters in time according to simulation 
results. 
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OBJECTIVE ROBOT MOVEMENT IMAGE 

1. Get Timber From Stack  Select Timber in Order 
 Turn on Air Pump 
 Get Timber from Stack 

 

 

2. Calibrate Timber  Place Timber on Calibrator 
 Calibrate Timber 
 Pick up Timber 

 

 

3. Place Timber on Site  Place Timber on Site 
 Release Air Pump 
 Move to Safe Distance 

 

 

4. Draw Gluing Range 
With Laser 

 Move to Gluing Start Point 
 Turn on Laser  
 Transform Robot Speed to 

0.2m/s 
 Move Along Endpoints 
 Turn off Laser 

 
 

5. Draw Nailing points 
With Laser 

 Move to First Nailing Point 
 Turn on Laser 
 Move to Second Nailing 

Point 
 Turn off Laser 
 Transform Robot Speed to 

2m/s 
  

6. Fixe Timber 
 

 Move to Center Point 
 Turn on Gripper 
 Nail and Glue Timber 
 Turn off Gripper 
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The script generates whole process of RTC. 
Standardized Timber allows the stacks don’t need order, 
using the calibration device also allows the wood place 
unprecise, reduced the difficulty of placing stacks. 
Output construction data is oriented and centered to build 
site, that gives the designer a visual understanding of the 
structure which will be built. A series of subroutines are 
programmed outlining the overall construction process. 

 

2.4 On-site Assembly 
Limitation of robot arm length, manual handling, 

transportation and assembly logistics were factored 
which limited the size of each construction part could be. 
The constraints are that every part should be its longest 
length not greater than 2 meters and its height not greater 
the 1.5 meters. That ensured that every part fabricated by 
the robot could be lifted and moved by 6 people into a 
moving truck and erected on site. Every part was drawn 
a crossover line with neighbouring part, that aided in 
precisely aligning modules together. This simple 
modular technique was designed to allow for non-skilled 
worker to easily assemble complex structure with basic 
tools. 

 

3 Result 
Using the parametric workflow was necessary to 

managing the mass data of 840 individual timber with 
3155 nails. The relation of the digital model allowed for 
this big data to be flexible, changing as the tests affirmed 
or rejected our initial setting. After completing the 
construction work, 4 construction units (Fig 5) were 
moved and assembled in the exhibition hall (Fig 6). The 
overall appearance is a smooth arch, consistent with 
expectations. The strong visual impact made by the huge 
volume. Using standardized timber placed along a 
hyperbola allowed audiences to visually obtain surface 
information.  

 

 
Figure 5. One construction unit 

 
Figure 6. Construction Result 

3.1 Speed of Construction 
Every steps of the construction were gradually sped 

up to maximum capabilities without affecting 
performance and quality. Each step of pick up the timber 
to nailing it in place would take per 1 minutes 42 seconds. 
For the total of 840 members, total construction time 
amounted to 24 hours, and it takes 2 hours to assemble. 

 

3.2 Human-Robot Coordination 
Despite the automated nature of the RTC process, 

there were a few manual processes involved during 
fabrication and post fabrication. 840 standardized timber 
supplied from the lumber yard came in size of 
50*100*650 millimeter stacked on site. 3115 nails nailed 
by non-skilled labour. with the nail-points and glue-range 
marked by robot, the work of nailing and gluing were 
very easy and non-skilled labour can finish the work with 
simple training.  

 

3.3 Calibration 
Every tool was carefully measured in and calibrated 

of optimal performance to untilize the high precision of 
the robot. Integration tool’s TCP (Tool Center Point) was 
measured in with an accuracy of 0.01mm-0.05mm. The 
sucker went through a series of optimizations, gripping 
vacuum pressure and crawl speed reached the expected 
value. As for the Laser, adjusted the distance from the 
timber surface to 5mm which is the best focal distance to 
burning wood surface for mark the nail-points and glue-
range. The speed of laser process was running to 0.2m/s, 
provided clear marking (Fig 7). 

 

1566



37th International Symposium on Automation and Robotics in Construction (ISARC 2020) 
 

 
Figure 7. Mark of glue-range and nail-points 

4  Conclusion 
The success of the wooden arch marks a major step 

forward for application of robotics. Because it used the 
standardized timber to construct a complex hyperbolic 
structure. The use of standardized timber allows for a 
widely available, renewable material to displace steel and 
concrete to reduce a building carbon footprint, in the 
same time, allowed to reduce the material cost and 
processing cost. The use of robot allows the resulting 
optimized with millimeter precision. Human-Robot 
coordination allows non-skill labour involved in 
construction, alleviated the social problem of shortage of 
experienced workers. The communication between the 
digital model and the robot allows for a seamless 
translation from design to constructed on-site. 

 

5 Future Research 
Fukuda Lab and iSMART will seek ways to 

implement this workflow into real projects. Due to time 
and technology limitations, nailing and gluing process 
have not been automated in this experiment, the project 
used generous tolerances to finish within the deadline. 
Future research will optimize workflow, automate and 
integrate the nailing and gluing process into the current 
process. 

In the future, iSMART and Fukuda Lab seeks to 
optimize these workflows and implement into their 
projects, ensuring a better solution of robotic 
construction.  
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Abstract – 
The participation of robots in building 

construction is already a global trend. Compared 
with the actual construction with a large number of 
manual participation at this stage, the stability of the 
robot construction process will greatly affect 
construction efficiency and construction accuracy. 
As a future material carrier for building 
industrialization, robot construction has promoted 
the realization process of customized production and 
intelligent on-site construction. How to coordinate 
the robot platform, tool end development, building 
materials, construction tasks and on-site 
environment for the complex on-site construction 
environment and mass production needs The 
relationship between the optimization of robot 
construction technology will become an important 
step in the future development of building 
industrialization. 

This paper focuses on the actual case, through the 
simulation of a built-in residential reconstruction, 
from the design process, the actual construction 
process to the final result, exploring the possibility of 
robots participating in the construction of residential 
buildings. It is hoped that the construction 
performance of the on-site construction will be 
improved through the participation of robots.  

Keywords – 
Robot construction; KUKA robot; Wooden 

structure architecture 

1 In Situ Fabrication 

1.1 Application Status of Robotic in 
Architecture 

Since the construction industry has begun deploying 
robotic technologies for digital fabrication processes, 
this direction has mostly been focused on integrating 
industrial-type robots into off-site prefabrication 

processes [1]. By contrast, no enabling robotic 
technology exists today that allows robotic systems to 
be integrated into in situ construction processes right on 
the building site. This is mainly because in comparison 
with robotic prefabrication, robotic in situ fabrication 
faces fundamental technological challenges.  

First, buildings are large in scale. In contrast to 
prefabricating sub-assemblies of a building with 
stationary robotic systems off-site, in situ robotic 
systems must be able to fabricate large-scale assemblies 
at their final location. 

Second, building sites are poorly structured. As 
opposed to operate within structured factory conditions, 
in situ robotic systems must be able to accurately 
fabricate large-scale assemblies irrespective of the 
uncertainties prevalent on-site.  

At the same time, the construction site has a strong 
dynamic, the task and the surrounding environment are 
prone to system changes, in a large, unstructured on-site 
environment, robot also face fundamental challenges of 
mobility and robotic manipulation. The accompanying 
questions of locomotion, planning, self-localization, 
workpiece-localization, mapping as well as 
guaranteeing accuracy and repeatability are only 
partially solved to date [4]. 

The in situ construction project aims to bring robotic 
fabrication out off the laboratory environment directly 
to the construction sites. The long-term goal is to use 
context-aware, collaborative mobile robotics to 
manufacture the high-accuracy fabrication of large-scale 
building structures [4,5]. 

Integrating in situ fabrication into architectural 
planning and building construction workflows can 
ensure constant information exchange between the 
design and the construction processes. Ultimately, the 
goal is to develop an adaptable and accurate fabrication 
process for building components on site and enable a 
novel digital fabrication system. 

This paper will focus on the possibility of 
implementing robot construction in actual construction 
and compare it to traditional construction methods to 
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explore the advantages and disadvantages of different 
construction methods. 

At the same time, this paper uses two different types 
of construction robotics for on-site construction 
simulation: stationary robotic and mobile robotic, and 
analyzes their different focuses, advantages and 
disadvantages. 

1.2 Type of the Robotic System 
The challenge of accuracy in robotic in situ building 

construction directly correlates with the type of robotic 
system used. The construction robotics has two main 
types: stationary robotic systems and mobile robotic 
systems [5]. And mobile robotic systems also have three 
types. this division is irrespective of the robotic system's 
customisation for tasks-specific operations, or the 
material system used [3].  

The fabrication of building components usually 
requires the absolute positioning of the end electronic 
components of the robot in a global workspace. This 
allows the material to be deposited in absolute positions, 
thereby keeping the fabricated components consistent 
with the CAD model. Therefore, depending on the type 
of robot system used, there are various methods to deal 
with the challenges of absolute positioning [5]. 

This paper will use two types of construction robots 
to simulate the construction of the target building, and 
then compare the advantages and disadvantages of the 
two types of robots through the construction method and 
construction efficiency. 

1.3 Mapping, Alignment and Localization 
The construction site is an uncertain environment 

induced from multiple sources. The building site, 
localization and materially induced uncertainties [4].  

Regarding the various uncertainties on the 
construction site, the robotic system used for on-site 
construction must perform sensing tasks at multiple 
levels before and during the ongoing fabrication process. 
The process are as follows: 

The first step is mapping and alignment. Before the 
fabrication, the building site needs to be mapped by the 
robot from a central location. the corresponding robot's 
sensing system must obtain a set of measurement values 
for the entire construction site environment or certain 
entities therein. Then, these acquired data are fused to 
construct a 3D reference map of the measurement space. 
In the one-time calibration step, the reference drawing is 
aligned with the CAD model of the construction site, 
and the transformation between them is estimated based 
on this. 

Then is localization. During the fabrication process, 
the robot must sense and estimate its position on the 
construction site. For this localization process, the 

reference mapping created in the previous mapping step 
serves as a source of information. This known map is 
used as a reference to estimate the transformation of the 
robot pose respectively. 

The last step is fabrication survey: During the 
fabrication process, the robot must also check the 
structure being built. Since the fabrication survey is 
local, it is always performed with the currently 
estimated robot pose [5]. This survey allows the robot to 
perceive uncertain material behavior and record the 
geometric deviation from the fabricated structure 
relative to its reference geometry. 

Mapping, alignment and localization largely 
guarantees the accuracy of the robot's in situ fabrication 
process. Especially for mobile robotics, the relative 
changes in the robot's position during the construction 
process can easily cause errors in the construction 
results. Therefore, mapping, alignment and localization 
is particularly important throughout the construction 
process. In the following experiments, the mapping, 
alignment and localization process needs to be 
considered during the construction process using mobile 
robotic. 

2 Application of KUKA robot in wooden 
structure architecture  

2.1 Research Purposes 
The target building is a wooden house that has been 

designed and built by students. Here we will study how 
to use robots to replace part of the manual to build a 
building when facing the same target building. Finally, 
through the comparison of the number of participants, 
construction efficiency, construction accuracy and 
construction difficulty, the difference and the 
advantages and disadvantages between the two 
construction methods are finally obtained. 

2.2 Overview of the Building 
This is a two-story building constructed by wood 

construction, covering an area of 32.1 square meters 
(see Fig.1). 

Previous studies have planned complex plans for 
free-form modeling. Previous studies have planned 
complex plans for free-form modeling. The construction 
will use 105mm timber, which is not designed for free-
form design as previously studied. 

Therefore, in order to improve the constructability 
and research constructability at the time of design, the 
plan is set as a simple form, and the module is set to 105 
mm timber multiple (105 x 9 = 945 mm) for overall 
design. 
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Figure 1. First and second floor plan of the 
wooden building. 

2.3 Design Methods 
The parametric design software RHINO is used as 

the design platform, and the simulation is built using the 
grasshopper on it. Most importantly, Kuka 丨 prc 
software [3] of the KUKA robot can run on the 
grasshopper platform, effectively converting the design 
graphics into a language that the robot can recognize. At 
the same time, compared with traditional design 
software, the digital design platform can effectively 
improve the design efficiency in the design stage. 
Especially for modular residential buildings, digital 
modeling can more effectively formulate the rules 
between modules, which is convenient for modeling and 
later modification. 

2.4 Construction Procedure 
The human construction building was completed by 

students by hand. Construction efficiency is affected by 
many factors when building by manual work. Because 
the construction depends on manual work, the 
constructor has a decisive influence on the construction 
efficiency. First of all, the construction efficiency 
largely depends on the construction experience of the 
constructor. Secondly, construction difficulty of 
construction objects will also affect efficiency. Since the 
construction work is located outdoors, the construction 
efficiency is also affected by the weather. 

For robot construction, two types of robots, 
stationary robotic and mobile robotic, are used. The 
KR90-KR150 R3700K KUKA robot is used in both 
constructions (see Fig.2).  

The two types of robots in this construction are this 
KUKA robots equipped with a span of 3.7m, plus a Y-
axis slide and the other equipped with a mobile base. 

Figure 2. KR90-KR150 R3700K KUKA Robot 
with Y-axis slide and with a mobile base. 

2.5 Robot Building Process 
2.5.1 Comparison of Unit Assembly 

These three construction methods are different in the 
construction unit assembly. In comparison, the number 
of units when the fabrication with mobile robot is the 
smallest, which simplifies the overall assembly steps 
after the completion of the later unit construction. 

The completed unit, like unit A of Figure 3, is first 
erected perpendicular to the ground. The other units 
take the same action. Then, the completed unit B is 
connected with the unit A, and then the unit C is 
connected to the unit B in turn, and so on, until the units 
are spliced together. The building finally uses the crane 
to erect the units and erect them, then fixes the erected 
units to the anchor points of the foundation. 
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Figure 3. Unit assembly of human construction 
building 

Figure 4. Unit assembly of stationary robotic 
construction building 

Figure 5. Unit assembly of mobile robotic 
construction building 

For stationary robotic construction (see Fig.4), each 
unit is composed of eight layers during construction. 
The robot moves directionally through the y-axis slide, 
and a complete unit can be built each time. During the 
construction of mobile robotic construction (see Fig.5), 
each unit is built in two parts, so that the robot can 
complete the construction of sixteen floors in one 

positioning, and the construction of each unit needs to 
be displaced once. 

The specific construction of each building unit, the 
construction mode of the stationary robotic construction 
and mobile robotic construction are also different (see 
Fig.6 and Fig.7). 

Figure 6. Unit composition of stationary robotic 
construction building 

Figure 7. Unit composition of mobile robotic 
construction building 

2.5.2 Comparison of Construction Procedure 

Construction efficiency is affected by many factors 
when building by manual work. Because the 
construction depends on manual work, the constructor 
has a decisive influence on the construction efficiency. 
The construction efficiency largely depends on the 
construction experience of the constructor. Also, the 
construction difficulty of construction objects will also 
affect efficiency. Since the construction work is located 
outdoors, the construction efficiency is also affected by 
the weather (see Fig.8). 

Figure 8. Live photos of human construction 
building 

The purpose of using robots in the construction field 
is to minimize the amount of manual use in the 
construction process. 

So first of all, we will see which construction steps 
are replaced by robots in the reconstruction of the target 
building (see Fig.9 and Fig.10). 

Grab timber: In the robot construction step designed 
with grasshopper software, the robot operation step 
begins with grabbing timber from the timber stacking 
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point. First of all, how to select the timber stacking 
point is very important. The appropriate starting point 
for grabbing should be at an appropriate position 
between the robot and the building object. Considering 
the length of the timber, it should be ensured that the 
stacked timber will not affect the operation of the robot, 
nor will it collide with the subsequent building. 

Glue: The joint method of this construction mainly 
adopts an adhesive connection. Each of the intersecting 
timbers is coated with an adhesive. This process of 
applying the adhesive is also done by the robot. A glue 
tank is arranged between the timber stacking place and 
the building object, and the glue tank is provided with a 
glue roller. When the timber contacts and moves, the 
glue in the glue tank can be automatically applied. After 
the robot arm grabs the timber from the timber stacking 
place, it stops at the beginning of the glue tank and then 
descends and brings the timber into contact with the 
glue roller. And then drag the timber to move, so that 
the contact surface of the timber is coated with glue. 
Similarly, the setting of the position of the glue tank 
also ensures the continuity of the robot's operation. 

Timber construction: After completing the steps of 
grabbing and applying the glue to the timber, the robot 
arm then places the timber in the designated position of 
the design. This is also the most critical step in the 
entire construction process. In order to ensure the 
smooth construction process, in the design stage, the 
order of the robot construction should be considered. 
Compared with manual construction, the construction 
method operated by the robot arm greatly improves the 
accuracy and precision of the construction. 

Figure 9. A process diagram of stationary robot 
construction  

Figure 10. Schematic diagram of stationary robot 
work 

For the construction process of mobile robots, a 
displacement of the robot is also included in the 
construction process of each unit, and each movement 
of the robot requires a localization (see Fig.11 and 
Fig.12). For this purpose, the robot is equipped with an 
end effector consisting of a vacuum gripper for pick and 
place routines and a laser range finder for sensing. 

Figure 11. Fabrication sequence for mobile 
fabrication  

Figure 12. Schematic diagram of mobile robot 
work 

3 Construction Evaluation 
The construction evaluation is the focus of this 

comparative test. It aims to compare the advantages and 
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disadvantages of the two ways of building a wooden 
house by comparing the human construction with the 
robot construction. Next, the efficiency of both parties is 
evaluated mainly from the aspects of time efficiency 
evaluation, human efficiency evaluation, and 
construction quality evaluation. 

Time efficiency is an important manifestation of the 
efficiency of a project, so time efficiency evaluation is 
the focus of this comparison. When the other conditions 
are the same, the time is shortened, which means that 
the overall efficiency of the project is increased, thereby 
greatly shortening the construction period, saving time 
and labor costs. This makes sense for any building 
project. 

The first is the efficiency evaluation of human 
construction building. 

Figure 13. The layer construction time of each 
unit by human construction building 

In the production of each unit (see Fig.13), the 
shortest production time is the sixth layer of unit B, 
about 8 minutes. In addition, the longest production 
time is the second layer of unit E is 53 minutes, as 
shown in figure 10. One of the reasons for this 
difference is the number of people working. There are 8 
people in unit B, 2 in the first half of the work in Unit E, 
and 3 in the second half of the work in unit E. This is 
the reason for the difference in working hours. The 
number of people involved in the construction will 
directly affect the construction time.  

Figure 14. The layer construction time × people 
of each unit by human construction building 

Compared with unit E, unit A has the lowest 
efficiency and unit E has the highest efficiency (see 
Fig.14). 

First, it can be concluded that in this construction, 
each unit does not need too many people, and three 
people work at the same time with the highest efficiency. 

Secondly, unit A is the first group of construction 
units, and the construction workers are unfamiliar with 
the construction process, resulting in inefficiency. 

This proves that in the manual construction, the 
factors of the workers have a great influence on the 
construction efficiency. 

Then is the efficiency evaluation of stationary robot 
construction building. 

Figure 15. The layer construction time of each 
unit by stationary robot construction building 

In the design of the grasshopper, every step of the 
whole process of the construction has been considered, 
so the time required for the robot to build can be 
directly calculated by the program. 

The efficiency of the robot construction is stable, 
and the difference in construction time is only because 
the number of timbers that need to be built on each layer 
is different. 

Figure 16. The layer construction time of each 
unit by mobile robot construction building 
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The comparison shows that the robot construction 
time is shorter than the human construction time, the 
efficiency is higher, and it is more stable and will not be 
affected by the number of people. 

The difference in the time of each layer between the 
two robot construction methods is mainly caused by the 
different robot construction steps (see Fig.15 and 
Fig.16). 

Here, the construction time of each layer of the 
mobile robot does not include the time required for the 
displacement and repositioning of the robot during the 
construction of each unit. 

Table 1. Each unit and production time by human 
construction 

Time(min) Unit 
A 

Unit 
B 

Unit 
C 

Unit 
D 

Unit 
E 

Total Time 115 111 137 153 183 
Average 

Build Time 
Per Layer 

14.38 13.88 14.63 15.75 22.88 

Per Layer 
Builds Time 16.3 

Table 2. Each unit and production time by stationary 
robot construction 

Time(min
) 

Unit 
B 

Unit 
C 

Unit 
D 

Unit 
E 

Unit 
F 

Unit 
G 

Total 
Time 49 72 61 63 98 42 

Average 
Build 

Time Per 
Layer 

6.07 7.98 6.78 7.92 8.17 6.97 

Per Layer 
Builds 
Time 

7.31 

Table 3. Each unit and production time by mobile robot 
construction 

Time(min) Unit B  Unit C  Unit D Unit E 
Total Time 86 100 84 112 

Average 
Build Time 
Per Layer 

5.36 7.16 5.98 7.00 

Per Layer 
Builds Time 6.38 

The comparison clearly shows that the robot 
construction time is nearly 1/2 less than the human 
construction time, as shown from Table 1 to Table 3. 
Therefore, the construction of robots has a significant 
effect on the improvement of construction time 

efficiency. 

4 Conclusion 
stationary robots and mobile robots are usually 

suitable for different construction environments. For 
the target building, two sets of different types of 
robot simulation construction are designed to verify 
that facing a medium-sized wooden residential 
building, under the existing conditions, the 
simulation can be carried out by both stationary 
robots and mobile robots, and the two types of robots 
Construction, its efficiency and accuracy are much 
higher than manual construction. stationary robots 
and mobile robots are usually suitable for different 
construction environments. The construction of the 
two ways of robotic construction under the existing 
simulation conditions also has advantages and 
disadvantages. In future research, it is equally 
important to find conditions suitable for the 
construction of different types of robots. 

The focus of this research is to compare the 
advantages and disadvantages of the same wooden 
structure, human construction and robot construction in 
software modeling, construction, and construction 
results. It is hoped that the construction performance of 
the on-site construction will be improved through the 
participation of robots. From the comparison results, the 
construction time efficiency evaluation, human 
efficiency evaluation, and construction quality 
evaluation of the robot construction are significantly 
improved compared with the human construction. 
Therefore, it is considered practical to study the use of 
robots in the field of building construction. 

Compared with stationary robots, mobile robots 
have more advantages in actual building construction. 
And for the in situ processing tasks of various functions 
to further optimize the mobile robot, future research 
must target real-time sensing and complex dynamic 
overall control methods. 
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Abstract -
With the expanding size of additive manufacturing prod-

ucts, research pioneers start to explore 3D printing in the
construction field. For 3D construction printing, quality
means safety, cost, and efficiency. However, it is challenging
to ensure quality via defect detection and deviation correc-
tion during the construction printing process. Convention-
ally, defect and deviation still rely on the quality check after
printing is completed or on-site manual monitoring, which
could cause either a waste of material and time to abort
printing or lagging adjustment for printing settings after ob-
vious defect appeared. To overcome these challenges, we
propose a point-cloud-based approach for real-time 3D con-
struction printing defect detection using a 3D camera and
cloud-to-plane distance to evaluate printing layer integrity
and compare printing results with CAD models. We also
define different types of defects and deviations that can cause
printing failure. Additionally, we feedback detection output
into a closed-loop controller for updating the printhead mo-
tion. Our experiments show this joint printing and detection
process handling various defects and deviations.

Keywords -
3D Construction Printing; Point Cloud Comparison; De-

fect Detection; Close-loop Control

1 Introduction
During the last several decades, additive manufacturing

(AM), also widely known as 3D printing, demonstrated an
incredible ability to assist designers and engineers proto-
type and produce rapidly. Recently, the study of 3D con-
struction printing has rapidly risen as a new active area in
the AM communities. A key challenge in 3D construction
printing is monitoring the output quality and in real-time
automatically adjusting the printhead control to reduce de-
viation and avoid structure collapse. To achieve this, 3D
perception should to be tightly coupled into the printing
process, since we need to evaluate not only each layer’s
integrity but also the evolving structure’s shape deviation
from the CAD model.
To acquire 3D shape data, traditional sensors, likemulti-

beam Lidar [1, 2], firmly occupy the high-end manufac-

Figure 1. Illustration of our setup. 1. Concrete print-
ing model. 2. Print head. 3. 3D perception sensor.
4. Color-coded printing error. 5. Control system. 6.
Robot arm. During the printing process, the 3D per-
ception sensor updates error feedback to the control
system for defect and deviation correction.

turing and research of 3D perception. Although it could
provide highly accurate point cloud data, a notable draw-
back of this type sensor is the excessive cost. Another
limitation of this sensor in 3D printing is the difficulty of
point cloud segmentation in post-processing due to their
spare coverage on the printing output. To overcome these
drawbacks, a different approach is to combine Time-Of-
Flight (TOF) sensor with RGB camera. Microsoft Azure
Kinect (Kinect) benefit from its high resolution TOF sen-
sor, which has a balanced cost and performance. Kinect
could provide precise and densely distributed point cloud
data with RGB information that help us extract useful
points while easily excluding the insignificant background.
Moreover, we can observe the printer’s extruder from
Kinect’s RGB camera in real time, which monitors ma-
terial without interrupting the printing process.
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Figure 2. Our workflow. I. Simultaneous surface defect detection and 3D printing. II. Defect detection after
printing the current layer. III. Error feedback. IV. Error adjustment from the current to the next layer.

With dense RGB point cloud data, we will measure
surface defect and shape deviation compared with the cor-
responding point cloud which is generated from the CAD
model. Cloud-to-plane (C2P) [3] distance is the error
metric we adopt for measuring the difference between two
point clouds. By projecting error vectors along the unit
normal vector of the local plane, this metric could evalu-
ate shape deviation and trigger with preset tolerances the
online printing correction through feedback control.

In this paper, we propose an online approach for in-
creasing the quality of 3D construction printing using a
3D camera and feedback control. To this end, we designed
two experiments testing several different types of defects
and deviation. Due to COVID-19 pandemic and facility
closure, one of our experiment, closed-loop 3D printing,
was only conducted in the simulation environment. The
following are our main contributions in this paper:

• We define three types of printing error in 3D con-
struction printing, includes layer defect and deviation,
surface defect, and model deviation.

• We propose a novel approach for closed-loop 3D con-
struction printing that could help us correct defects
during the printing process.

• We implement a cloud-to-plane shape deviation error
assessment between the point cloud captured by the
3D camera and that generated from the CAD model.

• We design two experiments to demonstrate our ap-
proach under different printing error scenarios.

2 Related Works
Our approach is mainly involved in three major research

domains: 3D construction printing, defect detection and

closed-loop control printing. As our previously men-
tioned, point cloud matching algorithm employed to find
corresponding points between two point clouds and help
us to calculate the error rate between them. Therefore, we
will expand to discuss related research and approaches in
these three areas.

3D Construction Printing. Different from other 3D
printing types, construction 3D printing needs more con-
sideration in product transportation, material property,
printing quality and even aesthetic requirement. Crump et
al. [4], as inventor of fused deposition modeling (FDM)
technology, opened the gate of 3D printing. His method
slices 3D objects to 2D layers and prints by CNC based
machine. Although his approach initially used polymer
filament, this method is also applicable to use other mate-
rials in different regions, such as AM with concrete ma-
terial. Contour crafting [5, 6], present by Khoshnevis,
is one of approach which employed for 3D construction
printing. This approach sets a side trowel on the side
of the extruder to smooth the apparent finish texture pro-
duced by the printing process. Buswell et al. [7] proposed
the concept of Freeform Construction, which brings 3D
printing into mega-scale rapid manufacturing. He aims to
divide the building into a mega-scale section that could
rapidly produce in the factory and assemble at the con-
struction site. Recently, Keating et al. [8] demonstrated a
mobile printing platform called Digital Construction Plat-
form (DCP). DCP used a KUKA robot arm to research the
printing position instead of the gantry-base fixed platform.
Also, the author ofDCPuses two-component polyurethane
closed-cell foam to ensure printing material curing in a
short period of time. 3D construction printing is not only
a popular topic in the research area but also favored by the
construction industry. WinSun [9], a Chinese 3D print-
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Figure 3.MicrosoftAzureKinect.We useRGBcam-
era, Depth camera and Gyroscope in the following
experiments.

ing industry leader company, developed multiply property
material and successfully applied 3D printing to the con-
struction field. Therefore, we need to explore a reliable
method to real-time monitor the quality of 3D printing.
Defect Detection. Currently, defect detection meth-

ods of 3D Printing fall in two different domains, scanning
based and vision based. Scanning based methods usually
use a TOF sensor or with additional auxiliary equipment.
Benefit form scanning whole model, these type methods
could inspect detailing defects, such as tiny surface crack
and local deformation. One of the obvious drawbacks is
time-consuming, that these methods required a screening
window to scan each layer during the printing process.
Moreover, the calibration and preciseness of auxiliary
equipment will directly affect the final accuracy. Lin et
al. [10] used a sliding window to detect filling situations
by a laser scanner, which attaching with printer extruder.
Liu et al. [11] used a camera to measure the target surface
assisting with a line laser and linear translation stage. Im-
age based methods only rely on different types of cameras.
Holzmond et al. [12] demonstrated real time defect mon-
itor system that compares layer point cloud with a model
cross section by using a dual camera under different light
sources. Shen et al. [13] proposed a feature based surface
defect detection approach by contour comparison. There
are also some vision based methods combined with neu-
ral network [14, 15]. The downside is that these methods
require a large amount of data, especially labeled data
for supervised learning. Moreover, most of the methods
above are implemented in polymer FDM 3D printing. Ei-
ther point cloud of one single layer is too sparse or model
defects is difficult to be accurately captured online. There-
fore, all of the above methods only detect defects after
printing and can not correct error during printing process.
Closed-loop Control Printing. Nowadays, researchers

have not only focused on developing new 3D printing tech-
nology, but also hoped to improve the quality and automa-

Figure 4.Defect andDeviationDiagram: (a)Ground
Truth; (b) Layer Defect and Deviation; (c) Surface
Defect; (d) Model Deviation.

tion level of 3D printing, which reducing the degree and
impact of human factors. Different types of 3D printing
have disparate limitations and drawbacks which need to
overcome. For the ink-jet printer, Lu et al. [16] proposed
a feedback controller for finding the best droplet location
to minimize the edge shrinkage effect. Guo et al. [17] in-
corporated feedback measurements to a predictive control
algorithm for avoiding edge shrinking, unreliable dimen-
sions and uneven surfaces. Altın et al. [18] developed a
spatial iterative learning control framework that involves
discrete Fourier transforms and iterative learning control
to improve part’s build quality from a single layer toward
the relationship between two layers. For laser metal depo-
sition (LMD) printing, Sammons and his colleagues [19]
present a stabilizing layer-to-layer controller to track and
compensate for the deposition process. When we ask why
closed-loop control is so important in 3D printing, espe-
cially used in manufacturing, we need to understand that
the nature of 3D printing is repetitive motion. The quality
of the current layer is highly dependent on the previous
layer, such as integrity, flatness and support structure.

3 Method
As shown in Figure 2, the entire 3D printing processing

workflow is divided into four phases. Phase 1 is mainly
composed with the regular 3D printing process and sur-
face defect detection, which also includes layer deviation
detection. Phase 2 includes our original steps, which are
layer defect detection after each layer printing. Phase 3
aims to integrate the error output of phase 1 and 2, then
following to repair the model. The goal of phase 4 is to

1578



37th International Symposium on Automation and Robotics in Construction (ISARC 2020)

compensate for model shape deviation by adjusting offset.
The detail of the explanation and discussion will present
in section 3.2.

3.1 Hardware Platform

Perception Sensor. Microsoft Azure Kinect, Figure 3,
is a fusion sensor that provides an RGB camera, infrared
sensor, depth sensor, gyroscope with accelerometer and
microphone array. The reason why we chose Kinect as
perception sensor in our approach is that it preset syn-
chronization and calibration-free transformation between
each sensor. The depth sensor model in our research is
set as WFOV 2x2 binned. The nominal range accuracy of
Kinect is less than 11mm in the distance range of 0.25-
2.88m [20]. It provides 512x512 resolution with 0.5m to
5m operating range and 120 degrees field of interest in the
dual-axis, accurate and dense enough for our purpose.
3D Printing Platform. Universal Robot 10e (UR10e)

[21] is a 6-DOF collaborative robot arm that could han-
dle up to 10 kg payload in a 1.3 meters radius and 360
degrees workspace. We designed a concrete print head
with a center mixer and attachment for Kinect. The center
mixer could rotate clockwise to feed material and the op-
posite direction to blockmaterial. We prepared fast setting
mortar mix as our printing material.
Control and Simulation Environment. In order to

better observe printing process, ensure safety environ-
ment and prevent hardware damage, we use ROS [22]
with Moveit [23] in the Gazebo environment to simulate
the printing path. Moreover, we use Gazebo simulation
world and physics engine for simulating and demonstrating
the closed-loop control experiment in section 4.3.

3.2 Defect and Deviation Detection.

When the failure of the 3D printingmodel occurs, defect
and deviation will appear in some places of our model.
Therefore, we need to clarify what is defect and what is
deviation. In this paper, we define a defect as missing
the integrity of the printing layer or material overfill and
underfill on the printing model surface. Similarly, the
deviation is defined as the contour or shape error.

We divide the defect and deviation generated in 3D
construction printing into the following three categories:

LayerDefect andDeviation. Since the printingmodel
is stacked up by multiply concrete layers, it is necessary to
check the defect and contour deviation of each layer. The
cause of layer defect is either the interruption of feeding
material or the impurities contained in the material, such
as air bubbles. Layer deviation is caused by path planning
error or robot arm control accuracy and noise.
We use RANSAC to fit a plane, P̂L , based on the points

in the point cloud, SL , captured from the Kinect sensor.

SL = {(x, y, z)}

P̂L = {(x, y, z)| Âx + B̂y + Ĉz + D̂ = 0}
(1)

By calculating the point to plane distance, di , of each
points in the point cloud, we uses an error index array,
e(di), to record those outliers which compare with the
preset tolerance, λ.

di =
| Âxi + B̂yi + Ĉzi + D̂|√
(A2 + B2 + C2)

(2)

eL(di) =

{
1 |di | ≥ λ
0 |di | < λ

(3)

Surface Defect. The surface of the 3D printing model
is formed by stacking the sides of the layer. Hence, the
obvious layer texture can be observed on themodel surface.
During the printing process, due to changes in the print
head’s motion speed or angle rotation, it will cause the
material to accumulate at some particular positions, thus
forming a class of overfill defect. Unlike overfill, underfill
is happened at the gap between roaster path and contour
path. Additionally, the local collapse by lacking support
will also cause surface underfill.
In order to slice the CAD model for outputting each

layer’s outer surface, we export the CAD design file to
STL format. During printing operation, we subscribe ROS
message which present Kinect’s position in global coor-
dinate system by calculating robot’s forward kinematics.
After that, we use this position to map points cloud into
Kinect coordinate system. By applying Iterative Closest
Point (ICP) algorithm, we identify corresponding point,
pi , for each point, p̂i , between CAD point cloud and scan-
ning point cloud respectively. We minus pi and p̂i to get
error vector. Then we project the error vector along the
unit norm vector Np on point pi in reference point cloud P.
Therefore, the C2P error distance, di , is finally computed
as,

di = min∀pi ∈Ps

(| p̂i − pi | · Np) (4)

Once we have the C2P error distance, we apply (3) to
compute point cloud error array.
Model Deviation. Even our printing model avoiding

previous errors, we may still fall short of our printing
results. The shape deviation we discuss here refers to the
misalignment between layers. To provide misalignment
bias to feedback control system, here we choose absolute
error distance instead of error index array in (3).

eM (di) =

{
di |di | ≥ λ
0 |di | < λ

(5)
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Figure 5. Task 1 results: (a) Layer Defect; (b) Surface without Defect and Deviation; (c) & (d) Surface Defect;
(e) & (f) Model Deviation. Top: RGB point cloud captured by Kinect. Bottom: visualization of C2P error
between scanned point cloud and CAD. Signed error is color coded from red (positive) to blue (negative).

3.3 Closed Loop Control

As we mentioned in the beginning of this section, we
explain and discuss in detail for the each phase setup and
process below:
Phase 1. First of all, we directly export the design

model from CAD drawing software and save it in STL
format. Then we send this STL file to ROS Additive
Manufacturing (RAM) for 3D slicing and path generation.
We import each layer path from RAM output into ROS
MoveIt! to perform path planning. This step helps us
to ensure UR10e avoiding self-collision. Once MoveIt!
does not detect any collision, it will send the trajectory to
UR10e and execute.
At the same time, our point cloud comparison algorithm

is also working as a ROS node during the printing process.
By subscribing pose message, ROS transfer the position
of UR10e’s end effector to point cloud generation. In our
algorithm, we compute the Kinect observation frame and
generate the reference point cloud under the current frame.
On the other side, the Kinect sensor continuously captures
depth images of the layer surface and transmits it back
to our algorithm in real-time. When UR10e completes
printing each layer, our approach will go through the ICP
algorithm to register the scanning point cloud to reference
point cloud and calculate the C2P distance to output the
error-index array.
Phase 2. During exporting error-index array in phase 1,

UR10e move forward to the next phase, which set Kinect
to capture the top view of each layer. By converting RGB
to HSV color space, we able to easily segment layer’s
points from the scanning point cloud. Subsequently, we
apply the RANSAC algorithm to fit a plane from those
layer’s points and output as the planar equation format.
The manipulation of the planar equation can help us check
multiple layer defects. We check the layer’s level corre-
sponding to the horizontal datum. We also find the outlier
compare with our preset distance to find the defect position

Figure 6. Task 1 results. Left: RGB point cloud
captured by Kinect. Right: visualization of Layer
Deviation between scanning point cloud and CAD
file. Signed error is color coded from red (positive)
to blue (negative).

on the layer plane. The same as phase 1’s last step, the al-
gorithm outputs the error-index array to provide feedback
information.

Phase 3. In the previous two phases, we got error-
index arrays. In the feedback loop, we first convert them
into binary error-index arrays to indicate the makeup po-
sition for MoveIt! path planning. During MoveIt! execute
the trajectory path, we able to correct layer deviation be-
fore concrete curing by setting the different angles of side
trowel. Moreover, for those defect positions, the print head
will re-feed concrete with adjusted side trowel.

Phase 4. Benefit from error array provided in phase 1,
the final phase is able to estimate the offset between the
current layer and previous layers on each axis direction.
In this step, we regard the previous layer as an integral
base and only discuss the relationship between the current
layer and the base. Applying compensation could help us
avoid systematic bias, even compensates control noise for
certain special position.
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Figure 7. Task 2 experiment process: (a) Normal Printing without Defects; (b) Printing Complete; (c) Mark
Defect Area; (d) Complete Defect Correction.

4 Experiments
Our experiment is designed as two tasks, static detection

test, and simulation of 3D construction printing. The first
task, static detection, aims to demonstrate our approach
worked as normal defect detection in a static environment.
We will show the three different defects and deviations,
which defined in section 3.2. For the second task, we will
present our complete approach including defect detection
with feedback control during real-time printing. Due to
research facility closure and limited available equipment,
this experiment will be present in the simulation world by
Gazebo.

4.1 Experiments Setup

In Task 1, we are looking for a model that would demon-
strate errors as mentioned in section 3.2. For better sim-
ulate the product of 3D construction printing, including
material property and texture, we made serval half inches
concrete planes by concrete-water mixture in a ratio of 9:1.
We superimposed these concrete planes to build a cubic
shape model. Here, each concrete plane represents corre-
sponding layer in the real printing process. Therefore, we
finally got a cube that is 6.5 inches high and 8.5 inches
in both depth and width. Each concrete plane has two
sides of fixed length and 90 degrees angle, the same as our
CAD design. The other two sides are designed to contain
different deviation and defect, such as material overfill or
layer deviation. We can simulate the errors under various
situations by adjusting the placement and order of concrete
planes, just like we designed in advance.

In Task2, we setup a UR10e robot with a combination
of a simple print head an kinect in Gazebo’s simulation
environment. To prevent the robot arm hitting the ground,
we set the UR10e on a 0.7m high box. Similarly, the print-
ing platform also raised 0.4m accordingly. In this task, our
goal is to use the Kinect to capture the layer defect caused
by interrupt feeding material during the printing process.
Since there is no fluid setting in Gazebo, we made a plugin

Figure 8. Eleven-layer concrete cubic. Top (Blue):
Layer without defect and deviation. Front (Green):
Surface without defects.

that will follow the print head position to place thin yellow
boxes from the waiting area to the target location in real
time. We randomly deleted one segment of materials in
the waiting area. Therefore, UR10e will interrupt printing
even robot arm is still moving. By using the depth camera
plugin, we convert the depth image to a point cloud and use
it as the feedback input of our approach. After the printing
complete, our plugin will mark the defect position in red
first and turn blue after defect correction.

4.2 Defect and Deviation Detection

Figure 5 and Figure 6 present the experiment results in
task 1. For Figure 5, RGB point cloud images in the top
row demonstrate the concrete cubic that we see in the real
world. The images in the bottom row show the difference
between printing model and CAD design by presenting in
heat map. As scale bar shows, the red regions represent the
shrinkage of the model, which means that these regions
do not meet the designed size. Similarly, the dark blue
areas tell us that the printing exceeds CAD design. As
mentioned in section 3.2, tolerance is always a necessary
consideration in the engineering world. We set 0.5cm as
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the tolerance, λ, in (3) and (5).
The images in column (a) are captured by Kinect from

top to bottom after completing each layer. We can see that
there are only slight traces in the top image, even it will not
be noticed, if the observer does not look closely. However,
after generating RGB point cloud, we can easily segment
our target, concrete cubic, from the background by color
space change. The heatmap belowmakes usmore intuitive
to see the defects that are difficult to detect with naked eye
or image based detection approaches. There is a shrink-
age area at the top of the model. In the actual printing
process, the reason of causing this type failure could be
the interruption of feeding material. Furthermore, we can
also determine the layer deviation at the same time. In
Figure 6, the red area presents layer deviation exceeding
the boundary of the CAD design model.
Column (b) in Figure 5 shows an ideal 3D printing

model that we can see that the entire point cloud is the
blue color. Columns (c) and (d) simulate two types of
surface defects, overfill and underfill, respectively. In the
top image of column (c), we can see a prominent material
overflow part in the middle of our printing model. When
we applied our method, the dark blue zone is the detection
of the overfill area. The note that the underfill depth in
column (d) is only 0.7 cm, but our approach still can ac-
curately detect it. For model deviation detection, we sim-
ulate two types of control error, columns (e) and (f), that
cause to misalignment between neighbor layers. Column
(e) simulates the printing drift, which usually occurs in
the control systems with accumulated errors. We choose
random noise for offset error and make the detection in
column (f).

4.3 Closed-loop Control Printing

As Figure 8 shown, our goal is to print a 1 meter cubic.
The initial experiment randomly deletes material for an
arbitrary length. After confirming that our experiment
plan is feasible in the simulation environment, we change
the range of the interruptedmaterial to check the limitation
of our approach. Starting from 20cm, we found, when the
length is less than 2.4cm, ourmethod cannot detect surface
defects. Note that we follow the specs entirely from the
Microsoft Kinect website to set the parameters in Gazebo
depth camera plugin.

5 Conclusion
In this paper, we proposed a front-end closed-loop con-

trol approach for 3D construction printing. We also ex-
plored the feasibility of using point cloud based defect
defection for the construction size printing model. Com-
paring to other methods, our approach demonstrates a high
performance defect detection method with a cost-effective

sensor. As the experiments we showed, we believe that
our proposed approach has great potential in the field of
3D construction printing.
Limitations and Discussions. An obvious limitation

of our approach is that the detection accuracy will signifi-
cantly decrease as a shrink of the printingmodel size. Gen-
erally, a smaller model will require higher performance
and resolution of the 3D perception sensor to detect detail
defects. Since the model size of 3D construction printing
is large enough, and even a single layer could be easily
captured by Kinect. Therefore, this is the main reason
why we propose our method for defect detection in 3D
construction printing.
Future Work. Our future work is aiming to bring

out the real 3D printing product by using our approach.
Furthermore, we believe that our work can ultimately help
constructionworkers improve their safety and construction
quality, help customers achieve their ideal designs, and
reduce material waste to protect our environment.
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Abstract – 

Exact development progress estimation has been 
demonstrated to be basic to the accomplishment of a 
structure venture. The techniques for robotized 
development progress estimation proposed in past 
examinations have certain constraints in light of 
fragmented informational collections. The principle 
target of this research was to create a precise, 
basically completely mechanized strategy for 
development progress estimation utilizing a 360 
cameras and 3D information with LiDAR technology 
to detect site plan by remote-detecting innovation. 
The cameras at that point select the parameter 
settings that best fulfill the relegated contending 
solicitations to give high goals perspectives on the 
stage accomplishments. We propose using robotic 
scanning with AI analytics to tackle the plaster stage 
and the camera parameter determination issues 
continuously. The adequacy of the proposed 
framework is approved in both reproduction and 
physical test. The consequences of the proposed 
progress estimation technique can be utilized as 
contribution for development progress 
representation and enhance the inspections 
timeframe. 

 
Keywords – 
Construction Robotics; Inspections Enhancements; 
AI Detection; Internal Mapping; Autonomous 
Inspection 

1 Introduction 
Robots and mobile platforms have recently begun to 

solve many of the goals for remote sensing. Mobile laser 
scanning devices have enabled the identification and 
classification of roadside objects [1]. 

Human-mounted solutions, like backpacks equipped 
with laser scanners, allow for human-in-the-loop 
navigation of indoor spaces [2]. These mobile solutions 

afford operators access to previously inaccessible regions 
that stationary systems cannot sense. 

Autonomous and semi-autonomous mobile remote 
sensing platforms, including robots, further improve the 
flexibility that mobile sensing offers. Robotic agents can 
operate without the need of constant human presence and 
input [3][4]. Therefore, environments can be remotely 
sensed without involving or endangering humans, 
making surveying safer and more efficient. Many robotic 
platforms outperform their human counterparts in similar 
sensing and mapping tasks as well [5], which increases 
the reliability and accuracy of produced geospatial 
intelligence. This process of simultaneously localizing a 
robot in its surroundings and mapping these surroundings 
is known as Simultaneous Localization and Mapping 
(SLAM). The fine level details and autonomy afforded 
by SLAM robots have contributed to the ubiquity of these 
platforms as mobile and adaptable exploration solutions. 

One result of the increased use in robotic remote 
sensing platforms is a greater portfolio of environments 
and spaces that can be explored. Urban and subterranean 
environments pose a unique challenge because they 
typically feature tight spaces and are often poorly lit. 
Additionally, underground caves are often rocky and 
difficult to traverse. Nonetheless, robots have been 
produced to explore these spaces. Urban-focused robots 
use three-dimensional (3-D) lidar to scan areas due to the 
high failure rate of visible-light dependent cameras [6][7]. 
As a result, robots can produce highly detailed maps for 
the precise environments for which they are selected, 
including deep mines and archaeological sites [8]. 

The goal is to provide the warfighter a cost-effective 
solution that provides situational awareness, in near real-
time, of building interiors and Subterranean (SubT) 
environments. In order to address the gaps listed above, 
merging a mapping technology with a robotics platform 
that has limited computational and power resources will 
need be done successfully. 

However, most commercially available LIDAR 
systems are designed for use outdoors, specifically for 
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high-resolution aerial imaging and mapping applications. 
As a result, they tend to be large, heavy, power-hungry, 
data bandwidth intensive, and expensive and not suitable 
for integration on a robotics platform. Also, the amount 
of data collected is quite large (gigabits) and requires 
post-processing (days). In the last few years, the 
automotive industry’s push for autonomy has resulted in 
a number of industries producing SWaP-C sensors that 
should be suitable for a robotics platform and still be 
capable of surveying and mapping underground 
structures and the interior of buildings.  

This capability would provide the warfighter with 
data intelligence to develop situational understanding and 
support troop maneuverability. Utilizing these 
commercial off the shelf (COTS) low-power sensors to 
provide a near real-time solution has yet to be 
implemented, and the benefits provided when compared 
to their larger, expensive, and power-hungry counterparts 
are unrealized. 

In regards to the robotics platform, the Maneuver 
Center of Excellence (MCoE) SubT equipment list has a 
variety of robot platforms, including the Firstlook and 
Packbot 510. Both of these robots are equipped with 
cameras, but neither system generates point clouds of the 
environment. In addition to the cost of the robotics 
platform, additional revenue is also required for mapping 
sensors (i.e., GeoSLAM ZEB-REVO or Carnegie 
Robotics Multisense). However, these sensors merely sit 
atop the robotics platform and do not leverage the robot’s 
on-board sensors for enhanced positioning and 
localization. The robotics platform that is being 
leveraged for this report is the Army Ground Vehicle 
Robot (GVR-BOT) Gen 1.1 platform. This platform is 
the reference design standard for Project Manager (PdM) 
Unmanned Ground Vehicle. By combining the robot’s 
localization and positioning sensors with the mapping 
solution, highly accurate data can be generated. 

2 Literature Review  

2.1 Robotics Surveillance 

The construction industry is known to be a major 
economic sector. However, it is also dealt with different 
types of inefficiencies as well as low productivity. 
Robotics autonomous surveillance is a solution that has 
the potential to address such types of shortcomings. 
Delgado stated that robotics and subsequent automated 
systems can revolutionize and also provide several 
advantages to the overall construction industry [9]. 
Construction is considered to be a labour-intensive sector. 
Nonetheless, it can also be stated that the Robotic System 
automation can help to become very effective in other 
sectors as well for labour cost reduction and at the same 
time, look for productivity and quality improvement.  

2.2 Robotics Automation  

Different types of Construction Robotics exist in the 
construction industry. These can be group into 4 general 
categories. This include off-site prefabrication systems, 
on-site automated and robotic systems, drones and 
autonomous vehicles, and exoskeletons. The adoption of 
such robotic mechanisms can be largely attributed to the 
successful use of robots in the automotive manufacturing 
industry of Japan. Construction works need to be 
completed soon as significant financial matters are 
involved. However, this process can be automated as 
Artificial Intelligence (AI) can consider proper measures 
that will improve the situation related to robotics 
involvement in construction [9]. 

2.3 Factors of Robotics Automations 

This is evident that there is a cost for the client for 
robotics adoption in their whole process. Governments 
are considered to be the major clients of all the 
construction and infrastructure companies. Furthermore, 
the public spending amount in the infrastructure can have 
a big influence as well in terms of adopting new 
technologies. The construction companies operate in a 
highly competitive market. If we consider that price is the 
only criteria for selection, then the construction 
companies can significantly consider reducing the overall 
profit margins in an aggressive manner. This type of 
manner will increase confrontational behaviour as well 
as restrict those people from alternative thinking [10]. 

2.4 Technical Factors  

There is also case where different practical factors 
can limit the overall robotics related implementation. 
These factors can be attributed to the technical limitations 
that reside within the current technologies and also some 
other work-related factors.  

The challenge in this case is the high complexity that 
remains within the construction tasks which also have 
effects on the usability and effective of the robotic 
automated solutions [9]. Construction robotics, with the 
help of AI detection and internal mapping, can consider 
construction automation and inform about completion. 
This type of autonomous inspection will bring results 
within a short period of time. To improve the quality of 
such inspections, it is preferred to have inspections 
enhancements in place [9].  

A construction work consists of many stages. With AI 
detection and other latest technologies, it is possible to 
know about construction automation and completion 
period. The progress will help the stakeholders to make 
relevant decisions that will have an impact at the direct 
workflow. 
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2.5 Adaptation Process  

There is a certain level of complexity in the overall 
construction process and hence, sufficient preparation is 
necessary for adaptability. All the participants who work 
in the construction process needs to be considered in the 
overall adaptation process. The autonomous inspection 
will help time and cost for the companies and help them 
focus on the core issues. The adaptation process of the 
robotic automation can take place through step by step 
process [11]. 

2.6 Robotics in Construction Automation 

The robotic technology performance is on the rise 
rapidly and therefore, this can complement the 
construction process’s automation and completion 
progress monitoring. Nonetheless, to conduct the 
operations flawlessly, workers need to have mechatronic 
and robotic training as well as qualifications [9]. The 
stakeholders and the decision makers can think about 
automation and integration of different advanced 
technologies in the construction field. This can be done 
when the guidelines are properly followed and 
considered into the thinking process. 

Robotics can work in different forms and it has also 
been considered for augment abilities. There are working 
exoskeleton available which will not only help to 
enhance the wearer’s mobility but also make them much 
stronger. This will make those people less prone towards 
any type of work-related injuries. These wearables 
eliminate major stress as well as damage that can result 
from being involved in physical labor too often [11]. 

Robotics and automation play a crucial role in the 
construction sector. It is also to be noted that there should 
be high technology of Research & Development to be 
used because of the dynamic and unstructured nature of 
the overall construction environment. There are several 
robotics automations which are used in the construction 
area and they include- fireproofing spray robot, wall 
finishing robot, steel beam positioning manipulator, 
spray coating robot, and ceiling panel positioning robot. 
In terms of the civil work, there are also the use of 
different types of robot, such as- semi autonomous robot, 
concrete crusher, demolition robot, robot for all jobs etc. 
Each of these robots have different purposes that they 
serve [12]. 

2.7 Robotics in Construction 

The primary role of automated techniques in the 
construction sector is to develop a multidimensional as 
well as a comprehensive costs and benefits analysis 
which is related to some certain robotic application. The 
success in this regard can be analysed through the process 
of technical as well as economic feasibility. The technical 

feasibility is an ergonomic evaluation of the steps that 
help to complete the given work task. It also considers 
the analysis related to the robot control and process 
monitoring requirements [9].    

Through the process of Robotics and Automation, we 
have also seen an increase in the overall occupational 
safety issue. Using robotics and its automation help 
especially in the case of dangerous zones. There are 
several automated systems which may help in working 
for the dangerous zones for the humans. This type of 
automation helps to reduce the labour related injuries and 
also keep company cost at a minimum. There is an 
increase in quality that is evident as well because of the 
robotics autonomous surveillance algorithms. These 
operations are carried out with less variability in 
comparison to the human workers [13]. 

The automation system possesses a greater control 
towards the whole production process. We are able to 
detect the problems easily and for different stage as well. 
Through this process, it gets easier to understand if there 
is a correct functioning of the system happening or not. 
The robotics automation gives greater control towards 
the final result and this can be controlled in an efficient 
way by look at the steps of the overall process 
individually. 

3 Research Methodology  

3.1 Lidar Automation  

The method of simultaneous localization and 
mapping (SLAM) using a light detection and ranging 
(LiDAR) sensor is commonly adopted for robot 
navigation. However, consumer robots are price sensitive 
and often have to use low-cost sensors. Due to the poor 
performance of a low-cost LiDAR, error accumulates 
rapidly while SLAM, and it may cause a huge error for 
building a larger map. To cope with this problem, this 
paper proposes a new graph optimization-based SLAM 
framework through the combination of low-cost LiDAR 
sensor and vision sensor. In the SLAM framework, a new 
cost-function considering both scan and image data is 
proposed, and the Bag of Words (BoW) model with 
visual features is applied for loop close detection. A 2D 
map presenting both obstacles and vision features is also 
proposed, as well as a fast relocation method with the 
map.  

Experiments were taken on a service robot equipped 
with a  low-cost LiDAR and a front-view RGB-D camera 
in the real indoor scene. The results show that the 
proposed method has better performance than using 
LiDAR or camera only, while the relocation speed with 
our 2D map is much faster than with traditional grid map. 

Localization and navigation are the key technologies 
of autonomous mobile service robots, and simultaneous 
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localization and mapping (SLAM) is considered as an 
essential basis for this. The main principle of SLAM is to 
detect the surrounding environment through sensors on 
the robot, and to construct the map of the environment 
while estimating the pose (including both location and 
orientation) of the robot. 

3.2 SLAM Detection 

LiDAR can detect the distance of the obstacles, and it 
is the best sensor to construct a grid map, which 
represents the structure and obstacles on the robot 
running plane. The early SLAM research often used 
LiDAR as the main sensor. Figure 1 shows the obstacles 
near the robot, marked in red dots. SLAM has the ability 
to detect moving objects as well. Table 1 shows the angle 
and distance from the obstacle shown in figure 1. 

 

 
Figure 1. Obstacles Detection 

 
Table 1. Angle and Obstacles 

Angle Distance 
-179 2.691 
-143 2.124 
-107 0.901 
-71 0,655 
-35 2.679 
1 1.872 

36 0.963 
72 0.643 
108 0.703 
144 1.344 
180 0.729 

 
Extended Kalman filter (EKF) was applied to 

estimate the pose and of the robot, but the performance 
was not ideal. For some strong nonlinear systems, this 
method will bring more truncation errors, which may 
lead to inaccurate positioning and mapping. Particle filter 
approaches were introduced because they can effectively 
avoid the nonlinear problem, but it also leads to the 
problem of increasing the amount of calculation with the 
increase of particle number. In 2007, Grisetti proposed a 

milestone of LiDAR-SLAM method called Gapping 
based on improved Rao-Blackwellized particle filter 
(RBPF), it improves the positioning accuracy and 
reduces the computational complexity by improving the 
proposed distribution and adaptive re-sampling 
technique. 

As an effective alternative to probabilistic approaches, 
optimization-based methods are popular in recent years. 
In 2010, Kurt Konolige proposed such a representative 
method called Karto-SLAM, which uses sparse pose 
adjustment to solve the problem of matrix direct solution 
in nonlinear optimization. Hector SLAM proposed in 
2011 uses the Gauss-Newton method to solve the 
problem of scanning matching, this method does not need 
odometer information, but high precision LiDAR is 
required. In 2016, Google put forward a notable method 
called Cartographer by applying the laser loop closing to 
both sub-maps and global map, the accumulative error is 
reduced. Figure 2 shows the map generated using hector 
slam. This map is saved and then used in navigation to 
avoid the walls. The dark black boxes shown in figure 2 
shows the room boundaries. 

 
Figure 2. Map generated using Hector SLAM 

3.3 Traditional Grid Map 

Occupy grid map is wildly used in LiDAR-SLAM, it 
is a simple kind of 2D map that represents the obstacles 
on the LiDAR plane:  

Mgrid = {mg(x, y)}, 
where mg(x, y) denotes the possibility if the grid (x, 

y) is occupied. Generally, the value of mg(x, y) can be 1 
(the grid (x, y) is occupied) or 0 (the grid (x, y) is not 
occupied).  

Feature map is another kind map generated by most 
feature-based Visual-SLAM approaches; it can be 
represented as:  

Mfeature = {f(x,y,z)}, 
where f(x,y,z) denotes that on the world position 

(x,y,z), there is a feature f(x,y,z), for real applications, f 
(x, y, z) could be a descriptor to the feature in a dictionary 
like BoW.  
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As a result, a feature map is a sparse map which only 
has value on the position which has features. This makes 
a feature map is reliable for localization, but not good for 
navigation and path-planning. 

3.4 360 degree Cameras  

In photography, a 360-degree camera is a camera 
with a visual field of the entire sphere or simply a camera 
with the ability to capture a 360-degree field of view in 
the horizontal plane. Such cameras are a highly 
appreciated in instances when large visual field coverage 
is desired, such as in robotics or panoramic photography. 

Most cameras have a field of view that ranges from a 
few degrees to almost 180 degrees or sometimes slightly 
larger than this. It implies that such cameras have the 
ability to capture the light falling onto their focal points 
through a sphere. On the contrary, a 360-degree camera 
covers a full sphere and has the ability to capture light 
falling from all directions onto the focal point. In actual 
application, however, most 360 degrees cameras can 
cover almost a full sphere along the equator, but with the 
exclusion of the bottom and top of the sphere. Should 
they cover the full sphere, including the top and the 
bottom, the rays will not meet at a single focal point. 

3.5 Robotic Computer Vision  

360-degree cameras are used in robotics to solve 
simultaneous localization and mapping as well as for 
visual odometry. With the ability to capture a 360-degree 
field of view, the 360-degree cameras lead to better 
optical flow, feature matching and feature selection in 
robotics. 

The 360-degree camera would be used to take 
pictures of the rooms constructed. That will be used later 
on to determine the stage the wall is in. It can take the 
picture of the whole room in one go, and then the 
program can differentiate different walls in the room. 

 
Figure 3. 3 stages of construction  

After taking the picture, the program will use AI to 
determine the stage the wall is on and then evaluate the 
progress of the construction. Figure 4 shows the three 
stages of construction that are Blocks, Plaster and Primer. 

After determining the stage of all walls in the house, the 
program can evaluate the progress of house completion. 

4 Results & Findings   
For each classified scene, a confusion matrix was 

generated, used to examine commission and omission 
errors, the accuracy of the producer, and the classification 
in general. In turn, the K was calculated, which computes 
the agreement between the classified image and the 
observed reality due solely to the accuracy of the 
classification, deleting the agreement that would fit 
simply wait by chance. How much is K close to 100% 
how much is the classification accuracy good. 

Table 1 below provides a detailed information from 
the used images in the training and testing with each 
results classification accuracy. 

Table 2. Learning Model Classifications Accuracy  

Dataset  Amount Confusion 
Matrices 

Classifier 
Behaviour 
Testing  

Training  Class 
plaster 
540 

Class one-
one   99% 

Class with 
plaster     
98% 

Class one-
two    1% 
 

Class 
without 
plaster 99% 
 Class 

without 
plaster 540 

Class two-
two 100% 
 

Testing  Class 
plaster108 
 

Class one-
one 100% 

Class with 
plaster    
100% 
 

Class one-
two 100% 

Class 
without 
plaster 108 

Class two-
two    0% 

Class 
without 
plaster 
100% 
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Abstract -
Boom cranes are among the most common material han-

dling systems due to their simple design. Some boom cranes
also have an auxiliary jib connected to the boom with a flex-
ible joint to enhance the maneuverability and increase the
workspace of the crane. Such boom cranes are commonly
called knuckle boom cranes. Due to their underactuated
properties, it is fairly challenging to control knuckle boom
cranes. To the best of our knowledge, only a few techniques
are present in the literature to control this type of cranes
using approximate models of the crane. In this paper we
present for the first time a complete mathematical model for
this crane where it is possible to control the three rotations
of the crane (known as luff, slew, and jib movement), and
the cable length. One of the main challenges to control this
system is how to reduce the oscillations in an effective way.
In this paper we propose a nonlinear control based on en-
ergy considerations capable of guiding the crane to desired
sets points while effectively reducing load oscillations. The
corresponding stability and convergence analysis is proved
using the LaSalle’s invariance principle. Simulation results
are provided to demonstrate the effectiveness and feasibility
of the proposed method.

Keywords -
Knuckle Cranes; Robotics; Oscillation Reduction; Under-

actuated Systems; Nonlinear Control

1 Introduction
Cranes are material handling machines which are used

in different industries (i.e., construction, manufacturing,
shipbuilding and freight handling) for transporting heavy
materials that humans cannot handle. Cranes have the
capability of moving the load vertically and horizontally,
either along a straight or a curved path. Nowadays, most
cranes are manually operated by skilled operators. In
this paper we focus on the design of an effective automatic
control to obtain accurate positioning and reduce the swing
of the load.

Cranes come in various sizes and designs to perform
different tasks. Depending on their dynamic proper-
ties they can be classified as gantry cranes and rotary

cranes. Gantry cranes can be further classified into over-
head cranes and container cranes. Rotary cranes can be
classified into tower cranes and boom cranes [1].

In this paperwewill focus on a so called ’knuckle boom’
crane which is one of the most common type of boom
crane. Boom cranes are characterized by a first boom
that can rotate around two orthogonal axes (e.g. slew and
luff motions). From the free end of the boom, a payload is
suspended using a hoisting rope. The length of the hoisting
rope can be driven using a winch. A boom crane can
move the payload in the 3D space using the luff and slew
movements of the boom and the hoisting of the payload.
Such cranes are commonly used in construction sites [2].
Boom cranes can also havemore than one boom. Common
variant of the boom crane has an auxiliary jib connected
to the boom to enhance the maneuverability. Such boom
cranes are the knuckle boom cranes (see Fig. 1). In this
paper we present for the first time a completemathematical
model for this kind of crane which takes into account not
only the three main rotations (e.g. luff, slew, and jib
movement), but also the cable dynamic and the payload
oscillations.

As all cranes, knuckle cranes are nonlinear systemswith
complicated underactuated dynamics. Underactuated sys-
tems [3] are commonly found in several areas and ap-
plications, such as robotics, aerospace systems, marine
systems, flexible systems, mobile systems, and locomo-
tive systems. The condition of underactuation refers to a
system with more DoF (number of independent variables
that define the system configuration) to be controlled, than
actuators (input variables). This restriction implies that
some of the configuration variables of the system cannot
be directly commanded, which highly complicates the de-
sign of control algorithms. In particular for the proposed
model of knuckle crane the non-actuated variable are the
swing angles of the payload, whereas the four actuated
variable will be the three main rotation (i.e. luff, slew, and
jib movements) and the length of the cable.

Cranes can be controlled using different control laws
depending on their operations, which usually involve the
process of gripping, lifting, transporting the load, lower-
ing, and releasing the load. A damping capacity of the sys-
tem plays a significant role towards the precision motion
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performance. The control schemes developed for cranes
can mainly be categorised into open loop and closed loop
techniques [4]. Control schemes based on a combination
of open and closed loop techniques have also been pro-
posed. Input shaping is one of the most used open loop
techniques, mostly based on a linearized system, that can
be applied in real time, mainly for control of the oscil-
lations of the payload. Anti-swing crane controls using
input shaping have been widely implemented in the lit-
erature [5]-[6]. Concerning closed loop techniques, Pro-
portional Integral Derivative (PID) control laws have been
proposed for instance in [4], where the authors proposed a
position control of a gantry crane system. A state feedback
controller has been implemented in [7] for a boom crane
system in order to control the load sway angles in the verti-
cal and horizontal boom motions, as well as in the vertical
and horizontal boom angles. In [8] the authors present a
constrained control scheme based on the ERG framework
for the control of boom cranes. In [9] a model predictive
control (MPC) approach was used for a boom crane in
order to reduce the swing angles as much as possible.

Compared with the other kinds of cranes like boom
cranes, the study of knuckle cranes is still at an early stage
with much less reported control strategies. In [10] the
authors focus on controlling mobile electro-hydraulic pro-
portional valves to move the crane to a desired position. In
[11] the authors solve the problem of controlling knuckle
crane through the inverse kinematics without take into ac-
count the dynamic of the cable and the payload. In [12]
an anti-sway control is shown which is performed by sim-
plifying the dynamic model and assuming that the tip of
the crane can be controlled directly.

To the best of our knowledge, no research has been
carried out to develop a detailed mathematical model and
develop a control strategy taking into account the strongly
nonlinear nature of this type of crane. In this paper we
advance the state of the art of the knuckle crane by intro-
ducing for the first time a complete mathematical model in
which we takes into account all of the degrees of freedom
(DoF) that characterize this type of system (i.e. the three
rotations, the length of the rope and the payload swing
angles) and proposing novel control strategy designed di-
rectly on the nonlinear model.

The rest of this paper is organized as follows. In Section
2, the dynamic model of the knuckle crane and the control
objectives are provided. In Section 3, the proposed con-
troller is designed, and the corresponding stability analysis
is provided in detail. Section 4 shows the results of the
simulations regarding the proposed control strategy.

Figure 1. Model of a knuckle crane [1].

Figure 2. Payload swing angles.

2 Dynamic Model
A schematic view of knuckle crane is shown in Fig.1.

The knuckle crane consists of a first boom of length lb and
mass mb connected to the tower with one revolute joint.
The auxiliary jib of length lj and mass mj is linked to the
first boom by a revolute joint. For the sake of simplicity
in this paper, both of these two links are considered to be
rigid. The cable is supposed to be massless and rigid, thus
the lifting mechanism can be represent as a prismatic joint.
The payload ofmassm can be represented as lumpedmass.
The two swing angles of the payload are represented in the
Fig.2.

The configuration of the crane can be represented by six
generalized coordinates, in which, α is the slew angle of
the tower, β is the luff angle of the boom, γ is the luff angle
of the jib, d is the length of the rope, θ1 is the tangential
pendulation mainly due to the motion of the tower and θ2
is the radial sway mainly due to the motion of the boom.

To simplify the ensuing analysis, the following ab-
breviations are used: Sα , sin(α), Sβ , sin(β), Sγ ,
sin(γ), Sθ1 , sin(θ1), Sθ2 , sin(θ2),Cα , cos(α),Cβ ,
cos(β),Cγ , cos(γ),Cθ1 , cos(θ1),Cθ2 , cos(θ2).

The dynamic model of the knuckle crane is obtained
by using the Lagrange method [13]. Firstly, we need to
express the system kinematic energy T(t), which consists
of three parts, the boom kinematic energy Tt (t), the jib
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kinematic energy Tj(t), and the payload kinematic energy
Tp(t). Then, the system potential energy U(t) consists of
the boom gravity energyUt (t), the jib gravity energyUj(t),
and the payload gravity energy Up(t). Next, the Lagrange
function is constructed as

L(t) = T(t) −U(t)
= Tb(t) + Tj(t) + Tp(t) −Ub(t) −Uj(t) −Up(t),

(1)

where

T(t) =
1
8

(mB((lBCβSα Ûα + lBCαSβ Ûβ)2 + (lBCαCβ Ûα

−lBSαSβ Ûβ)2 + l2
BC2

β
Ûβ2)) +

1
2

(mJ ((lBCβSα Ûα + lBCαSβ Ûβ

+
1
2

(lJCγSα Ûα) +
1
2

(lJCαSγ Ûγ))2 + (lBCαCβ Ûα +
1
2

(lJCαCγ Ûα)

−lBSαSβ Ûβ −
1
2

(lJSαSγ Ûγ))2 + (lBCβ Ûβ +
1
2

(lJCγ Ûγ))2))

+
1
2

(m((Cθ2 SαSθ1
Ûd − CαSθ2

Ûd + lBCβSα Ûα + lBCαSβ Ûβ

+lJCγSα Ûα + lJCαSγ Ûγ − CαCθ2
Ûθ2d + SαSθ2 Ûαd

+CαCθ2 Sθ1 Ûαd + Cθ1Cθ2 Sα Ûθ1d − SαSθ1 Sθ2
Ûθ2d)2 + (lBCβ Ûβ

−Cθ1Cθ2
Ûd + lJCγ Ûγ + Cθ2 Sθ1

Ûθ1d + Cθ1 Sθ2
Ûθ2d)2

+(SαSθ2
Ûd + lBCαCβ Ûα + lJCαCγ Ûα

−lBSαSβ Ûβ − lJSαSγ Ûγ + CαSθ2 Ûαd + Cθ2 Sα Ûθ2dv

+CαCθ2 Sθ1
Ûd + CαCθ1Cθ2

Ûθ1d − Cθ2 SαSθ1 Ûαd

−CαSθ1 Sθ2
Ûθ2d)2)) +

1
2

Itot Ûα2 +
1
2

IB Ûβ2 +
1
2

IJ Ûγ2,

(2)

U(t) = gm(lBSβ + lJSγ − Cθ1Cθ2 d) + gmJ (lBSβ

+
1
2

lJSγ) +
1
2
glBmBSβ,

(3)

The equations of the motion of the crane are derived
using the Lagrange’s equation

d
dt

(
∂L(q, Ûq)
∂ Ûq

)
−
∂L(q, Ûq)
∂q

= ζ, (4)

where q = [α, β, γ, d, θ1, θ2]T ∈ R6 represents the system
state vector, and ζ = [u1, u2, u3, u4, 0, 0]T ∈ R6 represents
the control input vector.
The dynamic model of a knuckle crane (see Fig. 1) can

be written as:

M(q) Üq + C(q, Ûq) Ûq + F( Ûq) + g(q) =
[
I4x4
02x2

]
u. (5)

The matrices M(q) ∈ R6x6,C(q, Ûq) ∈ R6x6,F( Ûq) ∈ R6

and g(q) ∈ R6 represent the inertia, centripetal-Coriolis,

air dynamic friction [14], and gravity. The systemmatrices
(see Appendix for the detailed description) are defined as
follows:

M(q) =



m11 m12 m13 m14 m15 m16
m21 m22 m23 m24 m25 m26
m31 m32 m33 m34 m35 m36
m41 m42 m43 m44 0 0
m51 m52 m53 0 m55 0
m61 m62 m63 0 0 m66


, (6)

C(q, Ûq) =



c11 c12 c13 c14 c15 c16
c21 c22 c23 c24 c25 c26
c31 c32 c33 c34 c35 c36
c41 c42 c43 0 c45 c46
c51 c52 c53 c54 c55 c56
c61 c62 c63 c64 c65 c66


, (7)

g(q) =
[
0, g2, g3, g4, g5, g6

]T
. (8)

F( Ûq) =
[
0, 0, 0, 0, f1, f2

]T
, (9)

Although the equation of motion (5) is quite compli-
cated, it has several fundamental properties that can be
exploited to facilitate the design of the controller. The two
main properties that will be exploited in the next section
are:

Property 1. The matrix

1
2
ÛM(q) − C(q, Ûq),

is skew symmetric which means that

ζT
[
1
2
ÛM(q) − C(q, Ûq)

]
ζ = 0, ζ ∈ R6

Property 2. The gravity vector (8) can be obtained as the
gradient of the crane potential energy (3), i.e., g(q) =
∂U(q)
∂ Ûq .

2.1 Control objective

The aim of the control is to move the crane to the desired
position and to dampen the swing angles of the load as
much as possible.

The control objective can be described mathematically
as

lim
t→∞

[α(t), β(t), γ(t), d(t), θ1(t), θ2(t)] = [αd, βd, γd, dd, 0, 0],

lim
t→∞

[ Ûα(t), Ûβ(t), Ûγ(t), Ûd(t), Ûθ1(t), Ûθ2(t)] = [0, 0, 0, 0, 0, 0],
(10)
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where αd, βd, γd, dd are the desired references for the
actuated states.
In our development we will consider the following reason-
able assumptions.

Assumption 1 The payload swings satisfy the following
inequality |θ1,2 | <

π
2 .

Assumption 2 The cable length is always greater than
zero to avoid singularity in the model (5): d(t) >,∀t ≥ 0.

3 Control Design and Stability Analysis
The control strategy proposed in this paper consists of

a nonlinear control law based on energy consideration.
The corresponding stability and convergence analysis is
demostrated by using the LaSalle’s invariance principle.

In order to develop our control law, we started to con-
sidered the energy of system (2)-(3), wich is

E(t) =
1
2
ÛqT M(q) Ûq + mgd(1 − Cθ1Cθ2 ), (11)

where the first term is the kinetic energy of the crane,
whereas the second term represents the payload poten-
tial energy. Based on (11), we can define the following
Lyapunov function candidate:

V(t) =
1
2
ÛqT M(q) Ûq + mgd(1 − Cθ1Cθ2 )

+
1
2

kpαe2
α +

1
2

kpβe2
β +

1
2

kpγe2
γ +

1
2

kpde2
d,

(12)

where eα, eβ, eγ, ed are the error signals defined as:

eα = αd − α, eβ = βd − β, eγ = γd − γ, ed = dd − d.
(13)

Differentiating the equation (12) with respect to the time
and using (5) we obtain

ÛV(t) = Ûα(u1 − kpαeα)

+ Ûβ(u2 − kpβeβ − glBCβ(m +
1
2

mBmJ ))

Ûγ(u3 − kpγeγ − glJCγ(m +
1
2

mJ ))

+ Ûd(u4 − kpded + mgCθ1Cθ2 + mg(1 − Cθ1Cθ2 ))

−dθ1C2
θ2
|θ1 | Ûθ

2
1 − dθ2 |θ1 | Ûθ

2
2 .

(14)

In order to cancel the gravitational terms and keep ÛV(t)
non-positive, the following controller is designed:

u1 = kpαeα − kdα Ûα, (15)

u2 = kpβeβ − kdβ Ûβ + glBCβ(m +
1
2

mBmJ ), (16)

u3 = kpγeγ − kdγ Ûγ + glJCγ(m +
1
2

mJ ), (17)

u4 = kpded − kdd Ûd + mg, (18)

where kpα, kpβ , kpγ, kpd , kdα, kdβ , kdγ, kdd ∈ R are
positive control gains.
Substituting (15)-(18) into (14), one obtains

ÛV(t) = −kdα Ûα2 − kdβ Ûβ2 − kdγ Ûγ2

−kdd Ûd2 − dθ1C2
θ2
Ûθ2
1 − dθ2

Ûθ2
2 ≤ 0,

(19)

The following theorem describes the stability property
of the crane using the proposed control law (15)-(18).

Theorem 1 Consider the system (5)-(9). Under Assump-
tions 1-2, the controller (15)-(18) makes every equilibrium
point (10) satisfying Assumptions 1-2, asymptotically sta-
ble.

Proof: As already seen, the derivative of the Lyapunov
function candidate (12) is (19) which is negative semidef-
inite.
At this point let Φ be defined as the set where ÛV(t) = 0,

i.e.
Φ = {q, Ûq | ÛV(t) = 0}. (20)

Further, let Γ represent the largest invariant set in Φ
where the Assumptions 1-2 are verified. Based on (19), it
can be seen that Γ is the set such that:

Ûα = 0, Ûβ = 0,⇒ Üα = 0, Üβ = 0,
Ûγ = 0, Ûd = 0,⇒ Üγ = 0, Üd = 0,
Ûθ1 = 0, Ûθ2 = 0,⇒ Üθ1 = 0, Üθ2 = 0,
Ûeα = 0, Ûeβ = 0,⇒ eα = φ1, eβ = φ2,

Ûeγ = 0, Ûed = 0,⇒ eγ = φ3, ed = φ4,

(21)

where φ1,2,3,4 are constants to be determined.
Combining (21) with (15)-(18) and (5), we obtain the

conditions:

kpαeα = 0,
kpβeβ = 0,
kpγeγ = 0,

−gmcosθ1cosθ2 = −mg + kpded,

gmdcosθ2sinθ1 = 0,
gmdcosθ1sinθ2 = 0.

(22)

From the first three equations of (22),we will have that

kpαeα = 0⇒ eα = 0⇒ φ1 = 0⇒ α = αd, (23)

kpβeβ = 0⇒ eβ = 0⇒ φ2 = 0⇒ β = βd, (24)

kpγeγ = 0⇒ eγ = 0⇒ φ3 = 0⇒ γ = γd . (25)
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From the last two equations of (22), due to Assumption 2,
one can be obtained that:

cosθ2sinθ1 = 0,
cosθ1sinθ2 = 0,

(26)

The following conclusion can be achieved:

θ1 = θ2 = (kπ) ∨
(2k + 1)

2
π, k ∈ Z. (27)

However, due to Assumption 1, the only acceptable solu-
tion will be:

θ1 = θ2 = 0. (28)

By inserting the (28) in the forth equation of (22), one can
conclude that:

kpded = 0⇒ ed = 0⇒ φ4 = 0⇒ d = dd, (29)

�

Remark 1 Other types of cranes such as overhead cranes,
boom cranes, tower cranes etc, have similar dynamic char-
acteristics to a knuckle cranes. Accordingly, the controller
proposed in this paper may be adapted to all these under-
actuated system.

4 Simulation Results
In order to demonstrate the effectiveness of the proposed

strategy, in this section we simulate the knuckle crane in
Fig. 1. The practical performances of the proposed control
approach are compared with a linear quadratic regulator
(LQR) obtained by linearization.The physical parameters
are selected as follows: mb = 2kg, mj = 3kg, m =
1k, lb = 5m, lj = 4m.
The parameters for the control law (15)-(18) are the
following:kpα = 30, kpβ = 10, kpγ = 10, kpd = 1, kdα =
50, kdβ = 30, kdγ = 50, kdd = 10.
For the LQR control approach, first, the crane dynamics is
linearized around the equilibrium point, and then, the fol-
lowing weight matrices have been chosen to stabilize the
plant: Q = diag{25, 400, 450, 200, 1, 1, 1, 1, 1, 1, 120, 120}
and R = diag{0.1, 0.1, 0.1, 1}.

As one can see in Figg. 3-4-5 both controllers success-
fully move the crane towards the desired angular positions.
Although the LQR controller moves the first three degrees
of the cranes (tower, boom, and jib angles) slightly faster
than the method presented in this paper, one can notice
that our method produces much less oscillations of the
load (see Figg.7-8) and of the cable (see Fig. 6) , resulting
in an overall faster and safer stabilization of the load. It is
worth noting that in both methods, the input profiles and
maximum values are almost similar. This values are well
within the typical limits of the crane actuators.

0 10 20 30 40 50 60

Time(s)

0

10

20

30

40

50

60

70

(d
eg

)

Figure 3. Tower angle α. Black line: Desired
reference. Blue line: Nonlinear controller. Red
line: LQR.
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Figure 4. Boom angle β. Black line: Desired
reference. Blue line: Nonlinear controller. Red
line: LQR.
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Figure 5. Jib angle γ. Black line: Desired reference.
Blue line: Nonlinear controller. Red line: LQR.
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Figure 6. Rope length. Black line: Desired ref-
erence. Blue line: Nonlinear controller. Red line:
LQR.

5 Conclusion
This paper proposed a nonlinear control scheme for the

control of knuckle crane. The main contribution of this
article is that for the first time a detailed mathematical
model is shown where the complexity of this type of sys-
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Figure 7. Payload angle θ1. Blue line: Nonlinear
controller. Red line: LQR.
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Figure 8. Payload angle θ2 Blue line: Nonlinear
controller. Red line: LQR.
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Figure 9. Control inputs u1 & u2. Blue line: Non-
linear controller. Red line: LQR.
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Figure 10. Control inputs u3 & u4. Blue line:
Nonlinear controller. Red line: LQR.

tem emerges. Furthermore, the proposed control is based
directly on the nonlinear system avoiding linearization.

Despite the complexity of the model, the proposed control
scheme is able to guide the crane towards a desired refer-
ence and ensuring that the non-actuated variables (i.e., θ1
and θ2) go to zero in a fast way.

Appendix
The nonzero entries of the system matrices M(q),

C(q, Ûq), F( Ûq) and g(q) are define as follows:

m11 = Itot + d2m + A1C2
β + A2C2

γ + A3CβCγ

+2A4dCβSθ2 + 2A5dCγSθ2 − d2mC2
θ1

C2
θ2

m22 = A1 + IB m33 = A2 + IJ m44 = m

m55 = dmC2
θ2

m66 = dm m12 = m21 = A4dCθ2 SβSθ1

m13 = m31 = A5dCθ2 SγSθ1 m14 = m41 = Cθ2 Sθ1 (A4Cβ + A5Cγ)
m15 = m51 = dCθ1Cθ2 (A4Cβ + A5Cγ + dmSθ2 )

m16 = m61 = −dSθ1 (dm + A4CβSθ2 + A5CγSθ2 )

m23 = m32 =
1
2

(A3Cβ−γ),m24 = m42 = −A4(SβSθ2 + CβCθ1Cθ2 )

m25 = m52 = A4dCβCθ2 Sθ1

m26 = m62 = −A4d(Cθ2 Sβ − CβCθ1 Sθ2 )
m34 = m43 = −A5(SγSθ2 + CγCθ1Cθ2 )

m35 = m53 = A5dCγCθ2 Sθ1 ,m36 = m63 = −A5d(Cθ2 Sγ − CγCθ1 Sθ2 )
c11 = 2d Ûdm − A2 ÛγS2γ − A1 ÛβS2β + 2A4 ÛdCβSθ2

+2A5 ÛdCγSθ2 − A3 ÛβCγSβ − A3 ÛγCβSγ

−2d ÛdmC2
θ1

C2
θ2

+ 2A4d Ûθ2CβCθ2 + 2A5d Ûθ2CγCθ2 − 2A4d ÛβSβSθ2

−2A5d ÛγSγSθ2 + 2d2 Ûθ1mCθ1C2
θ2

Sθ1 + 2d2 Ûθ2mC2
θ1

Cθ2 Sθ2

c12 = A4 ÛdCθ2 SβSθ1 + Ad
ÛβCβCθ2 Sθ1 + A4d Ûθ1Cθ1Cθ2 Sβ − A4d Ûθ2SβSθ1 Sθ2

c13 = A5 ÛdCθ2 SγSθ1 + A5d ÛγCγCθ2 Sθ1 +
A5d Ûθ1Cθ1Cθ2 Sγ − A5d Ûθ2SγSθ1 Sθ2

c14 = Ûθ1Cθ1Cθ2 (A4Cβ + A5Cγ) − Cθ2 Sθ1 (A4 ÛβSβ + A5 ÛγSγ)
− Ûθ2Sθ1 Sθ2 (A4Cβ + A5Cγ)

c15 = dCθ1Cθ2 ( ÛdmSθ2 − A4 ÛβSβ − A5d ÛγSγ + d Ûθ2mCθ2 )
+ ÛdCθ1Cθ2 (A4Cβ + A5Cγ + dmSθ2 ) − d Ûθ1Cθ2 Sθ1 (A4Cβ
+A5Cγ + dmSθ2 ) − d Ûθ2Cθ1 Sθ2 (A4Cβ + A5Cγ + dmSθ2 )

c16 = −dSθ1 ( Ûdm + A4 Ûθ2CβCθ2 + A5 Ûθ2CγCθ2−

A4d ÛβSβSθ2 − A5 ÛγSγSθ2 ) − ÛdSθ1 (dm + A4CβSθ2 +
A5CγSθ2 ) − d Ûθ1Cθ1 (dm + A4CβSθ2 + A5CγSθ2 )

c21 =
1
2

( ÛαSβ(2A1Cβ + A3Cγ + 2A4dSθ2 ))+

1
2

(3A4 ÛdCθ2 SβSθ1 ) +
1
2

(A4d ÛβCβCθ2 Sθ1 )+

1
2

(3A4d Ûθ1Cθ1Cθ2 Sβ) −
1
2

(3A4d Ûθ2SβSθ1 Sθ2 )
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c22 =
1
4

(A3 ÛγSβ−γ) +
1
2

(A4 Ûd(CβSθ2 − Cθ1Cθ2 Sβ))

+
1
2

(A4d Ûθ2(CβCθ2 + Cθ1 SβSθ2 )) −
1
2

(A4d ÛαCβCθ2 Sβ)

+
1
2

(A4d Ûθ1Cθ2 SβSβ), c23 = −
1
4

(A3Sβ−γ)( Ûβ − 2 Ûγ))

c24 =
1
2

(A4 ÛβCθ1Cθ2 Sβ) − A4 Ûθ2Cθ2 Sβ −
1
2

(A4 ÛβCβSθ2 )

+A4 Ûθ1CβCθ2 Sβ + A4 Ûθ2CβCθ1 Sθ2 +
1
2

(A4 ÛαCθ2 SβSβ)

c25 = A4 ÛdCβCθ2 Sβ +
1
2

(A4d ÛαCθ1Cθ2 Sβ)

+A4d Ûθ1CβCθ1Cθ2 −
1
2

(A4d ÛβCθ2 SβSβ) − A4d Ûθ2CβSβSθ2

c26 = A4d Ûθ2SβSθ2 −
1
2

(A4d ÛβCβCθ2 ) − A4 ÛdCθ2 Sβ+

A4 ÛdCβCθ1 Sθ2 −
1
2

(A4d ÛβCθ1 SβSθ2 )

−A4d Ûθ1CβSβSθ2 −
1
2

(A4d ÛαSβSβSθ2 ) + A4d Ûθ2CβCθ1Cθ2

c31 =
1
2

( ÛαSγ(2A2Cγ + A3Cβ + 2A5dSθ2 ))

+
1
2

(3A5 ÛdCθ2 SγSθ1 ) +
1
2

(A5d ÛγCγCθ2 Sθ1 )

+
1
2

(3A5d Ûθ1Cθ1Cθ2 Sγ) −
1
2

(3A5d Ûθ2SγSθ1 Sθ2 )

c32 = −
1
4

(A3Sβ−γ)(2 Ûβ − Ûγ))

c33 =
1
2

(A5 Ûd(CγSθ2 − Cθ1Cθ2 Sγ)) −
1
4

(A3 ÛβSβ−γ)

+
1
2

(A5d Ûθ2(CγCθ2 + Cθ1 SγSθ2 )) −
1
2

(A5d ÛαCγCθ2 Sθ1 )

+
1
2

(A5d Ûθ1Cθ2 SγSθ1 )

c34 =
1
2

(A5 ÛγCθ1Cθ2 Sγ) − A5 Ûθ2Cθ2 Sγ −
1
2

(A5 ÛγCγSθ2 )

+A5 Ûθ1CγCθ2 Sθ1 + A5 Ûθ2CγCθ1 Sθ2 +
1
2

(A5 ÛαCθ2 SγSθ1 )

c35 = A5ddCγCθ2 Sθ1 +
1
2

(A5d ÛαCθ1Cθ2 Sγ)

−
1
2

(A5d ÛγCθ2 SγSθ1 ) − A5d Ûθ2CγSθ1 Sθ2 + A5d Ûθ1CγCθ1Cθ2

c36 = A5d Ûθ2SγSθ2 −
1
2

(A5d ÛγCγCθ2 ) − A5 ÛdCθ2 Sγ

+A5 ÛdCγCθ1 Sθ2 −
1
2

(A5d ÛγCθ1 SγSθ2 )

−A5d Ûθ1CγSθ1 Sθ2 −
1
2

(A5d ÛαSγSθ1 Sθ2 ) + A5d Ûθ2CγCθ1Cθ2

c41 = d Ûθ2mSθ1 − d Ûαm − A4 ÛαCβSθ2 − A5 ÛαCγSθ2

+d ÛαmC2
θ1

C2
θ2

+
1
2

(A4 Ûθ1CβCθ1Cθ2 ) +
1
2

(A5 Ûθ1CγCθ1Cθ2 )

−
1
2

(3A4 ÛβCθ2 SβSθ1 ) −
1
2

(A4 Ûθ2CβSθ1 Sθ2 )

−
1
2

(3A5 ÛγCθ2 SγSθ1 ) −
1
2

(A5 Ûθ2CγSθ1 Sθ2 ) − d Ûθ1mCθ1Cθ2 Sθ2

c42 = A4 ÛβCθ1Cθ2 Sβ − (A4 Ûθ2Cθ2 Sβ)/2 − A4 ÛβCβSθ2

+
1
2

(A4 Ûθ1CβCθ2 Sθ1 ) +
1
2

(A4 Ûθ2CβCθ1 Sθ2 ) −
1
2

(A4 ÛαCθ2 SβSθ1 )

c43 = A5 ÛγCθ1Cθ2 Sγ −
1
2

(A5 Ûθ2Cθ2 Sγ) − A5 ÛγCγSθ2

+
1
2

(A5 Ûθ1CγCθ2 Sθ1 ) +
1
2

(A5 Ûθ2CγCθ1 Sθ2 ) −
1
2

(A5 ÛαCθ2 SγSθ1 )

c45 = d Ûθ1m(S2
θ2
− 1) −

1
2

( ÛαCθ1Cθ2 (A4Cβ

+A5Cγ + 2dmSθ2 )) −
1
2

(A4 ÛβCβCθ2 Sθ1 ) −
1
2

(A5 ÛγCγCθ2 Sθ1 )

c46 =
1
2

(A4 Ûβ(Cθ2 Sβ − CβCθ1 Sθ2 )) +
1
2

(A5 Ûγ(Cθ2 Sγ

−CγCθ1 Sθ2 )) − d Ûθ2m +
1
2

( ÛαSθ1 (2dm + A4CβSθ2 + A5CγSθ2 ))

c51 = 2d2 Ûθ2mCθ1C2
θ2
−

1
2

(d2 Ûθ2mCθ1 ) +
1
2

(A4 ÛdCβCθ1Cθ2 )

+
1
2

(A5 ÛdCγCθ1Cθ2 ) −
1
2

(3A4d ÛβCθ1Cθ2 Sβ) −
1
2

(A4d Ûθ1CβCθ2 Sθ1 )

−
1
2

(A4d Ûθ2CβCθ1 Sθ2 ) −
1
2

(3A5d ÛγCθ1Cθ2 Sγ) −
1
2

(A5d Ûθ1CγCθ2 Sθ1 )

−
1
2

(A5d Ûθ2CγCθ1 Sθ2 ) + 2d ÛdmCθ1Cθ2 Sθ2

−
1
2

(d2 Ûθ1mCθ2 Sθ1 Sθ2 ) − d2 ÛαmCθ1C2
θ2

Sθ1

c52 =
1
2

(A4 ÛdCβCθ2 Sθ1 ) −
1
2

(A4d ÛαCθ1Cθ2 Sβ)

−A4d ÛβCθ2 SβSθ1 −
1
2

(A4d Ûθ2CβSθ1 Sθ2 ) +
1
2

(A4d Ûθ1CβCθ1Cθ2 )

c53 =
1
2

(A5 ÛdCγCθ2 Sθ1 ) −
1
2

(A5d ÛαCθ1Cθ2 Sγ) − A5d ÛγCθ2 SγSθ1

−
1
2

(A5d Ûθ2CγSθ1 Sθ2 ) +
1
2

(A5d Ûθ1CγCθ1Cθ2 )

c54 = −
1
2

( ÛαCθ1Cθ2 (A4Cβ + A5Cγ)) −
1
2

(A4 ÛβCβCθ2 Sθ1 )

−
1
2

(A5 ÛγCγCθ2 Sθ1 )

c55 =
1
2

(d ÛαCθ2 Sθ1 (A4Cβ + A5Cγ + dmSθ2 ))

−
1
2

(A4d ÛβCβCθ1Cθ2 ) −
1
2

(A5d ÛγCγCθ1Cθ2 )

c56 =
1
2

(d ÛαCθ1 (dm + A4CβSθ2 + A5CγSθ2 ))

+
1
2

(A4d ÛβCβSθ1 Sθ2 ) +
1
2

(A5d ÛγCγSθ1 Sθ2 )

c61 =
1
2

(3A4d ÛβSβSθ1 Sθ2 ) −
1
2

(d2 Ûθ1mCθ1 )

−A4d ÛαCβCθ2 − A5d ÛαCγCθ2 −
1
2

(A4d ÛdCβSθ1 Sθ2 )

−
1
2

(A5d ÛdCγSθ1 Sθ2 ) −
1
2

(A4d Ûθ1CβCθ1 Sθ2 )

−
1
2

(A4d Ûθ2CβCθ2 Sθ1 ) −
1
2

(A5d Ûθ1CγCθ1 Sθ2 )

−
1
2

(A5d Ûθ2CγCθ2 Sθ1 ) − 2d ÛdmSθ1 +
1
2

(3A5d ÛγSγSθ1 Sθ2 )

c62 =
1
2

(A4d Ûθ2SβSθ2 ) − A4d ÛβCβCθ2 −
1
2

(A4d ÛdCθ2 Sβ)

+
1
2

(A4d ÛdCβCθ1 Sθ2 ) −
1
2

(A4d Ûθ1CβSθ1 Sθ2 )

+
1
2

(A4d ÛαSβSθ1 Sθ2 ) +
1
2

(A4d Ûθ2CβCθ1Cθ2 )
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c63 =
1
2

(A5d Ûθ2SγSθ2 ) − A5d ÛγCγCθ2 −
1
2

(A5d ÛdCθ2 Sγ)

+
1
2

(A5d ÛdCγCθ1 Sθ2 ) − A5d ÛγCθ1 SγSθ2

+
1
2

(A5d ÛαSγSθ1 Sθ2 ) +
1
2

(A5d Ûθ2CγCθ1Cθ2 )

c64 =
1
2

(A4 Ûβ(Cθ2 Sβ − CβCθ1 Sθ2 )) +
1
2

(A5 Ûγ(Cθ2 Sγ

−CγCθ1 Sθ2 )) +
1
2

( ÛαSθ1 Sθ2 (A4Cβ + A5Cγ))

c65 =
1
2

(d2 ÛαmCθ1 ) − d2 ÛαmCθ1C2
θ2

+
1
2

(A4d ÛαCβCθ1 Sθ2 )

+
1
2

(A4d ÛβCβSθ1 Sθ2 ) +
1
2

(A5d ÛγCγSθ1 Sθ2 )

c66 =
1
2

(d ÛαCθ2 Sθ1 (A4Cβ + A5Cγ))−

1
2

(A5d Ûγ(SγSθ2 + CγCθ1Cθ2 )) −
1
2

(A4d Ûβ(SβSθ2 + CβCθ1Cθ2 ))

g2 =
1
2
glBcosβ(2m + mB + 2mJ ),

g3 =
1
2
glJcosγ(2m + mJ ), g4 = −gmcosθ1cosθ2,

g5 = gmdcosθ2sinθ1, g6 = gmdcosθ1sinθ2

f1 = dθ1C2
θ2
|θ1 | Ûθ1, f2 = dθ2θ2 | Ûθ2

where the following auxiliary variables are defined: A1 =
l2
Bm + (l2

BmB)/4 + l2
BmJ, A2 = l2

Jm + (l2
JmJ )/4, A3 =

2lBlJm + lBlJmJ, A4 = 2lBm, A5 = 2lJm
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Abstract -
Fast and accurate inspection of elevated structures is im-

perative for sustaining the increasing traffic flow o n dete-
riorating bridges. Despsite their importance, today’s in-
spection processes still require dedicated equipment, impact 
traffic flow, and expose i nspection personnel t o s afety con-
cerns. The advent of Unmanned Aerial Vehicles (UAVs) and 
the ability to position a camera close to elevated highway 
structures presents an opportunity to perform inspections 
quickly, safely and effectively. Towards this goal, we present 
an end-to-end system for robotic bridge inspection. Our sys-
tem is structured around integrated methods to (a) create 
UAV flight m issions; ( b) e valuate a ccuracy a nd complete-
ness of data collection plans; (c) generate 3D models of the 
structures of interest; (d) detect surface distresses in 3D; 
and (e) generate inspection reports in compliance with the 
requirements of highway agencies. We present results on 
validating each algorithm and the system as a whole. We 
also share lessons learned from an owner’s perspective on 
deploying this system for bridge inspection in Japan partic-
ularly around procedures for documenting, communicating, 
and following up on bridge inspectors’ recommendations.

Keywords -
Bridge Inspection; Deep Learning; Structure from Motion;

Aerial Robots; Computer Vision

1 Introduction
The discovery of fractures in steel members of Kisogawa

Ohashi Bridge and Honjo Ohashi Bridge in 2007, yet again
raised alarms about the deterioration and fragile state of
the infrastructure in Japan. By March 2019, deficient or
functionally obsolete bridges constitute 9.6% of all the
700,000 road bridges in Japan [1]. Japan’s geography
creates additional risks associated with natural disasters.
Thus, evaluating as-is conditions of Japan’s bridges and
infrastructure assets is more important than many other
places around the world.
Today’s bridge inspection practices are expensive and

can be disruptive to ongoing traffic. Onsite documen-
tations are also time-consuming and assessments can be
inconsistent. This means additional data collection may
be necessary in many cases, while resource allocation
is always challenging. The advent of agile aerial plat-
forms with the ability to carry digital cameras, along

with a greater awareness of the technology has created
an cost-effective alternative to conduct bridge inspection
in a quick, safe and effective manner. Application of aerial
platforms resolves issues of access and traffic disruptions.
Also, cloud-based analysis lowers the need for onsite en-
gineer visits, reducing cost associated with inspection. As
such, the Ministry of Land, Infrastructure, Transport and
Tourism (MLIT) in Japan launched an initiative in 2015
with the aim of leveraging advanced robots and artificial
intelligence technologies to improve productivity in con-
struction and infrastructure inspection tasks.

Because of theMLIT initiative as well as similar ones in
the United States, a large body of work has emerged from
the industry and academia which focuses on computer vi-
sion and visualization methods to process, analyze and
share inspected drone data. Much of these efforts has fo-
cused on improving one step in the process, rarely offering
an insight or recommendation on how various techniques
can be applied in an integrated manner to streamline the
data collection, analytics, and reporting in an end-to-end
fashion. While there are promising computer vision meth-
ods such as 3D reconstruction, image classification, object
detection and semantic segmentation that can been applied
to bridge inspection processes, yet their adaptability as part
of an end-to-end system has not been investigated.

To address the existing gaps in knowledge, we present
an integrated end-to-end system for robotic bridge inspec-
tion consisting of five integrated methods: (a) creation
of flight missions for data collection; (b) evaluation of
flight missions based on requirements of inspection and
visual quality of collected data; (c) 3D reconstruction of
elevated structures; (d) automated detection and localiza-
tion of surface distresses in 3D; and (e) report genera-
tion in compliance with owner requirements. We validate
each underlying algorithm and the end-to-end system as
a whole. We also share best practices on documentation,
communication and following up on bridge inspection rec-
ommendations based on deploying our systemon30 bridge
inspection projects in Japan and the United States.
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2 Related Work
A large body of work in the literature has focused on

robotic infrastructure inspection. In this section, we dis-
cuss the most recent methods and their gaps in knowledge:

2.1 Model-driven Data Capture using UAVs

Visual data collection with the UAVs has many applica-
tions including surveying, inspections, safety and progress
monitoring. Based on whether models are used as a pri-
ori, these methods can be categorized into two classes: (1)
Conventional methods that focus on ensuring minimum
overlap between collected images to generate complete
3D point clouds; and (b) model-driven methods which use
3D CAD or BIM as a priori to simulate and evaluate the
3D visual coverage of structures and in turn reduce safety
risks associated with the UAVs. Flight plans with way-
points sampled at a safe offset distance from the structure
[2] and the utilization of 4D BIM for path planning in con-
struction monitoring use-cases [3] are examples of these
model-driven approaches. Our method builds on these
model-driven path planning methods, but it also enables
verifying and planning for requirements such as preserving
line-of-sight to UAVs, or orthogonality of camera view-
points against the structure during data capture.

2.2 Image-based 3D reconstruction

Structure from Motion (SfM) and Simultaneous Lo-
calization and Mapping (SLAM) algorithms have been
widely used as 3D reconstruction techniques to generate
high fidelity 3D point cloud and mesh models using im-
ages or videos collected with aerial robots. These tech-
niques allow for better organization of collected data by
identifying locations and viewpoints of images relative to
3D models. While these techniques have matured over the
past decade, nevertheless they can still result in incomplete
and inaccuratemodels. To address these issues, recent ef-
forts such as [4] propose simulators or empirical metrics to
examine quality of data collection and their impact on 3D
reconstruction. Nonetheless, these studies have been val-
idated in contexts which are not relevant to data collected
from varying heights and viewpoints relative to elevated
structures. Tools that can generate elevation or under-deck
orthoviews are also required for inspection reports, how-
ever current 3D reconstruction pipelines do not produce
such deliverables.

2.3 Metrics for visual quality assurance

The percent overlap between collected images, the reso-
lution of bridge elements in each image, and the quality of
3D reconstruction are three key parameters that influence
the accuracy of automated condition assessment system.

Model-driven flight paths have been deployed to improve
the quality of collected visual data [2] but these methods
lack quality assurance capabilities. [5, 6] show parame-
ters such as proximity of camera to the bridge elements
and orientations of the collected images, which can im-
pact accuracy of defect detection and appearance-based
classification of structural components. To evaluate ac-
curacy of 3D reconstruction in simulation environments,
metrics such as (a) visibility per element and (b) redun-
dancy in visibility have been introduced by [7]. Met-
rics such as Ground Sampling Distance (GSD) have also
been employed to guarantee resolution of 3D reconstruc-
tion before image capture is conducted [8]. In this study,
we build upon previously studied visual quality assurance
metrics and investigate new metrics focusing on defect de-
tection such as perpendicularity of image viewpoints while
achieving a specific GSD per inspection target.

2.4 Defect Recognition, Severity Assessment and
Mapping

Computer vision methods can be used on site images to
detect and classify surface defects such as crack, spalling,
exposed rebar, efflorescence and corrosion. Particularly,
deep learning-based approaches have shown promising re-
sults in the recent years. Deep Convolutional Neural Net-
work (CNN) architectures such as VGG, AlexNet, ResNet
and MetaQNN for single and multi-class defect classifi-
cation [8] have resulted in exceptional results (e.g., VGG
architecture achieved 70.61% for multi-class defect classi-
fication) but thesemethod do not predict defect regions and
at best, they only focus on a Single-class defect detection.
[9, 10, 11, 12] in among the fewworks that has investigated
feasibility of an end-to-end framework for bridge inspec-
tion, however no previous work has considered multi-class
defect detection and localization within a 3D context. Lo-
calizing defect in 2D and 3D is essential for assessing
seriousness of defects and to prioritize maintenance oper-
ations.

2.5 Virtual inspection and report generation

There is plenty of work in the literature on generating
3D point clouds of bridges and detection of multiple type
of defects; nevertheless there are still many components
missing to enable an end-to-end robotic inspection; i.e., (a)
Comparative views of point clouds and images over time,
(b) interactive orthoviews generated automatically, and (c)
ability to view images overlaid on 3D point clouds through
an interactive interface, similar to ones implemented for
project controls [13], are much needed. 3D measurements
and annotations could also be enabled through a visual
interface for defect severity assessment purposes. These
tools and systems can automate and significantly improve
how owner-compliance reports are generated. The work in
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[9, 14] demonstrate methods to generate reports utilizing
BIM of bridges. However, creating BIM from point clouds
is not a trivial task and is often cost-prohibitive for large
number of bridges in need for inspection.
In the following, we present an end-to-end solution that

addresses these gaps in knowledge. Our solution has been
deployed by the MLIT in Japan and other bridge owners
and operators in the United States.

3 Method
We propose a new end-to-end system for robotic inspec-

tion (see Figure 1). Each step in our system’s is discussed
in the following sections:

Figure 1. A new end-to-end system of bridge inspection, 
with relevant user inputs and expected outputs.

3.1 Model-driven Visual Data Inspection

Automatic visual data collection is the first step in our 
end-to-end bridge inspection system. To achieve this, we 
developed a web-based virtual environment with client-
server architecture for fast and easy access to aerial data 
collection missions and automatic 3D flight plans genera-
tion. The user sets the inspection region with a 2D satellite 
map and specified the data collection parameters to gen-
erate the 3D flight p lan. The parameters considered the 
requirements of the data collection, such as altitudes of 
bridge deck underside and topside, waypoints offset dis-
tance from the structure, drone and camera settings, the 
field of view to keep line-of-sight during flight execution 
and the required overlap between image frames. The gen-
erated flight p lan i s s liced i nto m issions t o a ccount for 
line-of-sight requirements and the drone’s battery life.

The 3D virtual environment is used to render the flight
mission alongside BIM/reality models of the bridge for
evaluation and communication. This allows adjustments
to the flight mission parameters for improving visual cov-
erage and safety. Execution is supported via an iOSmobile
application adapted from a previous study [3].

3.2 Quality Evaluation and Feedback on Data Col-
lection Plan

Wedeveloped fourmetrics to define the visual quality of
bridge inspection data with regards to the requirements of
bridge inspection data: (1) visual coverage completeness
of inspection region; (2) redundancy of observations of
bridge elements across images needed for accurate 3D re-
construction; (3) target pixel resolution or GSD needed for
precise defect detection; and (4) canonical orientation of
camera against bridge elements for minimal distortion and
required pixel resolution. Redundancy in observations is
used for cross-referencing detection across images, which
improves detection reliability.
A priori 3D model needs to be generated to perform

the flight mission simulation. Without previous capture,
we perform a 3D reconstruction from synthetic images ex-
tracted from 3D terrain map platforms to create a priori
model. Using this model, the simulation can estimate:
(1) the visibility of each element in each data frame; (2)
redundant visibility of elements across all data frames;
(3) the average pixel resolution of each element in every
frame; and (4) the relative orientation of each element to
each frame. The elements are rendered in the virtual en-
vironment by a simulated camera with the parameters of
the actual camera used for data collection. In the eval-
uation of visibility and redundant visibility of elements,
an element ID color-coding scheme is implemented, and
an element’s visibility is determined by whether the num-
ber of back-projected pixels of the corresponding color
exceeds a user-defined threshold in a frame.
A similar approach is applied to estimate pixel resolu-

tion of an element in each frame with color-coding based
on the depth of the element. The relative orientation of
each element to each data frame is estimated in the final
simulation. We utilize the surface normal shader to render
elements’ surface normals as RGB colors. The results of
the simulation are provided to the user visually for flight
plan adjustment.

3.3 Image-based 3D modeling

We developed different 3D reconstruction methods to
address the issues that appear more frequently for bridges.
These issues include incompleteness, misregistration, and
curvature (drift). The 3D reconstruction pipeline follows
an extension of previous studies [15], which include Struc-
ture from Motion (SfM) algorithm, patch-based multi-
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view reconstruction and mesh modeling steps. However,
point cloud misregistration often occurs in bridges due
to the repetitive bridge structures in typical SfM process.
To resolve the ambiguity in the feature matching process,
we introduced a feature clustering mechanism that utilizes
GPS coordinates extracted from image metadata to reduce
the misregistration. To mitigate point clouds curvature
caused by the radial distortion ambiguity, we implemented
the camera model [16] that estimates the intrinsic matrix
including the distortion coefficient. In the final mesh mod-
eling process, a digital depth model is generated to allow
users to create orthographic views from any user-defined
view necessary for inspection (e.g., under the deck view
or side view). The digital depth model is presented in the
form of a raster image with pixels representing depth value
arranged in rows and columns. The images are stitched
together along the seam lines with the correction of radial
and depth distortion utilizing the digital depth model.

3.4 Damage Detection, Localization and Mapping

We use the Faster-RCNN architecture [17] and present
a new algorithm to detect, localize, and determine the
3D spatial mapping of each type of damage. The detec-
tion output is a predicted label with its bounding box and
score. In our new method, these outputs are projected
into the 3D point clouds and back-projected to all related
images to analyze intersected area and then fed into the
3D spatial mapping algorithm to determine final labels for
each fragment in the 3D point cloud (Fig. 2).

Faster-RCNN includes a Region Proposal Network
(RPN) and an object detection network Fast-RCNN, which
shares a backbone CNN to form a unified network. The
backbone CNN architecture is initialized with a pretrained
network (e.g., VGG, Alexnet, ResNet) and fed with in-
put images to extract feature maps. The RPN utilizes
the feature maps to generate region proposals by sliding
a network with fully-connected n × n spatial windows,
which are output as a lower-dimensional (512 for VGG,
1024 for Resnet) vector and fed into box-regression and
box-classification layers. Translation and scale-invariant
outputs are achieved using k anchor boxes set as a grid,
and k regions are predicted simultaneously. Anchors are
associated with three scales and three aspect rations and
are generated at the center of the sliding window. Loss
function for training of RPN is computed using eq. 1 with
a binary class label assigned to each anchor box, where
positive labels have Intersection over Union (IoU) over
70% with ground truth. The Feature Pyramid Network
(FPN) utilizes deep CNN pyramidal feature hierarchy to
build a semantically rich feature pyramid from low to high
levels to both learn local and spatial features.

L{di} , {ti} =
1

Ncls
Lclsdi, d

∗
i

+λ
1

Nreg
d∗

iLregti, t
∗
i

(1)

where, i is the index of the anchors, di the correspond-
ing predicted probability and the ground truth label d∗

i the
binary classification of the anchor. ti is the coordinate of
the bounding boxes where t∗i denotes the ground truth box
associated with the positive anchor. Lcls is the classifica-
tion loss and Lreg is the regression loss, while these two
terms are normalized to Ncls and Nreg by batch size and
total anchor locations.

3.5 3D Spatial Mapping

The 3D spatial mapping developed in this study helps
eliminate the annotation and prediction inconsistencies.
We utilize computer graphics techniques and camera pro-
jection matrices estimated in 3D reconstruction to localize
the same damages. All defect bounding boxes from each
data frame are projected to 3D space and back-projected to
any images that contain the corresponding region. Ideally,
all such back-projected boxes should perfectly align with
the same defect, but due to errors in projection and defect
detection, that is not the case. To address such errors and
increase detection precision, we present an algorithm to
identify the most probable back-projected boxes for each
defect.

Three user-defined parameter thresholds are used for
this purpose. An IoU threshold is used to identify bound-
ing box clusters within a user-defined 3D spatial distance
to limit reprojection error. Clustered bounding boxes
over a threshold count are then processed by performing
a greedy Non-maximum suppression (NMS) to choose
the most probable box. This approach is first applied to
the ground-truth bounding boxes obtained from annota-
tions and then to the predicted detection bounding boxes.
Ground-truth bounding box clusters with lower box count
than the threshold are kept, and detection box clusters with
lower box count than the threshold and lower IoU than the
threshold are removed. Similar approach is also applied
to the detection process.

3.6 Interactive Web-based Viewers for Inspection

The interactive web-based viewer is extended from [13]
with added components specifically developed for the pur-
pose of bridge inspection. In our system, the octree struc-
ture stores a point cloud in different hierarchical levels of
detail for efficient rendering. The system automatically
loads the points inside the user’s field of view via a lazy
scheme to reduce the loading speed.
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Figure 2. The network architecture. Feature maps extracted from backbone Resnet50, FPN are input to RPN. Bounding 
boxes with labels and scores as output from classifier mapped in 3D environment is re-injected to finalize prediction.

In addition to visual data collection planning and cap-
ture quality evaluation, the virtual walkthrough provides
the necessary measurement capabilities for inspection.
The image-based measurement tools utilize raycasting to
find the closest point and backproject the point using the
camera intrinsic, extrinsic to the image. We improved
the raycasting accuracy by implementing a cylindrical ray
with a radius r to get accurate results when the point
cloud is sparser with varying depth. Theweb-based viewer
also provides a non-linear transformation from 3D point
clouds to 2D orthophoto using feature matches, estimated
depth, and gravity direction from 3D reconstruction. A 4D
(3D+time) point cloud timeline is formed chronologically
by the capture date with the images, point clouds. Side-
by-side or overlaid image comparison interface over time
is also enabled by finding the closest image and transform
it into the same coordinates using McMillan & Bishop
warping method.
Per-pixel distance values are used to warp pixels to their

correct location for the current camera position. Side-by-
side or overlay views enable observation of defect progres-
sion over time and severity assessment for the inspectors.

3.7 Report Generation

Bridge inspection results are summarized in necessary
reporting forms that (a) present schematic views of various
bridge components and relative location and severity of
defects; and (b) defect images as well as their associated
inspection info. Our process leverages defect information
and associated attributes already mapped in the 3D point
cloud to speed up the generation of such reports. An
image with a pin is automatically attached to the reports
with associated information. These are exported as excel
sheetswith hyperlinks to the 3D location in the viewer. The
related information includes properties such as severity,
notes, inspector’s name, and GPS location. Inspectors can
easily access all the information that needs to be used to
assess the defect from these excel sheets that follow owner
reporting guidelines (fig. 3).
Our surface mapping tool creates 2D orthophoto from

different viewpoints, facilitates the schematic drawing cre-
ation with more information than the traditional. The 2D
orthophoto with the analysis of the inspected structure
provides the overall status of the bridge in a short glance.

Figure 3. Examples of inspection forms (left) that re-
quire bridge elevation view to illustrate defect location and 
(right) detailed description of each defect with additional 
notes

4 Technical Validation
We validated the developed end-to-end system through 

30 bridge inspection projects in Japan and the United 
States. In this section we present a couple of these projects 
for the purpose of demonstrating our results, mainly we 
show the qualitative and quantitative findings of deploying 
the new system to two Japanese bridge inspection projects. 
For each of the later projects, we focused on automatic de-
fects detection for one of the bridge’s spans covering the 
underside and lateral sides of the inspection region. Ac-
cordingly, detailed results for each stage of the inspection 
workflow are presented as follows.

4.1 Data Collection

The first step of bridge inspection system i s using the 
developed web-interface to select the inspection region for 
each of the bridges, such region is selected by navigating a 
2D map to the project location and using satellite images 
to define the boundary of the r egion. Next we set the data 
collection parameters as discussed in the method section, 
for instance, we provide an example of the parameters set 
for one of the bridges in Table 1.
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Table 1. Flight plan parameters

Parameter Value
Top offset 6 m
Bottom offset 3 m
Sides offset 4 m
Images overlap 80%
Drone battery life 20 mins
Drone speed 25 kph
Line-of-sight FOV 90°
Aerial platform DJI Phantom4

The developed flight planning interface automatically
generates a 3D flight plan with missions covering the top,
lateral and under sides of the bride structure. The total
flight distance and flight-time for the plan are 2,200 me-
ters and 79 minutes respectively. We provide a visual
representation for the later flight plan in Figure 4 which
shows the 3D missions along with as-is point cloud model
of the bridge.

Figure 4. Generated 3D flight plan with top, bottom and 
one of the side missions visualized in unique colors.

4.2 Visual Quality Evaluation

Feedback for the visual quality of the data collection 
plan is presented in Figure 5 which provides an example of 
the visual feedback for visibility, resolution and orientation 
evaluations. For such task, the bridge mesh was divided 
into fine fragments that are color-coded to show the visual 
quality value for each fragment.

The visual evaluation criteria are set according to the 
requirements for bridge inspection, the later criteria and 
results of the evaluation feedback are shown in Table 2. 
13 fragments found to be outside the acceptable criteria 
which happen to be on the ground and outside the inspec-
tion scope. In future iterations of the tool, we plan to 
remove these elements from the resolution evaluation pro-
cess, thus, revisions and further modifications to the flight 
plan were not needed.

Figure 5. Color-coded visual feedback for data collection 
plan. (top) visibility evaluation, (bottom-left) resolution 
evaluation, and (bottom-right) orientation evaluation. The 
red region, being outside scope of evaluation, is ignored.

Table 2. Flight plan evaluation results

Metric Criteria # of ele-ments % of ele-ments

Visibility
Not met (< 3 obser-
vations)

13 16.88%

Acceptable (3 − 8 ob-
servations)

3 3.90%

Satisfactory (≥ 8 ob-
servations)

61 79.22%

Resolution
Not met (> 0.01
m/pix)

11 14.29%

Acceptable (0.005 −
0.01 m/pix)

0 0.00%

Satisfactory (≤ 0.005
m/pix)

66 85.71%

Orientation
Not met (> 45°) 1 1.30%
Acceptable (15−45°) 2 2.60%
Satisfactory (≤ 15°) 74 96.10%

4.3 Damage Localization, Detection and Mapping

4.3.1 Dataset preparation and annotations

The image dataset was created from inspection images
captured for the two bridges, the defects in these images
were labelled into five common defect classes, namely:
crack, spalling, efflorescence, corrosion stains and ex-
posed rebar. For the annotation process, we extended
Computer Vision Annotation Tool (CVAT) by integrating
the collected dataset and specifying new labels. The in-
spection images were annotated by experts and validated
by two reviewers per each annotation job following the
quality assurance/control process in [18]. A total of 30
engineering experts served as annotators and reviewers in
this study. Attributes of the resulted dataset are detailed
in Table 3. For defect detection, the dataset was split into
training and testing datasets with the 80/20 convention. A
total of 653 images with 14,302 defect instances were used
for training and 89 images with 4804 object instances for
testing.
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Table 3. Results from the annotation process and detection

Defect Class Number of
annotations AP (%)

w/Mapping
AP (%)

Spalling 5,013 84.6 85.3
Exposed rebar 1,545 84.5 85.2
Corrosion stains 3,310 74.1 74.9
Efflorescence 1,944 57.6 61.1
Crack 5,779 49.2 53.2

Figure 6. (Left): Results of the localization bounding-
boxes for defects in green with projected boxes from other 
frames -generated through 3D mapping process- colored 
in blue; (Right) the final localized bounding boxes -after 
3D mapping process- overlaid on registered image in 3D 
point cloud context.

4.3.2 Experimental Results and Discussions

FasterRCNN architecture was implemented using py-
torch framework and was fine-tuned with MS-COCO ob-
ject detection model to expedite initial training with six 
object classes including defects mentioned earlier and the 
background. The model was trained from scratch for each 
layer with the Stochastic Gradient Descent (SGD) opti-
mizer. The learning rate was set using cosine annealing 
schedule cycling between 1e-5 to 1e-2 in every 10 epochs 
to avoid local minimum and overfitting. Results o f the 
detection are shown in Fig. 6.

Average Precision (AP) is then calculated by dividing 
count of true positive detections over all positive detec-
tions and is used to evaluate the detection results. The 
average precision values from the detection are summa-
rized in Table 3. NMS removes some detection boxes not 
meeting threshold earlier defined leading to reduced total 
detections. NMS parameters were fine-tuned to balance 
trade-off for best result.

3D spatial mapping was found to increase the AP for 
crack and efflorescence by more than 4% with improve-
ments in all defect types (Table.3). Detection results are 
also continuously improved through user inputs provided 
through the interactive web viewer such as verification of 
correct defects and adding missing detections for docu-
mentation and reporting by expanding dataset and detec-
tion model retraining.

4.4 Web-based Viewer and Inspection Reports

We adopted Charette test method [19] to evaluate the 
user’s feedback about the web-viewer and report genera-

Figure 7. The MLIT in Japan has outlined a three-phase 
path towards a fully automated bridge inspection process, 
where more automation is introduced one step at a time. 
Currently, Phase II is in full testing mode with the solution 
presented in this paper.

tion process. The validation works by evaluating effective-
ness, repeatability, and reliability of our method, which 
measure productivity improvement, performance of sys-
tem under different inspection conditions and users. These 
were measured qualitatively through interviews and ob-
servations from MLIT practitioners interacting with the 
system. We have provided training and guidelines for 
bridge inspectors, transportation professionals and civil 
engineers to perform virtual inspection tasks. Users ex-
pressed through the training that time required for defect 
localization and creating reports using corresponding im-
ages was significantly r educed. Users also expressed that 
the output generated can be easily transformed to action-
able format which is vital for effective bridge maintenance.

5 Discussion - Gradual Transition to a Fully
Automated System

The components of the presented system were deployed
on bridge inspection projects in Japan and the United
States. Based on discussion and interviews with bridge
inspectors, JapanMLIT has decided to engage in a gradual
transition from their current workflow to full automation,
due to the many components, bridge owners, and engi-
neering personnel involved. Fig. 7 shows MLIT’s plan
and perceived benefit from this transition.
In the current workflow, inspectors spend significant

time measuring, capturing and organizing damages and
related information. Phase II will involve automating data
collection and report generation processes consisting of
the robotic solutions that collect and process the data in the
web-based system. The system will also actively improve
the automatic defect detection through (a) user input of
correcting and adding missing detections, and (b) retrain-
ing of detectionmodel on a timely basis over moremassive
ground truth datasets. Phase III will introduce automated
pre-analysis of bridge condition, 3D reconstruction, defect
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detection, and report generation. Analyzed data will be
used for verification of condition and to perform physical
examinations on the field. Full adaptation of automation
by Phase III is expected to cause substantial time savings
(30% based on Charettes) and cost-savings in the inspec-
tion process. A reliable defect detection component is an
essential step towards Phase III.
We have shown in this study that the data collection pro-

cess improves the visual quality of collected data to meet
MLIT inspection and report generation requirements. Fu-
ture work will focus on improvements of the flight plan
optimization by eliminating user manual inputs, the evalu-
ation process by removing simulated fragments that are not
in the inspection scope, the detectionmodel by phased roll-
outs of improved models, and expansion of ground-truth
dataset with a generalized distribution of defect shapes,
colors and incorporating 3D geometry information in the
detection process.

6 Conclusion
We presented an end-to-end system to automate robotic

bridge inspection processwith integration of flightmission
generation, assessment of visual quality of collected data,
ensuring accuracy and completeness of reconstructed re-
ality model, 3D reconstruction for elevated structures, au-
tomated detection and localization of damages and report
generation. Our proposed system shows the connections
between components and how robotic bridge inspection
solutions can be streamlined systematically and gradually.
We introduced the phase-based implementation of detec-
tion models that enables continuous improvement and ac-
tive learning over time through dataset expansion and user
input. Our holistic approach through the proposed end-
to-end system connects the dots between the components
of robotic bridge inspection for the MLIT in Japan. We
plan to implement this system across 100s of bridges in
the coming year.
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